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de Jesus Falcão, Mauro André Damasceno de Melo, Maria Paula Cruz Schneider, et al.
Molecular Changes in the Brain of the Wintering Calidris pusilla in the Mangroves of the Amazon
River Estuary
Reprinted from: Int. J. Mol. Sci. 2023, 24, 12712, doi:10.3390/ijms241612712 . . . . . . . . . . . . . 71

Vladimir Volloch and Sophia Rits-Volloch
The Amyloid Cascade Hypothesis 2.0 for Alzheimer’s Disease and Aging-Associated Cognitive
Decline: From Molecular Basis to Effective Therapy
Reprinted from: Int. J. Mol. Sci. 2023, 24, 12246, doi:10.3390/ijms241512246 . . . . . . . . . . . . . 87

Nicole E. Eassa, Stephanie M. Perez, Angela M. Boley, Hannah B. Elam, Dishary Sharmin,
James M. Cook and Daniel J. Lodge
α5-GABAA Receptor Modulation Reverses Behavioral and Neurophysiological Correlates of
Psychosis in Rats with Ventral Hippocampal Alzheimer’s Disease-like Pathology
Reprinted from: Int. J. Mol. Sci. 2023, 24, 11788, doi:10.3390/ijms241411788 . . . . . . . . . . . . . 154

Bianca Caroline da Cunha Germano, Lara Cristina Carlos de Morais, Francisca Idalina Neta, 
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Preface

Neurodegenerative diseases are a heterogeneous, largely age-related group of disorders,

characterised by the progressive degeneration or death of neurons in the central or peripheral nervous

system. The prevalence of these diseases is increasing, in part due to the ageing of the population,

with a consequent growing economic burden on healthcare systems. Although, in some cases, these

diseases can be managed with treatments, current therapies are mostly symptomatic, do not address

the underlying cause of the disease and have little or no effect on disease progression.

Recent advances in neurobiology and neurogenetics provide valuable insights into the

pathogenesis of neurodegenerative diseases. This paved the way for the development of molecularly

targeted therapies capable of halting or slowing the fundamental pathological processes that cause

neuronal damage and consequent cognitive and motor dysfunction. In some cases, neurodegenerative

diseases are caused by genetic variants and/or the dysregulation of cellular pathways. Some

mechanisms common to several neurodegenerative diseases were identified, such as the presence of

misfolded protein aggregates and abnormal protein accumulation, but the molecular mechanisms of

neurodegenerative diseases are complex and diverse and may differ between diseases. As progress

is made in understanding critical aspects of the underlying molecular pathophysiology, therapeutic

strategies continue to evolve.

This Special Issue aims to provide an up-to-date overview of the progress made in research into

neurodegenerative diseases, from understanding the molecular basis, to establishing more effective

diagnostic tools, to developing new therapies. Some papers focus on Alzheimer’s disease, Parkinson’s

disease, motor neuron disease and Huntington’s disease. Others address more general aspects of

neurodegeneration, ranging from the common mechanisms of cellular damage to the role of dietary

effects on the nervous system.

Overall, this Special Issue highlights the continuing efforts of the scientific community to unravel

the pathophysiological mechanisms responsible for neurodegeneration and to identify potential

treatments for neurodegenerative diseases. The aim of this research is to understand the molecular

bases of disease onset and progression, to achieve earlier diagnosis, to identify novel therapeutic

targets and ultimately to develop more effective therapies to counteract the progression of these still

fatal diseases.

Claudia Ricci

Editor

ix





Citation: Ricci, C. Neurodegenerative

Disease: From Molecular Basis to

Therapy. Int. J. Mol. Sci. 2024, 25, 967.

https://doi.org/10.3390/

ijms25020967

Received: 8 January 2024

Accepted: 10 January 2024

Published: 12 January 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of 

Molecular Sciences

Editorial

Neurodegenerative Disease: From Molecular Basis to Therapy
Claudia Ricci

Department of Medical, Surgical and Neurological Sciences, University of Siena, 53100 Siena, Italy;
claudia.ricci@unisi.it

Neurodegenerative diseases are a heterogeneous group of age-related disorders char-
acterised by the progressive degeneration or death of neurons in the central or peripheral
nervous system. The prevalence of these diseases is increasing—in part due to the ageing
population—and the economic burden on healthcare systems is growing as a result. Al-
though in some cases these diseases can be managed with treatments, current therapies
are mostly symptomatic, do not address the underlying cause of the disease and have
very little effect on disease progression. Recent advances in neurobiology and neurogenet-
ics have provided valuable insights into the pathogenesis of neurodegenerative diseases.
Genetic, environmental and lifestyle factors contribute to neurodegenerative diseases. Com-
mon underlying processes contribute to the degeneration of neurons, but the molecular
mechanisms of neurodegenerative diseases are complex and diverse and may differ be-
tween conditions. As progress is made in understanding critical aspects of the underlying
molecular pathophysiology, therapeutic strategies are evolving and new treatments are
being evaluated.

Several papers in this Special Issue focus on Alzheimer’s disease (AD), the most
common cause of dementia, characterised by memory loss, behavioural disturbances and
impaired judgment [1]. The presence of senile plaques, characterised by the aggregation
of amyloid beta (Aβ), and the formation of neuronal neurofibrillary tangles (NFTs) are
well-known neuropathological hallmarks of AD [2]. Symptoms of AD generally begin with
mild memory impairment and progress to various degrees of severe cognitive impairment,
including memory loss and difficulty with complex activities of daily living [3,4]. These
pre-dementia stages could play a key role in preventive interventions: the development of
early and accessible diagnostic methods could help to prevent or delay the progression of
cognitive deficits and the onset of AD dementia [5,6].

In this respect, Hunjong Na and colleagues [7] developed the QPLEX™ kit for the
early clinical diagnosis of Alzheimer’s disease. This kit simultaneously detects amyloid-
β1-40, galectin-3 binding protein, angiotensin-converting enzyme and periostin in a few
microlitres of peripheral blood and uses an optimised algorithm to screen for AD by
correlating with cerebral amyloid deposition. The authors evaluated cognitively normal
subjects and patients with subjective cognitive decline, mild cognitive impairment and
AD, and showed that the QPLEX™ algorithm values could be used to distinguish the
clinical continuum of AD or cognitive function. The QPLEX™ kit could be a valuable tool
for health screening and early clinical diagnosis of Alzheimer’s disease, as blood-based
diagnosis is more accessible, convenient and cost- and time-effective than diagnosis based
on cerebral spinal fluid or positron emission tomography.

Another important aspect of dementia research is the development of new therapeutic
approaches aimed at curing the disease or alleviating its symptoms. In their research,
Nicole E. Eassa and colleagues [8] focused on one of the most common comorbidities
associated with Alzheimer’s disease, comorbid psychosis, which affects half of all AD
patients [9]. Since it is not possible to treat elderly patients with antipsychotics due to
an increased risk of premature death, there is a clear need for novel therapeutic options
for AD patients with comorbid psychosis. The authors used a viral-mediated approach
to express mutated human genes known to contribute to Alzheimer’s pathology in a rat
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model. The authors observed a significant increase in dopamine neuron population activity
and behavioural deficits in rodent models of psychosis-like symptomatology. Furthermore,
systemic administration of an α5-GABAA receptor-selective positive allosteric modulator
was able to reverse the aberrant function of the dopaminergic system in AD-AAV rats. This
study provides interesting insights for the development of drugs targeting α5-GABAA
receptors for patients with Alzheimer’s disease and comorbid psychosis.

Hoau-Yan Wang and colleagues [10] investigated the molecular mechanisms of simu-
filam, a novel oral drug candidate in phase 3 clinical trials for Alzheimer’s dementia.
Simufilam is a small molecule that binds an altered form of filamin A (FLNA) found in AD.
This binding disrupts FLNA’s aberrant binding to the α7 nicotinic acetylcholine receptor
(α7nAChR), thereby blocking soluble amyloid beta1-42 (Aβ42) signalling via α7nAChR,
which hyperphosphorylates tau. The authors showed that simufilam reduces Aβ42 bind-
ing to α7nAChR. They also showed that FLNA binds to several inflammatory receptors
in addition to Toll-like receptor 4 (TLR4) in postmortem human AD brains and in AD
transgenic mice. These aberrant FLNA connections were disrupted by simufilam. Simu-
filam also reduced inflammatory cytokine release from Aβ42-stimulated human astrocytes.
Taken together, these data suggest that simufilam may promote brain health by disrupting
abnormal FLNA receptor interactions that are critical for AD pathogenic pathways.

Two reviews summarise the state of the art in understanding the molecular mecha-
nisms responsible for the development of AD and consequently identifying novel drug
targets. In their manuscript, Botond Penke and colleagues [11] accurately describe the
pathogenesis of AD, its genetic background and the physiological and pathophysiological
roles of the Aβ and Tau proteins. They also discuss the various hypotheses that have
been proposed to explain AD neurodegeneration. In the second part of the paper, they
summarise conventional and novel targets for preventing and/or slowing the progression
of AD. The authors conclude that it is not possible to treat all stages of AD with a single
drug. A drug combination strategy with multiple molecular targets (amyloid aggrega-
tion, clearance, heat shock proteins, autophagy induction, inflammasomes, etc.) should
be considered.

The paper by Kseniia Orobets and Andrey Karamyshev [12] reviews the current knowl-
edge on amyloid precursors and Alzheimer’s disease. Amyloid precursor protein (APP) is
a membrane protein that is thought to play a major role in the pathology of AD. APP is
known to follow a non-amyloidogenic pathway under physiological conditions; however,
it can progress to an amyloidogenic scenario, leading to the formation of extracellular dele-
terious Aβ plaques. The authors summarise the biogenesis, processing and mechanisms
of action of APP. They conclude that despite decades of research on Alzheimer’s disease
and APP, not all steps of APP biogenesis have been elucidated and that many questions
about APP biogenesis, especially the early steps, interacting partners, the role of APP in
microtubules and the potential therapeutic targets, need to be addressed in future studies.

Finally, in their Perspectives paper, Vladimir Volloch and Sophia Rits-Volloch [13]
have comprehensively reviewed the molecular basis and potential effective therapies of
the Amyloid Cascade Hypothesis 2.0 (ACH2.0) for Alzheimer’s disease and age-related
cognitive decline (AACD). ACH2.0 is a recently proposed theory of Alzheimer’s disease.
Its name refers to its predecessor, ACH, although the similarity between the two theories
is limited to the recognition of the centrality of amyloid-beta (Aβ) in the disease. In
ACH, the disease is caused by secreted extracellular Aβ, while in ACH2.0, it is triggered
by Aβ protein precursor (AβPP)-derived intraneuronal Aβ (iAβ) and driven by iAβ
generated independently of AβPP. ACH2.0 considers AD as a two-stage disease. In the
first, asymptomatic stage, there is a decades-long accumulation of AβPP-derived iAβ via
internalisation of secreted Aβ and intracellular retention of a fraction of Aβ produced
by AβPP proteolysis. When AβPP-derived iAβ reaches critical levels, it activates a self-
sustaining AβPP-independent production of iAβ that drives the second, devastating stage
of AD, involving tau pathology and culminating in neuronal loss. The authors analyse the
dynamics of iAβ accumulation in health and disease and identify it as a major driver of both
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AD and age-related cognitive decline. They discuss the mechanisms potentially involved
in the AβPP-independent generation of iAβ and provide mechanistic interpretations for all
major aspects of AD and AACD. They conclude that drugs that affect the accumulation of
AβPP-derived iAβ may only have a protective effect on AD, whereas targeted degradation
of iAβ is the best therapeutic strategy for both prevention and effective treatment of AD
and AACD.

Another substantial part of this Special Issue is dedicated to Parkinson’s disease
(PD). PD is the second most fatal neurodegenerative disorder, identified by neuronal
degeneration in the substantia nigra pars and intracellular deposition of Lewy bodies [14].
There is still no clear understanding of the aetiology of Parkinson’s disease, and existing
treatments only provide effective control of symptoms, without stopping the disease
from progressing. Therefore, there is a great need for therapeutic strategies to reduce
neuronal death.

One of the possible strategies is to reduce the level of accumulated alpha-synuclein
(SNCA) in neurons. Autophagy is the main cellular process for removing toxic protein
aggregates responsible for neurodegenerative diseases. It is a complex process involving
dozens of proteins [15]. Ibrar Siddique and colleagues [16] have identified a novel regulator
(ARL6IP5) of neuronal autophagy whose levels decrease in the brain with age and in
Parkinson’s disease. Overexpression of ARL6IP5 reduces α-synuclein aggregation and
improves cell survival in a mouse model of PD. Interestingly, they showed that ARL6IP5 is
an autophagy inducer that enhances autophagosome initiation and elongation. In addition,
they showed for the first time that α-synuclein downregulates ARL6IP5, thereby inhibiting
autophagy-dependent clearance of toxic aggregates and exacerbating neurodegeneration.
Taken together, these results suggest the potential of ARL6IP5 as a target for diseases in
which autophagy is deregulated.

In their study, Prachayaporn Prasertsuksri and colleagues [17] have shown that
andrographolide (andro) has significant neuroprotective effects against 1-methyl-4-
phenylpyridinium (MPP+), a neurotoxin that can cause loss of dopaminergic neurons,
in SH-SY5Y cells. Andro reduces cell death by increasing mitophagy and autophagic clear-
ance of alpha-synuclein and by increasing the antioxidant capacity. These results provide
evidence that andro could be considered as a potential supplement for the prevention of
Parkinson’s disease.

SH-SY5Y cells were also used as a model of dopaminergic neurons in the study by
Wei Zheng and colleagues [18]. U251 cells were used as a model for astrocytes. The study
was designed to investigate the role of leukocyte common antigen-related protein tyrosine
phosphatase (LAR) in Parkinson’s disease. LAR knockout showed a protective effect in
astrocytic cells, reducing cell death and restoring an appropriate cell morphology. The basis
of this effect was an enhanced neuroprotective capacity due to the activation of IGF-1R
and Akt and the consequent reduction in the Bax/Bcl-2 ratio and suppression of apoptosis.
Akt also drove the upregulation of NRF2 and HO-1, resulting in the suppression of ROS
production, the preservation of mitochondrial function and increased GDNF production.
Higher levels of astrocytic viability and GDNF production also contributed to the increased
viability of co-cultured SH-SY5Y neuronal cells in a PD model system. Taken together, these
findings suggest that inhibition of LAR may modulate astrocyte viability and function and
may provide a novel therapeutic strategy for PD.

Finally, Thomas Stojsavljevic and colleagues [19] focused on another type of therapeu-
tic approach to PD, deep brain stimulation (DBS), which consists of surgically implanting
an electrode in the subthalamic nucleus (STN) to send electrical impulses to the targeted
regions of the brain. Since the conventional high-frequency (HF) stimulation currently
used as standard has several drawbacks, the authors carried out a computational study
to overcome the limitations of HF stimulation. The authors stimulated the STN in an
adaptive manner, using the interspike time of the neurons to control the stimulation. This
protocol eliminated bursts in the synchronised bursting neuronal activity of the STN, which
can cause thalamocortical (TC) neurons to fail to respond properly to excitatory cortical
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inputs. It also significantly reduced TC relay errors, showing promise for future Parkinson’s
disease therapeutics.

Among neurodegenerative diseases, amyotrophic lateral sclerosis (ALS) is a rapidly
progressive and fatal disorder characterised by progressive degeneration of upper and
lower motor neurons in the cerebral cortex, brainstem and spinal cord. The pathophys-
iological process underlying ALS neurodegeneration is multifactorial and still not fully
understood, although dysfunctions in several cellular and molecular processes have been
reported, including impaired protein homeostasis, mitochondrial alterations, aberrant
RNA metabolism, neuroinflammation, excitotoxicity and oxidative stress [20]. Several
studies have implicated aberrant regulation of PKC-mediated signalling pathways in ALS
through alterations in either the expression or activity state of several members of the PKC
superfamily [21,22]. Valentina La Cognata and colleagues [23] analysed the distribution
and cellular localisation of the ε-isozyme of protein kinase C (PKCε), a novel isoform of
PKC that represents an attractive target for the treatment of several conditions, including
neurodegenerative diseases. In human postmortem motor cortex samples, they found a sig-
nificant decrease in both PKCεmRNA and protein immunoreactivity in a subset of sporadic
ALS patients (ALS-GLIA, defined by an increased expression of genes that mark astrocytes
and oligodendrocytes [24]). In addition, NSC-34 cells carrying the human G93A SOD1
mutant exhibited a significant reduction in the phosphoPKCε/panPKCε ratio compared
to WT cells. Furthermore, a short pulse activation of PKCε by its agonist Bry-ostatin-1
produced a long-term neuroprotective effect in degenerating G93A SOD1 cells. Taken
together, these data support the involvement of PKCε in the ALS pathophysiology and
suggest its pharmacological modulation as a potential neuroprotective strategy, at least in a
subset of sporadic ALS patients.

Cássia Arruda de Souza Pereira and colleagues [25] focused on Huntington’s disease
(HD), a progressive neurodegenerative disorder characterised by motor changes, progres-
sive cognitive loss and psychiatric disorders. HD is caused by a mutation in the gene
encoding huntingtin (Htt), which results in an expansion of the CAG trinucleotide, leading
to abnormal long repeats of polyglutamine (poly-Q) in the N-terminal region of huntingtin
which form abnormal conformations and aggregates. HD is also associated with deregu-
lation of calcium (Ca2+) signalling and homeostasis [26,27]. Intracellular Ca2+ is stored
in lysosomes, organelles involved in endo-cytic and lysosomal degradation processes,
including autophagy [28]. Nicotinic acid adenine dinucleotide phosphate (NAADP) is
an intracellular second messenger that promotes Ca2+ release from the endo-lysosomal
system via activation of two-pore channels (TPCs) [29]. The authors have shown that in
murine astrocytes overexpressing mHtt-Q74, mHtt-Q74 colocalises with the TPC2 receptor
in lysosomes, thereby interfering with the physiological function of this channel and in-
ducing Ca2+ re-release from these organelles. Increased Ca2+ levels from the lysosome in
turn promote mHtt-Q74 aggregation. Furthermore, autophagy is inhibited in astrocytes
overexpressing mHtt-Q74. These results support the hypothesis that lysosomal home-
ostasis is important in inhibiting mHtt aggregation and highlight the role of autophagy
in neuroprotection.

In their concept paper, Dieu Thao Nguyen and colleagues [30] address the issue of
obstetric neuropathy in diabetic patients. They propose a “two-hit” model to explain the
effects of diabetes on mothers who are already in a putative subclinical state of damage
and then experience neuronal damage during childbirth. Pregnant women with diabetes
have a damaged nervous system, although the condition may be subclinical: this is the
“first hit”. The process of childbirth can cause damage to the mother’s nervous system
during delivery, which is the “second hit”. The authors describe the different pathological
processes responsible for worsening neuropathy in diabetes mellitus and highlight the risk
of obstetric neuropathy.

Two reviews examine the role of appropriate micronutrient supplementation on the
nervous system. Zhengyang Quan and colleagues [31] describe the effect of a balanced
intake of macro-, micro- and trace elements to improve and/or reduce the risk of depression.
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They discuss the effects of glucose, fatty acids, amino acids and mineral elements such
as lithium, zinc, magnesium, copper, iron and selenium. These elements exacerbate or
alleviate depression by regulating a range of physiological processes, including neural
signal transmission, inflammation, oxidative stress, neurogenesis and synaptic plasticity.
The paper also looks at the balance of these nutrients in the body, describing the effects of
both nutritional deficiencies and episodes of depression.

In their review, Bianca Caroline da Cunha Germano and colleagues [32] summarise
the scientific evidence on the effects of vitamin E supplementation on neuroprotection
and neurodegeneration in experimental models. Vitamin E supplementation significantly
improves memory, cognition, learning, motor function and brain markers associated with
neuroregeneration and neuroprotection. It also reduces beta-amyloid (Aβ) deposition and
toxicity in experimental models of Alzheimer’s disease. Furthermore, it reduces tau protein
hyperphosphorylation and increases the levels of superoxide dismutase and brain-derived
neurotrophic factor (BDNF) in rodents. For these reasons, the use of vitamin E could
prevent and/or delay the progression of degenerative lesions in the central nervous system.

Finally, three papers address the general mechanisms involved in neurodegeneration.
In their original article, Paul A. Hyslop and colleagues [33] discussed the origin of elevated
S-glutathionylated GAPDH in chronic neurodegenerative diseases. Using biochemical
and in silico molecular dynamics simulations, their study elucidates which factors may
contribute to the persistence of S-glutathionylated GAPDH in different pathophysiological
conditions. The results of the research provide a molecular rationale for how oxidative
stress elevates S-glutathionylated GAPDH in neurodegenerative diseases and suggest novel
targets for therapeutic intervention.

Alexander Pilski and Steven M. Graves [34] focused on the effects of repeated metham-
phetamine (meth) administration on substantia nigra pars compacta (SN) and locus
coeruleus (LC) neurons in a mouse model. They observed that repeated meth expo-
sure produced SN and LC axonal deficits prior to somatic loss in males, consistent with a
dying-back pattern of degeneration, whereas female mice were resistant to chronic meth-
induced degeneration. Interestingly, the pattern of degeneration observed in male mice
and the sex difference paralleled in Parkinson’s disease [35] and patients with a history
of meth abuse have been reported to lead to an increased risk of developing Parkinson’s
disease [36]. In addition, exposure to meth also increases the risk of Alzheimer’s disease,
as LC degeneration has been linked to pathogeneses associated with this disease [37].
Taken together, these findings suggest that the adverse effects of meth abuse may extend
beyond neurotoxicity and represent a potential risk for the development of neurodegen-
erative diseases. This risk may be restricted to males, as female mice were resistant to
meth-induced neurodegeneration.

Finally, the review by Jun-Hao Wen and colleagues [38] recapitulates the main aspects
of a topic strictly related to neurodegeneration: cellular protein aggregation. They reviewed
the composition and causes of protein aggregation in mammalian cells and summarised
the damage caused by protein aggregates, describing how these aggregates affect various
cellular functions. They have also highlighted some of the clearance mechanisms involved
in removing the aggregates and discussed potential therapeutic strategies targeting protein
aggregates in the treatment of ageing and age-related neurodegenerative diseases. Consid-
ering that the achievement of this goal requires a more comprehensive understanding of
the organisation and relationship between protein homeostasis and protein aggregation,
the authors conclude that further studies will be fundamental to follow this path.

In conclusion, this Special Issue highlights the continuing efforts of the scientific com-
munity to unravel the pathophysiological mechanisms responsible for neurodegeneration
and to identify potential treatments for neurodegenerative diseases. The aim of this re-
search is to understand the molecular basis of disease onset and progression, to obtain
an earlier diagnosis, to identify novel therapeutic targets and ultimately to develop more
effective therapies to counteract the progression of these still fatal diseases.
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Abstract: Alzheimer’s disease (AD) is one of the most common neurodegenerative disorders associ-
ated with age or inherited mutations. It is characterized by severe dementia in the late stages that
affect memory, cognitive functions, and daily life overall. AD progression is linked to the accumu-
lation of cytotoxic amyloid beta (Aβ) and hyperphosphorylated tau protein combined with other
pathological features such as synaptic loss, defective energy metabolism, imbalances in protein, and
metal homeostasis. Several treatment options for AD are under investigation, including antibody-
based therapy and stem cell transplantation. Amyloid precursor protein (APP) is a membrane protein
considered to play a main role in AD pathology. It is known that APP in physiological conditions
follows a non-amyloidogenic pathway; however, it can proceed to an amyloidogenic scenario, which
leads to the generation of extracellular deleterious Aβ plaques. Not all steps of APP biogenesis are
clear so far, and these questions should be addressed in future studies. AD is a complex chronic
disease with many factors that contribute to disease progression.

Keywords: neurodegenerative disease; Alzheimer’s disease; amyloid precursor protein (APP); amy-
loid beta; protein biogenesis; protein transport; membrane proteins; SRP-dependent targeting

1. Introduction

Alzheimer’s disease (AD) is a severe neurological disorder and the most common type
of dementia across the world. According to Alzheimer’s Association, AD contributes to
60–80% of all dementia cases worldwide. As estimated, in 2023, there will be 6.7 million
people who are 65 years old or older living in the United States with Alzheimer’s disease [1].
It is predicted that a dramatic elevation of AD pathology will occur in the future, with 13.85
million Americans affected by Alzheimer’s dementia and 152 million affected around the
world by the year 2050 [2,3]. In 2019, the World Health Organization (WHO) reported USD
1.3 trillion as the dementia cost around the world, including care expenses from family
members and friends who do not fall into the category of professional caregivers and
medical personnel. A huge number of current AD patients, their dramatic increase with an
aging population in the near future, and the devastating economic costs put pressure on
governments to address these issues through new policies for medical care providers to
find efficient ways to treat patients and for the scientific community and pharmacologists
to discover the mechanism of this disorder, developing markers for its early detection and
finding new potential effective treatment and the disease cure. However, despite the fact
that intensive studies and significant funding for Alzheimer’s disease research have been
undertaken, no breakthrough discovery has been made regarding the mechanism, and
many promising therapies have failed; currently, only a few pharmacological treatments
have received approval or are under consideration by the FDA, providing only mild
improvement in patients [4]. Thus, the significance of the study related to AD is obvious.

Alzheimer’s disease is represented in two forms—familial (inherited) and sporadic.
Familial AD is the autosomal-dominant form of the disease and is characterized by rel-
atively early onset under the age of 65, contributing to around 1% of all cases [1]. The
sporadic form usually develops after 65 years and, therefore, is referred to as late-onset
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Alzheimer’s disease (LOAD). It is the most common form of AD. Familial and sporadic
cases are triggered by mutations in different genes (discussed in detail below) or by alter-
native mRNA splicing [5]. There are several studied cases with a very early onset of AD
reported, suggesting the increasing number of affected people, even in the younger genera-
tion [6–9]. With the age of disease decreasing and the general population getting older, the
development of functional treatment, preventive medicine, and effective diagnostics stay
in the focus of attention and is the most wanted.

The clinical picture of Alzheimer’s disease is identical for inherited and familial cases.
It comprises memory loss, decreasing thinking skills and solving problems, and the inability
to cope with daily tasks. This functional decline is accompanied by changes in personality
and behavior and withdrawal from social life and work. Finally, in the late stages, patients
are fully dependent on caregivers or special facilities. Alzheimer’s disease affects not only
patients diagnosed with this disorder but also their families, with the patients being a
large burden in many ways. The progression of this disease usually takes years and starts
much earlier than the first symptoms can be detected. Biological changes, such as the
presence of specific biomarkers in patient samples or the accumulation of pathological
hallmarks, can help to diagnose the disease at the so-called preclinical or pre-symptomatic
stage [1,10]. Mild cognitive impairment represents the next stage of the disease progression,
characterized by mild symptoms without much interference with daily tasks. The final
stage is Alzheimer’s dementia, which can also be in mild, moderate, or severe, causing
minor to drastic interference with everyday life.

Alzheimer’s disease has a strong association with genetics and cellular mechanisms,
yet it is a chronic and complex disorder where additional risk factors contribute to disease
onset and progression. Genetics and age are the strongest and nonmodifiable risk factors.
Health factors (heart and blood vessel conditions, hypertension, and diabetes) and behavior
factors (diet, physical activity, level of education, and cognitive engagement) are mixed
together in an intricate interplay where the variables depend on each other.

2. The Genetics of Alzheimer’s Disease

The molecular basis of Alzheimer’s disease has been studied for decades. Among
the hallmarks of neurodegenerative disorders, the most recent data define not only the
aberrant aggregation of proteins but also the dysfunction of neuronal networks, defective
energy metabolism, abnormalities in the cytoskeleton, and alterations to protein and metal
homeostasis, as well as declining memory, language, and thinking abilities [11].

The most known and studied molecular marker of AD is the accumulation of ex-
tracellular plaques built up by amyloid β protein (Aβ) and intracellular neurofibrillary
tangles (NFTs) formed by hyperphosphorylated tau-protein in brain neurons. To date,
several hypotheses of Alzheimer’s disease onset are being discussed in the field. The major
hypothesis implicates the defective cleavage of amyloid precursor protein (APP) and the
consequent amyloid beta plaque formation as a predominant basis for Alzheimer’s disease,
giving rise to a downstream cascade that leads to tau-pathology [12]. However, nowadays,
there is a tendency to show the interplay between these two factors [13,14].

Although aggregated Aβ and tau are the major characteristics of AD on the micro-
scopic level, the molecular pathology of the disease is not limited to only these two proteins.
There is a plethora of genes associated with a higher risk for Alzheimer’s disease. Genome-
wide association studies (GWASs) help to identify novel mutations in those genes related to
the sporadic form of the disease. This topic has been in the research field for years, widen-
ing the list of potentially pathogenic mutations and confirming the genetic complexity of
Alzheimer’s disease [15–17]. There has been progress in genetic screens that are linked to
other genes, including APOE, TREM2, SORL1, and ABCA7, with the disease [18,19]. Recent
studies identified 75 loci for AD (42 of them were new, and 33 were previously found) [20].
Some of these newly identified genes may regulate APP recycling in the endosomal system
and modulate APP metabolism by influencing lipid metabolism and inflammation [21–23].
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APOE4, a variant of the APOE gene, is associated with a high risk of the development
of the sporadic form of AD, but the reason for such effect is still not clear. Apolipoprotein E,
which is encoded by this gene, regulates lipoprotein uptake and interferes with lipid trans-
port and lipid metabolism in the brain. Defects in APOE4 lead to the common pathological
characteristics of AD, such as mitochondrial dysfunction, changes in synaptic plasticity,
and neuroinflammation [24]. Transcriptomic analyses of APOE4 neurons, astrocytes, and
microglia-like cells (derived from induced pluripotent stem cells—iPSC) revealed many
differentially expressed genes. Notably, in APOE4 neurons, the production of Aβ is in-
creased, as well as the number of endosomes, where major Aβ generation takes place [25].
With elevated neuronal Aβ production, Aβ uptake by astrocytes is compromised, leading
to an increase in extracellular amyloid deposition. These events are accompanied by the
activation of an inflammatory response in microglia-like cells and the upregulation of
proinflammatory genes [26,27]. The removal of the APOE4 allele in a mouse model leads to
a decrease in another AD hallmark, hyperphosphorylated tau and tau-associated neurode-
generation in microglia. It indicates that APOE4 affects tau pathology [26,28,29]. Changes
in cholesterol metabolism were also observed. Another study using transcriptomic analysis
demonstrated alterations in lipid metabolism in APOE4 astrocytes and microglia, resulting
in increased cholesterol synthesis in combination with high cholesterol accumulation in
lysosomes, suggesting defects in cholesterol turnover in these cell types; however, this
was only in humans [30]. Eventually, an oversupply of cholesterol by astrocytes promotes
amyloidogenic APP processing in neurons due to the increased formation of lipid rafts,
which APP is associated with [31].

Familial forms of AD are connected to the defective proteins involved in the gener-
ation of Aβ and are caused by mutations in PSEN1, PSEN2, or APP genes. For the APP
gene, 25 mutations were described as pathogenic [32]. For PSEN1 and PSEN2, there are
around 200 different pathogenic mutations that have been identified as contributing to
disease development [33,34]. The PSEN1 and PSEN2 genes encode the proteins presenilin
1 and presenilin 2, respectively. Both these proteins modulate the activity of γ-secretase, a
membrane-associated complex responsible for the cleavage of different proteins, including
APP. It was established that mutations in PSENs affect γ-secretase activity through the
destabilization of the enzyme-substrate complex. In APP processing, the production of
longer Aβ peptides is what stimulates amyloid generation and shifts the balance towards
Aβ accumulation [35]. Additionally, it was suggested that PSENs mutations trigger patho-
logical alterations in mitochondrial metabolism, which is one of the cellular hallmarks of
AD [36]. Mutations in APP contribute to AD by increasing the production of the most toxic
Aβ42 peptides or through stimulating Aβ aggregation but not through the alterations of
APP function [34].

3. Early Biogenesis of Amyloid Precursor Protein

Despite extensive research into APP biology, especially its processing, the early steps
of APP biogenesis are still unknown. Generally, newly synthesized proteins are marked
with specific targeting signals for the final protein destination. Depending on these signals,
the proteins are transported to different organelles such as the endoplasmic reticulum (ER),
Golgi apparatus, plasma membrane, nucleus, mitochondrion, endosomes, lysosomes, or
peroxisomes. APP is located in the plasma membrane and other membrane organelles.
Thus, it must undergo certain trafficking to reach these subcellular locations. Here, we
discuss the general protein trafficking pathway in eukaryotic organisms and analyze its
relevance to APP biogenesis.

In general, secretory and membrane proteins follow a specific path during their
biogenesis. For proper folding and transport, they are targeted to the endoplasmic reticulum
with the assistance of the signal recognition particle (SRP), which is a major route of protein
transport in eukaryotes [37,38]. SRP is a ribonucleoprotein complex that is able to bind
signal peptides and ribosomes, and is able to transport its cargo to the SRP receptor (SR)
in the ER membrane. Mutations in the SRP subunits are associated with multiple human
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diseases [39]. SRP recognizes a specific part of a polypeptide emerging from the ribosome
exit tunnel during translation. This cleavable N-terminal region of secretory proteins is
known as a signal peptide; its properties and features were originally described in Dr. G
von Heijne’s works [40–42]. It was shown that signal peptides do not have amino acid
sequence homology; instead, they have common physico-chemical properties, including
a stretch of hydrophobic amino acids in the central part. The importance of this signal
peptide’s parameters was highlighted in several studies [43–46]. The defective signal
peptide of preprolactin (PPL) does not allow for normal interaction between SRP and
the nascent chain of PPL, triggering a specific mechanism of mRNA degradation, named
regulation of aberrant protein production (RAPP) [44]. RAPP is one of the protein quality
control mechanisms in eukaryotes, and it is activated when SRP cannot bind the nascent
chain and the targeting of secretory and membrane proteins is compromised [47,48]. So
far, RAPP has been associated with the degradation of the mRNAs of several different
secretory proteins in addition to preprolactin. Thus, it was shown that disease-associated
mutations in multiple secretory proteins, including granulin (the protein associated with
neurodegenerative disease frontotemporal lobar degeneration or FTLD), activate the RAPP
pathway [49,50]. It was also suggested that SRP is involved in alpha-synuclein biogenesis,
and RAPP may play a role in Parkinson’s disease [51]. Finally, a deep RNA-seq analysis
revealed the connection between the loss of SRP interaction with a signal peptide and
various metabolic, immune, and age-related disorders, as well as cancer [52]. It was
established that RAPP is a general pathway that controls the quality of SRP-dependent
secretory and membrane proteins in the ribosome [52]. However, despite the in-depth
studies on the interaction between SRP and ribosome-associated polypeptides and the
control of their quality during translation, the fundamental questions of which proteins are
SRP-dependent and which proteins are SRP-independent have not been answered yet.

Similar to many secretory and membrane proteins, APP has an N-terminal signal
peptide, which is remarkably hydrophobic. The APP signal peptide consists of 17 amino
acid residues, and five of them are leucines, which makes it a potential candidate for being
an SRP substrate. The APP signal sequence marks this protein for ER targeting, but it was
linked to SRP only indirectly [53] and was briefly discussed as a client for cotranslational
targeting [54]. There are few studies in which the early stages of APP biogenesis are the
focus of the interest. APP was identified as a client of the SEC61 translocon, one of the main
entry gates to the ER [55]. The SEC61 translocon is a protein complex in the ER membrane,
to which SRP cotranslationally brings its cargo [56,57]. SEC61 is one of the major entry
points to the ER, and it can be engaged with other trafficking partners [58,59]. Thus, it is
still to be determined how APP is targeted to the ER and what partners are involved in its
transport; this can shed light on early APP biogenesis and its possible effect on Alzheimer’s
disease onset.

4. Amyloid Precursor Protein Processing

Amyloid precursor protein is a type I membrane protein. It is encoded by the APP
gene located on chromosome 21 in humans [60–62]. APP is widely expressed in the body,
with higher expression in the neuronal tissues in the brain. Differential processing and
alternative splicing generate different isoforms of APP in a tissue-dependent manner [63].
The three major variants are APP695, APP751, and APP770, and all of them are capable
of producing amyloid beta [64]. Isoforms APP751 and APP770 are mostly present in non-
neuronal tissues, while APP695 is predominantly found in neurons and is considered
the most toxic. APP functions are diverse and are associated with the neurogenesis and
differentiation of neuronal cells, synaptic mechanisms, cell cycle and adhesion, and calcium
metabolism [65–67]. APP-deficient mice exhibit a shortened lifespan, cognitive and learning
impairment, and altered metal homeostasis in the brain regions typically affected by the
disease [68–70].
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APP processing is a multistep mechanism that involves several cleavage events to
release different products. APP biogenesis can be divided into distinct general steps, as
shown in Figure 1.
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Figure 1. Intracellular APP trafficking. (1) APP transcription in the nucleus and mRNA export to the
cytoplasm. (2) APP mRNA translation on a ribosome with the assistance of SRP or unestablished
targeting factors (no experimental evidence of SRP involvement yet, thus, it is indicated by a question
mark). (3) The transport of nascent APP to ER for further biogenesis. (4) The transition to Golgi for
post-translational modifications. (5) The transport of full-length APP to mitochondria and the inser-
tion into the mitochondria membrane. (6) The transport of full-length APP to the plasma membrane
(PM). (7) The internalization of full-length APP into the endosomal system for further cleavage.

The vast majority of the studies focus on the late stages of APP processing when the
full-length APP is inserted into the plasma membrane or other intracellular membrane
organelles and undergoes cleavage events. The cleavage of membrane-inserted APP can
follow two pathways—amyloidogenic or non-amyloidogenic (the most common one)
(Figure 2). Three secretases play a central role in the late processing of APP: α-, β-, and
γ-secretase. The non-amyloidogenic pathway starts with α-secretase releasing the N-
terminal extracellular soluble APP domain (sAPPα) and the membrane-attached C83
fragment. α-secretase cuts the middle of the Aβ region; thus, this cleavage prevents the
further formation of Aβ. Extracellular sAPPα can mitigate amyloid beta production via
the inhibition of β-secretase (BACE1), which is the enzyme responsible for one of the
steps in the amyloidogenic pathway of APP processing. Thus, sAPPα stimulates the non-
amyloidogenic pathway [71,72]. The reintroduction of sAPPα into APP-depleted mouse
models leads to the restoration of a normal phenotype, indicating the pivotal role of the
sAPPα fragment in development [73].
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Figure 2. Amyloid precursor protein processing pathways. Full-length APP is inserted into
the plasma membrane or intracellular membrane organelles, where it can proceed to the non-
amyloidogenic or amyloidogenic pathway. (1) The non-amyloidogenic pathway starts with cleavage
by α-secretase, which cuts full-length APP at the Aβ mid-region. This cleavage produces sAPPα
and the membrane-bound C83 fragment. (2) The C83 fragment is cleaved further by γ-secretase
to release the p3 molecule extracellularly and AICD (amyloid precursor protein intracellular do-
main) intracellularly. (3) The amyloidogenic pathway starts with β-secretase cleavage, which occurs
on the membrane. It produces extracellular sAPPβ and the C99 fragment associated with the
membrane. (4) γ-secretase cuts the C99 fragment, and Aβ is released outside of the cell, whereas
AICD stays inside.

The first cleavage in the amyloidogenic pathway is performed by β-secretase, also
known as β-site APP-cleaving enzyme-1 (BACE1). This cleavage produces the extracellular
soluble APP β (sAPPβ) fragment and membrane-bound C99 domain. The importance of
BACE1 for the production of aberrant amyloid beta was demonstrated in several studies.
Remarkably, the experiments with mouse models for Alzheimer’s disease revealed the
complete absence of amyloid beta when BACE1 was silenced [74–77]. β-secretase is a
membrane-associated enzyme with complex trafficking and diverse cellular routs. It is
synthesized in the ER in a proenzyme form, which acquires its full activity after several
post-translational modifications in the Golgi, including palmitoylation, glycosylation, acety-
lation, and phosphorylation, which have been shown to be essential for this enzyme to
trigger amyloidogenic events [78,79]. After β-secretase insertion into the plasma membrane
lipid rafts, it can be extracellularly released; therefore, APP processing by this enzyme
rarely occurs on the plasma membrane. Then, this extracellular BACE1 is endocytosed to
appear in the endosomes for functioning or to proceed to the lysosomes for degradation.
Inside of the cell, BACE1 is mostly located on the membrane of the trans-Golgi network
(TGN) and endosomes, where APP processing takes place [80]. Interestingly, initially, the
APP from the plasma membrane is internalized through a clathrin-mediated mechanism,
whereas BACE1 uses another clathrin-independent mechanism [81]. The optimal pH for
this enzyme is 5.5; therefore, the predominant location of the possible APP processing and
generation of Aβ is endosomes and lysosomes. Eventually, APP and β-secretase colocalize
in Rab5-positive endosomes, where APP is cleaved by a fully active enzyme [82,83].

The first cleavage in both pathways results in the formation of the C83 and C99
membrane-bound domains in non-amyloidogenic and amyloidogenic scenarios, respec-
tively. The physiological role of the C83 and C99 fragments is still uncharacterized. Both
fragments are substrates for the γ-secretase enzyme complex. The cleavage of C83 or C99
by γ-secretase results in the production of amyloid precursor protein intracellular domain
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(AICD) in both scenarios, amyloidogenic and non-amyloidogenic. AICD is known as a tran-
scription factor containing the motif YENPTY, facilitating binding to other proteins [84–87].
AICD has been shown to be one of the regulators of APP processing, promoting intra-
cellular APP trafficking. The APP intracellular domain can be phosphorylated at S655,
stimulating the non-amyloidogenic pathway due to directing APP from endosomes with
active BACE1 to TGN [88–90]. Phosphorylation at the position T668 may promote the amy-
loidogenic pathway [91], and likely, it interferes with APP intracellular processing [90,92].
Membrane-associated γ-secretase is a complex consisting of at least four transmembrane
enzymes—presenilin (PS1 or PS2), presenilin-enhancer 2 (PEN-2), nicastrin (NCT), and
anteriorpharynx-defective-1 (APH-1) [93,94]. As mentioned earlier, mutations in PSEN1 or
PSEN2 genes contribute to the development of familial AD. γ-secretase is not exclusively
associated with APP processing. It is implicated in the Notch-pathway and tumorigenesis.
There are more than 50 proteins, including E-Cadherin, CD44, and IGF1R (insulin-like
growth factor receptor) among γ-secretase’s substrates [95,96]. The location of γ-secretase is
not limited to the plasma membrane; it is also located in mitochondria and lysosome mem-
branes, as well as in early and late endosomes [97,98]. The ubiquitous localization of this
enzyme complex supports the idea of the highly intricate processing of APP with many sub-
cellular loci available for the potential generation of Aβ. Noticeably, the non-amyloidogenic
pathway is predominantly associated with the plasma membrane [99,100], whereas amy-
loidogenic is connected to the endosomal system [82,83,101]. When C83 is cleaved by γ-
secretase, another product, p3, is released into extracellular space in the non-amyloidogenic
pathway. To date, the biological role of this molecule has not been established.

Amyloid beta is one of the final products in the amyloidogenic pathway of APP pro-
cessing. It is a small peptide consisting of 37–43 amino acids, where the Aβ42 isoform is
known to be the most deleterious. Aβ peptides can form extracellular soluble oligomers
and plaques and insoluble fibrils, which are the main hallmark of Alzheimer’s disease. This
accumulation gives rise to pathological events, such as neuroinflammation, cytotoxic effects,
and neuronal death. The aggregation of Aβ and its dynamics in laboratory conditions
in vitro has been carefully investigated through various methods, including cryo-electron
microscopy, atomic force microscopy, nuclear magnetic resonance, electron paramagnetic
resonance, and X-ray [102–106]. Aβ peptides can build up in a different fashion to form
diverse structures of β-sheets, depending on the arrangement of monomers and the orienta-
tion of β-strands and β-sheets [107]. An intriguing phenomenon of aggregated Aβ peptides
was observed in several studies. Amyloids consisting of 2–12 monomers are considered to
possess the highest level of toxicity, whereas longer forms can interact with their shorter
counterparts to “isolate” them, reducing the harmful effects. Therefore, the aggregation of
Aβ, despite being a main pathological signature of the disease, can actually help cells to
survive via the mitigation of cytotoxic effects [108,109]. Another deleterious effect of Aβ
accumulation is the disruption of the plasma membrane followed by changes in calcium
(Ca2+) flux. The pore-forming hypothesis is still controversial; however, growing evidence
indicates that, indeed, Aβ oligomers are inserted into the plasma membrane where they
form Ca2+-permeable pores and disrupt calcium homeostasis, which also leads to neuronal
damage and cell death [110,111].

5. Amyloid Precursor Protein and Mitochondria

It has been known and investigated for years that mitochondria are connected to
amyloid precursor protein and Alzheimer’s disease. This field can be divided into three
major research questions: (1) how is APP transported to mitochondria, and where is
it localized? (2) What is the role of APP in mitochondria, and how is mitochondrial
metabolism affected during the disease? (3) Can mitochondria be a therapeutic target for
AD treatment?

As of today, mitochondrial dysfunction is one of the pathological hallmarks of Alzheimer’s
disease; nevertheless, this condition is present in the majority of neurodegenerative disor-
ders [112,113]. In addition to the plasma membrane, APP is transported to mitochondria due
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to a signal sequence resembling a mitochondrial-targeted signal [114,115]. Initially, although
APP was found in the mitochondria of AD patient brain samples, a recent study showed
APP presence in both healthy and pathological brains [116,117]. Mitochondrial dysfunction
was attributed to Alzheimer’s disease, causing defects in metabolism, protein maturation in
mitochondria, energy production, oxygen consumption, and mitochondrial calcium homeosta-
sis [118–120]. Multiple attempts were made to assess the changes in mitochondrial metabolism
with the overexpression of wild-type APP or its mutated forms. The results vary from one
cell line to another as well as between study groups; therefore, there is no consensus about
APP effects in mitochondria. A comprehensive review describes, in detail, the results of recent
studies on how APP effects mitochondria in in vitro and in vivo models [121]. Mitochondria
metabolism seems an appealing target for potential AD therapy. Cell replacement therapy
with MSCs or MSC-conditioned media has the potential for a reduction in oxidative stress
and the restoration of normal mitochondrial function in a mouse model [122]. Exploiting
nanoparticles for targeting mitochondria was also investigated. MSCs-derived extracellular
vesicles (EVs) with tyrosine phosphatase-2 (SHP2) deliver SHP2 to the brain, where it induces
mitophagy and helps with the clearance of aberrant proteins [123,124].

6. Alzheimer’s Disease Is a Complex Disorder

Alzheimer’s disease pathology is triggered by genetic factors, such as inherited mu-
tations in familial cases or sporadic mutations with a connection to age. However, there
are other factors affecting the disease progression and severity of the symptoms. AD
contributing factors are spread over all parts of APP biogenesis (Figure 3).
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Figure 3. Alzheimer’s disease contributing factors.

Versatile evidence indicates that Alzheimer’s disease emerges from an imbalance
between amyloid plaque accumulation and its degradation. The regulation of amyloid
β production starts on the level of transcription. Autophagy is the main cellular mecha-
nism for the clearance of aggregates and aberrant proteins. PPARA/PPARα (peroxisome
proliferator-activated receptor alpha) regulates the gene expression of autophagy, with
lipid and glucose metabolism genes serving as some of the central regulators for mito-
chondrial function [125]. The pharmacological targeting of transcription factor PPARA
activates autophagy in human microglial and glioma cells expressing APP, which leads to
the partial removal of amyloid plaques and causes a shift towards Aβ clearance through
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transcriptional regulation [126]. A shift towards amyloid β production can be triggered
by the regulation of genes directly involved in APP processing. For instance, BACE1, the
gene that encodes β-secretase, has several transcription factor-binding sites that allow
for the regulation of this gene by multiple transcription factors, for example, peroxisome
proliferator-activated receptor gamma (PPARγ), NF-κB, specificity protein 1 (SP1). PPARγ
is a nuclear transcription factor that reduces the activity of the BACE1 promotor when
overexpressed. In AD patient, samples of a lower level of PPARγ was detected, suggesting
the overactivation of BACE1 [127]. NF-κB regulates BACE1 expression differently under
different conditions, such as lowering BACE1 expression in physiological conditions but
promoting Aβ generation in pathology [128]. SP1 is one of the first identified regulators
for BACE1, working as an activator for β-secretase expression and also interacting with
NF-κB [129,130]. The transcription of APOE can be upregulated by cyclic AMP (cAMP),
retinoic acid (RA), PPARγ, and Aβ itself. In the case of APOE transcriptional regulation via
Aβ, it can be considered as a neuroprotective mechanism since ApoE helps prevent against
cytotoxicity [131].

APP transcription can be activated in different cell types by heat-shock factor 1 (HSF-1),
NF-κB, and Rac1 [128]. PSEN1 transcriptional regulation has been studied more than PSEN2
and can be controlled by diverse transcription elements (Ets, ZNF237, cAMP-responsive
element-binding protein, and p300) and chromatin modifications [132–134].

The activity of α-secretase is also subject to regulation, leading to changes in the bal-
ance of amyloid production. The protease furin effectively promotes the non-amyloidogenic
pathway and the production of sAPPα, which, in turn, further stimulates this pathway.
When furin is inhibited, the level of sAPPα is decreased (when the APP level is not changed),
suggesting amyloidogenic pathway activation [135]. Remarkably, a recent study revealed
an interplay between iron overload in neurodegeneration and the downregulation of furin,
leading to elevated production of amyloids [136].

Defects in other stages of APP processing may also play a significant role in Aβ accu-
mulation and aggregation. It was shown that alterations to APP mRNA translation can
happen in the initiation and elongation steps. Elongation factor eEF2, when phosphory-
lated, slows down protein synthesis and leads to ribosome stalling. In AD mouse models,
the phosphorylation of eEF2 is enhanced, suggesting the involvement of this elongation
factor in AD pathology development [137]. Another mechanism that was shown to alter
APP mRNA translation is iron-dependent. It was demonstrated that patients with neurode-
generative disorders, such as Alzheimer’s or Parkinson’s disease, have an elevated level of
iron in the brain [138]. Iron toxicity is connected to the generation of reactive oxygen species
in the brain following oxidative stress and neuronal death [139]. The iron-responsive ele-
ment (IRE) of APP mRNA was identified and shown to regulate APP protein expression.
When iron is chelated in a neuroblastoma cell line, APP protein synthesis is drastically
decreased, demonstrating the involvement of iron in the regulation of APP translation [140].
If ribosomes with an APP nascent chain are stuck in the ER during translation, this ac-
tivates ribosome-associated quality control (RQC), triggering a down-stream cascade of
reactions. Abnormal RQC causes endolysosomal misfunction, which leads to the formation
of an amyloid plaque core intracellularly [55]. Yet, as mentioned before, the APP targeting
factors are still unestablished, and this can be another aspect of APP processing that might
contribute to AD development.

The prevalent part of APP maturation takes place in the ER and Golgi, where post-
translational modifications occur; therefore, these subcellular locations are important for
physiologically normal APP biogenesis. A plethora of studies have focused on ER stress
and its connection to Alzheimer’s disease. The unfolded protein response (UPR) is a protein
quality control mechanism associated with ER. During mild ER stress, this mechanism
is highly functional and beneficial for cells since it works for balancing ER and protein
homeostasis [141]. But under severe stress conditions in AD, the UPR turns maladaptive
and stimulates apoptosis, increasing neuronal death [142]. Another connection between
APP biogenesis and ER was made through ER degradation-enhancing α-mannosidase-like
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protein 1 (EDEM1), a targeting factor for misfolded ER proteins. It targets aberrant proteins
for degradation in the ER-associated protein degradation (ERAD) pathway [143]. In cell
cultures expressing APP, EDEM1 promotes APP targeting from the ER to the cytoplasm,
where ERAD takes place. It stimulates the proteosome degradation of APP inside the cell
and leads to a consequent decrease in Aβ40-42 production [144]. Golgi fragmentation was
reported in AD pathology cases; however, the primary reason and consequence in the
APP-Golgi relationship is still poorly understood. It was suggested that despite this, Golgi
defects appear as a consequences of AD pathology in the early stages, and these defects
also enhance amyloid formation and stimulate the amyloidogenic pathway [145]. The
fragmentation of the Golgi apparatus is due to the phosphorylation of Golgi structural pro-
teins (GRASP65), which happens through the Aβ-associated activation of cyclin-dependent
kinase-5 (cdk5) [146].

7. Alzheimer’s Disease Diagnostic and Treatment

Nowadays, technical progress has allowed for the diagnosis of Alzheimer’s disease,
even in the preclinical stage. An inadequate level of Aβ and hyperphosphorylated tau
protein can be detected in cerebrospinal fluid (CSF). Positron emission tomography (PET)
allows for the detection of accumulated amyloids and tau tangles in the brain. Recently, a
new diagnostic technique was introduced. Blood-based biomarkers (BBMs) for Alzheimer’s
disease screening have several advantages, such as the simplicity of the test and its per-
formance (blood tests can be carried out in any medical facility, whereas CSF analysis or
PET can only be conducted in specialized clinics), lower cost, and additional biomarkers
for neurodegeneration (neurofilament light chain (NfL) and glial fibrillary acidic protein
(GFAP)) can be detected [147–149]. Several other methods, such as computed tomography
(CT) or magnetic resonance imaging (MRI), may be used to refute Alzheimer’s disease
pathology or to support other possible diagnoses.

There are many potential options for the treatment of Alzheimer’s disease, which are
broadly being explored to this day. One of the most promising fields is antibody-based
therapy to target Aβ. Several developed immunotherapy compounds have already entered
clinical trials; however, many of them failed. By the end of 2022, there were four antibody-
based therapeutic agents undergoing the final clinical phase: aducanumab, lecanemab,
gantenerumab, and donanemab. These are monoclonal IgG1 antibodies with an affinity to
aggregate amyloid beta forms [150]. In spite of high hopes for finding a curative medicine,
it is too early to say if some of the suggested options may revolutionize Alzheimer’s disease
treatment.

Another treatment option that has become widely explored is stem cell therapy. Mes-
enchymal stem cells (MSCs), neural stem cells (NSCs), and embryonic stem cells (ESCs) are
used for transplantation into AD mouse models to evaluate their potential curative effect
on neurodegenerative pathology. Among the common effects between these different MSC
lines, there has been an increase in synaptic plasticity, mitigation of inflammatory response,
improved short-term memory and learning abilities, and cognitive improvement [151–156].

Since the sporadic form of Alzheimer’s disease has a strong association with ag-
ing, anti-aging therapy is considered another approach for AD treatment, which has
been actively investigated. Several existing anti-aging drugs are under investigation with
nanoparticle-based delivery agents in animal models [157,158]. Nanoparticle-based treat-
ment delivery is believed to be effective because nanoparticles can penetrate the blood–brain
barrier (BBB) efficiently and perform targeted delivery with a lower chance of crossing
peripheral circulation.

8. Conclusions

Alzheimer’s disease is a complex chronic disorder where genetic defects are enhanced
by age, other health conditions, and environmental factors. The investigation of the genetic
features of AD using modern technological approaches has allowed for a broader picture
of the diagnostics of the disease. Detailed studies on the molecular biology of APP and all
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the related products, including secretases, have helped determine the relationship between
them and how they affect the amyloidogenic process. Despite decades of research on
Alzheimer’s disease and APP, we are still far from a complete understanding of its biological
basis. Many questions about APP biogenesis, especially the early steps, interacting partners,
APP’s role in mitochondria, and the potential therapeutic targets, must be addressed in
future studies.
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Amyloid Precursor Protein (APP) Metabolism and Amyloid-β Production. Int. J. Mol. Sci. 2021, 23, 117. [CrossRef]

145. Joshi, G.; Wang, Y. Golgi defects enhance APP amyloidogenic processing in Alzheimer’s disease. Bioessays 2015, 37, 240–247.
[CrossRef]

23



Int. J. Mol. Sci. 2023, 24, 14794

146. Joshi, G.; Chi, Y.; Huang, Z.; Wang, Y. Aβ-induced Golgi fragmentation in Alzheimer’s disease enhances Aβ production. Proc.
Natl. Acad. Sci. USA 2014, 111, E1230–E1239. [CrossRef]

147. Teunissen, C.E.; Verberk, I.M.W.; Thijssen, E.H.; Vermunt, L.; Hansson, O.; Zetterberg, H.; van der Flier, W.M.; Mielke, M.M.; Del
Campo, M. Blood-based biomarkers for Alzheimer’s disease: Towards clinical implementation. Lancet Neurol. 2022, 21, 66–77.
[CrossRef]

148. Hansson, O. Biomarkers for neurodegenerative diseases. Nat. Med. 2021, 27, 954–963. [CrossRef]
149. Hansson, O.; Edelmayer, R.M.; Boxer, A.L.; Carrillo, M.C.; Mielke, M.M.; Rabinovici, G.D.; Salloway, S.; Sperling, R.; Zetterberg,

H.; Teunissen, C.E. The Alzheimer’s Association appropriate use recommendations for blood biomarkers in Alzheimer’s disease.
Alzheimers Dement. 2022, 18, 2669–2686. [CrossRef] [PubMed]

150. Söderberg, L.; Johannesson, M.; Nygren, P.; Laudon, H.; Eriksson, F.; Osswald, G.; Möller, C.; Lannfelt, L. Lecanemab, Adu-
canumab, and Gantenerumab—Binding Profiles to Different Forms of Amyloid-Beta Might Explain Efficacy and Side Effects in
Clinical Trials for Alzheimer’s Disease. Neurotherapeutics 2023, 20, 195–206. [CrossRef] [PubMed]

151. Jia, Y.; Cao, N.; Zhai, J.; Zeng, Q.; Zheng, P.; Su, R.; Liao, T.; Liu, J.; Pei, H.; Fan, Z.; et al. HGF Mediates Clinical-Grade Human
Umbilical Cord-Derived Mesenchymal Stem Cells Improved Functional Recovery in a Senescence-Accelerated Mouse Model of
Alzheimer’s Disease. Adv. Sci. 2020, 7, 1903809. [CrossRef] [PubMed]

152. Neves, A.F.; Camargo, C.; Premer, C.; Hare, J.M.; Baumel, B.S.; Pinto, M. Intravenous administration of mesenchymal stem cells
reduces Tau phosphorylation and inflammation in the 3xTg-AD mouse model of Alzheimer’s disease. Exp. Neurol. 2021, 341,
113706. [CrossRef]

153. Yang, H.; Yue, C.; Xie, Z.; Hu, H.; Wei, L.; Wang, P.; Zhao, C.; Bi, J. Intravenous Administration of Human Umbilical Cord
Mesenchymal Stem Cells Improves Cognitive Impairments and Reduces Amyloid-Beta Deposition in an AβPP/PS1 Transgenic
Mouse Model. Neurochem. Res. 2013, 38, 2474–2482. [CrossRef] [PubMed]

154. Lim, J.Y.; In Park, S.; Park, S.A.; Jeon, J.H.; Jung, H.Y.; Yon, J.M.; Jeun, S.S.; Lim, H.K.; Kim, S.W. Potential application of
human neural crest-derived nasal turbinate stem cells for the treatment of neuropathology and impaired cognition in models of
Alzheimer’s disease. Stem Cell Res. Ther. 2021, 12, 402. [CrossRef] [PubMed]

155. Lim, J.Y.; Lee, J.E.; Park, S.A.; Park, S.I.; Yon, J.M.; Park, J.A.; Jeun, S.S.; Kim, S.J.; Lee, H.J.; Kim, S.W.; et al. Protective Effect of
Human-Neural-Crest-Derived Nasal Turbinate Stem Cells against Amyloid-β Neurotoxicity through Inhibition of Osteopontin in
a Human Cerebral Organoid Model of Alzheimer’s Disease. Cells 2022, 11, 1029. [CrossRef]

156. Zhang, H.A.; Yuan, C.X.; Liu, K.F.; Yang, Q.F.; Zhao, J.; Li, H.; Yang, Q.H.; Song, D.; Quan, Z.Z.; Qing, H. Neural stem cell
transplantation alleviates functional cognitive deficits in a mouse model of tauopathy. Neural Regen. Res. 2022, 17, 152–162.
[PubMed]

157. Chu, J.J.; Ji, W.B.; Zhuang, J.H.; Gong, B.F.; Chen, X.H.; Cheng, W.B.; Liang, W.D.; Li, G.R.; Gao, J.; Yin, Y. Nanoparticles-based
anti-aging treatment of Alzheimer’s disease. Drug Deliv. 2022, 29, 2100–2116. [CrossRef]

158. Zhong, G.; Long, H.; Zhou, T.; Liu, Y.; Zhao, J.; Han, J.; Yang, X.; Yu, Y.; Chen, F.; Shi, S. Blood-brain barrier Permeable
nanoparticles for Alzheimer’s disease treatment by selective mitophagy of microglia. Biomaterials 2022, 288, 121690. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

24



Citation: Wang, H.-Y.; Cecon, E.;

Dam, J.; Pei, Z.; Jockers, R.; Burns,

L.H. Simufilam Reverses Aberrant

Receptor Interactions of Filamin A in

Alzheimer’s Disease. Int. J. Mol. Sci.

2023, 24, 13927. https://doi.org/

10.3390/ijms241813927

Academic Editor: Claudia Ricci

Received: 7 August 2023

Revised: 29 August 2023

Accepted: 4 September 2023

Published: 11 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of 

Molecular Sciences

Article

Simufilam Reverses Aberrant Receptor Interactions of Filamin
A in Alzheimer’s Disease
Hoau-Yan Wang 1,2, Erika Cecon 3, Julie Dam 3, Zhe Pei 1, Ralf Jockers 3 and Lindsay H. Burns 4,*

1 Department of Molecular, Cellular and Biomedical Sciences, City University of New York School of Medicine,
New York, NY 10031, USA; hwang@med.cuny.edu (H.-Y.W.); zpei@ccny.cuny.edu (Z.P.)

2 Department of Biology and Neuroscience, Graduate School, City University of New York,
New York, NY 10016, USA

3 Institut Cochin, INSERM, CNRS, Université Paris Cité, 75014 Paris, France; erika.cecon@inserm.fr (E.C.);
julie.dam@inserm.fr (J.D.); ralf.jockers@inserm.fr (R.J.)

4 Cassava Sciences, Inc., Austin, TX 78731, USA
* Correspondence: lburns@cassavascienaces.com

Abstract: Simufilam is a novel oral drug candidate in Phase 3 clinical trials for Alzheimer’s disease
(AD) dementia. This small molecule binds an altered form of filamin A (FLNA) that occurs in AD. This
drug action disrupts FLNA’s aberrant linkage to the α7 nicotinic acetylcholine receptor (α7nAChR),
thereby blocking soluble amyloid beta1–42 (Aβ42)’s signaling via α7nAChR that hyperphosphorylates
tau. Here, we aimed to clarify simufilam’s mechanism. We now show that simufilam reduced Aβ42

binding to α7nAChR with a 10-picomolar IC50 using time-resolved fluorescence resonance energy
transfer (TR-FRET), a robust technology to detect highly sensitive molecular interactions. We also
show that FLNA links to multiple inflammatory receptors in addition to Toll-like receptor 4 (TLR4) in
postmortem human AD brains and in AD transgenic mice: TLR2, C-X-C chemokine receptor type
4 (CXCR4), C-C chemokine receptor type 5 (CCR5), and T-cell co-receptor cluster of differentiation
4 (CD4). These aberrant FLNA linkages, which can be induced in a healthy control brain by Aβ42

incubation, were disrupted by simufilam. Simufilam reduced inflammatory cytokine release from
Aβ42-stimulated human astrocytes. In the AD transgenic mice, CCR5–G protein coupling was
elevated, indicating persistent activation. Oral simufilam reduced both the FLNA–CCR5 linkage and
the CCR5–G protein coupling in these mice, while restoring CCR5′s responsivity to C-C chemokine
ligand 3 (CCL3). By disrupting aberrant FLNA–receptor interactions critical to AD pathogenic
pathways, simufilam may promote brain health.

Keywords: α7 nicotinic acetylcholine receptor; TLR4; TLR2; CXCR4; CD4; CCR5; TR-FRET

1. Introduction

Alzheimer’s disease (AD) is the most common neurodegenerative disease and the
most common form of dementia, with over 55 million cases worldwide and expected to
double every 20 years, underscoring the need for effective disease-modifying treatments [1].
In the U.S., there are 6.7 million people living with AD with an additional 11 million family
and friends caring for them [2], totaling 5.3% of the U.S. population.

The FDA has recently approved two anti-amyloid antibody therapies for patients with
early AD. These infusion drugs are celebrated as nominal successes, tempered by their
modest impact on disease progression, a black box cautionary warning regarding cerebral
hemorrhages, the possible need for APOE genotyping and PET scans, the requirement
for frequent MRIs to monitor drug-induced brain swelling and brain bleeding, and the
inconveniences and exceptional expense of drug infusion therapy, which also limit access
to rural or underserved populations [3]. More recently noted is the possible shrinkage
of brain volume over time, which is not fully understood [4]. Adding complexity, drug
effectiveness may vary by gender and APOE genotype [5] and degree of tau deposition [6].
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Finally, the regulatory use of these infusion drugs is restricted to patients with early AD,
i.e., mild cognitive impairment and mild AD.

Alternatives to anti-amyloid therapies are sorely needed. Those being investigated
clinically include agents targeting tau, neuroinflammation, synaptic plasticity, metabolism
or proteostasis [7]. Simufilam is a novel oral drug candidate with preclinical data showing
reduced tau hyperphosphorylation and neurofibrillary tangles, reduced neuroinflamma-
tion, improved synaptic plasticity and improved insulin receptor signaling. We posit that all
these beneficial effects are downstream to restoring the normal conformation of simufilam’s
target protein, altered FLNA [8–10].

FLNA is a large intracellular scaffolding protein known to interact with over 90 differ-
ent proteins [11]. It contains 24 immunoglobulin-like repeats, two hinge regions and two
rod domains [12,13]. The 24th repeat dimerizes in the membrane to form a V shape inside
the cell. Best known for cross-linking actin via the N-terminal domain to provide structure
and motility, FLNA also serves as a scaffold for channels, receptors, signaling molecules
and even transcription factors, illustrating a role beyond structure [11,14,15]. FLNA is
highly expressed in the brain, and its protein interactions are regulated by mechanical
forces, phosphorylation, cleavage and other factors [11,13,16,17].

An altered conformation of FLNA would likely alter certain protein interactions or
induce aberrant ones. A region of FLNA unfolds under forces as low as 10 pN [17], and
stress-induced conformational changes have been hypothesized to play a direct role in
signaling, either by disrupting existing interactions or inducing new ones [18]. In an
altered conformation implied by a shift in isoelectric focusing point [8,10,19] and a change
in solubility [16], FLNA appears to be a critical and deviant receptor-associated protein
underlying multiple facets of AD pathology [9,10]. Specifically, deviant FLNA linkages are
critical to Aβ42-induced tau hyperphosphorylation, leading to neurodegeneration, and to
Aβ42-induced activation of TLR4, leading to neuroinflammation [9,10]. The disruption of
these aberrant receptor interactions by simufilam is coincident with a reversal of the shift
in isoelectric focusing, implying a reversion to FLNA’s native shape [8,10].

Simufilam’s primary mechanism is to disrupt the toxic signaling of soluble Aβ42 via
the α7nAChR that hyperphosphorylates tau [9,10,20]. The ultra-high-affinity binding of
Aβ42 for α7nAChR was first published in 2000 [21,22], and this Aβ42–α7nAChR interaction
was later shown by Wang and other researchers to activate kinases that hyperphosphorylate
tau [23–26].

Hyperphosphorylated tau can no longer stabilize microtubules, impairing intraneu-
ronal transport of proteins, which causes the accumulation of hyperphosphorylated tau
aggregates, eventual neurodegeneration and tau-containing tangles [27–29]. As increasing
soluble Aβ42 piles onto this receptor, the Aβ42–α7nAChR complex is internalized into the
cell by endocytosis, leading to intraneuronal amyloid aggregates and eventual amyloid
deposits or dense-core plaques after cell death [30,31]. Hence, this pathogenic signaling
pathway of soluble Aβ42 mechanistically links the hallmark plaques and tangles [30,32,33].

Simufilam dismantles this prominent AD pathogenic pathway by disrupting the
linkage of FLNA with α7nAChR, an interaction critical both to the toxic signaling and to
the ultra-high-affinity binding of Aβ42 [9]. By disrupting this pathway in the AD brain,
simufilam slows or reduces neurodegeneration.

This aberrant FLNA–α7nAChR linkage can be induced in normal tissue by incuba-
tion with Aβ42, along with the shift in isoelectric focusing point that implies an altered
conformation of FLNA [10], and both are reversible by simufilam [8,10]. By disrupting
the FLNA–α7nAChR linkage and restoring the native FLNA conformation, simufilam
reduced the femtomolar binding affinity of Aβ42 for α7nAChR 1000-fold in postmortem
brain synaptic membranes and 10,000-fold in SK-N-MC cells [9]. In the current work, we
used a cell-based TR-FRET assay [34] to confirm that simufilam reduces Aβ42 binding to
α7nAChR.
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The second pathogenic signaling pathway of soluble amyloid that is disrupted by
simufilam is Aβ42’s persistent activation of TLR4 by Aβ42 binding to the TLR4 co-receptor
CD14 [35]. TLR4’s activation by Aβ42 requires the aberrant linkage of FLNA with TLR4 [8–10].
In a similar mechanism, simufilam disrupts the FLNA–TLR4 linkage to suppress the per-
sistent activation of this receptor and resulting inflammatory cytokine release to suppress
neuroinflammation [8–10].

Because neuroinflammation is a prominent AD pathology [36], we explored whether
Aβ42 may induce FLNA linkages with other inflammatory receptors found on microglia
that are involved in a persistent inflammatory response. TLR2 was selected as it is also
activated by Aβ42 [37], but, unlike TLR4, does not use the CD14 co-receptor for activation
and produces different cytokines and chemokines [38]. The chemokine receptors CXCR4
and CCR5 and T-cell receptor CD4 were selected because they act synergistically or step-
wise in inflammation. CCR5 is a prominent chemokine receptor upregulated on microglia in
AD [39]. CXCR4 and CD4 are also expressed on microglia and often cluster with CCR5 [40].

We assessed whether ex vivo simufilam incubation of postmortem human AD brains
or oral administration of simufilam to triple transgenic AD mice could disrupt these addi-
tional aberrant FLNA–receptor linkages. Next, to determine whether the FLNA linkages
with these receptors may indicate receptor activation and whether simufilam could sup-
press their activation by disrupting the FLNA–receptor linkages, we tested simufilam’s
effects on inflammatory cytokine release in human astrocytes stimulated in vitro with
Aβ42, lipopolysaccharide (LPS; an activator of TLR4), or TLR2 ligands: lipoteichoic acid
from Staphylococcus aureus (LTA-SA) and peptidoglycan from Staphylococcus aureus
(PGN-SA). Finally, in the brains of the AD transgenic mice, we examined whether the FLNA
linkage with CCR5, a G-protein-coupled receptor, was coincident with elevated G protein
coupling by CCR5, which would indicate persistent CCR5 activation and potentially an
insensitivity to CCR5’s natural ligand CCL3. The AD transgenic mice administered oral
simufilam in drinking water allowed for the assessment of simufilam’s effects on persistent
CCR5 activation and dysfunction.

2. Results
2.1. Simufilam Reduced Aβ42 Binding to α7nAChR

The effect of simufilam on Aβ42 binding to α7nAChR was determined by a TR-FRET
assay, which relies on the excitation of Aβ42-FAM (donor fluorophore) to produce an
energy transfer to SNAP-α7nAChR (acceptor fluorophore) if they are in close proximity
(<10 nm; Förster radius). Simufilam reduced Aβ42 binding to α7nAChR in a concentration-
dependent manner, with a mean IC50 of four separate experiments in the pM range
(pIC50 = 10.9 ± 0.5 or 12.6 pM when converted to molarity) (Figure 1). By comparison, the
mean IC50 for unlabeled Aβ42 was also in the low pM range (pIC50 = 11.9 ± 0.5 or 1.3 pM).
Because simufilam does not directly interact with either Aβ42 or α7nAChR, its reduction
in Aβ42 binding to α7nAChR in this assay is hypothesized to occur by dissociating FLNA
from the Aβ42–α7nAChR complex, thereby releasing Aβ42 in a concentration-dependent
manner. This result corroborates our earlier demonstration that simufilam reduces Aβ42
affinity (increasing off rate) for α7nAChRs in SK-N-MC cells and postmortem human
brains [9].
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Figure 1. Simufilam reduced Aβ42 binding to α7nAChR in a TR-FRET assay. Aβ42-FAM binding to 
SNAP-α7nAChR in HEK293T cells was measured in the presence of increasing concentrations of 
simufilam or unlabeled Aβ42. Data are means of pooled data from 4 separate experiments ± SEM. 
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TLR2 Agonists 

Because FLNA also links to TLR4, allowing Aβ42’s chronic activation of this receptor 
via its co-receptor CD14, we next examined whether FLNA might also interact with TLR2, 
which is stimulated by Aβ42 directly [37]. Incubation of a control postmortem human 
frontal cortex with Aβ42 or the TLR2 ligands (LTA-SA or PGN-SA) dramatically elevated 
the levels of FLNA linkage to TLR2 (p < 0.001; Figure 2). Simufilam incubation at 1 or 10 
nM reduced these FLNA–TLR2 linkages induced by Aβ42 or the TLR2 agonists (p < 0.01). 
The similar effects of 1 and 10 nM simufilam suggest that 1 nM is a saturating concentra-
tion and is in accordance with the picomolar IC50 demonstrated for reducing Aβ42 binding 
to α7nAChR. 

 

Figure 1. Simufilam reduced Aβ42 binding to α7nAChR in a TR-FRET assay. Aβ42-FAM binding to
SNAP-α7nAChR in HEK293T cells was measured in the presence of increasing concentrations of
simufilam or unlabeled Aβ42. Data are means of pooled data from 4 separate experiments ± SEM.

2.2. Simufilam Reduced FLNA–TLR2 Linkage and Cytokine Release Stimulated by Aβ42 and
TLR2 Agonists

Because FLNA also links to TLR4, allowing Aβ42’s chronic activation of this receptor
via its co-receptor CD14, we next examined whether FLNA might also interact with TLR2,
which is stimulated by Aβ42 directly [37]. Incubation of a control postmortem human
frontal cortex with Aβ42 or the TLR2 ligands (LTA-SA or PGN-SA) dramatically elevated
the levels of FLNA linkage to TLR2 (p < 0.001; Figure 2). Simufilam incubation at 1 or 10 nM
reduced these FLNA–TLR2 linkages induced by Aβ42 or the TLR2 agonists (p < 0.01). The
similar effects of 1 and 10 nM simufilam suggest that 1 nM is a saturating concentration
and is in accordance with the picomolar IC50 demonstrated for reducing Aβ42 binding to
α7nAChR.

The co-immunoprecipitation experiments to determine protein–protein interactions
were conducted with synaptosomes, i.e., sealed presynaptic terminals that can be prepared
in high yield (~80%) from brain tissue, which have been used since the 1960s [41–44] and
specifically to examine synaptic terminals in AD brain tissue [45].

To assess whether the FLNA linkage represents activation of TLR2 by these ligands
and whether its disruption might reduce such activation, we measured cytokine release
from human astrocytes stimulated for 24 h with Aβ42, the TLR2 agonists or LPS (a TLR4
activator) and measured the effect of simufilam, added 2 h prior to the stimulants, on the
cytokine release. Simufilam at 100 fM, 10 pM or 1 nM reduced the release of inflammatory
cytokines tumor necrosis factor α (TNFα), interleukin (IL)-6 and IL-1β by approximately
75% or more (p < 0.001; Figure 3). It is possible that the lack of concentration response in this
experiment is related to the 2 h pre-treatment with simufilam prior to the 16 h incubation
with the stimulants, favoring simufilam’s prevention of cytokine release.
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Figure 2. Incubation of postmortem human frontal cortex with TLR2 ligands or Aβ42 increases FLNA
linkage with TLR2. This FLNA—TLR2 linkage is inhibited by simufilam at 1 or 10 nM. Representative
blots (A) and densitometric quantitation of blots (B). Data are means ± SEM. N = 3. * p < 0.001,
** p < 0.01 vs. medium alone; # p < 0.01 vs. respective stimulant without simufilam.
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Figure 3. Simufilam inhibits release of inflammatory cytokines by human astrocytes stimulated with
Aβ42, LPS or TLR2 ligands LTA-SA and PGN-SA. Data are means± SEM. N = 3. * p < 0.001 simufilam
vs. respective stimulant alone.

2.3. Simufilam Reduced FLNA–CXCR4/CD4/CCR5 Linkages

We next broadened our investigation to additional inflammatory receptors: the
chemokine receptors CXCR4 and CCR5 and the T cell co-receptor CD4. For FLNA linkages
to all three receptors in synaptosomes from AD versus age-, gender- and postmortem-
interval-matched healthy control brain tissue, two-way ANOVAs showed highly significant
main effects of diagnosis (CXCR4: F = 22.30, p < 0.0001; CD4: F = 188.52, p < 0.0001;
CCR5: F = 179.43, p < 0.0001) and treatment (CXCR4: F = 44.39, p < 0.0001; CD4: F = 140.48,
p < 0.0001; CCR5: F = 35.78, p < 0.0001) and a diagnosis–treatment interaction (CXCR4:
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F = 22.29, p < 0.0001; CD4: F = 109.68, p < 0.0001; CCR5: F = 79.78, p < 0.0001). In post-
mortem AD brain tissue, FLNA linkages to these three receptors were elevated compared
to levels in non-demented control brain tissue (p < 0.001; Figure 4). Simufilam incuba-
tion of brain tissue (1 nM for 1 h) significantly reduced these elevated linkages in AD
brain synaptosomes (p < 0.01), while having no effect on the lower levels in control brain
synaptosomes.
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using 10 mg/kg b.i.d. by i.p. infusion in an acute AD mouse model [9] and the drug’s high 
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Figure 4. Simufilam incubation (1 nM for 1 h) reduced FLNA linkages with CXCR4, CD4 and CCR5 in
AD postmortem brain to levels not different from healthy control brain. Representative blots (A) and
densitometric quantitation of blots (B). Data are means ± SEM. N = 11. * p < 0.001 AD vs. control
brain tissue incubated with vehicle; # p < 0.01 simufilam vs. vehicle incubation of AD brain tissue.

We also examined FLNA linkages with CXCR4, CD4 and CCR5 in synaptosomes from
AD triple transgenic mice versus wildtype mice at 6 or 10 months of age after 2 months
of oral simufilam via drinking water (Figure 5). We selected 4 months and 8 months to
initiate treatment, as these ages correspond to pre-plaque and post-plaque pathology in
this transgenic line. The dose of 22 mg/kg/d was based on a prior experiment using
10 mg/kg b.i.d. by i.p. infusion in an acute AD mouse model [9] and the drug’s high oral
bioavailability.

FLNA–CXCR4 was significantly elevated in 10-month (but not 6-month) transgenic
mice vs. wildtypes (p < 0.001). FLNA–CD4 was significantly elevated in 6-month transgen-
ics versus wildtypes (p < 0.001) but was not significantly different in 10-month transgenic vs.
the 10-month wildtypes due to the higher levels of this linkage in the older versus younger
wildtypes. FLNA–CCR5 was elevated in transgenics of both ages relative to respective
aged wildtypes (p < 0.001). All three FLNA linkages were also significantly elevated in the
10-month versus 6-month wildtype mice (p < 0.001). Importantly, 2-month oral simufilam
treatment significantly reduced FLNA linkages with all three receptors in the transgenics
of both ages as well as the FLNA–CCR5 linkage in the 10-month wildtypes (p < 0.001).
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Figure 5. Simufilam reduced FLNA linkages with CXCR4, CD4 and CCR5 in AD triple transgenic
mouse brains. Simufilam (22 mg/kg/d) was administered via drinking water for 2 months, starting
at 4 months or at 8 months. Simufilam also reduced the slightly lower levels of these FLNA linkages
found in 10-month wildtype mice. Representative blots (A) and densitometric quantitation of blots (B).
Data are means ± SEM. N = 5. * p < 0.001 AD Tg vs. wildtype; # p < 0.001 simufilam vs. water alone
in respective age transgenic mice; + p < 0.001 vs. 6-month wildtypes.

2.4. Simufilam Reduced Chronic CCR5 Activation in AD Transgenic Mice

To confirm that the FLNA linkage with CCR5 results in CCR5 activation, we measured
the level of CCR5–G protein coupling in the transgenic mice given drinking water with or
without simufilam for 2 months. Basal (unstimulated) G protein coupling by CCR5 was
assessed in synaptic membranes of these mice, and this CCR5–G protein coupling was also
measured following stimulation of synaptic membranes with the CCR5 ligand CCL3.

Levels of unstimulated CCR5-coupled Gq/11 protein were elevated in 6-month trans-
genics compared to wildtypes (Figure 6B; p < 0.05), suggesting chronic activation. However,
the basal coupling in 10-month transgenics was not significantly higher than basal CCR–G
protein coupling in the older wildtypes. Stimulation with CCL3 did not further increase
G protein coupling in transgenics of either age. In contrast, the wildtype mice of both
ages showed a significant increase in CCR5–G protein coupling after stimulation by CCL3
(p < 0.01). Percent stimulation by CCL3 in transgenics was significantly lower than in
wildtypes (Figure 6C; p < 0.01 for both ages).
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induced G protein coupling of CCR5. Representative blots (A) densitometric quantitation (B) and 
percent stimulation by CCL3 (C). Data are means ± SEM. N = 5 (except N = 4 for 10-month-old 
wildtypes administered vehicle). * p < 0.01, ** p < 0.05 CCL3 vs. vehicle in the same group; # p < 0.01, 
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Simufilam oral treatment for 2 months restored the response to CCL3 in transgenics, 
primarily by reducing basal levels to that of wildtype controls (Figure 6B; p < 0.05 in 6-
month transgenics). Although simufilam did not significantly reduce basal CCR5–G pro-
tein coupling in 10-month transgenics or significantly enhance the response to CCL3 in 
these older transgenics, the CCL3 response was significant in simufilam-treated but not 
vehicle-treated transgenics of both ages (CCL3 vs. vehicle for 6-month transgenics treated 

Figure 6. CCR5 coupling to G protein Gaq/11 was elevated in AD transgenic mice versus wildtypes,
with little stimulation by the CCR5 ligand CCL3. Oral simufilam (22 mg/kg/d) for 2 months, starting
at 4 months or at 8 months, reduced the elevated CCR5–G protein coupling and improved CCL3-
induced G protein coupling of CCR5. Representative blots (A) densitometric quantitation (B) and
percent stimulation by CCL3 (C). Data are means ± SEM. N = 5 (except N = 4 for 10-month-old
wildtypes administered vehicle). * p < 0.01, ** p < 0.05 CCL3 vs. vehicle in the same group; # p < 0.01,
## p < 0.05 simufilam vs. vehicle in respective age transgenic/wildtype; + p < 0.01, ++ p < 0.05
transgenic vs. respective age wildtype.

Simufilam oral treatment for 2 months restored the response to CCL3 in transgenics,
primarily by reducing basal levels to that of wildtype controls (Figure 6B; p < 0.05 in
6-month transgenics). Although simufilam did not significantly reduce basal CCR5–G
protein coupling in 10-month transgenics or significantly enhance the response to CCL3 in
these older transgenics, the CCL3 response was significant in simufilam-treated but not
vehicle-treated transgenics of both ages (CCL3 vs. vehicle for 6-month transgenics treated
with simufilam: p < 0.05; CCL3 vs. vehicle for 10-month transgenics treated with simufilam:
p < 0.01). Interestingly, the absolute CCL3-induced Gq/11 coupling to CCR5 was higher in
10-month simufilam- vs. vehicle-treated wildtypes (p < 0.05). Simufilam also improved the
percent stimulation by CCL3 in transgenics of both ages (Figure 6C; p < 0.01).
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3. Discussion

This work further elucidates the mechanism of action of oral AD drug candidate
simufilam, i.e., reducing both neurodegeneration and neuroinflammation [8–10,20]. We
previously showed that simufilam oral treatment or ex vivo incubation of brain tissue
reduced levels of Aβ42–α7nAChR and FLNA–α7nAChR complexes [8–10]. We now show
that simufilam reduced the binding of Aβ42 to α7nAChR in a concentration-dependent
manner using TR-FRET, a robust technology for the detection of molecular interactions that
are highly sensitive to conformational modifications [46].

The 10 pM IC50 of simufilam in inhibiting the binding of Aβ42 to α7nAChR in this
assay was only 10-fold lower than the 1 pM IC50 of unlabeled Aβ42 (direct competition)
and similar to the pIC50s of several agonists, partial agonists or competitive antagonists of
α7nAChR (range: 8.4 to 12.7 pIC50) [34]. Notably, full and partial agonists of α7nAChR
were only able to reduce Aβ42 binding by 66–83% of the full inhibition by unlabeled
Aβ42, and only methylylcaconitine, a competitive antagonist, was able to inhibit the Aβ42–
α7nAChR interaction to the full extent of unlabeled Aβ42. Inhibition in this TR-FRET assay
was not seen with a non-competitive antagonist or a type 1 positive allosteric modulator
of α7nAChR [34]. Simufilam’s low picomolar IC50 and magnitude of inhibition very close
to that of unlabeled Aβ42 are unprecedented for its mechanism of binding a receptor-
associated protein.

These TR-FRET data corroborate simufilam’s reduction in Aβ42’s binding affinity
of Aβ42 for α7nAChR shown by FITC-labeled Aβ42 in postmortem human brain and
in fresh SK-N-MC cells [9]. The picomolar IC50 also agrees with picomolar IC50s for
simufilam’s inhibition of the Aβ42–α7nAChR interaction, tau hyperphosphorylation, and
FLNA–α7nAChR/TLR4 interactions calculated for a range of concentrations in postmortem
brain [10] and also shown in AD mouse models or AD patient lymphocytes [8–10]. Further
support is that two other independent laboratories showed biological activity of simufilam
in FLNA-related disorders [47,48]. Together, all these data support simufilam’s primary
mechanism of reducing soluble Aβ42’s signaling that hyperphosphorylates tau. Disrupting
Aβ42’s pathogenic signaling through α7nAChR would also promote healthy α7nAChR
neurotransmission.

Illustrating an additional AD-relevant mechanism of action, simufilam also disrupts
an aberrant linkage of FLNA with TLR4, which again is induced by soluble Aβ42 binding,
in this case to TLR4’s co-receptor CD14 [8–10]. Extending the anti-neuroinflammatory
mechanism of action of simufilam, we now show that simufilam reduced the Aβ42-induced
FLNA interactions with additional inflammatory receptors: TLR2, the chemokine receptors
CXCR4 and CCR5, and T-cell co-receptor CD4. Postmortem human frontal cortexes from
non-demented controls showed FLNA interactions with TLR2 induced by Aβ42 or TLR2
agonists; simufilam reduced these linkages. Simufilam’s 75% or greater reductions in
inflammatory cytokine release from primary human astrocytes stimulated with Aβ42 or
TLR2/TLR4 agonists suggest that the FLNA–receptor linkages, which are reduced by
simufilam, are critical to agonist activation of these receptors.

Both postmortem human AD brain tissue and triple transgenic AD mouse brains
showed elevated interactions of FLNA with CXCR4, CCR5 and CD4. Ex vivo simufilam
incubation of the postmortem tissue or 2-month oral administration to the mice significantly
reduced these linkages, suggesting that simufilam reduced inflammatory signaling. We
previously showed that the brains of these same AD transgenic mice treated with 2-month
oral simufilam showed reduced FLNA linkages with α7nAChR and TLR4, reduced tau hy-
perphosphorylation, reduced inflammatory cytokine levels, reduced amyloid deposits and
neurofibrillary lesions, improved function of NMDA and insulin receptors, and improved
activity-dependent Arc expression (an indicator of synaptic plasticity) [10]. All these drug
effects were coincident with the isoelectric focusing point of FLNA shifting back to that of
FLNA in wildtype control brains [10].

Finally, the elevated G protein coupling of CCR5 in the triple transgenic AD mice,
along with CCR5’s insensitivity to further activation by its ligand CCL3 in these transgenics,
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provides additional evidence that elevated FLNA linkages to inflammatory receptors in AD
imply their chronic activation and resulting neuroinflammation. Simufilam’s suppression
of the elevated basal CCR5–G protein coupling and improvement to CCR5’s responsivity
to its ligand CCL3 again support the hypothesis that simufilam reduces chronic activation
of multiple inflammatory receptors in AD. Of note, Aβ42 also interacts with the A2A
adrenergic receptor [49] and the leptin receptor [50] to modify basal or ligand-induced
signaling pathways.

Reducing activation of multiple inflammatory receptors would benefit AD. Indeed,
17% of AD therapeutic candidates currently in clinical trials target neuroinflammation [7].
Neuroinflammation in AD is not merely a reaction to plaques and tangles but contributes
to disease progression and severity [51]. Although early microglial recruitment promotes
clearance of soluble Aβ, as the disease progresses, elevated inflammatory cytokines can
lead to insufficient phagocytic clearance of soluble Aβ, resulting in greater toxic signaling
via α7nAChR and TLR4/2, intraneuronal Aβ accumulation, tau hyperphosphorylation
and further inflammation, leading to extensive neurodegeneration [52,53].

The inflammatory cytokines TNFα, IL-1β and IL-17 can loosen tight junctions and
compromise the blood–brain barrier [54], another pathological feature of AD, which enables
an influx of immune cells to exacerbate neuroinflammation [55,56]. Because healthy mi-
croglia regulate synaptic pruning, synaptic plasticity and learning and memory, abnormal
microglial activation and the resulting neuroinflammation have been causally implicated
in the cognitive deficits of normal aging, AD and other diseases [57].

By suppressing neuroinflammation, simufilam may also reduce insulin resistance
associated with AD: neuroinflammation in both AD and obesity or type 2 diabetes induces
insulin resistance and insulin receptor dysfunction [58,59]. TNFα has been shown to induce
insulin resistance [60,61]. Neuroinflammation is a critical link between AD, depression, and
obesity, with each increasing risk of the others [62]. Indeed, simufilam has been shown to
improve brain insulin receptor signaling [9,10]. Illustrating reduced insulin resistance, oral
simufilam improved the response to insulin of mammalian target of rapamycin (mTOR)
and suppressed mTOR’s basal overactivation in lymphocytes of AD subjects [63]. With
insulin receptors critical for cell survival and cell health, reduced brain insulin resistance, if
translating from the lymphocytes, would lessen this contribution to neurodegeneration.

In addition to the induced aberrant receptor interactions with α7nAChR and multiple
inflammatory receptors, the altered conformation of FLNA in AD may impact FLNA’s
normal protein interactions. We previously showed that FLNA normally interacts with
the intracellular phosphatase PTEN and that this healthy FLNA interaction is reduced in
AD [63]. There may be other aberrant protein interactions that are reduced and other normal
protein interactions that are preserved by restoring FLNA’s native shape in AD brains.

4. Materials and Methods
4.1. Materials and Chemicals

Aβ1–42 human, LTA-SA and PGN-SA were obtained from Invitrogen. For TR-FRET
assays, Aβ1–42 human and Aβ42-FAM were purchased from Anaspec (Fremont, CA, USA).
Recombinant human CCL3/MIP-1 alpha protein was purchased from R&D Systems (Min-
neapolis, MN, USA). Anti-TLR2 (SC-166900), -CCR5 (SC-17833), -CD4 (SC-19641), and
-CXCR4 (SC-53534), -FLNA (SC-7565 [IP], SC-17749 [IP], SC-271440), Gαq/11 (SC-515689),
anti-tumor necrosis factor α (TNFα) (SC-8301), anti-Interleukin-6 (IL-6) (SC-7920), anti-
Interleukin-1β (IL-1β) (SC-7884) were purchased from Santa Cruz Biotechnology (Santa
Cruz, CA, USA). Reacti-Bind NeutrAvidin high-binding capacity coated 96-well plates,
covalently conjugated protein A/G-agarose beads, antigen elution buffer and Chemilu-
minescent reagents were purchased from Pierce-Thermo Scientific (Rockford, IL, USA).
Biotinylated anti-IL1β (13-7016-85), anti-TNFα (13-7349-85) and anti-IL-6 (13-7068-85)
were purchased from eBioscience (San Diego, CA, USA). LPS, phosphatase inhibitors
(Roche), complete mini ethylenediaminetetraacetic acid (EDTA)-free protease inhibitor
tablet (Roche), and alkaline phosphatase were purchased from Sigma (St. Louis, MO,
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USA). Aβ-derived peptides were dissolved in 50 mM Tris, pH 9.0 containing 10% dimethyl
sulfoxide (DMSO) and stored at −80 ◦C. All test agents were freshly made according to
manufacturers’ recommendations. If DMSO was used as the solvent, the highest DMSO
concentration in the incubation was 1%.

4.2. TR-FRET Binding Assay

Aβ42 binding to α7nAChR was monitored by a TR-FRET assay, as previously de-
scribed [34]. Briefly, HEK293T cells were transfected to express SNAP-α7nAChR and
the chaperone protein NACHO [64]. Forty-eight hours post-transfection, surface SNAP-
α7nAChR was labeled with the long-lived fluorophore Terbium cryptate (Tb; Lumi4-Tb,
Cisbio Bioassays, Codolet, France) by incubating cells with the Tb-conjugated SNAP sub-
strate in Tag-lite labeling medium (100 nM, 1 h, 4 ◦C). After 3 washes in PBS, cells were
distributed into a 384-well plate with assay buffer (Tag-lite medium). To construct the
inhibition dose–response curves for simufilam and Aβ42, varying concentrations of simu-
filam or unlabeled Aβ42 were added to corresponding wells, followed by 10 nM Aβ42-FAM
(5-carboxyfluorescein-labeled Aβ42) in a final reaction volume of 14 µL. Plates were incu-
bated 2–4 h at room temperature and read in a Tecan F500 plate reader (Tecan; Männedorf,
Switzerland) with the following settings: donor excitation at 340 nm; 1st emission detec-
tion at 520 nm (acceptor) and 2nd emission at 620 nm (donor); delay: 150 µs; integration
time: 500 µs. Data are expressed as the acceptor/donor ratio normalized as % of maximal
Aβ42-FAM binding (maximal TR-FRET ratio = 100%). Specific binding is defined as the
difference between total binding and non-specific binding in the presence of an excess of
unlabeled Aβ42 (1 µM).

4.3. Postmortem Human Brain Tissue

The postmortem brain study protocol conformed to the tenets of the Declaration of
Helsinki as reflected in a previous approval by the City College of New York and the City
University of New York Medical School’s human research committee. Each participant
underwent a uniform clinical evaluation that included a medical history, complete neuro-
logical examination, cognitive testing including a mini mental state examination and other
cognitive tests on episodic memory, semantic memory and language, working memory,
perceptual speed, and visuospatial ability, as well as a psychiatric rating. AD subjects were
diagnosed based on NINCDS-ADRDA criteria [65]. Frontal cortices from patients with clin-
ically diagnosed sporadic AD and age-matched, neurotypical persons were obtained from
the Harvard Brain Tissue Resource Center (HBTRC, Belmont, MA, USA) and the UCLA
Brain Tissue Resource Center (UBTRC, Los Angeles, CA, USA). Both HBTRC and UBTRC
are supported in part by the National Institutes of Health. The postmortem time intervals
for collecting these brains were under 13 h (mean postmortem intervals for AD and control
brain samples were 6.0 ± 0.9 h and 5.8 ± 0.8 h, respectively). Diagnostic neuropathological
examination was also conducted on fixed sections stained with hematoxylin and eosin and
with modified Bielschowsky silver staining [66] to establish any disease diagnosis according
to defined criteria [67]. The presence of both neuritic (amyloid) plaques and neurofibrillary
tangles in all AD brains was confirmed by Nissl and Bielschowsky staining and charac-
terized by anti-Aβ42 and -neurofibrillary tangle (NFT) immunohistochemistry staining in
the frontal and entorhinal cortex, as well as the hippocampus, as described [21]. Control
tissues exhibited only minimal, localized microscopic neuropathology of AD (0–3 neuritic
plaques/10% field and 0–6 NFTs/10% field in hippocampus). One-gram blocks from Brod-
mann areas 10 and/or 46 of frontal cortices were dissected from fresh frozen coronal brain
sections maintained at −80 ◦C. Following the removal of white matter, gray matter was
divided into ~50 mg blocks on dry ice and returned to −80 ◦C until use.

4.4. In Vivo Oral Administration of Simufilam

As described [10], 4- and 8-month-old male and female wildtype E129 mice (30–35 g)
from Taconic and 3xTg AD mice (containing 3 mutations: APP Swedish, MAPT P301L,
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and PSEN1 M146V) of stock supplied by Dr. Frank LaFerla [68] were maintained on a
12 h light/dark cycle with free access to food and water. We first determined the average
daily intake of water sweetened with 0.25 g sucralose/100 mL to be ~5 mL. Mice then
received either sweetened water alone or with simufilam at 22 mg/kg/d for 2 months.
After decapitation, brain regions from one half of the brain were immediately frozen
in liquid nitrogen and stored at −80 ◦C until use. Two equal samples (~5 mg) were
separately processed to obtain synaptosomes (P2 fraction) as described [24] for assessments
of FLNA linkage to CCR5/CD4/CXCR4 and CCL3-induced Gq/11 recruitment to CCR5.
Synaptosomes were washed twice and suspended in 2 mL ice-cold oxygenated Krebs–
Ringer solution (K-R: 25 mM HEPES, pH 7.4; 118 mM NaCl, 4.8 mM KCl, 25 mM NaHCO3,
1.3 mM CaCl2, 1.2 mM MgSO4, 1.2 mM KH2PO4, 10 mM glucose, 100 mM ascorbic acid)
with protease and protein phosphatase inhibitors (Roche Diagnostics, Mannheim, Germany)
and aerated for 10 min with 95% O2/5% CO2. Protein concentration was determined by
the Bradford method (Bio-Rad, Hercules, CA, USA).

4.5. Assessment of Cytokine Levels in Primary Human Astrocytes

Primary astrocyte cultures were prepared according to the provider (Lonza Biosciences,
Basel, Switzerland). Adherent astrocytes were trypsinized by 0.25% trypsin-EDTA, col-
lected and sub-cultured in 12-well plates (1.2 mL/well). When 80–85% confluent, cells were
incubated with 100 fM, 10 pM or 1 nM simufilam or culture medium only under 5% CO2 for
2 h, prior to adding 1 µg/mL LPS, 10 µg/mL LTA-SA or 1 µg/mL PGN-SA for an additional
24 h. Levels of TNF-α, IL-6 and IL-1β in 200 µL culture medium were determined, with
the medium as the blank. Each well was sampled twice. Biotinylated mouse monoclonal
anti-TNFα, -IL-6, and -IL-1β (0.5 mg/well) were coated onto streptavidin-coated plates
(Reacti-Bind NeutrAvidin high-binding capacity coated 96-well plate). Plates were washed
3 times with 200 µL ice-cold 50 mM Tris HCl (pH 7.4) and incubated at 30 ◦C with 100 µL
culture medium for 1 h. Plates were washed 3 more times with ice-cold Tris HCl and
incubated at 30 ◦C with 0.5 mg/well unconjugated rabbit anti-TNFα, -IL-6, and -IL-1β
for 1 h. After 2 washes with ice-cold Tris HCl, each well was incubated in 0.5 mg/well
fluorescein isothiocyanate (FITC)-conjugated anti-rabbit immunoglobulin G (human and
mouse absorbed) for 1 h at 30 ◦C. Plates were again washed 3 times with ice-cold Tris
HCl, and residual FITC signals were determined by a multimode plate reader (DTX880,
Beckman Coulter, Irving, TX, USA).

4.6. Assessment of FLNA–TLR2 Interaction in Postmortem Human Brain Tissue

Using an established method [9], levels of FLNA linkage to TLR2 were determined by
co-immunoprecipitation of synaptosomes prepared from frontal cortical slices from 3 non-
demented control subjects [41]. Frontal cortical slices were incubated with K-R, 100 nM
Aβ42, 10 µg/mL LTA-SA or 1 µg/mL PGN-SA with or without 1 or 10 nM simufilam at
37 ◦C for 30 min. The incubation mixture (volume 0.5 mL) was aerated for 1 min every
15 min with 95% O2/5% CO2. Reactions were terminated by adding 1.5 mL ice-cold Ca2+-
free K-R containing protease and protein phosphatase inhibitors, and slices were collected
by brief centrifugation and processed to obtain synaptosomes (P2 fraction) as described
previously [24].

Synaptosomes (200 µg) were pelleted by centrifugation, solubilized by brief sonication
in 250 µL immunoprecipitation buffer (25 mM HEPES, pH 7.5; 200 mM NaCl, 1 mM
EDTA, with protease and protein phosphatase inhibitors) and incubated at 4 ◦C with
end-to-end shaking for 1 h. Following dilution with 750 µL ice-cold immunoprecipitation
buffer and centrifugation (4 ◦C) to remove insoluble debris, the FLNA–TLR2 complexes in
the lysate were isolated by immunoprecipitation with 16 h incubation at 4 ◦C with anti-
FLNA (SC-7565; 1 µg) immobilized on protein A/G-conjugated agarose beads. Resultant
immunocomplexes were pelleted by centrifugation at 4 ◦C. After 3 washes with 1 mL ice-
cold PBS (pH 7.2) and centrifugation, the isolated FLNA–TLR2 complexes were solubilized
by boiling for 5 min in 100 µL SDS-polyacrylamide gel electrophoresis (PAGE) sample
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preparation buffer (62.5 mM Tris-HCl, pH 6.8; 10% glycerol, 2% SDS; 5% 2-mercaptoethanol,
0.1% bromophenol blue). The TLR2 contents in 50% of the anti-FLNA immunoprecipitates
were determined by immunoblotting with mouse monoclonal anti-TLR2 (SC-166900). Blots
were then stripped and re-probed with monoclonal anti-FLNA (SC-271440) to ascertain
equal immunoprecipitation and loading.

4.7. Assessment of FLNA–CCR5/CD4/CXCR4 Interaction in Postmortem Human Brain and
Transgenic AD Mouse Brain

Using the same method [9], the linkage of FLNA with CCR5, CXCR4 and CD4 in
synaptosomes from Aβ42-incubated frontal slices from 11 sets of age- (66–92 years) and
postmortem interval (2–13 h)-matched control and AD subjects (4 females/7 males) with
and without 1 nM simufilam were immunoprecipitated with immobilized anti-FLNA
(SC-7565). In the experiments using postmortem human brains, frontal cortical slices
were incubated with K-R or 1 nM simufilam at 37 ◦C for 30 min. The incubation mixture
(volume 0.5 mL) was aerated for 1 min every 15 min with 95% O2/5% CO2. Reactions
were terminated by adding 1.5 mL ice-cold Ca2+-free K-R containing protease and protein
phosphatase inhibitors, and slices were collected by brief centrifugation and processed to
obtain synaptosomes (P2 fraction) as described [24].

Synaptosomes (200 µg) prepared from K-R- or simufilam-incubated postmortem corti-
cal slices or from wildtype or transgenic mice were pelleted by centrifugation, solubilized
by brief sonication in 250 µL immunoprecipitation buffer (described above) and incu-
bated at 4 ◦C with end-to-end shaking for 1 h. Following dilution with 750 µL ice-cold
immunoprecipitation buffer and centrifugation (4 ◦C) to remove insoluble debris, the
FLNA–CCR5/CD4/CXCR4 complexes in the lysate were isolated by immunoprecipitation
with 16 h incubation at 4 ◦C with anti-FLNA (1 µg) immobilized on protein A/G-conjugated
agarose beads (anti-FLNA for postmortem human brain: SC-7565; for mice: SC-17749). The
immunocomplexes were pelleted by centrifugation at 4 ◦C. After 3 washes with 1 mL ice-
cold PBS (pH 7.2) and centrifugation, the isolated FLNA–CCR5/CD4/CXCR4 complexes
were solubilized by boiling for 5 min in 100 mL SDS-PAGE sample preparation buffer.
Levels of CCR5, CD4, and CXCR4 IRβ in 50% of the anti-FLNA immunoprecipitates were
determined by immunoblotting with mouse monoclonal CCR5 (SC-17833), CD4 (SC-19641),
and CXCR4 (SC-53534) antibodies, sequentially. A separate set of blots was probed with
monoclonal anti-FLNA (SC-271440) to validate equal immunoprecipitation efficiency and
loading.

4.8. CCL3-Stimulated Gq/11 Recruitment to CCR5 in Synaptic Membranes

Synaptosomes (P2 fraction) were prepared from snap-frozen parietal cortices of vehicle-
and simufilam-treated wildtype and transgenic mice as previously described [69,70]. To
further purify synaptosomal factions, the synaptosome-rich P2 fraction was washed twice
in 1 mL oxygenated ice-cold K-R with protease and protein phosphatase inhibitors. To
obtain membranous fractions of the synaptosomes, washed synaptosomes were sonicated
for 10 sec on ice in 0.5 mL hypotonic homogenization solution (25 mM HEPES, pH 7.4;
12 mM NaCl, 0.5 mM KCl, 2.5 mM NaHCO3, 0.1 mM CaCl2, 0.1 mM MgSO4, 0.1 mM
KH2PO4, 1 mM glucose, 10 mM ascorbic acid, protease and protein phosphatase inhibitors).
Samples were then centrifuged at 50,000× g for 30 min. The resultant synaptic membrane
pellet was resuspended in 0.5 mL K-R, and protein concentrations were determined by the
Bradford method. These synaptic membranes were stimulated with the CCR5 ligand CCL3,
and levels of CCR5-coupled Gq/11 were determined using an established method [71].

Synaptic membranes (100 µg) were incubated in 200 µL K-R or in 10 nM CCL3 at
37 ◦C for 10 min. The reaction was stopped by adding 20 mM MgCl2 and centrifuging.
The pelleted synaptic membranes were solubilized by brief sonication (10 sec, 50% output,
Fisher Scientific, Waltham, MA, USA) on ice in 250 µL immunoprecipitation buffer and
solubilized by adding 0.5% digitonin, 0.2% sodium cholate and 0.5% NP-40 and incubated
at 4 ◦C with end-to-end shaking for 1 h. Following dilution with 750 µL ice-cold immuno-
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precipitation buffer and centrifugation at 4 ◦C to remove insoluble debris, the resultant
lysate was used to measure levels of CCR5-associated Gq/11 by the quantities of Gαq/11
in the anti-CCR5 immunoprecipitates. Briefly, the CCR5-Gq/11 complexes in the lysate
were isolated by immunoprecipitation with 16 h incubation at 4 ◦C with 1 µg anti-CCR5
(SC-17833) immobilized on protein A/G-conjugated agarose beads. The immunocomplexes
were pelleted by centrifugation at 4 ◦C. After 3 washes with 1 mL ice-cold PBS (pH 7.2)
and centrifugation, the isolated CCR5-Gq/11 complexes were solubilized by boiling for
5 min in 100 µL SDS-PAGE sample preparation buffer. Levels of Gαq/11 in 50% of the anti-
CCR5 immunoprecipitates were determined by immunoblotting with mouse anti-Gαq/11
(SC-515689). The other 50% of the anti-CCR5 immunoprecipitates were run on separate
blots probed with monoclonal anti-CCR5 (SC-17833) to validate equal immunoprecipitation
efficiency and loading.

4.9. Statistics

For the TR-FRET assay, nonlinear fitting of the concentration curve and calculation of
pIC50 was performed using GraphPad Prism software version 9. FLNA–receptor linkages in
postmortem brain tissue were analyzed by two-way ANOVA with diagnosis (AD/control)
and treatment (simufilam/vehicle) as factors with post hoc t-tests for pair-wise comparisons.
Student’s t-test was used for all other statistical analyses.

5. Conclusions

FLNA, in an altered conformation, is a deviant receptor-associated protein critical to
AD pathology. Simufilam’s disruption of the aberrant FLNA linkage to α7nAChR reduces
Aβ42’s binding to and pathogenic signaling via this receptor, thereby restoring healthy
α7nAChR neurotransmission. Simufilam’s disruption of deviant FLNA linkages to multiple
inflammatory receptors suppresses neuroinflammation induced by these receptors. The
dissociation of FLNA from all these receptors is coincident with simufilam’s reversal of
an altered conformation of FLNA, as indicated by isoelectric focusing points. It is not
surprising that an altered conformation, inducible by soluble Aβ42, would lead to aberrant
protein interactions. Alternatively, Aβ42-induced aberrant protein interactions could induce
the altered conformation.

By binding a single protein target, simufilam reduces a predominant neurodegener-
ation pathway and multiple neuroinflammatory signaling pathways of soluble amyloid
and potentially other inflammatory ligands in AD. A multi-pronged therapeutic approach,
whether by agents with multiple mechanisms or by drug combinations, may be necessary
to treat this devastating disease.
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Abstract: Methamphetamine (meth) is a neurotoxic psychostimulant that increases monoamine
oxidase (MAO)-dependent mitochondrial oxidant stress in axonal but not somatic compartments of
substantia nigra pars compacta (SNc) and locus coeruleus (LC) neurons. Chronic meth administration
results in the degeneration of SNc and LC neurons in male mice, and MAO inhibition is neuropro-
tective, suggesting that the deleterious effects of chronic meth begin in axons before advancing to
the soma of SNc and LC neurons. To test this hypothesis, mice were administered meth (5 mg/kg)
for 14, 21, or 28 days, and SNc and LC axonal lengths and numbers of neurons were quantified. In
male mice, the SNc and LC axon lengths decreased with 14, 21, and 28 days of meth, whereas somatic
loss was only observed after 28 days of meth; MAO inhibition (phenelzine; 20 mg/kg) prevented
axonal and somatic loss of SNc and LC neurons. In contrast, chronic (28-day) meth had no effect
on the axon length or numbers of SNc or LC neurons in female mice. The results demonstrate that
repeated exposure to meth produces SNc and LC axonal deficits prior to somatic loss in male subjects,
consistent with a dying-back pattern of degeneration, whereas female mice are resistant to chronic
meth-induced degeneration.

Keywords: methamphetamine; neurodegeneration; substantia nigra pars compacta; locus coeruleus;
monoamine oxidase; sex difference

1. Introduction

Methamphetamine (meth) is an addictive psychostimulant with escalating rates of
abuse in the United States [1–3]. In addition to being highly addictive, meth is also
neurotoxic [4,5]. Clinical evidence from human meth users shows decreased dopamine
content, tyrosine hydroxylase (TH) and dopamine transporter (DAT) expressions, and
vesicular monoamine transporter 2 (VMAT2) and DAT binding in the striatum, suggesting
nigrostriatal axon loss [6–13]. Similar outcomes are reported in rodents using acute binge
paradigms wherein subjects are administered a single high-dose bolus or multiple injections
in a single day, which result in decreased dopamine tissue content; DAT, VMAT2, and
TH immunoreactivity; DAT and VMAT2 binding; DAT protein expression; and TH and
VMAT2 activity [14–35]. We have recently reported that the deleterious effects of meth
extend beyond nigrostriatal axons. More specifically, chronic (28-day) meth (5 mg/kg;
i.p.) administration to male mice results in overt SNc degeneration that is linked to meth-
induced axonal mitochondrial oxidant stress [36–38].

Meth binds to and induces dysfunction of monoamine reuptake proteins as well as
VMAT2. In dopaminergic neurons, the consequence of binding to and inducing dysfunc-
tion of VMAT2 is increased cytosolic dopamine concentrations [39,40], which increases
mitochondrial oxidant stress in axonal but not somatic subcellular compartments [36,38].
This meth-induced axonal mitochondrial oxidant stress results from MAO metabolism of
dopamine, which generates free electrons that are transferred to the mitochondrial inter-
membrane space [38]. The in vivo administration of meth (5 mg/kg) for 28 consecutive

Int. J. Mol. Sci. 2023, 24, 13039. https://doi.org/10.3390/ijms241713039 https://www.mdpi.com/journal/ijms42



Int. J. Mol. Sci. 2023, 24, 13039

days to male mice results in SNc degeneration (both axonal and somatic), which is pre-
vented by a mitochondrial antioxidant (mitoTEMPO) or a MAO inhibitor [36]. Together,
these data suggest that meth-induced MAO-dependent axonal mitochondrial oxidant stress
is necessary for degeneration.

In addition to SNc dopamine neurons, meth similarly impacts locus coeruleus (LC)
norepinephrine neurons [41]. Like in SNc neurons, meth increases MAO-dependent axonal
but not somatic mitochondrial oxidant stress in LC neurons [42]. Furthermore, chronic
in vivo administration of meth results in a loss of LC axon length and the number of
norepinephrine neurons in the LC of male mice, both of which are prevented by MAO
inhibition [42]. Therefore, meth-induced MAO-dependent axonal mitochondrial oxidant
stress appears to be necessary for chronic meth-induced LC degeneration, just as in SNc
neurons [36,37,42]. However, the manner in which SNc and LC degeneration progresses
during chronic meth administration is unclear.

Given that meth increases axonal but not somatic mitochondrial oxidant stress in SNc
and LC neurons, and that MAO inhibition is neuroprotective [36,37,42], we hypothesized
that chronic meth administration would result in axon loss first, followed by somatic loss,
consistent with a dying-back pattern of neurodegeneration. To test this hypothesis, male
mice were administered meth (5 mg/kg; i.p.) or saline for 14, 21, or 28 consecutive days,
after which the axon lengths and numbers of SNc and LC neurons were stereologically
quantified. To confirm MAO-dependence of degeneration, a separate group of mice were
treated with the MAO inhibitor phenelzine (20 mg/kg; i.p.) as a 30-min pretreatment prior
to each meth injection. To determine whether SNc and LC neurons in female subjects are
similarly vulnerable to chronic meth-induced degeneration, female subjects were adminis-
tered saline or meth (5 mg/kg; i.p.) for 28 consecutive days, and axon lengths and numbers
of neurons in the SNc and LC were stereologically quantified.

2. Results
2.1. Chronic Methamphetamine Administration Resulted in Axonal Loss Prior to Somatic Loss of
Substantia Nigra Pars Compacta Dopamine Neurons in Male Mice

In ex vivo brain slices, the bath perfusion of meth (10 µM) increased MAO-dependent
axonal but not somatic mitochondrial oxidant stress in SNc neurons [38]; in vivo, the chronic
administration of meth (5 mg/kg; i.p.) for 28 consecutive days resulted in degeneration of
SNc dopamine neurons, which is prevented by pretreating subjects with a mitochondrial
antioxidant or a MAO inhibitor [36,37]; this suggests that meth-induced MAO-dependent
axonal mitochondrial oxidant stress is a driver of degeneration, and that the deleterious
effects of repeated meth exposure impact the axons first. To test whether axonal loss
precedes somatic loss, male mice were administered saline or meth (5 mg/kg) for 14, 21,
or 28 consecutive days, after which brains were collected and SNc axon lengths in the
dorsolateral striatum (DLS) and numbers of dopamine neurons in the SNc were stained
for TH (TH+). The lengths of TH+ axons in the DLS and numbers of TH+ neurons in
the SNc were stereologically quantified by an experimenter blinded to the treatment
histories. Fourteen days of meth administration decreased SNc axonal lengths in the DLS
(Figure 1A,B), but had no effect on the numbers of TH+ neurons in the SNc (Figure 1F,G).
Similarly, 21 days of meth (5 mg/kg) decreased SNc axonal lengths in the DLS (Figure 1C),
but still had no effect on the numbers of TH+ SNc neurons (Figure 1H). However, consistent
with prior studies [36,37], a chronic 28-day treatment of meth resulted in a decrease in both
SNc axonal length (Figure 1D,E) and numbers of TH+ neurons in the SNc (Figure 1I,J).
We have previously shown that rasagiline, a MAO-B inhibitor with FDA approval for the
treatment of Parkinson’s disease, prevents chronic meth-induced SNc degeneration [36,37].
In the current study, we tested a second clinically available MAO inhibitor, phenelzine,
which inhibits both MAO-A and MAO-B isoforms, and is FDA-approved for the treatment
of panic disorder, social anxiety disorder, and treatment-resistant depression. Pre-treating
mice with phenelzine (20 mg/kg) 30 min prior to each meth administration prevented both
axonal (Figure 1D) and somatic loss of SNc dopamine neurons (Figure 1I).
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Figure 1. Repeated methamphetamine administration in male mice resulted in axon loss prior to
somatic loss in substantia nigra pars compacta dopamine neurons. Male mice were treated with saline
or methamphetamine (meth; 5 mg/kg) for 14, 21, or 28 consecutive days, after which substantia nigra
pars compacta (SNc) axonal lengths in the dorsolateral striatum (DLS) and numbers of dopamine
neurons in the SNc were stereologically quantified. (A) Representative images of SNc axons stained
for tyrosine hydroxylase (TH+; red) in the DLS from a male mouse treated with saline (top) and
meth (bottom) for 14 consecutive days; scale bars denote 20 µm. (B) SNc axon length decreased in
mice treated with meth for 14 days (n = 6) compared to saline-treated control mice (n = 6). Data
analyzed using unpaired t-test (t(10) = 4.483, p = 0.0012, two-tailed). (C) Administration of meth
(5 mg/kg) for 21 days also decreased SNc axonal length (saline: n = 6; meth: n = 6; t(10) = 3.669,
p = 0.0043, two-tailed). (D) Male mice were administered saline (n = 6), meth (n = 6) or meth with
a 30-min phenelzine (20 mg/kg; +MAOi; n = 6) pretreatment for 28 days; 28-day meth treatment
decreased SNc axonal length, and this decrease was prevented by pretreatment with phenelzine. Data
analyzed using one-way ANOVA (F(2,15) = 9.108, p = 0.0026) with Tukey’s post hoc analysis (saline
vs. meth, p = 0.0028; saline vs. +MAOi, p = 0.6713; meth vs. +MAOi, p = 0.0158). (E) Representative
images of SNc axons stained for tyrosine hydroxylase (TH+) in the DLS from a male mouse treated
with saline (top) and meth (5 mg/kg; bottom) for 28 consecutive days; scale bars denote 20 µm.
(F) Representative images of TH+ SNc neurons from a male mouse treated with saline (top) and meth
(bottom) for 14 consecutive days; scale bars denote 200 µm. (G) The numbers of TH+ neurons in the
SNc did not decrease in mice treated with meth (n = 6) for 14 days compared to saline-treated mice
(n = 6). Data analyzed using unpaired t-test (t(10) = 0.1675, p = 0.8703, two-tailed). (H) Administration
of meth (5 mg/kg) for 21 days also did not alter the number of TH+ neurons in the SNc (saline: n = 6;
meth: n = 6; t(10) = 0.7319, p = 0.4810, two-tailed). (I) Male mice were administered saline (n = 6), meth
(n = 6), or meth with a 30-min phenelzine (20 mg/kg; +MAOi; n = 6) pretreatment for 28 consecutive
days; 28-day meth treatment decreased the number of TH+ SNc neurons, and this decrease was
prevented by pretreatment with phenelzine. Data analyzed using one-way ANOVA (F(2,15) = 7.095,
p = 0.0068) with Tukey’s post hoc analysis (saline vs. meth, p = 0.0188; saline vs. +MAOi, p = 0.9515;
meth vs. +MAOi, p = 0.0103). (J) Representative images of TH+ SNc neurons from a male mouse
treated with saline (top) and meth (bottom) for 28 consecutive days; scale bars denote 200 µm;
* p ≤ 0.05, ** p ≤ 0.01.
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2.2. Chronic Administration of Methamphetamine Resulted in Axonal Loss Prior to Somatic Loss of
Locus Coeruleus Norepinephrine Neurons in Male Mice

In addition to targeting dopaminergic neurons, meth also binds to and induces dys-
function of VMAT2 in LC norepinephrine neurons [41]. Consistent with meth effects in
SNc dopamine neurons [36,37], meth increases MAO-dependent mitochondrial oxidant
stress in LC axons but not in the soma, and chronic in vivo meth administration to male
mice results in LC degeneration that is prevented by MAO inhibition [42]. To test whether
meth-induced LC degeneration follows the same pattern as that observed in SNc neurons
(i.e., axonal loss prior to somatic loss; Figure 1), LC axons in the M1 motor cortex were
stained for the norepinephrine transporter (NET+), and norepinephrine neurons in the LC
were stained for TH from male mice treated with saline or meth (5 mg/kg; i.p.) for 14, 21,
or 28 days. Consistent with the results in SNc neurons from male mice (Figure 1), chronic
meth administration resulted in LC axon loss in the M1 motor cortex prior to somatic
loss (Figure 2). Repeated meth administration for 14 (Figure 2A,B) and 21 (Figure 2C)
days decreased LC axonal length, but had no effect on the number of TH+ neurons in the
LC (Figure 2F–H), whereas 28 days of administration significantly decreased both axonal
length (Figure 2D,E) and the number of TH+ LC neurons (Figure 2I,J); 28-day meth-induced
deficits in LC axon lengths and numbers of TH+ LC neurons were prevented by pre-treating
with the MAO inhibitor phenelzine (20 mg/kg; Figure 2D,I).

2.3. Female Mice were Resistant to Chronic Methamphetamine-Induced Degeneration of Substantia
Nigra Pars Compacta Dopamine Neurons

Acute binge models wherein subjects are repeatedly administered meth over the course
of one day or given a single high dose consistently show deleterious effects on SNc axons
in male subjects [14,17,21,22,25,27], whereas female subjects are resistant to the deleterious
effects of an acute meth binge [43–50]. To determine whether SNc neurons in female
subjects are similarly resistant to the effects of chronic meth, female mice were administered
saline or meth (5 mg/kg) for 28 consecutive days followed by stereological analysis of
SNc axonal lengths in the DLS and numbers of TH+ neurons in the SNc. Congruent with
results from studies using acute binge models [43–50], female mice were resistant to chronic
meth-induced degeneration of SNc neurons. There was no difference in the length of SNc
axons in the DLS (Figure 3A,B) or the number of TH+ neurons in the SNc (Figure 3C,D)
between mice administered saline or meth for 28 consecutive days.

2.4. Female Mice were Resistant to Chronic Methamphetamine-Induced Degeneration of Locus
Coeruleus Norepinephrine Neurons

To determine whether LC neurons were resistant to chronic meth-induced degenera-
tion in female mice, the lengths of NET+ LC axons in the M1 motor cortex and numbers
of TH+ cells in the LC were quantified after chronic 28-day administration of saline or
meth (5 mg/kg). Consistent with results in SNc dopamine neurons (Figure 3), LC nore-
pinephrine neurons in female mice were resistant to chronic meth-induced degeneration.
There were no differences in the lengths of NET+ axons in the M1 motor cortex (Figure 4A,B)
or numbers of TH+ neurons in the LC between female subjects treated with saline or meth
(Figure 4C,D).
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Figure 2. Repeated methamphetamine administration in male mice resulted in axonal loss prior
to somatic loss in locus coeruleus norepinephrine neurons. Male mice were treated with saline or
methamphetamine (meth; 5 mg/kg) for 14, 21, or 28 consecutive days, after which locus coeruleus
(LC) axonal lengths in the M1 motor cortex and numbers of norepinephrine neurons in the LC were
stereologically quantified. (A) Representative images of LC axons stained for the norepinephrine
transporter (NET+; green) in the M1 motor cortex from a male mouse treated with saline (top) and
meth (bottom) for 14 consecutive days; scale bars denote 20 µm. (B) LC axonal length decreased
in mice treated with meth for 14 days (n = 6) compared to saline-treated control mice (n = 6). Data
analyzed using unpaired t-test (t(10) = 3.102, p = 0.0131, two-tailed). (C) Administration of meth for
21 consecutive days also decreased LC axonal length (saline: n = 6; meth: n = 6; t(10) = 4.562, p = 0.0010,
two-tailed). (D) Male mice were administered saline (n = 6), meth (n = 6) or meth with a 30-min
phenelzine (20 mg/kg; +MAOi; n = 6) pretreatment for 28 consecutive days, and LC axonal lengths
in the M1 motor cortex were stereologically quantified. Chronic 28-day meth treatment decreased LC
axonal length compared to saline-treated controls, and this decrease was prevented by pretreatment
with phenelzine. Data analyzed using one-way ANOVA (F(2,15) = 11.41, p = 0.0010) with Tukey’s post
hoc analysis (saline vs. meth, p = 0.0009; saline vs. +MAOi, p = 0.4192; meth vs. +MAOi, p = 0.0119).
(E) Representative images of NET+ LC axons in the M1 motor cortex from a male mouse treated with
saline (top) and meth (bottom) for 28 consecutive days; scale bars denote 20 µm. (F) Representative
images of LC neurons stained for tyrosine hydroxylase (TH+; red) from a male mouse treated with
saline (top) and meth (bottom) for 14 consecutive days; scale bars denote 200 µm. (G) The numbers
of TH+ LC neurons did not decrease in mice treated with meth for 14 days (n = 6) compared to
saline-treated control mice (n = 6). Data analyzed using unpaired t-test (t(10) = 0.4326, p = 0.6745,
two-tailed). (H) Administration of meth for 21 consecutive days also did not decrease the number of
TH+ LC neurons (saline: n = 6; meth: n = 6; t(10) = 1.026, p = 0.3293, two-tailed). (I) Repeated 28-day
meth treatment decreased the number of TH+ LC neurons compared to saline-treated controls, and
this decrease was prevented by pretreatment with phenelzine (saline: n = 6, meth: n = 6, and +MAOi
n = 6 mice). Data analyzed using one-way ANOVA (F(2,15) = 15.08, p = 0.0003) with Tukey’s post hoc
analysis (saline vs. meth, p = 0.0008; saline vs. +MAOi, p = 0.9837; meth vs. +MAOi, p = 0.0006).
(J) Representative images of TH+ LC neurons from a male mouse treated with saline (top) and meth
(bottom) for 28 consecutive days; scale bars denote 200 µm; * p ≤ 0.05, ** p ≤ 0.01 *** p ≤ 0.001.

46



Int. J. Mol. Sci. 2023, 24, 13039

Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 5 of 16 
 

 

lengths in the M1 motor cortex were stereologically quantified. Chronic 28-day meth treatment de-

creased LC axonal length compared to saline-treated controls, and this decrease was prevented by 

pretreatment with phenelzine. Data analyzed using one-way ANOVA (F(2,15) = 11.41, p = 0.0010) with 

Tukey’s post hoc analysis (saline vs. meth, p = 0.0009; saline vs. +MAOi, p = 0.4192; meth vs. +MAOi, 

p = 0.0119). (E) Representative images of NET+ LC axons in the M1 motor cortex from a male mouse 

treated with saline (top) and meth (bottom) for 28 consecutive days; scale bars denote 20 µm. (F) 

Representative images of LC neurons stained for tyrosine hydroxylase (TH+; red) from a male mouse 

treated with saline (top) and meth (bottom) for 14 consecutive days; scale bars denote 200 µm. (G) 

The numbers of TH+ LC neurons did not decrease in mice treated with meth for 14 days (n = 6) 

compared to saline-treated control mice (n = 6). Data analyzed using unpaired t-test (t(10) = 0.4326, 

p = 0.6745, two-tailed). (H) Administration of meth for 21 consecutive days also did not decrease the 

number of TH+ LC neurons (saline: n = 6; meth: n = 6; t(10) = 1.026, p = 0.3293, two-tailed). (I) Repeated 

28-day meth treatment decreased the number of TH+ LC neurons compared to saline-treated con-

trols, and this decrease was prevented by pretreatment with phenelzine (saline: n = 6, meth: n = 6, 

and +MAOi n = 6 mice). Data analyzed using one-way ANOVA (F(2,15) = 15.08, p = 0.0003) with 

Tukey’s post hoc analysis (saline vs. meth, p = 0.0008; saline vs. +MAOi, p = 0.9837; meth vs. +MAOi, 

p = 0.0006). (J) Representative images of TH+ LC neurons from a male mouse treated with saline 

(top) and meth (bottom) for 28 consecutive days; scale bars denote 200 µm; * p ≤ 0.05, ** p ≤ 0.01 *** 

p ≤ 0.001. 

2.3. Female Mice were Resistant to Chronic Methamphetamine-Induced Degeneration of 

Substantia Nigra Pars Compacta Dopamine Neurons 

Acute binge models wherein subjects are repeatedly administered meth over the 

course of one day or given a single high dose consistently show deleterious effects on SNc 

axons in male subjects [14,17,21,22,25,27], whereas female subjects are resistant to the del-

eterious effects of an acute meth binge [43–50]. To determine whether SNc neurons in fe-

male subjects are similarly resistant to the effects of chronic meth, female mice were ad-

ministered saline or meth (5 mg/kg) for 28 consecutive days followed by stereological 

analysis of SNc axonal lengths in the DLS and numbers of TH+ neurons in the SNc. Con-

gruent with results from studies using acute binge models [43–50], female mice were re-

sistant to chronic meth-induced degeneration of SNc neurons. There was no difference in 

the length of SNc axons in the DLS (Figure 3A,B) or the number of TH+ neurons in the SNc 

(Figure 3C,D) between mice administered saline or meth for 28 consecutive days. 

 

Figure 3. Chronic methamphetamine administration had no effect on axon length or numbers of 

tyrosine hydroxylase-stained substantia nigra pars compacta dopamine neurons in female mice. Fe-

male mice were treated with saline or methamphetamine (meth; 5 mg/kg) for 28 consecutive days, 

after which substantia nigra pars compacta (SNc) axonal length in the dorsolateral striatum (DLS) 

and numbers of dopamine neurons in the SNc were stereologically quantified. (A) Representative 

images of SNc axons stained for tyrosine hydroxylase (TH+; red) in the DLS from a female mouse 

treated with saline (top) and meth (bottom) for 28 consecutive days; scale bars denote 20 µm. (B) 

SNc axonal length was unchanged by 14 days of meth (n = 6) compared to saline-treated mice (n = 

6). Data analyzed using unpaired t-test (t(10) = 0.03984, p = 0.9690, two-tailed). (C) Representative 
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Figure 3. Chronic methamphetamine administration had no effect on axon length or numbers of
tyrosine hydroxylase-stained substantia nigra pars compacta dopamine neurons in female mice.
Female mice were treated with saline or methamphetamine (meth; 5 mg/kg) for 28 consecutive days,
after which substantia nigra pars compacta (SNc) axonal length in the dorsolateral striatum (DLS)
and numbers of dopamine neurons in the SNc were stereologically quantified. (A) Representative
images of SNc axons stained for tyrosine hydroxylase (TH+; red) in the DLS from a female mouse
treated with saline (top) and meth (bottom) for 28 consecutive days; scale bars denote 20 µm. (B) SNc
axonal length was unchanged by 14 days of meth (n = 6) compared to saline-treated mice (n = 6).
Data analyzed using unpaired t-test (t(10) = 0.03984, p = 0.9690, two-tailed). (C) Representative
images of SNc neurons stained for tyrosine hydroxylase (TH+) from a female mouse treated with
saline (top) and meth (bottom) for 28 consecutive days; scale bars denote 200 µm. (D) The numbers
of TH+ SNc dopamine neurons in female mice were unchanged by chronic meth administration
(saline: n = 6 mice; meth: n = 6 mice). Data analyzed using unpaired t-test (t(10) = 0.3416, p = 0.7397,
two-tailed).
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Figure 4. Chronic methamphetamine administration had no effect on axon lengths or numbers of
locus coeruleus norepinephrine neurons in female mice. Female mice were treated with saline or
methamphetamine (meth; 5 mg/kg) for 28 consecutive days, after which locus coeruleus (LC) axonal
lengths in the M1 motor cortex and numbers of norepinephrine neurons in the LC were stereologically
quantified. (A) Representative images of LC axons stained for the norepinephrine transporter (NET+;
green) in the M1 motor cortex from a female mouse treated with saline (top) and meth (bottom) for
28 days; scale bars denote 20 µm. (B) NET+ LC axonal length was unchanged by 28-day meth (n = 6)
compared to saline-treated control mice (n = 6). Data analyzed using unpaired t-test (t(10) = 0.3210,
p = 0.7548, two-tailed). (C) Representative images of LC neurons stained for tyrosine hydroxylase
(TH+; red) from a female mouse treated with saline (top) and meth (bottom) for 28 consecutive
days; scale bars denote 200 µm. (D) The numbers of TH+ LC neurons were unchanged by chronic
28-day treatment of meth (n = 6) compared to saline-treated control mice (n = 6). Data analyzed using
unpaired t-test (t(10) = 0.1698, p = 0.8692, two-tailed).
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3. Discussion

We recently reported that chronic 28-day in vivo administration of meth (5 mg/kg)
results in a loss of SNc dopamine and LC norepinephrine neurons in male mice [36,37,42].
Results from the current study extend these findings to show that in both SNc dopamine
and LC norepinephrine neurons, meth administration produces axonal deficits prior to
somatic loss, suggesting that chronic meth administration produces a dying-back pattern
of degeneration in both SNc and LC neurons. The observed losses of TH+ neurons in the
SNc and LC are unlikely to be the result of phenotypic suppression, as our prior studies
have shown decreased numbers of NeuN-, the neuronal-specific nuclear splicing regulator
Fox 3 [51] stained cells in the SNc and LC [36,42], supporting the interpretation of overt cell
loss. Furthermore, the number of SNc neurons and optical density of nigrostriatal axons
fluorescently labelled by genetically encoded TdTomato were also decreased by chronic 28-
day meth [37]. However, it is possible that phenotypic suppression occurs prior to cell loss,
as recently reported in a mouse model of Parkinson’s disease [52]. Our prior studies also
demonstrated the neuroprotective efficacy of rasagiline and isradipine [36,37,42]. Rasagiline
is an irreversible MAO-B inhibitor that is FDA-approved for treatment of Parkinson’s
disease, and isradipine is an L-type calcium channel inhibitor that is an FDA-approved
dihydropyridine antihypertensive medication. Current results expand the list of clinically
available medications that attenuate meth-induced degeneration to include phenelzine, an
irreversible MAO-A/B inhibitor FDA-approved for treatment-resistant depression, panic
disorder, and social anxiety disorder. MAO inhibition using the MAO-A selective inhibitor
clorgyline also attenuates meth-induced mitochondrial oxidant stress in SNc axons [38];
future studies will be necessary to determine whether MAO-A inhibition is similarly
effective at preventing meth-induced SNc and/or LC degeneration. A third key outcome
from our investigation is a robust sex difference wherein female subjects were resistant to
chronic meth-induced degeneration.

Chronic 28-day meth administration to male mice resulted in a ~30% decrease in the
numbers of TH+ neurons in the SNc and LC as well as in corresponding axon lengths
in the DLS and M1 motor cortex, a magnitude of effect that is consistent with our prior
studies [36,42]. However, the same treatment paradigm had no effect on the axon length
or number of SNc or LC neurons in female mice. Female subjects have similarly been
shown to be resistant to the neurotoxicity that results from an acute meth binge [43–50].
The mechanism underlying these observed sex differences regarding meth neurotoxicity
is unclear. One potential mechanism may be linked to L-type calcium channels. Cav1.3
L-type calcium channel activity contributes to mitochondrial oxidant stress in SNc and
LC neurons [53–57]; inhibition of L-type calcium channels with isradipine attenuates
mitochondrial oxidant stress in SNc and LC neurons, is neuroprotective in mouse models
of Parkinson’s disease, and prevents chronic meth-induced degeneration of SNc and LC
neurons in male mice [36,42,54,56,58,59]. In cultured striatal neurons, 17β-estradiol inhibits
L-type calcium channel-mediated currents, and the magnitude of this effect is larger in
neurons from female subjects [60]. Therefore, we would predict that mitochondrial oxidant
stress in SNc and LC neurons from female subjects would be less than that in males
due to inhibition of L-type calcium channels by endogenous 17β-estradiol, and that this
endogenous mechanism of L-type calcium channel inhibition could potentially account
for the observed sex difference. Future studies are needed to test this hypothesis and
determine the impact of sex hormones on mitochondrial oxidant stress and its implications
for neurodegeneration. Whether the observed resistance to meth-induced degeneration in
females is long-lasting is also in need of further study. In male rats trained to self-administer
meth for 14 days, evidence of nigrostriatal axon loss did not become apparent until 14 days
of abstinence, with evidence of SNc degeneration appearing at 28 days of abstinence [61].
This suggests that degenerative processes may continue to evolve throughout periods of
abstinence. Further investigation is needed to fully examine and explore mechanisms of
potential degeneration during abstinence, and whether resistance to degeneration in female
subjects persists. Overall, the neurotoxic effects of meth on catecholaminergic systems
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and the possibility of continued degeneration during abstinence raise significant concerns
regarding the potential impact of meth abuse on neurodegenerative diseases.

Parkinson’s disease (PD) is the most common neurodegenerative movement disorder,
and the second-most common neurodegenerative disease overall. The deleterious effects
of meth are strikingly similar to the neurodegeneration seen in PD. In PD, both SNc and
LC neurons are particularly vulnerable to degeneration [62,63], a feature recapitulated by
chronic meth administration [36,42]. Neurodegeneration in PD has been hypothesized to
advance in a dying-back pattern wherein nigrostriatal axons are lost, followed by overt SNc
degeneration [64–66] in a manner that is analogous to the observed effects of chronic meth
on both SNc and LC neurons in male mice. Indeed, clinical research has demonstrated that
at PD onset, patients display more severe markers of striatal axon loss than SNc cell loss,
with axonal loss progressing faster than cell loss in the following 10 years [67]. Like in SNc
neurons, LC axon loss also appears to occur prior to somatic loss of LC norepinephrine
neurons in PD [68,69]. Meth treatment in rodents has also been shown to increase the
expression of α-synuclein, a hallmark of PD, in the nigrostriatal system and gut [70–72].
Another parallel between meth-induced neurotoxicity and PD is the presence of a sex
difference, with female subjects displaying relative resistance in both cases. In humans,
the incidence of idiopathic PD is approximately 1.5x more common in men than women,
and has an earlier onset [73]. Given the similarities between meth neurotoxicity and PD,
it is perhaps not surprising that meth abuse is associated with an increased the risk for
developing PD [74–79], although see [80,81]. Whether disease trajectory and severity are
altered in PD patients with a history of meth abuse is unclear; further research is required
to determine longitudinal effects, and to explore potential converging or overlapping
mechanisms driving this degeneration. In addition to PD, our findings, past and present,
on meth-induced neurodegeneration share connections with another neurodegenerative
disorder: Alzheimer’s disease (AD).

AD is the most common neurodegenerative disease and most common form of de-
mentia, accounting for between 50–75% of dementia cases worldwide [82,83]. In AD,
hippocampal and cortical degeneration is quite prominent; however, monoaminergic neu-
rons, including LC neurons, are also vulnerable to degeneration. Clinical studies report an
approximate 38–88% loss of TH+, neuromelanin-, and dopamine β-hydroxylase-labeled LC
neurons in post-mortem tissue [84–86]. Clinical studies also report that AD patients have
decreased LC volume [87] and decreased LC signal intensity in neuromelanin-sensitive
MRI scans [88,89]. Importantly, decreases in TH+ LC neurons are associated with worsened
cognitive function and increased AD neuropathology in human subjects [84]. Preclinical
AD rodent models also show LC degeneration. Aged APP/PS1 mice have fewer TH+ and
NET+ LC neurons than age-matched controls [90–93]. This loss of TH+ LC neurons is also
observed in the Tau P301S/DBH mouse model [94]. The presence of AD-related pathology
in the LC and LC neuron loss may even occur during pre-symptomatic and mild cognitive
impairment stages of AD prior to glutamatergic degeneration [95,96]. LC degeneration and
loss of noradrenergic signaling is particularly concerning in AD, as it may contribute to dis-
ease progression and pathogenesis; pre-clinical studies show that noradrenergic signaling
attenuates amyloid-β deposition, and lesioning the LC increases amyloid-β pathology and
neuroinflammation [97–101]. Additionally, LC lesions in a mouse tauopathy model of AD
increases hippocampal degeneration, inflammation, and mortality [97]. Therefore, the LC
appears to play a protective role in AD. Although there is a paucity of studies examining
the relationship between meth and AD in vivo, 15 mg/kg (i.p.) of meth injected every
12 h for 8 weeks increases amyloid-β protein and amyloid precursor protein levels in the
hippocampus of non-transgenic C57Bl/6J mice [102]. Additionally, meth exposure in vitro
has also shown increased amyloid-β and hyperphosphorylated tau pathology [102–104].
While epidemiological evidence linking meth and AD is lacking, the neurotoxic effect of
chronic meth on LC neurons shown in the current report and prior study [42] suggest
that a history of meth abuse could be a potential risk factor for AD, and is in need of
further investigation.
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4. Conclusions

We recently reported that chronic 28-day administration of meth results in axonal
and somatic degeneration of SNc dopamine and LC norepinephrine neurons in male
mice [36,37,42]. These deleterious effects of meth were further shown to be prevented
by administration of the clinically available MAO-B inhibitor rasagiline and L-type
calcium channel inhibitor isradipine. Results from the current report expand upon our
prior studies to show that in male mice, axon loss precedes somatic loss in both SNc
and LC neurons with 14- and 21-day administration of meth, decreasing axonal length
without altering the number of SNc or LC neurons; meanwhile, consistent with our prior
investigations [36,37,42], 28 days of meth resulted in both axonal and somatic loss. Similar
to the neuroprotective effect of the MAO-B inhibitor rasagiline [36,37,42], phenelzine, a
non-specific MAO-A/B inhibitor that is also clinically available, prevented meth-induced
neurodegeneration. In stark contrast to results in male mice, we found that female mice
were resistant to meth-induced SNc and LC degeneration. The pattern of degeneration
observed in male mice and the sex difference parallels that seen in Parkinson’s disease, the
most common neurodegenerative movement disorder, and patients with a history of meth
abuse are reported to have an increased risk for developing Parkinson’s disease [74,75,79].
Whether the mechanisms underlying degeneration are shared between meth and Parkinson’s
disease requires further investigation. In addition to concerns for Parkinson’s disease, we
believe there may also be increased risk for Alzheimer’s disease, the most common neurode-
generative disease. LC neurons degenerate in Alzheimer’s disease, and LC degeneration has
been linked to pathogeneses related to Alzheimer’s [105]. Taken together, the deleterious
effects of meth abuse may extend beyond neurotoxicity, and perhaps set the stage for the
development of Parkinson’s and/or Alzheimer’s disease. Based on the current report, it
would seem that this potential risk is relegated to male subjects, given that female mice were
resistant to meth induced neurodegeneration; however, further study is needed to determine
whether the observed resistance in females persists, or if perhaps the deleterious effects of
meth simply take longer to manifest.

5. Materials and Methods
5.1. Experimental Subjects

Male and female C57Bl/6J mice were bred in-house. All subjects were group housed,
maintained on a 12-h light/dark cycle, and provided free access to food and water in the
home cage throughout the study. The procedures were reviewed and approved by the
University of Minnesota Animal Care and use Committee, and conform to the National
Institutes of Health Guide for the Care and Use of Laboratory Animals.

5.2. In Vivo Drug Administration

The male and female mice began in vivo treatments at approximately 8 weeks of
age. The subjects were administered saline (10 mL/kg; General Laboratory Products) or
(+)-methamphetamine hydrochloride (meth, 5 mg/kg; Sigma-Aldrich, St. Louis, MO, USA)
for 14, 21, or 28 consecutive days in the home cage. To test whether monoamine oxidase
(MAO) inhibition prevents degeneration, the irreversible MAO-A/B inhibitor phenelzine
(20 mg/kg; Sigma-Aldrich) was administered as a 30-min pretreatment prior to each meth
injection. Meth and phenelzine were dissolved in sterile saline, and all of the injections were
intraperitoneal. The dose of meth and 28-day duration were based on our prior studies
demonstrating meth-induced degeneration of SNc and LC neurons in male mice [36,37,42].
The dose of phenelzine (20 mg/kg) was chosen based on it being a behaviorally relevant
dose in mice [106].

5.3. Immunohistochemistry

The tissue collection, sectioning, processing, and staining procedures were consistent
with our prior studies [36,42]. The mice were euthanized within 12 h of the last treatment
via terminal anesthesia using ketamine (50 mg/kg)/xylazine (4.5 mg/kg) followed by
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transcardial perfusion with 4% paraformaldehyde in phosphate-buffered saline (PBS). The
brains were extracted, post-fixed overnight in 4% paraformaldehyde in PBS, and cryopro-
tected in 30% sucrose in PBS. The fixed brains were sectioned (40 µm) using a microtome
(Leica SM2010R, Deerfield, IL, USA), and sections spanning the dorsolateral striatum (DLS),
anterior portion of the primary motor cortex (M1), substantia nigra pars compacta (SNc),
and locus coeruleus (LC) were collected. Every third brain section spanning the SNc and
LC was stained for tyrosine hydroxylase (TH+), resulting in 11–13 SNc and 7–8 LC sections.
Antibodies were tested for non-specific staining in-house by incubating the tissue with
either primary or secondary antibody omission; fluorescent staining was not observed
after primary or secondary antibody omission. Additionally, as per manufacturer websites,
rabbit anti-TH polyclonal primary antibody (AB152, Millipore, Burlington, MA, USA) was
tested in the corpus striatum, sympathetic nerve terminal, and adrenal gland tissue as posi-
tive controls, with liver tissue as a negative control, and Western blot analysis; mouse IgG1
anti-NET primary antibody (MA5-24647, ThermoFisher, Waltham, MA, USA) was tested
in rat locus coeruleus, mouse cortex and hippocampus, and human prostate, placenta,
and locus coeruleus tissue as positive controls. Secondary antibodies (Alexa 555 donkey
anti-rabbit (A-31572, Invitrogen, Waltham, MA, USA) and Alexa 488 donkey anti-mouse
(A-21202, Invitrogen)) have been evaluated by the manufacturer for non-specific staining
in cell cultures using primary antibody exclusion and isotype controls. For the striatum
and primary motor cortex, every sixth section was stained for TH+ and the norepinephrine
transporter (NET+), respectively, resulting in 4 sections for each region. Prior to immunos-
taining, the sections were first treated with 20% formic acid for antigen retrieval, followed
by blocking with 5% normal donkey serum. TH+ staining of the SNc, LC, and DLS sec-
tions consisted of incubation with the primary antibody (rabbit anti-TH polyclonal AB152,
Millipore 1:2000), followed by washing and incubation with Alexa 555 donkey anti-rabbit
secondary antibody (A-31572, Invitrogen, 1:200). NET+ staining of LC axons in the primary
motor cortex were carried out using mouse IgG1 anti-NET primary antibody (MA5-24647,
ThermoFisher; 1:1000) and Alexa 488 donkey anti-mouse (A-21202, Invitrogen) secondary
antibody (1:200). The stained sections were mounted on glass slides (Electron Microscopy
Sciences, Hatfield, PA, USA) with ProLong Diamond Antifade Mountant (Invitrogen), then
coverslipped and stored at −20 ◦C.

5.4. Stereological Quantification

The stained sections were analyzed using a Zeiss microscope with a motorized stage
and digital camera controlled by StereoInvestigator software version 2020 (MBF Bioscience,
Williston, VT, USA). Anatomical boundaries were delineated using a 2.5X/0.085NA objec-
tive lens and stereological counting using the optical fractionator and Spaceballs probes
performed using a 63×/1.4NA lens. Using the optical fractionator probe, cells were indi-
vidually marked within counting frames, and total numbers of cells were calculated with
StereoInvestigator software. The Spaceballs probe uses a virtual hemisphere superimposed
over tissue through the z-plane; the axons were marked where they crossed the hemispheres
at counting sites, and total axon lengths were calculated using StereoInvestigator software.
For further reading on the optical fractionator and Spaceballs probes, see [107,108]. The TH+

cells were counted throughout the SNc with a 150 µm × 150 µm counting frame and grid
size of 250 µm × 275 µm [36]. A 150 µm × 150 µm counting frame and 275 µm × 175 µm
grid size was used to count the LC neurons [42]. Somatic counting in the SNc and LC was
performed using the optical fractionator probe with 3 µm guard zones; the stereological
parameters used resulted in a Gunderson coefficient of error (m = 1) of 0.03 (SNc TH+

neurons) and 0.05 (LC TH+ neurons) or less. The SNc axons in the dorsolateral striatum
(DLS) and LC axons in the primary motor cortex were quantified using the Spaceballs
probe with a hemisphere of 7 µm and 20 µm radius, respectively. For SNc axons in the
DLS a grid size of 275 µm × 275 µm, was used [36], and for LC axons in the primary motor
cortex a grid size of 250 µm × 250 µm was used [42]. Quantification of SNc axons in the
DLS and LC axons in the primary motor cortex was carried out using a guard zone of 3 µm;

51



Int. J. Mol. Sci. 2023, 24, 13039

the described parameters resulted in a Gundersen coefficient of error (m = 1) of 0.08 (DLS
TH+ axons) and 0.06 (motor cortex NET+ axons) or less. All stereological counting was
performed by an experimenter blinded to the treatment conditions.

5.5. Statistical Analysis

All datasets passed Shapiro–Wilk normality testing, and were analyzed using un-
paired Student t-tests or one-way ANOVAs with Tukey’s post hoc analysis; α = 0.05. The
statistical analyses were performed using GraphPad Prism Software, and data are presented
as histograms depicting mean and standard error of the mean overlayed with individ-
ual dot plots. Detailed statistical reporting for all of the experiments is provided in the
figure legends.
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Abstract: Amyotrophic lateral sclerosis (ALS) is a rapidly progressive and ultimately fatal neurode-
generative disease, characterized by a progressive depletion of upper and lower motor neurons (MNs)
in the brain and spinal cord. The aberrant regulation of several PKC-mediated signal transduction
pathways in ALS has been characterized so far, describing either impaired expression or altered activ-
ity of single PKC isozymes (α, β, ζ and δ). Here, we detailed the distribution and cellular localization
of the ε-isozyme of protein kinase C (PKCε) in human postmortem motor cortex specimens and
reported a significant decrease in both PKCε mRNA (PRKCE) and protein immunoreactivity in a
subset of sporadic ALS patients. We furthermore investigated the steady-state levels of both pan and
phosphorylated PKCε in doxycycline-activated NSC-34 cell lines carrying the human wild-type (WT)
or mutant G93A SOD1 and the biological long-term effect of its transient agonism by Bryostatin-1.
The G93A-SOD1 cells showed a significant reduction of the phosphoPKCε/panPKCε ratio compared
to the WT. Moreover, a brief pulse activation of PKCε by Bryostatin-1 produced long-term survival
in activated G93A-SOD1 degenerating cells in two different cell death paradigms (serum starvation
and chemokines-induced toxicity). Altogether, the data support the implication of PKCε in ALS
pathophysiology and suggests its pharmacological modulation as a potential neuroprotective strategy,
at least in a subgroup of sporadic ALS patients.

Keywords: PKCε; PRKCE; amyotrophic lateral sclerosis; neurodegeneration; Bryostatin-1

1. Introduction

Amyotrophic lateral sclerosis (ALS) is a fatal adult-onset neurodegenerative disorder
characterized by the progressive degeneration of upper and lower motor neurons (MNs)
in the cortex, brainstem and spinal cord. Motor neuron deterioration results in muscle
weakness and, ultimately, in death due to respiratory failure, typically within 3–5 years
after diagnosis [1,2].

The majority of cases (90%) are sporadic (SALS) without a family history, while the
remaining 10% of ALS patients are inherited (familial ALS or FALS) [1,3,4]. Approxi-
mately 12% of familial cases and 2% of sporadic ALS cases are caused by mutations in the
Cu/Zn superoxide dismutase 1 (SOD1) gene, one of the first discovered ALS genes [5–8].
The clinical presentation of SALS and FALS are similar, and treatment options remain
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primarily supportive so far. Indeed, the two current FDA-approved drugs, i.e., the anti-
excitotoxic Riluzole (Rilutek) and the antioxidant Edaravone, are able to extend the lifespan
of patients by a few months and counteract disease progression without a real resolutive
outcome [9,10].

The pathogenic process underlying ALS neurodegeneration is multifactorial and
still not fully determined, although dysfunctions in several cellular and molecular pro-
cesses have been reported so far, including impaired protein homeostasis, mitochondrial
alterations, aberrant RNA metabolism, neuroinflammation, excitotoxicity and oxidative
stress [11]. In the last few years, our research group and others have demonstrated that
sporadic ALS is a phenotypically and genetically heterogenous disease, and SALS patients
may be taxonomized into distinct molecular subtypes based on postmortem motor cortex
transcriptomic signatures [11–16]. This evidence emphasized the idea that molecular-based
studies aimed at uncovering the disease etiopathogenesis, as well as at characterizing
biomarkers or effective treatments, require updating and necessitate accurate stratified case
monitoring [11].

Multiple studies have implicated deregulation in ALS of the protein kinase C (PKC)-
mediated signal transduction mechanisms, through changes in either the expression or
activity state of several members of the PKC superfamily [17–22]. This latter consists of 10 re-
lated serine/threonine protein kinases (isozymes) that can be grouped into three subclasses,
according to structural motifs and activation requirements: (i) classical (also termed con-
ventional) cPKCs (α, β and γ) require both diacyl glycerol (DAG) and a calcium ion for
activation, (ii) novel nPKCs (δ, ε, η and θ) require DAG but not by calcium [23], and
(iii) atypical aPKCs (ζ and τ/γ) are insensitive to calcium and DAG but are activated by
other lipids or by phosphorylation [23,24].

The novel ε isoform (PKCε) is a finely regulated enzyme known for its important roles
in the nervous [25,26], cardiac [27] and immune systems [28]. Currently, it represents an
attractive target for the treatment of several conditions, such as inflammation, ischemia,
addiction, pain, anxiety and cancer [24], and has recently gained attention in Alzheimer’s
disease (AD) for its role in both memory formation and regulation of β-amyloid misfolded
proteins [29,30]. The PKCε enzyme shares many structural features with the other members
of the PKC family, including the DAG (C1) and the C2-like phospholipid-binding domains,
the pseudo-substrate (PS) site, the catalytic terminal C3 and C4 domains containing the ATP
binding site, the substrate recognition site and the kinase domain [24]. Like the other PKC
isozymes, PKCεmust be primed through phosphorylation to display full enzymatic activity
and respond to allosteric regulators. Phosphorylation can occur at three conserved sites in
the catalytic domain: the activation loop (Thr-566), the Thr-Pro turn motif (Thr-710) and the
hydrophobic Phe-Ser-Tyr motif (Ser-729) [24]. Following activation, PKCε translocases into
specific subcellular compartments (e.g., perinuclear/Golgi site) and changes the substrate
kinetics [31].

One of the most potent PKCε activators is the marine natural product Bryostatin-1, a
macrocyclic lactone originally isolated from Bugula neritina. This molecule has long been in-
vestigated in neuroscience for its interesting ameliorative effects on neuronal structure and
function in in vitro studies, as well as for the pro-cognitive and antidepressant outcomes
in vivo in animal models, thus entering into human clinical trials for treating AD [32,33].
Bryostatin-1 produces a time-dependent biphasic effect on PKCε levels: firstly, it binds and
activates PKCε, promoting its translocation from cytosol to membrane fractions [34]; then,
PKCε is proteolytically degraded during the so-called downregulation step and, lastly,
undergoes a phase of de novo protein synthesis which restores PKCε normal levels and
induces the production of additional trophic factors (e.g., BDNF) [32,34].

The aberrant regulation of α, β, ζ and δ PKC isozymes in ALS has been previously
described [17–22,35,36], but nothing is known about the contribution of the ε isoform
in the ALS pathophysiology. In the present work, we investigated the PKCε mRNA
(PRKCE) expression level and the PKCε protein cellular expression and localization in
human postmortem motor cortex specimens from control and ALS patients’ subtypes.
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Furthermore, we evaluated the steady-state levels of pan and phosphorylated PKCε in
murine NSC-34 motor neuron-like cells expressing human wild-type (WT) or mutant G93A-
SOD1 [37] and inspected the biological long-term effect of PKCε activation by Bryostatin-1.

2. Results
2.1. PKCε Is Expressed by Different Cell Types in Human Primary Motor Cortex

In order to understand the biological role of PKCε in the pathophysiology of the
human motor cortex, we first investigated its cellular distribution in postmortem cortical
specimens from control patients by fluorescence immunohistochemistry. Double labeling
with fluorescent antibodies revealed a widely panPKCε immunoreactivity in the cortical
neurons (MAP2+ or NF-H+), microglial cells (CD11b+) and oligodendrocytes (OLIG2+), but
barely in the astrocytes (GFAP+) (Figures 1 and 2).
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Figure 1. PKCε is expressed by cortical neurons in human primary motor cortex. Representative
photomicrographs show panPKCε expressed in cortical neuronal cells (MAP2+ or NF-H+) examined
under a Nikon A1 confocal inverted microscope equipped with a Plan Apochromat lambda 60×/1.4
oil immersion lens (Nikon, Tokyo, Japan). Scale bar 10 µm.
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Figure 2. PKCε is expressed by non-neuronal cells in human primary motor cortex. Representative
photomicrographs show panPKCε expressed in microglial cells (CD11b+) and oligodendrocytes
(OLIG2+) but barely in astrocytes (GFAP+). Slides were examined under a Nikon A1 confocal
inverted microscope equipped with a Plan Apochromat lambda 60×/1.4 oil immersion lens (Nikon,
Tokyo, Japan). Scale bar 10 µm.

2.2. PRKCE mRNA Expression Level Is Reduced in Motor Cortex in a Subset of ALS Patients

To characterize the biological significance of PKCε in ALS, we first compared the ex-
pression level of PKCε encoding-gene (PRKCE) in control and ALS motor cortex subgroups
from two independent RNA gene-expression studies.

The first analysis relied on the E-MTAB-2325 transcriptomic dataset, which collected
the whole-genome microarray RNA profiles of the motor cortex from 31 sporadic ALS
samples and 10 controls. The previous examination of these RNA profiles had revealed a
clear transcriptional-based clustering of subjects into three distinct groups: control (n = 10),
SALS1 (n = 18) and SALS2 (n = 13) subtypes, each associated with different molecular
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features and potential drug targets [14,16,38]. Among the multiple differentially expressed
genes, PRKCE emerged as significantly decreased in SALS2 (not in SALS1) patients com-
pared to the controls (Figure 3a).
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Figure 3. PKCε mRNA (PRKCE) is downregulated in motor cortex in a subset of sporadic ALS
patients. (a). Transcriptomic data extrapolated from E-MTAB-2325 dataset showing a statistically
significant downregulation of PRKCE mRNA expression level in motor cortex in a subset of sporadic
ALS patients (SALS2) compared to CTRL (control = 10, SALS1 = 18, SALS2 = 13 patients, respectively).
(b). Transcriptomic data derived from GSE124439 dataset showing a statistically significant downreg-
ulation of PRKCE mRNA expression level in motor cortex in a subset of ALS patients (ALS-Glia) com-
pared to non-neurological controls (NA) (NA = 15, ALS-TE = 8, ALS-OX = 51, ALS-Glia = 21 patients,
respectively). Data were extrapolated from ArrayExpress (http://www.ebi.ac.uk/arrayexpress/
accessed on 1 June 2021) and Gene Expression Omnibus (https://www.ncbi.nlm.nih.gov/geo/ ac-
cessed on 1 January 2023), respectively, and analyzed as described in the Materials and Methods
section. Tukey–Kramer post hoc test: ** p < 0.01 vs. CTRL, *** p < 0.001 vs. NA. Circles, squares or
triangles indicate the PRKCE expression level of single patients for each experimental group from the
two datasets.

To corroborate this observation, we further explored the cortical PRKCE mRNA level
in a second bulk transcriptome study (i.e., the GSE124439 dataset), which profiled by RNA-
sequencing 80 ALS and 15 non-neurological control (NA) motor cortex areas (both medial
and lateral) [15], and stratified the ALS patients into three distinct molecular subtypes:
(i) ALS-TE, marked by retrotransposon re-activation as a dominant feature (n = 8); (ii) ALS-
OX, showing evidence of oxidative and proteotoxic stress (n = 51); (iii) ALS-Glia, with strong
signatures of glial activation and inflammation (n = 21) [15]. Interestingly, a significant
downregulation of PRKCE mRNA was observed only in the ALS-Glia patients (Figure 3b).

2.3. PKCε Immunoreactivity Is Decreased in Both ALS Postmortem Primary Motor Cortex and
SOD1-G93A NSC-34 Cells

To characterize the global protein expression and phosphorylation state of PKCε in
the human control and SALS2 motor cortex samples, we performed fluorescent immuno-
histochemistry studies. Staining with both anti-panPKCε and anti-phosho-S729-PKCε
antibodies revealed an overall decreased immunoreactivity for both antibodies in the motor
cortex (NF-H+ area) of SALS2 patients compared to controls (Figure 4).

Considering that the SALS2 subcluster was the only one showing significant deregula-
tion in SOD1 expression level [16,38], we decided to inspect PKCε expression in vitro in
the widely used murine cellular humanized ALS model, i.e., NSC-34 over-expressing WT
or mutated human SOD1-G93A under doxycycline activation, as previously reported [39].
Consistent with the human-derived motor cortex data, we detected a downregulation of
the panPKCε and phosphoPKCε immunoreactivity in G93A NSC-34 cells compared to WT
(Figure 5) and used this model for the following studies.
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cells. (a). Representative images showing panPKCε and phosphoPKCε immunoreactivity in WT and 
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Figure 4. The panPKCε and phosphoPKCε levels are reduced in motor cortex area of SALS2 patients.
(a). Representative images showing panPKCε and phosphoPKCε immunoreactivity in motor cortex
area (characterized by NF-H positive staining) of control and SALS2 patients. (b). Fluorescence mean
intensity, quantified by examining samples under a Nikon A1 confocal inverted microscope equipped
with a Plan Apochromat lambda 60×/1.4 oil immersion lens (Nikon, Tokyo, Japan). The mean
intensity of TRITC channel was extrapolated from multiple regions of interest (ROI) and normalized
to the background by using the NIS-Elements AR (Advanced Research) software (version 4.60). Scale
bar 10 µm. Tukey–Kramer post hoc test: ** p < 0.01 SALS2 vs CTRL for panPKCε, * p < 0.05 SALS2 vs.
CTRL for phosphoPKCε.
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(a). Representative images showing panPKCε and phosphoPKCε immunoreactivity in WT and
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SOD1-G93A NSC-34 cells. (b). Fluorescence mean intensity, quantified by examining samples under
a Nikon A1 confocal inverted microscope equipped with a Plan Apochromat lambda 60×/1.4 oil
immersion lens (Nikon, Tokyo, Japan). The mean intensity of each channel was extrapolated from
multiple regions of interest (ROI) and normalized to the background by using the NIS-Elements
AR (Advanced Research) software (version 4.60). Scale bar 10 µm. Tukey–Kramer post hoc test:
*** p < 0.001 vs. WT.

2.4. A Pulse Activation by Bryostatin-1 Promotes Long-Term Cell Survival in Degenerating
SOD1-G93A NSC-34 Cells and Changes the phosphoPKCε/panPKCε Ratio

Based on the observed PKCε downregulation in the ALS condition, we wondered
about the downstream pharmacological effects of PKCε agonism in vitro and examined
the biological outcomes of PKCε pulse activation by Bryostatin-1 in WT and G93A NSC-34
cells in two different paradigms of cell death models. Induction to apoptosis in both WT
and G93A doxy-activated cells was prompted by: (i) serum starvation at either 24 or 48 h,
or (ii) co-incubation with toxic chemokines (i.e., MIP2α and GROα) for 48 h. This second
apoptosis model derives from previous observations conducted in our laboratories [40],
which highlighted the vulnerability of G93A cells to MIP2α and GROα ligand treatment.
Indeed, in the chemokines-induced cell death paradigm, the G93A NSC-34 cells displayed
more sensitivity to apoptosis compared to the WT NSC-34, showing a peculiar significant
reduction of cell viability in the presence of GROα and MIP2α (Figure 6b).
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Figure 6. A pulse activation of PKCε by Bryostatin-1 produces long-term survival in degenerating
mutant SOD1-G93A cells. (a). Cell viability of WT and SOD1-G93A NSC-34 cultured in normal
growth medium (Control), serum starvation (ss) and exposed at different concentrations of Bryostatin-
1 for 10 min after 24 and 48 h. Normal growth medium-cultured cells were used as controls. Results
are representative of at least three independent experiments and values are expressed as a percentage
of control (**** vs. Control WT,

◦
or

◦◦
or
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or
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vs. Control G93A, # or ## vs. SS WT, §§ or §§§ or §§§§

vs. SS G93A as determined by one-way ANOVA followed by Tukey–Kramer post hoc test). (b). Cell
viability of WT and SOD1-G93A NSC-34 cultured for 48 h in normal growth medium (Control), in
combination with toxic chemokines (GROα and MIP2α) and exposed to Bryostatin-1 (100 pMol) for
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10 min. Normal growth medium-cultured cells were used as controls. Results are representative
of at least three independent experiments and values are expressed as a percentage of control
(**** p < 0.0001 vs. control WT, ++++ p < 0.0001 vs. control G93A, #### p < 0.0001 vs. Bryo WT,
$$$ p < 0.001 vs. Bryo G93A,

◦◦◦◦
p < 0.0001 vs. MIP2α G93A, &&&& p < 0.0001 vs. MIP2α WT,

££££ p < 0.0001 vs. GROα WT, @@ p < 0.0001 vs. GROα G93A as determined by one-way ANOVA
followed by Tukey–Kramer post hoc test).

The cells were then exposed to a pulse treatment (10 min) with Bryostatin-1. We used
increasing concentrations of Bryostatin-1 (100 pM, 1 nM, 10 nM and 100 nM) in the serum
deprivation condition (Figure 6a) and a single dose (100 pM) in the chemokines-induced
toxicity paradigm (Figure 6b). In both apoptotic paradigms, the PKCε pulse activation by
Bryostatin-1 determined a significant increase in cellular viability in degenerating G93A
NSC-34 cells compared to the untreated controls (Figure 6a).

Previous data on Bryostatin-1 showed it produces a time-dependent biphasic ef-
fect on PKCε levels since it immediately binds PKCε promoting its self-phosphorylation
and translocation from cytosol to membrane fractions [34,41], and then the enzyme un-
dergoes a downregulation phase for several hours, followed by de novo synthesis. We
therefore measured PKCε immunoreactivity after 48 h from Bryostatin-1 pulse activa-
tion and, concordantly with previous observations, detected late decreased levels of the
phosphoPKCε/panPKCε ratio in both the WT and G93A NSC-34 cells (Figure 7).
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Figure 7. A transient treatment with Bryostatin-1 induces reduction of PKCε expression level in
both WT and SOD1-G93A cells. Representative images showing panPKCε and phosphoPKCε
immunoreactivity in WT and SOD1-G93A NSC-34 cells after 48 h from the 10 min pulse activation by
Bryostatin-1. Fluorescence was quantified by examining samples under a Nikon A1 confocal inverted
microscope equipped with a Plan Apochromat lambda 60×/1.4 oil immersion lens (Nikon, Tokyo,
Japan). The mean intensity of each channel was extrapolated from multiple regions of interest (ROI)
and normalized to the background by using the NIS-Elements AR (Advanced Research) software
(version 4.60). Scale bar 10 µm. Tukey–Kramer post hoc test: *** p < 0.001 or * p < 0.05 vs. WT,
◦◦◦ p < 0.001 vs. G93A.

3. Discussion

The mechanisms underlying motor neuron cell death and axonal degeneration in ALS
still remain elusive, partly due to our incomplete knowledge of the biological mechanisms
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controlling neuronal degeneration. In this study, we focused our attention on the ε-isozyme
of PKC (PKCε), a versatile enzyme regulating a number of cellular processes including pro-
liferation, differentiation, chemotaxis, neurogenesis of cortical area, outgrowth of neurites,
memory, synaptic growth and synaptogenesis, and mitochondria-mediated regulation of
free radical production and apoptosis [17,42–46].

PKCε is widely expressed throughout the body, predominantly in brain regions [25,36,47]
such as the hippocampus, Calleja’s islands, olfactory tubercle, cerebral cortex, septal nuclei,
nucleus accumbens, frontal cortex, striatum and caudate putamen [45]. In the present
study, we detailed PKCε distribution in the postmortem human primary motor cortex,
describing its expression in cortical neurons (MAP2+ or NF-H+), microglial cells (CD11b+)
and oligodendrocytes (OLIG2+), but barely in astrocytes (GFAP+).

Despite a number of former studies highlighted a significant deregulation of other PKC-
isozymes (α, β, ζ and δ) in the motor neurons of ALS patients and in SOD1-G93A murine
models [17–19,35,36], no previous studies have investigated the role of the ε-isozyme in
ALS pathophysiology. Here, we observed that PKCε mRNA expression level does not
show differences when ALS is considered as a single entity, while it displays a significant
downregulation in particular molecular subtypes of sporadic ALS patients obtained by bulk
transcriptomic-based profiling (SALS2 from Aronica et al. [16] and ALS-Glia subset from
Tam et al. [15]). Then, focusing the immunofluorescence analysis on postmortem SALS2
primary motor cortex areas, we disclosed a concordant significant downregulation of both
panPKCε and phospho-Ser729-PKCε expression compared to the controls. Such PKCε
downregulation may be the result of the selective motor neuronal depletion in terminal
ALS patients, which are usually characterized by extensive astrocytosis.

As previously described, the SALS2 subcluster was the only one showing significant
deregulation of the SOD1 expression level [16,38]. Therefore, we decided to inspect PKCε-
mediated biological effects in an ALS in vitro model characterized by overexpression
of WT and mutant SOD1, i.e., NSC-34 carrying WT or mutated human SOD1 (G93A).
Consistent with the human-derived motor cortex data, we detected a downregulation of
phosphoPKCε/panPKCε ratio immunoreactivity in G93A NSC-34 cells compared to WT.

Given the decreased PKCε expression and its impaired phosphorylation state in ALS,
we investigated the long-term biological effect of Bryostatin-1, a macrolide lactone and
potent agonist of PKCε [32] in both WT and G93A NSC-34 motor neuron-like cells [37], trig-
gered to death by two different apoptotic ways (growth factor starvation and chemokines-
induced toxicity). The in vitro assays revealed that a PKCε pulse activation treatment
(10 min) by Bryostatin-1 plays a long-term neuroprotective action in degenerating cells,
especially in the G93A background. This finding is in agreement with previous studies
showing that Bryostatin-1 increases cortical synaptogenesis and is useful in enhancing
learning and memory in preclinical models of AD [32,33,48]. Moreover, the transient brief
activation was sufficient to prompt a shift down of the phosphoPKCε/panPKCε ratio
level in both WT and mutant G93A NSC-34 cells, a finding that could represent the well-
documented downregulation phenomenon resulting from PKCε C1 domain activation in
neurons [32,49–51].

Of course, the study has several limitations, such as the unknown precise time course
of PKCε turnover, and the used murine cell-based model, which does not exhaustively
recapitulate the complex ALS portrait. Nonetheless, these findings, along with the well-
characterized multiplicity of PKCε functions and variation in cellular and tissue distribu-
tion, could raise some interesting considerations about the contribution of the ε isozyme
kinase in the pathogenesis of ALS [21]. Indeed, a kinase alteration could impact the
production of trophic factors (e.g., BDNF) for neuronal survival, cell cycle checkpoints
regulating neuronal death and survival, axonal transport and the stimulation of excitatory
amino acid receptors and Ca2+ channels [22]. Moreover, in other neurodegenerative dis-
eases, Bryostatin-1 proved to revert synaptic loss and restore cognitive functions [41,52].
In Alzheimer’s models and patients, for example, it is able to increase synaptogenesis

65



Int. J. Mol. Sci. 2023, 24, 12825

through the increase in BDNF, and, therefore, it is emerging as a potential neuroprotective
treatment [41,52].

Although the mechanisms described in this work are still preliminary, and the number
of analyzed patients is few, the results encourage additional preclinical and clinical inves-
tigations to guide new directions in the knowledge of ALS pathophysiology. Moreover,
since deregulated expression of SOD1 was exclusively found in SALS2 but not in SALS1
patients [16,38], and the sporadic ALS-Glia human subset shares some transcriptional signa-
tures with murine SOD1-G93A spinal microglia [15,53], SOD1-G93A NSC-34 may represent
a suitable preclinical model to investigate a distinct subset of ALS human pathology.

4. Materials and Methods
4.1. Transcriptomic Profiling

For this study, we referred to a previously described bulk transcriptome dataset [16,54]
available at ArrayExpress (http://www.ebi.ac.uk/arrayexpress/ accessed on 1 June 2021)
with the accession number E-MTAB-2325 (https://www.ebi.ac.uk/biostudies/arrayexpress/
studies/E-MTAB-2325/ accessed on 1 June 2021) The dataset consists of the expression
profiles of motor cortexes from SALS (n = 31) and control (n = 10) subjects produced with
4 × 44 K Whole Human Genome Oligo expression microarrays (Agilent Technologies, Santa
Clara, CA, USA). A detailed description of the subject characteristics (origin, source code,
age, gender, race, disease state, survival time from diagnosis date and postmortem interval)
and experimental procedures have been previously reported [16,54,55]. Raw intensity
signals from motor cortex sample hybridization were thresholded to 1, log2-transformed,
normalized and baselined to the median of all the samples by using GeneSpring GX
(Agilent Technologies, Santa Clara, CA, USA). Values from probes targeting PRKCE were
extrapolated for the following analysis.

To further investigate the PRKCE mRNA levels in the ALS motor cortex, we used a
second independent transcriptome study (GSE124439 dataset), which profiled, by RNA
sequencing, a number of frontal and motor cortex specimens from a large cohort of ALS
(n = 148) and non-neurological (NA) subjects (n = 28) [15]. The data from this dataset
were downloaded from the Gene Expression Omnibus (https://www.ncbi.nlm.nih.gov/
geo/ accessed on 1 January 2023), imported on GeneSpring GX (Agilent Technologies),
thresholded to 1 and baselined to the median of all the samples. Signals from ALS (n = 80)
and control (n = 15) primary motor cortex (both medial and lateral) samples were used for
further analysis.

4.2. Fluorescent Immunohistochemistry

Postmortem frozen sections (10 µm) of motor cortex samples from control and ALS
patients were collected and processed in order to perform immunofluorescence analyses,
as described elsewhere [12,16,56]. We used the following primary antibodies: anti-PKCε
(PA5-102580, Thermo Fisher Scientific, Waltham, MA, USA, 1:200 and sc-1681, Santa Cruz
Biotechnology, Inc. Dallas, TX, USA, 1:250), anti-phosho-S729-PKCε (#44-977G, Thermo
Fisher Scientific, Waltham, MA, USA, 1:250), anti-MAP2 (M13-13-1500, Thermo Fisher
Scientific, Waltham, MA, USA, 1:300), anti-NF-H (ab187374, Abcam, Cambridge, UK, 1:200),
anti-CD11b (ab133357, Abcam, Cambridge, UK, 1:500) and anti-GFAP (MAB360, Merck
Millipore, Burlington, MA, USA, 1:500). TRITC- and FITC-conjugated secondary antibodies
(Goat anti-rabbit 111-025-003 and Goat anti-mouse 115-095-003, Jackson Laboratories Inc.,
Baltimore, PA, USA) were used for 1 h at room temperature in the dark. The slides were
washed 3 times in PBS after every step, mounted with glycerol mounting medium contain-
ing DAPI and analyzed with a Nikon A1 confocal inverted microscope equipped with a
Plan Apochromat lambda 60×/1.4 oil immersion lens (Nikon, Tokyo, Japan). Fluorescence
was quantified by analyzing the mean intensity of each channel from multiple regions of
interest (ROI), normalized to the background by using the NIS-Elements AR (Advanced
Research, Nikon, Tokyo, Japan) software (version 4.60).
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4.3. Cell Culture

A mouse motor neuron-like hybrid NSC-34 cell line (kindly provided by Dr. Cinzia
Volontè from the National Research Council, Institute for Systems Analysis and Computer
Science “Antonio Ruberti”) [57] was stably transfected with the pTet-ON plasmid (Clontech,
Palo Alto, CA, USA) coding for the reverse tetracycline-controlled transactivator, used to
construct inducible cell lines expressing the cDNAs encoding human wild-type-SOD1 (WT)
or human SOD1 mutant G93A (SOD1-G93A), as previously described [39,58], and listed
hereafter as WT and G93A NSC-34 cells. The treatment with doxycycline (2 µg/mL) for
24 h was used to induce WT and mutant G93A SOD1 expression.

4.4. Immuno-Cytofluorescence

NSC-34 cells expressing human WT or SOD1-G93A were cultured on glass cover slips,
fixed in 4% paraformaldehyde and processed in order to perform an immunofluorescence
assay [12,59]. The samples were probed with specific primary antibodies: anti-PKCε
(sc-1681, Santa Cruz Biotechnology, Inc. Dallas, TX, USA, 1:200), anti-phosho-S729-PKCε
(#44-977G, Thermo Fisher Scientific, Waltham, MA, USA, 1:200); Alexa Fluor 488 Goat anti-
rabbit and Alexa Fluor 594 Goat anti-mouse were used as secondary antibodies (Jackson
Immuno-research). The analyses were performed by using confocal microscopy, as reported
elsewhere [60]. The fluorescence was quantified by extrapolating the mean intensity of each
channel from multiple regions of interest (ROI) and normalized to the background [12] by
using the NIS-Elements AR (Advanced Research) software.

4.5. Cellular Viability Assay

Cell viability was assessed using the colorimetric reagent-based MTT cell proliferation
kit I, based on the 3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide (Roche
Diagnostics, Germany) salt, as previously described [58,61]. Briefly, after 24 hours from
the doxycycline (2 µg/mL) induction, the cells were prompted to apoptosis by serum
starvation or chemokines-induced toxicity (GROα, 1 ng/mL and MIP2α, 100 nM) (SRP4210
and SRP4251, Sigma-Aldrich, Munich, Germany). The cells were incubated for 10 min
(pulse treatment) with Bryostatin-1 at different concentrations (100 pM, 1 nM, 10 nM and
100 nM, Calbiochem, Merck Millipore, Burlington, Massachusetts) and allowed to grow
for 24 or 48 h. Subsequently, 0.5 mg/mL of MTT was added to each well and incubated
for 4 h at 37 ◦C. The reaction was stopped by adding 100µL of solubilization solution,
then, formazan, formed by the cleavage of the yellow tetrazolium salt MTT, was measured
spectrophotometrically by absorbance change at 550–600 nm using a microplate reader
(BioRad (Hercules, CA, USA)). Six replicate wells were used for each group. The controls
included untreated cells, whereas the medium alone was used as a blank.

4.6. Statistical Analysis

The data are represented as the mean ± standard error of the mean. t-tests and one-
way analysis of variance were used to compare differences among groups, and statistical
significance was assessed by the Tukey–Kramer post hoc test. The level of significance for
all the statistical tests was set at p ≤ 0.05. All the statistics were run using the Prism 5.0a
(GraphPad Software Inc., La Jolla, CA, USA) software package.

5. Conclusions

Taken together, our findings suggest that PKCε alteration could play a role in ALS
pathophysiology, and PKCε agonism by Bryostatin-1 may represent a potential neuropro-
tective strategy against motor neuronal degeneration in a specific subgroup of sporadic
ALS patients. The evidence reported here suggests that cellular-based in vitro models may
be suitable to investigate specific molecular subgroups, thus representing an interesting
starting point for future preclinical and clinical studies aimed at developing patient-tailored
pharmacological treatments.
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Abstract: Migrant birds prepare differently to fly north for breeding in the spring and for the flight to
lower latitudes during autumn, avoiding the cold and food shortages of the Northern Hemisphere’s
harsh winter. The molecular events associated with these fundamental stages in the life history
of migrants include the differential gene expression in different tissues. Semipalmated sandpipers
(Calidris pusilla) are Arctic-breeding shorebirds that migrate to the coast of South America during
the non-breeding season. In a previous study, we demonstrated that between the beginning and
the end of the wintering period, substantial glial changes and neurogenesis occur in the brain of
C. pusilla. These changes follow the epic journey of the autumn migration when a 5-day non-stop
transatlantic flight towards the coast of South America and the subsequent preparation for the
long-distance flight of the spring migration takes place. Here, we tested the hypothesis that the
differential gene expressions observed in the brains of individuals captured in the autumn and spring
windows are consistent with the previously described cellular changes. We searched for differential
gene expressions in the brain of the semipalmated sandpiper, of recently arrived birds (RA) from
the autumnal migration, and that of individuals in the premigratory period (PM) in the spring.
All individuals were collected in the tropical coastal of northern Brazil in the mangrove region of
the Amazon River estuary. We generated a de novo neurotranscriptome for C. pusilla individuals
and compared the gene expressions across libraries. To that end, we mapped an RNA-Seq that
reads to the C. pusilla neurotranscriptome in four brain samples of each group and found that the
differential gene expressions in newly arrived and premigratory birds were related with neurogenesis,
metabolic pathways (ketone body biosynthetic and the catabolic and lipid biosynthetic processes),
and glial changes (astrocyte-dopaminergic neuron signaling, astrocyte differentiation, astrocyte cell
migration, and astrocyte activation involved in immune response), as well as genes related to the
immune response to virus infections (Type I Interferons), inflammatory cytokines (IL-6, IL-1β, TNF,
and NF-κB), NLRP3 inflammasome, anti-inflammatory cytokines (IL-10), and cell death pathways
(pyroptosis- and caspase-related changes).

Keywords: brain transcriptome; migratory birds; spring migration; wintering; Calidris pusilla

Int. J. Mol. Sci. 2023, 24, 12712. https://doi.org/10.3390/ijms241612712 https://www.mdpi.com/journal/ijms71



Int. J. Mol. Sci. 2023, 24, 12712

1. Introduction

Each year, migratory birds undergo behavioral, cellular, and molecular changes as-
sociated with migration and reproduction [1–5]. During autumn, they fly towards lower
latitudes for the wintering period, where they find milder temperatures and food, and ex-
perience progressive functional changes at all levels in preparation for the spring migration,
when they fly north for reproduction [6–8]. The spring migration requires a preparation for
the long-distance migratory flights by fueling at the wintering sites, when fat accumulation,
metabolic enzymatic changes, and lipogenesis in the liver with subsequent transport to the
skeletal muscle indicates a readiness for departure [9].

Previous reports in different species investigated migratory changes at the molecu-
lar [10,11], cellular [12–15], and systemic changes [16–19]. These adaptive responses take
hold during spring and autumn migrations, when migratory birds shift between two life
history states (LHS) [20], with contrasting seasonal phenotypic profiles that emerge before
and after reproduction, respectively [6]. These states occur in association with distinct regu-
latory strategies at the transcriptional level in autumn and spring based on the differential
expressions of hypothalamic genes. [4,21]. For example, after seasonal LHS photoperiod
induction, the Black-headed Bunting songbird, Emberiza melanocephala, showed significant
differences between the spring premigratory and postmigratory phenotypes in the activity-
rest pattern, body fattening, weight gain, testis size, heart and intestine weights, blood
glucose, and triglyceride levels [6].

Many species of shorebirds migrate to low-latitude climate zones around the equator
to escape the harsh northern winter climate and lack of food. This tropical region around
the equator, which remains stable from year to year, is an area rich in food resources and has
warmer temperatures with little annual variation, allowing migratory birds to recover from
the autumnal long journey and prepare for the long migratory flights in spring and [22–25].

Due to the stability of the environment at lower latitudes, the endogenous rhythms
imposed by the internal clocks in combination with the wintering and stopover locations
weather, wind favorable conditions and temperature raise may determine the timing of the
vernal migration [26–31].

The semipalmated sandpiper C. pusilla performs a remarkable five to six days nonstop
flight across the Atlantic Ocean from James Bay (Ontario, Canada) or from the Bay of Fundy
(between New Brunswick and Nova Scotia, Canada) to coastal South America, Caribbean,
and Central America, before moving on to their wintering area in Brazil [25,32]. This species
arrives on the coast of Venezuela [33] and in the Brazilian Coast [34] between the middle of
August and early September and stays at resource-rich locations until April/May, when
birds start the vernal migration [33]. In these areas, these migratory shorebirds spend a
large portion of the non-breeding season [35], where they exchange feathers, increase body
mass [36], and decrease corticosterone levels [33], maximizing their fitness in preparation
for the next long flight of spring migration.

There is not a single report related to brain molecular changes associated with the
wintering period following the long, uninterrupted migratory flight across the Atlantic
Ocean (in fall), or the preparation for the multiple stopover migratory flight for breeding
(in spring) in this species. Similarly, the brain transcriptome before and after reproduction
remains to be investigated. Since the ribonucleic acids represent the genomic expressions
by linking the genotype to the phenotype [37], we compared two snapshots of transcripts in
the brains of recently arrived and pre-migratory semipalmated sandpiper (Calidris pusilla),
captured respectively at two time windows of the wintering period: August/September
(fall) and April/May (spring).

We have previously demonstrated that the autumn migration and subsequent recovery
to the spring migration promotes substantial glial changes and neurogenesis in the brain of
C. pusilla [12,14,38]. Here, we tested the hypothesis that the differential gene expressions
observed in the brains of individuals captured in the autumn and spring windows during
the wintering period at the mangrove region of the estuary of the Amazon River are in line
with those changes.
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In the absence of a sequenced genome to guide the reconstruction process, the tran-
scriptome was assembled de novo based on RNA-sequencing reads (RNA-Seq) and an-
notation [39]. We searched for differential gene expressions in the brain of this latitudinal
migrant species, and the results were used to interpret the functional implications of the
genomic expressions [40].

2. Results
2.1. Sequencing Assembly of Semipalmated Sandpiper Transcriptome

The RNA telencephalon tissues of C. pusilla were sequenced in an Ion Proton Se-
quencer. Eight samples generated a total of 130,275,514 single-end raw reads, of these,
66.1% survived the trimming/short-reads removal phase and were used for transcriptome
assembly, producing a total of 266,414 transcripts.

2.2. Gene Expression between Experimental Groups

The transcript expression data were obtained via mapping back the reads to the as-
sembled transcripts. The volcano plot in Figure 1 exhibits the statistical significance of
the difference relative to the amplitude of difference for every single gene in the compari-
son between recently arrived and premigratory birds’ brains, through the negative base-
10 log and base-2 log fold-change, respectively. See [41] for a detailed explanation of the
volcano plot representation. The present report revealed 615 differentially expressed genes
(DEGs) in the brains of recently arrived and premigratory groups: 356 upregulated and
259 downregulated genes (Figure 1 and Supplementary File S1).
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Figure 1. Volcano plot of differentially expressed genes between the pairwise comparison of 
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logarithmized significant p-values) and the horizontal axis shows the Log2Fold Change (change in 
the gene expression level). Eleven of the greater top 20 differentially expressed genes are identified 
by indicating between brackets, normalized correspondent values between samples comparisons 
for recently arrived (RA) and premigratory (PM) groups. Abbreviations: GABBR2 = Gamma-
Aminobutyric Acid Type B Receptor Subunit 2; NXPE3 = Neuroexophilin and PC-Esterase domain 
family member 3; FGF9 = Fibroblast Growth Factor 9; TRDMT1 = TRNA Aspartic Acid 
Methyltransferase 1; BCAT1 = Branched Chain Amino Acid Transaminase 1; ARHGEF9 = Cdc42 
Guanine Nucleotide Exchange Factor 9; MVB12B = Multivesicular Body Subunit 12B; BICRAL = 
BICRA like Chromatin Remodeling Complex Associated Protein; PLXNA1 = Plexin A1, MAN1C1 = 
Mannosidase Alpha Class 1C Member 1; MAN1A2 = Mannosidase Alpha Class 1A Member 2. 

Figure 2 is a large-scale snapshot of the genomic differential expressions in the brains 
of RA and PM C. pusilla datasets. The heat map of the expression shows two clusters of 
genes with opposed patterns, showing a unique profile for each cluster among the exper-
imental groups (Figure 2 and Supplementary File S1 shows an expanded version of the 
heatmap, as presented in Figure 2). 

Figure 1. Volcano plot of differentially expressed genes between the pairwise comparison of pre-
migratory and recently arrived groups. The vertical axis shows −log10 adjusted p-value (FDR
logarithmized significant p-values) and the horizontal axis shows the Log2Fold Change (change in the
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gene expression level). Eleven of the greater top 20 differentially expressed genes are identified by
indicating between brackets, normalized correspondent values between samples comparisons for re-
cently arrived (RA) and premigratory (PM) groups. Abbreviations: GABBR2 = Gamma-Aminobutyric
Acid Type B Receptor Subunit 2; NXPE3 = Neuroexophilin and PC-Esterase domain family mem-
ber 3; FGF9 = Fibroblast Growth Factor 9; TRDMT1 = TRNA Aspartic Acid Methyltransferase 1;
BCAT1 = Branched Chain Amino Acid Transaminase 1; ARHGEF9 = Cdc42 Guanine Nucleotide
Exchange Factor 9; MVB12B = Multivesicular Body Subunit 12B; BICRAL = BICRA like Chromatin
Remodeling Complex Associated Protein; PLXNA1 = Plexin A1, MAN1C1 = Mannosidase Alpha
Class 1C Member 1; MAN1A2 = Mannosidase Alpha Class 1A Member 2.

Figure 2 is a large-scale snapshot of the genomic differential expressions in the brains
of RA and PM C. pusilla datasets. The heat map of the expression shows two clusters
of genes with opposed patterns, showing a unique profile for each cluster among the
experimental groups (Figure 2 and Supplementary File S1 shows an expanded version of
the heatmap, as presented in Figure 2).
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Figure 2. Hierarchical cluster analysis of the differential gene expressions (DEGs) and transcriptome
RNA-sequencing heat maps of these genes in the brains of recently arrived (RC) and pre-migratory (PM)
Calidris pusilla (adjusted p-cutoff of 0.01 for classification as differentially expressed). Top: Dendrogram
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of the distribution of individuals according to differentially expressed genes in the brains of RC
(red bar) and PM (blue bar) (same dataset in Figure 1). The detailed dendrogram on the left
identifies upregulated (green) and downregulated (red) genes in each biological replicate of dis-
tinct RC and PM individuals. The brighter the color, the more differentially expressed a gene is.
Colored bars under the left dendrogram (light green and blue) indicate the two groups of genes
with contrasting expression patterns (see Figure 3). Bottom: Individual identifications on subclus-
ters 1 and 2. Abbreviations: GABBR2 = Gamma-Aminobutyric Acid Type B Receptor Subunit 2;
NXPE3 = Neuroexophilin and PC-Esterase domain family member 3; FGF9 = Fibroblast Growth Fac-
tor 9; TRDMT1 = TRNA Aspartic Acid Methyltransferase 1; BCAT1 = Branched Chain Amino Acid
Transaminase 1; ARHGEF9 = Cdc42 Guanine Nucleotide Exchange Factor 9; MVB12B = Multivesicu-
lar Body Subunit 12B; BICRAL = BICRA like Chromatin Remodeling Complex Associated Protein;
PLXNA1 = Plexin A1; MAN1C1 = Mannosidase Alpha Class 1C Member 1; MAN1A2 = Mannosidase
Alpha Class 1A Member 2.
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Figure 3. Differential gene expressions on subclusters 1 (A) and 2 (B) indicated in Figure 2. The
expression in recently arrived (red) and pre-migratory (blue) individuals is expressed in y axis as
TMM (Trimmed Mean of M-values; M = log2RA/PM); for detailed explanation, see [42].

2.3. Gene Ontology and Functional Analysis

A gene ontology (GO) annotation analysis was performed for the brain transcriptome
of the RA and PM C. pusilla (the full annotation report is in Supplementary File S1). We
found a total of 4656 enriched terms for the RA birds and 1859 terms for the PM birds. From
these numbers, 923 belongs to Cellular Component (CC); 1730 to Molecular Function (MF);
and 3862 to Biological Process (BP). The terms annotated in the gene ontology (GO) for the
transcriptome showed different functional roles that may reflect pre- and post-breeding
fundamental stages in the life history of this long-distance migrant species. Table 1 lists the
top 11 differentially expressed genes with their respective enriched GO terms related to the
biological process exhibiting significant differential expressions.
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Table 1. Calidris pusilla top 11 differentially expressed genes and their respective enriched Biological
Process GO terms showing significant differential expressions in the brains of autumn recently arrived
and spring pre-migratory semipalmated sandpipers.

Sequence ID Gene Symbol GO IDs GO Names

Up-Regulated Genes

TRINITY_DN40544_c0_g1 GABBR2 GO:0007186; GO:0007214; G protein-coupled receptor signaling pathway;
Gamma-aminobutyric acid signaling pathway;

TRINITY_DN3467_c1_g1 MAN1A2 GO:0005975; GO:0006491; Carbohydrate metabolic process; N-glycan processing;

TRINITY_DN41739_c0_g1 BCAT1 GO:0009082; GO:0009098;
GO:0009099;

Branched-chain amino acid biosynthetic process;
Leucine biosynthetic process; Valine

biosynthetic process;

TRINITY_DN56325_c0_g1 NXPE3 GO:0008150; Encode a member of neurexophilin family of
neuropeptide-like glycoproteins

TRINITY_DN62709_c0_g1 FGF9

GO:0000122; GO:0001525;
GO:0001649; GO:0001654;
GO:0001934; GO:0002053;
GO:0002062; GO:0006606;
GO:0008543; GO:0008584;
GO:0010628; GO:0030178;
GO:0030238; GO:0030326;
GO:0030334; GO:0030949;
GO:0032927; GO:0042472;
GO:0045880; GO:0048505;
GO:0048566; GO:0048706;
GO:0050679; GO:0051781;
GO:0060045; GO:0060484;
GO:0090263; GO:1904707;

Negative regulation of transcription by RNA
polymerase II; Angiogenesis; Osteoblast differentiation;

Eye development; Positive regulation of protein
phosphorylation; Positive regulation of mesenchymal
cell proliferation; Chondrocyte differentiation; Protein
import into nucleus; Fibroblast growth factor receptor
signaling pathway; Male gonad development; Positive
regulation of gene expression; Negative regulation of

Wnt signaling pathway; Male sex determination;
Embryonic limb morphogenesis; Regulation of cell

migration; Positive regulation of vascular endothelial
growth factor receptor signaling pathway; Positive

regulation of activin receptor signaling pathway; Inner
ear morphogenesis; positive regulation of smoothened

signaling pathway; Regulation of timing of cell
differentiation; Embryonic digestive tract development;

Embryonic skeletal system development; Positive
regulation of epithelial cell proliferation; Positive
regulation of cell division; Positive regulation of

cardiac muscle cell proliferation; Lung-associated
mesenchyme development; Positive regulation of

canonical Wnt signaling pathway; Positive regulation
of vascular associated smooth muscle cell proliferation;

TRINITY_DN147173_c0_g1 TRDMT1 GO:0030488; GO:0036416; tRNA methylation; A stabilization;

Downregulated Genes

TRINITY_DN1477_c0_g1 PLXNA1
GO:0007162; GO:0008360;
GO:0030334; GO:0043087;
GO:0050772; GO:1902287

Negative regulation of cell adhesion; Regulation of cell
shape; Regulation of cell migration; Regulation of

GTPase activity; Positive regulation of axonogenesis;
Semaphorin-plexin signaling pathway involved in

axon guidance;

TRINITY_DN161848_c0_g1 BICRAL GO:0045893; Positive regulation of DNA-templated transcription;

TRINITY_DN51404_c0_g1 ARHGEF9 GO:0050790; Regulation of catalytic activity;

TRINITY_DN123969_c0_g1 MVB12B GO:0015031; GO:0019075;
GO:0042058; GO:0046755;

Protein transport; Virus maturation; Regulation of
epidermal growth factor receptor signaling pathway;

Viral budding;

TRINITY_DN13053_c4_g1 MAN1C1

GO:0005975; GO:0006491;
GO:0004571; GO:0005509;
GO:0000139; GO:0005783;

GO:0016020

Carbohydrate metabolic process; N-glycan processing;
Mannosyl-oligosaccharide 1,2-α-mannosidase activity;
Calcium ion binding; Golgi membrane; Endoplasmic

reticulum; membrane

Previous analysis of the genes illustrated in Table 1 in other species revealed their
involvement in a variety of biological processes that, when examined from the perspec-
tive of differential gene expressions in the brain of C. pusilla, raises relevant questions
about the contribution of the wintering period for the spring migration. Indeed, the top
six upregulated (GABBR2, MAN1A2, BCAT1, NXPE3, FGF9, and TRDMT1) and the top
four downregulated (PLXNA1, BICRAL, ARHGEF9, and MVB12B) differentially expressed
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genes in the brains of RA and PM individuals are involved in distinct biological processes,
as indicated by GO names in Table 1.

In addition, another group of genes (not included in Table 1) related to the phenotypic
metabolic changes of migrant birds were also found as differentially expressed: the ZNF703
gene, associated with ketone body biosynthetic and catabolic processes upregulated in
RA individuals; AGMO, associated with the lipid biosynthetic process upregulated in
PM birds. Upregulated genes in RA birds were also related with astrocyte-dopaminergic
neuron signaling (ATXN1), astrocyte cell migration (SCRIB), and astrocyte activation and
differentiation (ZNF703). In contrast, in PM birds, upregulated genes related to astrocytes
functions were limited to the gene associated with the activation for immune response
(APP) and the gene CTNNB1 associated with astrocyte-dopaminergic neuron signaling.

Finally, we found a positive regulation of genes related to immune response to virus
infections (Type I Interferons, inflammatory cytokines (IL-6, TNF and NF-κB), NLRP3
inflammasome, anti-inflammatory cytokines (IL-10), and cell death pathways (pyroptosis
and apoptosis)) in RA individuals.

3. Discussion

In this study, we performed de novo assembly of RNA extracted from the brains of
C. pusilla that were collected before and after breeding, seven months apart, during the
wintering period, and we compared the transcriptomic changes. Samples were collected
in September/October, when the birds had just completed their autumnal migration, and
in April/May, when the birds became ready for the spring migration. We found 259 up-
regulated and 357 downregulated genes differentially expressed in the brains of recently
arrived and pre-migratory birds. We confirmed the hypothesis that the brain molecular
changes observed in recently arrived and premigratory birds during the wintering pe-
riod were coherent with previously described cellular changes in the same species and
time windows [12,14,38]. In addition, significant changes were found in the differential
expressions of genes related to the inflammatory and anti-inflammatory response to virus
infections, and this included Type I Interferons, IL-6, IL-1β, TNF, and NF-κB, NLRP3 in-
flammasome, anti-inflammatory cytokines (IL-10) and cell death pathways (pyroptosis-
and caspase-related apoptosis).

3.1. GABBR2 and ARHGEF9 Differential Expressed Genes in Wintering C. pusilla

Notably, GABBR2 and ARHGEF9 exhibit contrasting differential gene expressions
related to the inhibitory activity in the brain of C. pusilla (Figure 1). The upregulation
of the synthesis of Subunit 2 of the Gamma-Aminobutyric Acid Receptor Type B may
provide an increase in the GABAergic transmission in the brain as the spring migration
approaches. It is important to highlight that the hippocampal circuits involved in the
learning and memory [43] and social interaction [44] seem to be important for the long
flights of migrations. Social interaction between birds of the same group may facilitate
collective behavior to form flocks and organize flights during the migration for energy
savings [45]. Of note, in a previous study, we found in a shorebird of the same family
(Scolopacidae) a significant increase in parvalbuminergic neurons in the hippocampal
formation of this species, in the premigratory groups captured in the wintering period,
at the same time point and place [46]. If this observation about the PV neurons of the
hippocampal formation extends to C. pusilla, it is reasonable to raise the hypothesis that
GABAergic adaptive changes may be required for the spring migratory flight. In contrast,
since autumn migration has been left behind, and long-distance flights will not be required
during the wintering period, GABAB expressions may not be required to the same extent.
In addition, parvalbumin-expressing basket-cell network plasticity induced by experience
regulates adult learning [47], and hippocampal early-born and late-born PV neurons are
recruited in rule consolidation and new information acquisition through the excitation
and inhibition, respectively [48,49]. Learning and memory is modulated via hippocampal
GABAergic activity through the GABB receptor and metabotropic glutamate receptor-
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dependent cooperative long-term potentiation, suggesting that GABAergic synapses may
contribute to functional synaptic plasticity in the adult hippocampus [50,51]. Indeed, the
synaptic plasticity of inhibitory neurons provides long-lasting changes in the hippocampal
network, and this is a key component of memory formation [52,53]. Distinct interneuron
types contribute to the temporal binding of hippocampal ensembles, synaptic plasticity,
and the acquisition of spatial and contextual information [53,54]. This hippocampal activity
is part of the neuronal network used to integrate the multisensory navigational information
(magnetic field, celestial cues, and geographical cues) in the hippocampal formation, and
this is important to define flight direction and stopover recognition during the spring
long-distance migration, back to the breeding niches [55–57].

In line with these findings is the differential downregulation of the Guanine Nucleotide
Exchange Factor ARHGEF9 that is essential for the synaptic localization and maintenance
of GABAA receptors in the postsynaptic neuronal membrane in the hippocampus [58–60].
This gene synthesizes collybistin, a guanine nucleotide exchange factor that seems essential
to materialize this operation [58]. Important to remember is that GABA type A receptor is
a ionotropic ligand-gated chloride channel which mediates fast inhibitory signals through
rapid postsynaptic hyperpolarization, whereas GABA type B is a metabotropic receptor
producing slow and prolonged inhibitory signals via G proteins and second messengers
involved in pre- and postsynaptic inhibition, the regulation of Ca2+, and K channels [61].

Thus, related to brain inhibition in this species, many questions emerge to be explored
in future studies. For example: what is the functional role of such contrasting differential
gene expressions for the GABAA and GABAB receptors found in the brains of newly
arrived and pre-migratory individuals? It is important to highlight that although our
samples were separated by 7 to 8 months (wintering period), the time windows studied
were close to the reproductive period. In fact, the autumn migration takes place two months
after breeding (August and September), and the spring migration back to the breeding
site takes place two months before breeding (April and May). Due to this proximity to
the reproduction period, we can ask whether the physiological changes induced before
and after reproduction would differentially modulate these receptors in the brain. As
the expression of the GABAA receptor subunit transcriptional regulation is affected by
sexual hormones [62], and as hormone levels may be not by the same before and after
reproduction [63], the differential expressions of the GABAA receptors may change. It
remains, however, to be investigated in detail, the physiological implications of these
differential gene expressions regulating the GABAergic receptors in the wintering C. pusilla
at lower latitudes.

Since our sample did not distinguish the different areas of the nervous system, nor
did it examine the expression in different neuronal types, it is worth asking whether these
receptors are differentially expressed in different brain areas and in different neuronal types
in further investigations.

3.2. Gene Differential Expressions Related with Metabolic Pathways, Glial Changes, Neurogenesis,
and Anti-Virus Response in Recently Arrived and Premigratory C. pusilla

Migratory birds have no access to supplementary water or nutrition during non-stop
multi-day flight, and body fat and protein stores provide both fuel and life support. Long-
distance migratory flights require lipid reserves [64], and they must have everything on
board before departure [65]. Indeed, it has been demonstrated that higher levels βOHB
in the blood, as is expected during the fasting period, is associated with the transatlantic
flight, can meet all basal requirements, and only around half of the energy is necessary
for neuronal activity [66]. Calidris pusilla must fast for 5–6 days during the long flight [32],
and when glucose is in short supply, the brain increases ketone body metabolism [66].
The brains of migratory birds can adapt to the utilization of ketone bodies for its energy
requirements during the fasting state, and this may lead to a high demand for astrocytes to
take up, synthesize, and release fatty acids, which are alternative sources of energy that
can be released as β-hydroxybutyrate, a ketone body that can fuel brain cells, including
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astrocytes, neurons, and oligodendrocytes [67]. Coherently, we found in the present report
differential gene expressions related to ketone body biosynthetic and catabolic processes
(ZNF703) in recently arrived individuals, whereas differential expressions of the lipid
biosynthetic process (AGMO) were found in premigratory birds.

Accordingly, in previous reports, we hypothesized that long flights may affect astro-
cytes, and we previously demonstrated the contrasting astrocyte changes in recently arrived
and premigratory C. pusilla [14]. In the present report, we found that astrocyte-related genes
were differentially expressed, indicating the upregulation of astrocyte-dopaminergic neuron
signaling (ATXN1), astrocyte cell migration (SCRIB), and astrocyte activation and differ-
entiation (ZNF703) in recently arrived individuals, whereas differential gene expressions
in premigratory birds related to astrocytes were limited to astrocyte activation involved
in immune response (APP) and astrocyte-dopaminergic neuron signaling (CTNNB1). We
have no explanation for the contrasting expressions of CTNNB1 and ATXN1.

We have recently searched for virus transcripts in the brain of C. pusilla using the
pipeline VIRTUS (v.1.2.1) and VIRTUS2 (v.2.0), using as reference the genome and tran-
scriptome of Calidris pugnax (Accession code ASM143184v1), followed by NCBI Ref-Seq
Viral Genomes [68]. We found 370 virus species in the brain of C. pusilla, three of which
(Simbu orthobunyavirus—NC_018477, Choristoneura fumiferana granulovirus—NC_008165,
and Shamonda orthobunyavirus—NC_018464) were differentially expressed [69]. The
stopovers in bird migration may contribute to the recovery of the constitutive immune
function, which is compromised during migration [70], whereas a non-stop transatlantic
flight may not allow the innate immune system to recover before the arrival at the final
destination and may affect the ability of the bird, in this instance, to clear a virus [17].

As the primary function of the immune system is, however, the recognition and
elimination of the invading pathogens (resistance) [71,72], or alternatively, the control of
the damage induced by a given burden (tolerance) [73], we suggest that C. pusilla may have
developed these immunological mechanisms and may function as a virus reservoir.

The interferon system provides the first line of defense against viral infection in
vertebrates with type I IFN, promoting humoral immunity [74], and both type I and
III IFNs, associated with the adoption of an anti-viral state in infected and neighboring
cells [75,76]. Inflammatory cytokine production follows the signaling pathways activated
by viral (mainly DNA and RNA virus) pathogen-associated molecular patterns [77].

In the present report, we found the positive regulation of NLRP3 inflammasome
complex assembling in recently arrived C. pusilla, suggesting an ongoing inflammation.
NLR family pyrin domain containing 3 (NRLP3) has been linked to viral-induced inflam-
mation [78]. Inflammasomes activate inflammatory caspases promoting the maturation of
IL-1β and IL-18, while inducing cell death by pyroptosis [79]. Though some inflammasome
genes were also expressed in birds, little is known about the role of inflammasomes in
avian responses [80].

Coherently, with differential virus transcripts in the brain of C. pusilla, we found signif-
icant differential expressions of genes related to the inflammatory and anti-inflammatory
response to virus infections, and this included Type I Interferons, IL-6, IL-1β, TNF, and
NF-κB, anti-inflammatory cytokines (IL-10), and cell death pathways (pyroptosis- and
caspase-binding).

Concluding Remarks

In the present work, we used information from the genomic studies of other species to
speculate about the functional significance of the genes of C. pusilla that are being differen-
tially expressed through wintering in recently arrived (in the fall) and premigratory (spring)
individuals. To our knowledge, this is the first study demonstrating differential gene ex-
pression patterns in the brain tissue of migratory birds in natural environments throughout
two different time windows of the wintering period, leading to phenotypic changes.

Gene expressions and phenotypes seem to reflect the bird physiology in these two time
points of the wintering period. Indeed, we found contrasting differential expressions of
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genes that regulate the inhibitory neuronal activity in the brain, phenotypic expressions of
astrocytes, metabolic pathways, and innate immune response.

Further studies dedicated to brain-specific gene expression signatures and environment-
mediated changes, in correlation with recently arrived and premigratory bird’s gene expres-
sion patterns, may elucidate the complex network of modifications to the brain transcriptome.

4. Materials and Methods
4.1. Bird Sampling and Ethics Recommendations for the Use of Animals in Research

We used a total of eight C. pusilla individuals, all collected in Otelina Island (0◦45′42.57′′ S
and 46◦55′51.86′′ W), four of which were collected during the period between September
and October (Recently arrived birds), and the other four between April and May (Prem-
igratory birds). Birds were captured under license N◦ 44551-2 from the Chico Mendes
Institute for the conservation of Biodiversity (ICMBio). All procedures were carried out
in accordance with the Association for the Study of Animal Behavior/Animal Behavior
Society Guidelines for the Use of Animals in Research. All efforts were made to minimize
the number of animals used, stress, and discomfort.

4.2. Transcardiac Perfusion with RNA Later and RNA-Sequencing

The birds were transcardially perfused with a saline solution, followed by RNA Later®

Solution. The brains were removed from the skull and stored at−20 ◦C prior to sequencing.
Telencephalic tissues were homogenized for extraction and sequencing. The total RNA
was extracted according to the manufacturer’s suggested protocol for isolating the RNA
from the tissues, and the mRNA was isolated and purified using the Dynabeads™ mRNA
DIRECT™ Micro Purification kit (Thermo Fisher Scientific, São Paulo, SP, Brazil). For the
conversion of RNA into cDNA, we used the Ion Total RNA-Seq Kit v2 (Thermo Fisher
Scientific, São Paulo, SP, Brazil). The template preparation was performed in the Ion
One Touch 2 Instrument with the OT2 200 kit (Life Technologies, São Paulo, SP, Brazil).
The fragment sequencing was performed in the Ion PI chip v2 via the Ion Proton System
Instrument. Eight single-ends read FASTQ files were generated that referenced the eight
biological replicates (four individuals from the RA group and four from the PM group).

4.3. Filtering, Trimming, and Transcriptome Assembly

To verify the quality of the sequenced transcriptome, we used the software FastQC
0.18 [81], and for cleaning up the low-quality reads, we used the Trimmomatic 0.36 [82].
To perform the de novo assembly, we used the Trinity 2.11 [83] according to the default
parameters and the Salmon v1.0 software to quantify the transcript expressions [84].

4.4. Differential Expression Discovery and Functional Annotation

We used the EdgeR v3.38.4 package to run the differential expression analysis [85]
and Blast2GO [86] to identify the differentially expressed transcripts via several Blast+
v2.14.0 [87] searches. In an attempt to identify the maximum number of valid hits, we
blasted our differentially expressed transcripts using Uniprot SwissProt and TrEMBL [88],
NCBI non-redundant proteins and nucleotides (nr and nt) [89], RefSeq Protein and RNA [89],
Uniref [90], and GenPept [91]. After the Blast+ phase, we ran the Blast2GO v6.0 functional
annotation protocol according to the user manual and default parameters [86,92].

The volcano plot exhibits a false discovery rate (FDR) as their significance values
(y-axis) [93], which were transformed to their −log10. The higher the position of a point,
the more significant its value. The positive fold change values (to the right) correspond
to the upregulated and negative fold change values (to the left), which represents the
downregulated genes. The vertical line at log 2 ratio = zero indicates fold change = one.
Thresholds were based on the following cutoffs: FDR-values below 0.01 and log fold-
changes above 4. In this plot, each dot (regardless of color) represents a gene, and the
color of each dot defines its significance in relation to the levels set in the graph. Gray
dots represent genes that did not show a differential expression (not significant), and blue
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dots are significant only for Log2FC > 4. Red and green dots above the horizontal dashed
line are significant for both Log2FC and FDR and highlights genes with FDR < 0.01 and
fold changes above 4. The top 11 differentially expressed genes are indicated with their
labels and their expression values are indicated as TMM (Trimmed Mean of M-values;
M = log2RA/PM).

5. Conclusions

In the present work, we compared the brain transcriptomes of C. pusilla at two time
points of the winter period: after breeding and a long-distance uninterrupted autumnal
flight across the Atlantic Ocean, and before breeding, at the end of the winter period and
before the spring migratory flight back to the reproductive site [11,94]. We quantified
differentially expressed genes of recently arrived and premigratory individuals and used
information from the genomic studies of other species to speculate about the functional
significance of this differential expression. The underlying assumption was that genomic
functional regions are conserved in birds and mammals through evolution [95,96]. Al-
though this is a limited way to interpret the results [96,97], it is reasonable to use this
approach as a first step towards a detailed molecular-based guide for formulating and
testing new hypotheses. We have previously demonstrated that the autumn migration
and subsequent recovery to the spring migration promotes substantial glial changes and
neurogenesis in the brain of C. pusilla [14,38]. Here, we confirmed the hypothesis that the
differential gene expressions observed in the brains of individuals captured in the autumn
and spring windows accompany phenotypic changes previously described for this species
in the same wintering periods.

Since the functional genomic analysis referred to in the present report is based on dif-
ferent species, and the whole genome of C. pusilla is not available, a deeper understanding
of the biology of its transcriptome and functional implications are necessary.
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Abstract: With the long-standing amyloid cascade hypothesis (ACH) largely discredited, there is
an acute need for a new all-encompassing interpretation of Alzheimer’s disease (AD). Whereas
such a recently proposed theory of AD is designated ACH2.0, its commonality with the ACH is
limited to the recognition of the centrality of amyloid-β (Aβ) in the disease, necessitated by the
observation that all AD-causing mutations affect, in one way or another, Aβ. Yet, even this narrow
commonality is superficial since AD-causing Aβ of the ACH differs distinctly from that specified
in the ACH2.0: Whereas in the former, the disease is caused by secreted extracellular Aβ, in the
latter, it is triggered by Aβ-protein-precursor (AβPP)-derived intraneuronal Aβ (iAβ) and driven
by iAβ generated independently of AβPP. The ACH2.0 envisions AD as a two-stage disorder. The
first, asymptomatic stage is a decades-long accumulation of AβPP-derived iAβ, which occurs via
internalization of secreted Aβ and through intracellular retention of a fraction of Aβ produced by
AβPP proteolysis. When AβPP-derived iAβ reaches critical levels, it activates a self-perpetuating
AβPP-independent production of iAβ that drives the second, devastating AD stage, a cascade that
includes tau pathology and culminates in neuronal loss. The present study analyzes the dynamics of
iAβ accumulation in health and disease and concludes that it is the prime factor driving both AD
and aging-associated cognitive decline (AACD). It discusses mechanisms potentially involved in
AβPP-independent generation of iAβ, provides mechanistic interpretations for all principal aspects
of AD and AACD including the protective effect of the Icelandic AβPP mutation, the early onset
of FAD and the sequential manifestation of AD pathology in defined regions of the affected brain,
and explains why current mouse AD models are neither adequate nor suitable. It posits that while
drugs affecting the accumulation of AβPP-derived iAβ can be effective only protectively for AD,
the targeted degradation of iAβ is the best therapeutic strategy for both prevention and effective
treatment of AD and AACD. It also proposes potential iAβ-degrading drugs.

Keywords: the amyloid cascade hypothesis 2.0 (ACH2.0); intraneuronal Aβ (iAβ); Aβ protein
precursor (AβPP)-independent generation of iAβ; aging-related cognitive dysfunction (AACD); iAβ
depletion therapy for AD and AACD; BACE1 and BACE2 activators as AD and AACD drugs

1. Introduction

The designation of the recently proposed interpretation of Alzheimer’s disease (AD)
and aging-associated cognitive decline (AACD), amyloid cascade hypothesis 2.0 (ACH2.0),
refers to its predecessor, the ACH. However, despite the similarity of names, the common-
ality between these two theories of AD is restricted to the recognition of the centrality of
amyloid-beta (Aβ) in the disease. But even this narrow commonality is rather superficial:
whereas in the ACH, AD is caused by extracellular Aβ produced and secreted in the Aβ
protein precursor (AβPP)-proteolytic pathway, in the ACH2.0, the disease is triggered by
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AβPP-derived intraneuronal Aβ (iAβ) accumulated to sufficient levels and is driven by
iAβ generated independently of AβPP. The rationale for the

ACH2.0, as well as its various aspects, has been discussed in detail elsewhere [1–3].
The present discourse takes the preceding studies as the established point of departure. One
of its main objectives is to analyze the kinetic parameters of the ACH.2.0. As detailed below,
this analysis concludes that the dynamics of iAβ accumulation plays the key role in the
commencement and progression of both AD and AACD. This notion is best illustrated by
the observations that all known AD-causing mutations elevate the rate of iAβ accumulation,
whereas the mutation that protects from both AD and AACD suppresses it [4,5]. The
dynamics of iAβ accumulation points to feasible options of interference with AD and
AACD and its understanding is essential for the development of the efficient therapeutic
strategies, which are discussed in detail below.

To better orient the reader, the following few sections (Sections 2–6), preceding the
analysis of the dynamics of iAβ accumulation, briefly summarize four main principles
of the ACH 2.0 (for detailed description and analysis see [1,2]). They are: (1)—AD and
AACD are caused and driven by intra- rather than extracellular Aβ; (2)—AD (but not
AACD) is a two-stage disease; (3)—the symptomatic second stage of AD is driven by iAβ
produced in the AβPP-independent pathway; (4)—iAβ generated independently of AβPP
is retained intraneuronally, perpetuates its own production and renders AβPP-derived iAβ
irrelevant for the progression of AD due to its marginal (in comparison with iAβ produced
independently of AβPP) contribution into the cellular iAβ pool.

2. Amyloid Cascade Hypothesis: A Proposition in Distress

In 1992, Hardy and Higgins proposed the long-standing amyloid cascade hypothesis,
ACH, for AD [6]. They formulated it as follows: “Our hypothesis is that deposition of
amyloidβ protein, the main component of the plaques, is the causative agent of Alzheimer’s
pathology and that the neurofibrillary tangles, cell loss, vascular damage, and dementia
follow as the direct result of this deposition” [6]. The principal basis for this assertion
was, in addition to the prominent occurrence of Aβ plaques, the then recent discovery of
a mutation within AβPP [7] that affected the generation of Aβ in the AβPP proteolytic
pathway and segregated with, and apparently caused, familial AD (FAD). At the time, the
ACH appeared to be consistent with all preceding observations; it was widely accepted
and formed the long-lasting foundation for basic and clinical research. Consequently,
extracellular Aβ and its production in the AβPP proteolytic/secretory pathway became
the major therapeutic targets of the disease. The research and development efforts resulted
in numerous candidate AD drugs. Many of those drugs exhibited dramatic successes
in preclinical studies and animal trials. As an example, suppression of BACE1 activity,
and thus of Aβ production, by different means resulted in a significant improvement of
neurophysiological functions and, moreover, in the dramatic reversal of AD symptoms in
animal models where Aβwas overproduced exogenously [8–10].

However, with few exceptions (lecanemab and donanemab, which are marginally
effective in very early symptomatic AD but apparently act preventively rather than cu-
ratively [3]), all AD candidate drugs showed no efficacy whatsoever in symptomatic AD
clinical trials, which were consequently declared failures. On the other hand, the close
analysis of the results of “failed” clinical trials indicates that many candidate AD drugs
succeeded remarkably in their mechanistic mission. For example, verubecestat, a BACE1 in-
hibitor, effectively suppressed production of Aβ in the AβPP proteolytic pathway and
substantially cleared extracellular Aβ in AD patients, as reflected in the up to 80% reduc-
tion, in a dose-dependent manner, of the levels of Aβ in CSF [11,12]. The observations that
the drug effectively accomplished exactly what it was designed for without eliciting any
clinical improvements in patients implied that the underlying theory of AD, the ACH, is
incorrect and mandated different interpretation of the disease. Failures of clinical trials of
ACH-based AD drugs were exacerbated by observations showing that there is no good cor-
relation between extracellular Aβ deposit levels and the occurrence of the disease. Indeed,
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a significant subset of the general human population develops, with aging, excessive levels
of extracellular Aβ, comparable with or greater than those typically seen in AD, yet shows
no cognitive dysfunction or AD pathology [13–19]. In a diametrically opposite example,
some individuals with cognitive AD symptoms and the occurrence of AD pathology show
no excessive levels of extracellular Aβ [20]. Taken cumulatively, the above considerations
apparently rule out the causative role of extracellular Aβ in AD.

3. The Centrality of Amyloid-β Is Requisite for Any Theory of AD: ACH2.0

Yet another set of observations powerfully attests to the centrality and the causative
role of Aβ in AD. In the over three decades since the discovery of the first Aβ-affecting,
AD-causing mutation [7], many more mutations that cause AD have been detected and
characterized. All of them, with no exception, affect either the structure of Aβ or various
aspects of its production in the AβPP proteolytic pathway. Moreover, the mutation known
to confer on its carriers the protection from both AD and AACD replaces a single amino
acid within Aβ [4,5]. In other words, introduce a single Aβ modification and cause AD;
substitute a single Aβ residue and protect from both AD and AACD. It is hardly conceivable
to make a more persuasive case for the centrality and causative role of Aβ in AD. It follows
that these two attributes, i.e., the centrality and the causative role of Aβ are requisite
for any theory of AD. At first glance, this statement seems to contradict the concluding
remark of the preceding section. The two notions, however, are not mutually exclusive.
Considerations of the preceding section indeed rule out the causative role of extracellular
Aβ but not that of the another pool of amyloid-beta: intraneuronal Aβ, iAβ.

The causative role of iAβ is the central tenet of the ACH2.0, which envisions AD as a
two-stage disease. In the first, asymptomatic stage, AβPP-derived Aβ accumulates, in a
decades-long process, to critical levels that cause the activation of the second, devastating
AD stage that is anchored and driven by an agent which is independent of AβPP and
which sustains and perpetuates its own production [1,2]. In terms of the ACH2.0, this
agent is iAβ generated in the AβPP-independent pathway [1]. Potentially, as discussed
in [2], the agent driving the stage two of AD can be other than iAβ. However, because all
known AD-associated mutations affect Aβ, it is highly plausible that this agent is, in fact,
iAβ. It appears, therefore, that iAβ, differentially produced in two distinct, albeit related,
pathways, runs the entire course of the disease. Two key features of the iAβ driving the
second, symptomatic, AD stage are suggested by the following empirical data. (a) Since
suppression of the production of AβPP-derived Aβ during the symptomatic stage of AD
has no effect whatsoever on the progression of AD [11,12], this iAβ pool must be produced
in the AβPP-independent pathway. (b) Since the depletion of extracellular Aβ in human
clinical trials showed no efficacy whatsoever [11,12], the bulk of Aβ produced in the AβPP-
independent pathway must be retained intraneuronally. The physiological occurrence of
cellular mechanisms capable of generating Aβ independently of AβPP (summarized in
Sections 22–24 of the present study) provides additional support to the above notions.

The crucial role of the AβPP proteolytic/secretory pathway in only the first, pre-
symptomatic stage of AD explains why drugs targeting extracellular AβPP-derived Aβ
or its production by the AβPP proteolysis did not and indeed could not have any effect
on the progression of the disease (driven at this stage by iAβ produced independently of
AβPP) in symptomatic AD patients despite effectively fulfilling their mechanistic purpose.
By the same logic, the overall success of the same drugs in animal models suggests that
no second AD stage occurs there, consistent with the inability to obtain full spectrum
of AD pathology in those experimental systems (reviewed in [1] and further discussed
below). On the other hand, the ACH2.0 predicts that, if administered pre-symptomatically,
prior to the activation of the AβPP-independent iAβ production pathway, these drugs
could be effective preventively by precluding AβPP-derived Aβ from reaching the levels
triggering the second AD stage [1,2]. The results obtained in clinical trials of lecanemab
and donanemab substantiate this notion [3].
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4. Two Sources of AβPP-Derived Intraneuronal Aβ

As discussed above, in the framework of the ACH2.0, it is assumed that in the second,
symptomatic AD stage, the bulk, or the entire output, of the AβPP-independent iAβ
production pathway is not secreted but retained within the cell [1,2]; this stimulates and
perpetuates its own production and thus drives the disease [1]. As for the sources of
AβPP-derived iAβ, crucial in the first, asymptomatic AD stage, those are well understood
and are briefly summarized as follows.

4.1. Influx of iAβ via the Uptake of Extracellular Amyloid-β

Multiple studies of the role of iAβ in AD indicated that it is the major trigger of AD
pathology [21–32]. They also showed that the levels of iAβ, rather than those of Aβ plaques,
correlate with the loss of neurons in studied systems [33]. As for how AβPP-derived Aβ
accumulates intraneuronally, there are two recognized venues. The first venue is the well-
documented importation of extracellular Aβ by the cell. Soluble Aβ was shown to be
taken up inside the cell by endocytosis [34]. Importantly, extracellular Aβ42 is imported
twice as efficiently as the other species of extracellular soluble Aβ [35]. The more efficient
uptake of Aβ42 leads to higher rates of its accumulation as iAβ and, in combination
with its augmented cytotoxicity (apparently due to its increase propensity to aggregate),
appears to play a decisive role in the occurrence of FAD in carriers of mutations, both
in AβPP and in presenilins (PSEN), resulting in the elevated production of Aβ42 versus
other Aβ species [36]. Multiple studies suggested that oligomerization of extracellular
Aβ is a precondition for its importation inside the cell [37–39], a notion consistent with
the increased cytotoxicity of extracellular Aβ in oligomeric conformation [34]. Aβ42 was
shown to form oligomeric structures and thus to enter the cell significantly more efficiently
than other Aβ species [37,38]. The importation of extracellular Aβ is mediated by and
was demonstrated to be dependent on the isoform of ApoE expressed by the cell [38].
Interestingly, ApoE4 appears to be significantly more effective in facilitating the importation
of extracellular Aβ than other ApoE isoforms [26,38]. Importantly, this particular ApoE
isoform is also the major risk factor for the occurrence of AD, consistent with the proposed
role of iAβ in the disease. Cellular uptake of extracellular Aβ was also shown to be
facilitated by LRP [40], by the α7 nicotinic acetylcholine receptor [41–43], by the RAGE
(receptor for advanced glycation) [44–46], by the FPRL1 (formyl peptide receptor-like1) [47],
and by NMDA (N-methyl-d-aspartate) receptors [48]. While its importation occurs also in
normal individuals [49], the relative efficiency of its cellular uptake appears, as discussed
below, to play a significant role in the occurrence of AD.

4.2. A Fraction of the C99 Fragment of AβPP Undergoes the Gamma-Cleavage on Intracellular
Membranes; the Resulting Aβ Is Retained Intraneuronally

The second venue for the occurrence of iAβ is the intracellular retention of a fraction
of Aβ generated by AβPP proteolysis. The occurrence of this phenomenon is dependent
on the site where the gamma-cleavage of the C99 fragment of AβPP takes place. The
bulk of these cleavages occur on the plasma membrane, with the resulting Aβ being
exported into the extracellular space. On the other hand, gamma-secretase cleavages
have been also documented on intracellular membranes [50–52], with the resulting Aβ
being retained intraneuronally. The locations of such cleavages include the lysosomes,
mitochondria, endosomes, Golgi apparatus as well as the TGN (trans-Golgi network), and
the ER (endoplasmic reticulum). Cleavages on the ER and TGN membranes appear to be
specific to neuronal cells [53,54]. Gamma-cleavages at these locations produce, apparently,
different species of iAβ. Those occurring on the ER membranes generate mostly iAβ42 while
those taking place on the TGN membranes produce iAβ enriched in Aβ40 species [53–58].

Given that AD is caused by iAβ, it could be predicted that the increase in the propor-
tion of Aβ produced on intracellular membranes and thus retained as iAβ would facilitate
the occurrence of AD. This is exactly what occurs in carriers of the Swedish FAD mutation.
This mutation significantly increases a fraction of AβPP/C99 processed at the intracellular
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membrane locations [59]. This results in the elevated levels of iAβ and, consequently
triggers FAD [59]. In another example where the above prediction is borne out, certain
PSEN mutations facilitate gamma-cleavage on intracellular membranes and thus cause the
elevation in iAβ levels and the occurrence of FAD [60].

To summarize, a compendium of empirical data referenced above is presented below.
It is either consistent with or is strongly indicative of the notion that AβPP-derived iAβ
causes AD and drives its first stage:

1. AD is caused by Aβ and not by tau protein. The mutations of the former lead
to the pathological formation of tau tangles and the disease; the reverse does not
occur [20,61].

2. The correlation between levels of extracellular Aβ and AD is poor:

(a) The excessive deposition of extracellular Aβ is often not accompanied by AD [13–19].
(b) The occurrence of AD (as judged by cognitive symptoms as well as by PET scan

and postmortem analysis) is not always accompanied by excessive deposition of
extracellular Aβ [20].

3. A fraction of Aβ produced in the AβPP proteolytic pathway was shown to physio-
logically accumulate within neurons via two defined mechanisms [21–60]; discussed
above.

4. AD is associated with multiple factors that enable and promote the intraneuronal
accumulation of iAβ produced in the AβPP proteolytic pathway:

(a) Cytotoxic Aβ42 is taken up by the cell twice as efficiently as other isoforms of
Aβ [35];

(b) ApoE4, a major AD risk factor, is significantly more efficient in the internalization
of extracellular Aβ than other species of ApoE [26,38];

(c) The “toxicity” of extracellular Aβ in oligomeric form is due to its efficient cellular
uptake [34,37–39].

5. Mutations that either cause AD or that protect from AD were shown to interfere with
accumulation of iAβ:

(a) The Swedish AβPP mutation that causes familial AD was shown to expedite
AβPP processing on internal membranes and thus to increase the retention of
AβPP-derived Aβwithin neurons [59];

(b) The Flemish AβPP, FAD-causing, mutation elevates levels of iAβ by suppressing
physiologically occurring BACE2-mediated iAβ cleavage [62];

(c) The Icelandic AβPP mutation that protects from both AD and AACD decreases
levels of iAβ by significantly increasing the efficiency of BACE1-mediated iAβ
cleavage [4,5];

(d) Certain PSEN FAD-causing mutations enhance the cellular uptake of extracellu-
lar Aβ by shifting the gamma-cleavage to position 42 of Aβ, thus elevating the
proportion of Aβ42 produced in the AβPP proteolytic/secretory pathway [36];

(e) Some PSEN FAD-causing mutations increase the retention of Aβ produced in
the AβPP proteolytic pathway within neuronal cells by facilitating the gamma-
cleavage of C99 on internal (rather than on plasma) membranes [60].

6. The correlation between levels of iAβ in AD-affected neurons and the incidence of
AD biomarkers was shown to be good [33,49].

7. The results of preclinical and human clinical trials indicate that AβPP-derived iAβ
drives the first stage of AD but plays no significant role in the second stage of the
disease [8–12].

5. Mechanistic Aspects of the ACH2.0

As was mentioned above, the Amyloid Cascade Hypothesis 2.0 posits that AD is
a two-stage disease [1,2]. The first stage is a slow, decades-long accumulation of AβPP-
derived iAβ. Upon reaching a critical threshold, it mediates the activation of the second
AD stage, which is relatively (to the first stage) fast. More precisely, it triggers the initiation
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of the pathway that generates an agent, which drives the second AD stage. This agent is
presumed to be capable of (a) anchoring a cascade that includes tau pathology and leads
to neuronal death and (b) sustaining its own production [2]. It could be argued that the
second requirement is redundant in view of the continuous influx of AβPP-derived iAβ.
However, this is not the case, because suppression of the AβPP proteolytic pathway at
symptomatic phase of the disease (i.e., at the stage two of AD) in human clinical trials had
no effect whatsoever on the progression of AD [11,12], consistent with the autonomous
operation of the pathway that produces an agent which drives the second AD stage. As
argued above, it is highly plausible that the second AD stage-driving agent is iAβ generated
in the AβPP-independent pathway; it is at the heart of Alzheimer’s pathology, and it is
of great interest how AβPP-derived iAβ triggers its production. Plausibly, this occurs via
the elicitation of the integrated stress response, ISR (although additional or alternative
pathways cannot be excluded) [1,2].

5.1. Plausible Involvement of the Integrated Stress Response in Generation of an Agent Driving the
Second Stage of AD

The integrated stress response, ISR, is a signaling cascade that takes place in eukaryotic
cells and is triggered by a large variety of cellular stresses [63–72]. It is termed “integrated”
because all events that initiate it lead to a common and central occurrence: the activation
of eIF2α (a subunit of eukaryotic translation initiation factor 2) by its phosphorylation
at a specific site (serine 51). Four kinases (comprising the family of eIF2α kinases) are
capable of enacting this phosphorylation/activation event. They are PKR, PERK, GCN2,
and HRI. Phosphorylation of eIF2α elicits the ISR. This manifests itself as an acute decline
in the protein synthesis output. The reduction in the global cellular protein synthesis
occurs via the suppression of the cap-dependent initiation of translation. Concurrently,
the ISR promotes cap-independent translation of selected mRNA species; among those
are mRNAs encoding specific transcription factors. The ISR-induced transcription factors,
or translation products of the genes activated by these factors, may include components
critical for the activation of the AβPP-independent iAβ production or, alternatively, of the
pathway generating the agent (if other than iAβ) which drives the second stage of AD [1,2].

5.2. PKR Kinase Is Activated by iAβ and, in Turn, Elicits the ISR and Triggers the Second Stage
of AD

In the majority of human population, AβPP-derived iAβ does not reach the ISR-
eliciting levels within the human lifespan and no AD occurs. On the other hand, when
it does reach the ISR-eliciting levels, it mediates the elicitation of the integrated stress
response. Elicitation of the ISR in AD can occur via two distinct pathways. In the first
pathway, the ISR is triggered by the iAβ-mediated activation of the PKR kinase. Indeed,
experimental data obtained with both, established human cell lines and with human
primary neuronal cells demonstrated the activation of PKR by Aβ cytotoxicity [73]. These
results were corroborated in experiments with animal models exogenously overexpressing
Aβ [74,75]. A linkage between PKR and AD in human patients was established by showing
that degenerating neuronal cells are positive for both activated PKR and eIF2α (indicating
that phosphorylated PKR has elicited the ISR in these cells and plausibly contributed to
their degeneration via the ISR-triggered apoptotic pathway) [76,77]. As to how iAβ triggers
the phosphorylation and activation of PKR, experiments with animal models indicated that
this might occur through TNFα [78]. Alternatively, PACT (PKR activator) could mediate the
interaction between iAβ and the kinase; this possibility was suggested by the observation
of the co-localization of PACT and activated PKR in degenerating human neurons [79].
iAβ-mediated activation of PKR through the elevation of PACT levels was also indicated
by its observed suppression in human neuroblastoma cells following the cells’ exposure to
PACT shRNA [79].
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5.3. HRI Kinase Activation Is Triggered by iAβ-Mediated Mitochondrial Dysfunction; Elicitation
of the ISR Follows

The association of AD with mitochondrial distress is well established [80–96]. It is, in
fact, one of the earliest observed events in the progression of the disease. Experimentally,
the exogenous overexpression of Aβ in cell-based studies and in animal models was
demonstrated to be sufficient to initiate mitochondrial distress and trigger cellular stress
response. In this respect, a recent work by Brewer et al. [97] described a phenomenon
whereby “long” Aβ species Aβ45 and Aβ49, generated due to incomplete activity of gamma-
secretases, accumulate intraneuronally (rather than being exported). The levels of iAβ45 in
mitochondria, endosomes, and autophagosomes are significantly elevated with aging; this
results in mitochondrial dysfunction [97]. For mitochondrial dysfunction to translate into
the cellular stress response, the stress signal has to be transmitted from the organelle to the
cytosol. Until recently, it was not entirely clear how it occurs. Studies by Guo et al. [98] and
by Fessler et al. [99] provided the answer. They demonstrated that mitochondrial distress
activates the mitochondrial protease OMA1. In turn, the activated OMA1 cleaves another
mitochondrial protein, DELE1. One of the resulting fragments of DELE1 is exported into
the cytosol. There, it binds to the HRI kinase; this results in the phosphorylation and
activation of HRI, thus continuing the cascade and leading, through the phosphorylation
eIF2α, to the elicitation of the ISR. Data indicate that this signaling pathway is operative in
neuronal cells [99].

6. Self-Perpetuating, AβPP-Independent Generation of iAβ: The Engine That Drives
the Second Stage of AD

In light of the above considerations and to simplify further discussion, the present
study provisionally assumes that the agent driving the second AD stage is iAβ produced
in the AβPP-independent manner. This is a “safe” assumption because (a) it is highly
plausible that this is the case and (b) if the agent in question is not iAβ, neither the logic
of the thesis nor the underlying concepts would be affected [2]; in essence, any potential
agent would have to be able to drive the AD pathology and to sustain and perpetuate its
own production pathway.

To summarize the preceding sections, it has been proposed that in the first AD stage,
AβPP-derived iAβ accumulates, in a decades-long process, to the critical over-the threshold
levels. This leads to the activation of the PKR kinase and, through mitochondrial distress,
of the OMA1-DELE1-HRI signaling pathway. Consequently, eIF2α is phosphorylated and
the integrated stress response elicited. The induction of certain genes’ expression within
the framework of the ISR provides crucial component(s) required for the operation of
the AβPP-independent Aβ generation pathway and causes its activation. The product of
this pathway is, in fact, iAβ (i.e., intraneuronal rather than extracellular Aβ) because the
majority of it, if not the complete output of the pathway, is not secreted but, instead, is
retained within the neurons. The substantially increased influx of iAβ rapidly elevates its
steady-state levels; pathways leading to the elicitation of the integrated stress response
are sustained, and the activity of the AβPP-independent iAβ generation pathway, and,
consequently, uninterrupted influx of iAβ, are perpetuated. These continuous cycles of
the iAβ-stimulated propagation of its own production constitute an engine that drives the
disease, the AD Engine. Its operation is illustrated in Figure 1.

The decades-long accumulation of AβPP-derived iAβ (left box in Figure 1) leading
to the activation of the AβPP-independent iAβ production and, consequently, of the AD
Engine is referred hereafter as “the first stage of AD”. It should be emphasized, however,
that it becomes such only post-factum, provided the disease actually occurs. Otherwise
this is a normal physiological process common to healthy individuals and future AD
patients. Only if and when AβPP-derived iAβ reaches the critical threshold and the AβPP-
independent Aβ generation pathway and, consequently, the self-sustaining AD Engine
(arched arrows-connected boxes in Figure 1) is activated (referred to henceforth as the
symptomatic “second stage of AD”) does the disease commence, and “the first stage of AD”
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earns its name. In this terminology, therefore, “the second stage of AD” is synonymous
with “AD”; both terms are used interchangeably below.

Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 8 of 63 
 

 

The decades-long accumulation of AβPP-derived iAβ (left box in Figure 1) leading 
to the activation of the AβPP-independent iAβ production and, consequently, of the AD 
Engine is referred hereafter as “the first stage of AD”. It should be emphasized, however, 
that it becomes such only post-factum, provided the disease actually occurs. Otherwise 
this is a normal physiological process common to healthy individuals and future AD pa-
tients. Only if and when AβPP-derived iAβ reaches the critical threshold and the 
AβPP-independent Aβ generation pathway and, consequently, the self-sustaining AD 
Engine (arched arrows-connected boxes in Figure 1) is activated (referred to henceforth 
as the symptomatic “second stage of AD”) does the disease commence, and “the first 
stage of AD” earns its name. In this terminology, therefore, “the second stage of AD” is 
synonymous with “AD”; both terms are used interchangeably below. 

Since the symptomatic stage, i.e., stage two of AD, requires the activation of the 
AβPP-independent iAβ production pathway and, consequently, of the AD Engine, fac-
tors determining the attainment of the critical AD Engine-activating threshold by 
AβPP-derived iAβ play the key role in defining the susceptibility to AD. These factors 
and the dynamics of AβPP-derived iAβ accumulation are discussed in detail in the fol-
lowing sections below.  

 

Figure 1. Mechanistic aspects of iAβ dynamics in the ACH2.0 perspective: The AD Engine. Left box: 
The life-long accumulation of intraneuronal Aβ (iAβ) produced in the AβPP proteolytic pathway. 
Two distinct processes contribute to this accumulation: importation of secreted extracellular Aβ 
inside the cell and retention within the neuron of a fraction of Aβ generated by gamma-cleavage of 
the C99 fragment of AβPP on intracellular rather than on plasma membranes. Such accumulation 
of iAβ is a normal physiological process common to healthy individuals and future AD patients. It 
becomes detrimental if and when it reaches the critical threshold and activates the second, symp-
tomatic stage of AD. In the majority of population this threshold is not reached within the lifespan 
of an individual and no AD occurs. Middle box: When iAβ, accumulated in a life-long process, 
reaches the critical threshold invoked above, it mediates the elicitation of the integrated stress re-
sponse, ISR (or of a yet undefined pathway marked XXX). This occurs via the documented activa-
tion of two eIF2α kinases, PKR and HRI (other eIF2α kinases, or yet unidentified mediators de-
noted “???” could be also involved). Activated PKR and/or HRI phosphorylate eIF2α and thus 
trigger the ISR. Top box: The ISR manifests itself as an acute decline in the protein synthesis output. 
The reduction in the global cellular protein synthesis occurs via the suppression of the 
cap-dependent initiation of translation. Concurrently, the ISR promotes cap-independent transla-
tion of selected mRNA species; among those are mRNAs encoding specific transcription factors. 
The ISR-induced transcriptions factors, or translation products of the genes activated by these fac-

Figure 1. Mechanistic aspects of iAβ dynamics in the ACH2.0 perspective: The AD Engine. Left box:
The life-long accumulation of intraneuronal Aβ (iAβ) produced in the AβPP proteolytic pathway.
Two distinct processes contribute to this accumulation: importation of secreted extracellular Aβ
inside the cell and retention within the neuron of a fraction of Aβ generated by gamma-cleavage of the
C99 fragment of AβPP on intracellular rather than on plasma membranes. Such accumulation of iAβ
is a normal physiological process common to healthy individuals and future AD patients. It becomes
detrimental if and when it reaches the critical threshold and activates the second, symptomatic stage
of AD. In the majority of population this threshold is not reached within the lifespan of an individual
and no AD occurs. Middle box: When iAβ, accumulated in a life-long process, reaches the critical
threshold invoked above, it mediates the elicitation of the integrated stress response, ISR (or of
a yet undefined pathway marked XXX). This occurs via the documented activation of two eIF2α
kinases, PKR and HRI (other eIF2α kinases, or yet unidentified mediators denoted “???” could be also
involved). Activated PKR and/or HRI phosphorylate eIF2α and thus trigger the ISR. Top box: The
ISR manifests itself as an acute decline in the protein synthesis output. The reduction in the global
cellular protein synthesis occurs via the suppression of the cap-dependent initiation of translation.
Concurrently, the ISR promotes cap-independent translation of selected mRNA species; among
those are mRNAs encoding specific transcription factors. The ISR-induced transcriptions factors, or
translation products of the genes activated by these factors, plausibly include components critical
for the activation of the AβPP-independent iAβ generation pathway. The bulk, if not the whole
iAβ output is retained within affected neurons. Right box: The increased influx of iAβ generated in
the AβPP-independent manner substantially elevates its steady-state levels. Arched arrows: As the
result of a drastic augmentation of iAβ levels, pathways leading to the elicitation of the integrated
stress response are sustained, and the activity of the AβPP-independent iAβ generation pathway and
uninterrupted influx of iAβ are perpetuated. These continuous cycles of iAβ-stimulated propagation
of its own production constitute an engine that drives AD, the AD Engine. Only when the AD Engine
is activated does the disease commence. A possibility that the agent driving the second AD stage is
not iAβ cannot be excluded; this would not, however, change the logic of the thesis and is discussed
in detail in [2].
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Since the symptomatic stage, i.e., stage two of AD, requires the activation of the
AβPP-independent iAβ production pathway and, consequently, of the AD Engine, factors
determining the attainment of the critical AD Engine-activating threshold by AβPP-derived
iAβ play the key role in defining the susceptibility to AD. These factors and the dynamics
of AβPP-derived iAβ accumulation are discussed in detail in the following sections below.

7. The Dynamics of Aβ Accumulation and of the Disease in AD-Affected Human
Population: Comparison of the ACH and ACH2.0 Perspectives

As described in the preceding sections, in the framework of the ACH2.0 the kinet-
ics and even the occurrence of AD depend on the accumulation of iAβ. Only when it
reaches the critical threshold and triggers the activation of its own production in the AβPP-
independent mode does the symptomatic stage of the disease commence. If this threshold is
not reached within the lifetime of an individual, no AD occurs; in fact, this is what happens
in the majority of the human population. The following sections below are concerned with
the dynamics of iAβ accumulation and, consequently, of the disease. In this respect, it is
instructive to compare these dynamics in two paradigms: the ACH and the ACH2.0. Both
presume that the agent that drives AD is Aβ. The similarity, however, ends here. Whereas
the ACH is centered on extracellular Aβ produced and secreted in the AβPP proteolytic
pathway, in the ACH2.0, the disease is caused by iAβ. No less importantly, the dynamics
of iAβ, or of extracellular Aβ in the case of the ACH, accumulation in the two paradigms
are radically distinct. These dynamics are diagrammatically depicted in Figure 2 (each
continuous line denotes an individual AD patient).

Panel A (sporadic AD) and panel B (FAD) illustrate the ACH-based interpretation of
AD. Blue lines represent the kinetics of accumulation of secreted extracellular Aβ, whereas
red lines represent the kinetics of neurodegeneration; both are single-phased. The kinetics
of the neuronal damage can be further separated into two stages, asymptomatic (red lines)
and symptomatic (red blocks). The latter commences when the levels of secreted Aβ and
the corresponding extent of neurodegeneration reach and cross the threshold T. In this
paradigm, Aβ is generated exclusively by AβPP proteolysis and is secreted outside the cell.
As it accumulates, it causes neuronal damage commencing early in life; the extent of this
damage is proportional to the extent of extracellular Aβ accumulation. Neuronal damages
accrue with time and manifest as AD symptoms late in life in cases of SAD, starting at the
mid-sixties, or much earlier in cases of FAD, where levels of extracellular Aβ reach the T
threshold sooner. In its symptomatic stage, the disease is deemed untreatable. There are
presently no preventive treatments for AD. In the ACH paradigm, were such treatments to
exist, they would be fruitless late in life: even if the AD symptoms did not yet manifest, the
irreversible neurodegeneration already occurred.

In the ACH2.0 paradigm, the principal feature of the dynamics of iAβ accumulation
and of the disease (SAD: panel C; FAD: panel D) is that both are biphasic. In the first stage,
Aβ is produced exclusively by AβPP proteolysis. iAβ is derived only from AβPP and
accrues very slowly, over the bulk of individual’s lifespan. Its accumulation occurs through
the importation of extracellular Aβ inside the cell and via the intraneuronal retention of Aβ
generated by gamma-cleavage of C99 on intracellular membranes. Both processes, and the
resulting accumulation of iAβ, are normal physiological occurrences and take place not only
in future AD patients but also in healthy individuals, as well as in non-human mammals.
Until and unless the T1 threshold is crossed, there is no significant neurodegeneration and
no disease at this stage (black indicator lines). The second stage commences when levels
of iAβ produced in the AβPP proteolytic pathway reach and cross the T1 threshold. This
triggers cellular processes culminating in the initiation of AβPP-independent production
of iAβ, consequent activation of the AD Engine, commencement of the second AD stage,
and symptomatic manifestation of AD. This stage appears to be exclusive to humans or at
least species-specific, probably because the AβPP-independent iAβ production pathway is
(see below).
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neuronal damage. Black lines: Indicator lines; no noticeable neuronal damage. Red blocks: Apop-
totic zone. Threshold T: The level of Aβ and the consequent level of neurodegeneration causing
symptomatic manifestation of AD. Threshold T1: The level of AβPP-derived iAβ triggering cel-
lular processes leading to the activation of the AβPP-independent generation of iAβ. Threshold
T2: The level of iAβ and the consequent degree of neurodegeneration causing cellular commitment
to apoptosis and acute AD symptoms. Panels A,B (SAD, FAD respectively): Dynamics of AD in
the ACH perspective. Extracellular Aβ accumulates and the degree of neuronal damage increases
proportionally. When the T threshold is crossed, the symptomatic AD stage commences. Panels C,D
(SAD, FAD respectively): Dynamics of AD in the ACH2.0 perspective. Following crossing of the T1
threshold by iAβ produced in the AβPP proteolytic pathway, its generation in the AβPP-independent
pathway commences. Since the entire Aβ output of the AβPP-independent pathway is retained
intraneuronally, the rate of iAβ accumulation greatly accelerates and its levels substantially and
rapidly increase, which causes, via the cascade involving tau pathology, significant neuronal damage
and triggers initial AD symptoms. When iAβ, and the consequent degree of neuronal damage reach
and cross the T2 threshold, the cell apoptotic pathway is triggered and acute AD symptoms manifest.
(Panel E): iAβ dynamics in subjects (including non-human mammals) with an inoperative second stage.
AβPP-derived iAβ reaches and crosses the T1 threshold but the AβPP-independent iAβ generation
pathway remains inoperative. Neither levels of iAβ causing AD-related damage nor the T2 threshold
are reached, no AD occurs.

Since the entire Aβ output of the AβPP-independent pathway is retained intraneu-
ronally, in the second AD stage the rate of iAβ accumulation greatly accelerates and its
levels substantially and rapidly increase, which causes, via the cascade involving tau pathol-
ogy, significant neuronal damage and triggers the initial AD symptoms (red lines). When
iAβ, and the consequent degree of neuronal damage reach and cross the T2 threshold, the
irreversible apoptotic pathway is triggered (red blocks), and acute AD symptoms mani-
fest. In contrast to the ACH-based interpretation of the disease, in the ACH2.0 paradigm
preventive treatment, if and when available, would be successful at any time before the
second phase is initiated. If the latter were precluded, e.g., via suppression of the AβPP-
independent iAβ generation pathway (panel E), no AD would occur; this is the scenario
that plays out in some, or possibly in all, non-human mammals.

8. The iAβ Dynamics in the Affected Neuronal Population of an Individual Patient in
the ACH2.0 Perspective

The dynamics of iAβ accumulation and of the disease in AD-affected human pop-
ulation, discussed in the preceding section, presents a “coarse-grained” picture of the
evolution of AD. To gain a better understanding, one should consider the iAβ dynamics
in the affected neuronal population of an individual AD patient; it’s understanding could
be instrumental in defining therapeutic strategies applicable in the ACH2.0 framework.
Two principal, conceptually distinct, versions of such dynamics could be envisaged in
the ACH2.0 perspective. In one version, illustrated in Figure 3, panels A and B (every
continuous blue line represents a single affected neuron), individual neurons reach and
cross the T1 threshold with a stochastic distribution within a broad time interval, which
primarily determines the duration of the disease. Subsequent to the T1 threshold crossing
by AβPP-derived iAβ, the AβPP-independent iAβ generation pathway and, consequently,
the AD Engine are activated, the rate of iAβ accumulation and its cellular levels are sharply
elevated, and neuronal damage rapidly increases. Following crossing of the T2 threshold,
neurons enter the apoptotic pathway and are ultimately lost. When a sufficient fraction of
neurons lose their functionality or die, acute AD symptoms manifest, as shown in panel
A of Figure 3. With the progression of the disease, additional neurons cross first the T1
and then the T2 thresholds, and the disease reaches its end stage, as shown in panel B of
Figure 3.
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Figure 3. iAβ dynamics in the affected neuronal population of an individual patient in the
ACH2.0 perspective. Blue lines: Levels of iAβ in individual AD-affected neurons. Threshold T1:
The level of AβPP-derived iAβ triggering cellular processes leading to the activation of the AβPP-
independent generation of iAβ. Threshold T2: The level of iAβ and the consequent degree of
neurodegeneration causing cellular commitment to apoptosis and acute AD symptoms. Red blocks:
Apoptotic zone. Vertical blue arrows: Commencement of the occurrence of AD symptoms. Panel A:
Individual neurons reach and cross the T1 threshold with a stochastic distribution within a broad
time interval, which primarily determines the duration of the disease. Subsequent to the T1 threshold
crossing by AβPP-derived iAβ, the AβPP-independent iAβ generation pathway is activated, the rate
of iAβ accumulation and its cellular levels are sharply elevated, and neuronal damage rapidly increases.
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Following crossing of the T2 threshold, neurons enter the apoptotic pathway and are ultimately
lost. When sufficient fraction of neurons lose their functionality or die, AD symptoms manifest
while a substantial proportion of affected neurons have not yet crossed the T1 threshold. Panel B:
With the progression of the disease, additional neurons cross first the T1 and then the T2 thresholds
and the disease reaches its end stage. Panel A’: The neuronal crossing of the T1 threshold occurs
within relatively short time interval. Subsequent to the crossing of the T1 threshold, the affected
neurons advance toward and cross the T2 threshold in a broad stochastic distribution; the temporal
duration of this distribution determines the duration of the disease. When the neuronal damage
or loss occurred to a degree sufficient for symptomatic manifestation of the disease, the majority, if
not the entire population, of the affected neurons already crossed the T1 threshold. Panel B’: As the
disease progresses, more neurons reach the T2 threshold and enter the apoptotic pathway; eventually,
the end stage is reached.

However, in the face of the empirical data, this scenario is, apparently, unviable. In-
deed, as shown in panel A of Figure 3, when a fraction of affected neurons reaches the
T2 threshold and AD symptoms manifest, a large proportion of affected neurons have
not yet crossed the T1 threshold. If, at this time, the generation of Aβ in the AβPP pro-
teolytic pathway were repressed, for example, by BACE1 inhibitors shown capable of
effectively achieving this [11,12], the accumulation AβPP-derived iAβ should be slowed.
Consequently, crossing of the T1 threshold by the affected neurons should also be slowed
or precluded, and the progression of AD should be, likewise, slowed or arrested. However,
in human clinical trials of verubecestat, these effects were seen neither with mild to mod-
erate [11] nor with prodromal patients [12] despite the observed strong inhibition of Aβ
production in the AβPP proteolytic pathway.

Another version of iAβ dynamics in the affected neuronal population of individual
AD patient is illustrated in Figure 3, panels A’ and B’. The main feature, suggested by
experimental data [11,12] and distinguishing this version from the above described ver-
sion, is the duration of the neuronal crossing of the T1 threshold: here, it occurs within
relatively short time interval. Subsequent to the crossing of the T1 threshold, the affected
neurons advance toward and cross the T2 threshold in a broad stochastic distribution; the
temporal duration of this distribution determines the duration of the disease in this version.
Importantly, when the neuronal damage and/or loss occurred to a degree sufficient for
symptomatic manifestation of the disease, the majority, if not the entire population, of the
affected neurons, have already crossed the T1 threshold, as shown in Figure 3, panel A’.
Since, subsequent to the T1 threshold crossing, the AβPP-independent iAβ generation
pathway is activated in all or nearly all affected neurons, BACE1 inhibitors (or drugs target-
ing the accumulation of AβPP-derived iAβ) would be rendered therapeutically ineffective,
a notion that was indeed corroborated by the empirical data [11,12].

As the disease progresses, more neurons reach the T2 threshold and enter the apoptotic
pathway; eventually, the end stage is reached, as shown in panel B’ of Figure 3. The above
two versions of iAβ dynamics in the affected neuronal population are just basic outlines
of the process. Intermediary versions that combine features of the two basic scenarios can
also be envisioned. However, the essential requirement of any version is that by the time
AD symptoms manifest, the levels of iAβ produced in the AβPP proteolytic pathway have
already crossed the T1 threshold, and the second AD stage has commenced in the majority
of affected neurons.

9. The Dynamics of AD in the ACH2.0 Perspective: Effect of the Rate of Accumulation
of AβPP-Derived iAβ in the Affected Neuronal Population of an AD Patient

As discussed above, in the framework of the ACH2.0, the “second stage of AD” is,
de facto, symptomatic AD, i.e., the stage where AD-causing, iAβ-mediated neurodegen-
eration actually takes place. Moreover, as argued in the preceding sections, the “first AD
stage” becomes such only post-factum, if and when AβPP-derived iAβ levels cross the T1
threshold and the disease actually occurs. Otherwise, it is a normal physiological process
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shared by healthy individuals and (future) AD patients; if the stage two of AD, i.e., the self-
perpetuating AβPP-independent iAβ generation pathway, is “cancelled”, as depicted in
the panel E of Figure 2 above, and only the AβPP proteolytic pathway remains operational,
there could be no AD because AβPP-derived iAβ would not reach AD neurodegeneration-
causing levels within the lifespan of an individual. The second AD stage (synonymous
with AD, as defined above) commences when the levels of AβPP-derived iAβ reach and
cross the T1 threshold and trigger the activation of the AβPP-independent iAβ production
pathway and the consequent operation of the self-sustaining AD Engine. Accordingly, in
the ACH2.0 perspective the susceptibility to AD is defined by two factors, which determine
the timing of the T1 crossing by AβPP-derived iAβ: the rate of accumulation of AβPP-
derived iAβ and the extent of the T1 threshold. In the present section, we consider the
effect of the former in SAD (or prospective SAD) with a given, relatively low, extent of the
T1 threshold (and, consequently, insignificant extent of AβPP-derived iAβ accumulation-
related cell damage prior to the T1 threshold’s crossing), within temporal boundaries of the
symptomatic stage between 65 and 100 years of age (the former reflects a statistical age of
the onset of SAD and the latter is a reasonable cut-off, i.e., the assumed lifespan; increasing
this number would not change the logic but would make the figure more cumbersome).
The present section analyzes only the effect of the rate of accumulation of AβPP-derived
iAβ on its crossing (or not crossing) the T1 threshold and the consequent occurrence of AD.
This analysis is not concerned with the rate of accumulation of iAβ (mostly iAβ generated
independently of AβPP) in the second AD stage. The latter does not impact the former
in any way, and its effect on the progression of the second AD stage is discussed below
(Section 20).

Figure 4 illustrates the effect of the rate of AβPP-derived iAβ accumulation on the
timing of the commencement of the second AD stage. In panel A, the rate is such that
AD symptoms manifest at about 65 years of age. As the rate decreases, the timing of
AβPP-derived iAβ crossing of the T1 threshold, and, consequently, of the commencement
of stage two of AD, increases. In panel B, this timing is such that AD symptoms manifest at
about 85 years of age. In panel C, AβPP-derived iAβ crosses the T1 threshold and initiates
the AβPP-independent iAβ production pathway so late that, while the manifestation of
AD symptoms commences, the disease does not run its complete course within the lifespan
of an individual. In panel D, the rate of AβPP-derived iAβ accumulation is sufficiently
low for it not to reach the T1 threshold within the lifespan of an individual. Importantly,
in contrast to the analogous process in panels A through C, the process depicted in panel
D is not “the first AD stage” because the T1 threshold is not crossed and the disease does
not occur. This scenario (panel D) describes, in fact, individuals that do not develop AD
in their lifetime, the current majority of the general population. These individuals do not
develop the disease not because they are “resistant” to it but because they simply run out
of time, that is, the lifetime, to do so. The “resistance to AD” is conferred by the low rate
of AβPP-derived iAβ accumulation, as shown in Figure 4, or by the high extent of the T1
threshold, as discussed in the following section, or by the combination of both; in all cases,
the T1 threshold is not reached and the second AD stage is not triggered within the lifespan
of an individual.

It is of a substantial interest that all known mutation(s) or factors that protect from AD
have the same underlying mode of operation: they all reduce the rate of AβPP-derived iAβ
accumulation and prevent (or delay) the crossing of the T1 threshold by AβPP-derived
iAβ within individual’s lifespan, whereas, as described below, all known FAD-causing
mutations increase the rate of AβPP-derived iAβ accumulation and accelerate the crossing
of the T1 threshold. It follows, from the above considerations, that given a sufficiently
long lifespan, AD is an inevitable disorder. As a case in point, if one extrapolates the
kinetics of AβPP-derived iAβ accumulation in panel D of Figure 4, the crossing of the T1
threshold and the commencement of the stage two of AD would occur at about 120 years
of age, provided an individual in question is still alive. Such longevity is, apparently, a
currently improbable and/or infrequent occurrence, but it is, possibly, attainable in the not-
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so-distant future. The anticipated increase in longevity would inevitably be accompanied
by a corresponding increase in the incidence of AD if the population were not treated
preventively.
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neuronal Aβ levels; T1: The level of iAβ that triggers elicitation of the integrated stress response,
initiation of AβPP-independent generation of iAβ, and activation of the AD Engine. T2: The level of
iAβ that triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected neurons
either committed to apoptosis or dead. The T1 threshold is constant and is chosen deliberately
low, so that the extent of AβPP-derived iAβ-accumulation-related neuronal damage prior to the T1
threshold’s crossing is insignificant and inconsequential. The Figure does not consider the effect of
the rate of iAβ (mostly iAβ generated independently of AβPP) accumulation in the second AD stage,
which is assumed constant for purposes of this analysis. The lifespan is assumed to end at 100 years
of age. In panel A, the rate of AβPP-derived iAβ accumulation is such that AD symptoms manifest
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at about 65 years of age (statistical age of the commencement of AD). As the rate of AβPP-derived iAβ
accumulation decreases, the timing of its reaching and crossing the T1 threshold, and consequently of
the commencement of stage two of AD, increases. In panel B, this timing is such that AD symptoms
manifest at about 85 years of age. In panel C, AβPP-derived iAβ crosses the T1 threshold and
initiates the AβPP-independent iAβ production pathway so late that, while the manifestation of
AD symptoms commences, the disease does not run its complete course within the lifespan of an
individual. In panel D, the rate of AβPP-derived iAβ accumulation is sufficiently low for it not to
reach the T1 threshold within the lifespan of an individual. Therefore, the depicted process is, in
contrast to the analogous process in panels A through C, not “the first stage of AD”. Note that given
a sufficient lifespan, AβPP-derived iAβ would eventually cross the T1 threshold and AD would
inevitably occur.

10. The Dynamics of AD and AACD in the ACH2.0 Perspective: Effect of the Extent of
the T1 Threshold in the Affected Neuronal Population of an AD Patient—AACD as an
Extended Segment of the Stage One of AD

The present section analyzes effects of the extent of the T1 threshold and considers
the nature of AACD. The mechanistic definition of AACD has been provided previously
in [2]. It is based on the understanding of the nature of an AACD-causing agent. What is
the cause of AACD? To answer this question, we would like to invoke again the principal
basis for the formulation of the ACH. It was the discovery of a single mutation affecting
Aβ and segregating with FAD [7]. This observation was deemed sufficient to deduce, by
extrapolation, that Aβ causes FAD. In case of AACD, we have an observation of a similar
nature and comparable caliber: a mutation affecting Aβ, in fact a mutation of Aβ, the
Icelandic mutation [4,5], protects from AACD as well as from AD. Applying the same
logic, one can, by inversion, infer that Aβ causes AACD. The nature of AACD, i.e., in what
manner Aβ executes its causative action in AACD, is indicated by the analysis of the effect
of the extent of the T1 threshold on the dynamics of AD (and apparently of AACD) within
the same temporal boundaries as those utilized in the preceding section. In this analysis,
the rate of accumulation of AβPP-derived Aβ is presumed to be constant, a given. The
extent of the T1 threshold, however, is increasing in succeeding panels of Figure 5. As
in the preceding section, this analysis is not concerned with the effects of changes in the
rate of iAβ accumulation above the T1 threshold or in the extent of the T2 threshold, the
parameters discussed in Section 20 below.

In panel A of Figure 5, the T1 threshold is chosen deliberately low, low enough that
the accumulation of AβPP-derived iAβ results in no significant cellular damage. It is
logically reasonable, however, to assume that with the T1 threshold of variable extent, this
is not always the case. As the extent of T1 increases, AβPP-derived iAβ is bound to reach
the sub-T1 level, inadequate to trigger the second AD stage but sufficient to cause the
consequential neuronal damage. To indicate the extent of iAβ accumulation where such
damage commences, another threshold, the T0, is introduced in panel B of Figure 5. We
posit that it is this AβPP-derived iAβ-inflicted neuronal damage, occurring between the
thresholds T0 and T1 which causes AACD (when in such cases the T1 threshold is crossed,
AACD morphs, by definition, into AD; see the following section on the subject), that the
differential in iAβ levels between the extents of the T0 and T1 thresholds constitutes the
“AACD Zone” (gradient-pink boxes in Figure 5), and that the duration (time period between
the T0 and T1 threshold crossings by AβPP-derived iAβ) and the consequent severity of
AACD depend on the size of the AACD Zone, i.e., the T1/T0 differential, and the rate
of AβPP-derived iAβ accumulation (the lower the rate, the longer it takes to traverse the
differential and the longer the duration).
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levels. T0: iAβ levels that trigger neuronal damage manifesting as AACD. T1: iAβ level that triggers
elicitation of the integrated stress response, initiation of AβPP-independent generation of iAβ and the
activation of the AD Engine. T2: iAβ level that triggers cell’s commitment to the apoptotic pathway.
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“AACD Zone”, the differential between the T0 and T1 threshold levels of AβPP-derived iAβ (more
precisely, between the T0 and the maximum level reached by AβPP-derived iAβ short of the T1
threshold). The rate of accumulation of AβPP-derived iAβ and the extent of the T0 threshold are
constant, and the lifespan is assumed to terminate at 100 years of age; the only variable is the extent
of the T1 threshold. In panel A, the T1 threshold is chosen deliberately low, so that the accumulation
of AβPP-derived iAβ results in no significant neuronal damage. With the increase of the extent of
the T1 threshold, such damage would inevitably occur at the sub-T1 levels of AβPP-derived iAβ; to
indicate the extent of iAβ accumulation where such damage commences, another threshold, the T0 is
introduced in panel B and it is posited that it is this AβPP-derived iAβ-inflicted neuronal damage,
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occurring between the thresholds T0 and T1 which causes AACD (on the more precise definition of
the upper AACD boundary, see text). In panel C, the extent of the T1 threshold increases. With the rate
of AβPP-derived iAβ accumulation and the extent of the T0 threshold remaining constant, the AACD
Zone increases accordingly, as does the duration and the severity of the dysfunction. While the timing
of the commencement of AACD does not change with the increasing extent of the T1 threshold,
the timing of the commencement of the second AD stage increases in a direct proportion, and the
probability of developing AD within the remaining lifespan decreases in an inverse proportion to
the increase in the extent of the T1 threshold. In panel D, the extent of the T1 threshold is such that
the level of AβPP-derived iAβ does not reach the T1 threshold within the lifespan of an individual.
With the extent of the T0 threshold and the rate of AβPP-derived iAβ accumulation fixed, the timing
of the commencement of AACD remains constant, but the AACD Zone further increases. On the
other hand, since the T1 threshold is not crossed, there is no activation of the AβPP-independent iAβ
production pathway, no stage two of AD ensues, no AD occurs. Note, however, that the T1 threshold
would be crossed and AD would certainly occur provided the lifespan is long enough.

In panel C of Figure 5, the extent of the T1 threshold increases. With the rate of
AβPP-derived iAβ accumulation and the extent of the T0 threshold remaining constant, the
AACD Zone increases accordingly, as does the duration and the severity of the dysfunction
(it is assumed that higher levels of AβPP-derived iAβ over the T0 threshold equals greater
neuronal cells damage). Importantly, while the timing of the commencement of AACD does
not change with the increasing extent of the T1 threshold (it depends solely on the extent
of the T0 threshold and the rate of accumulation of AβPP-derived iAβ, both parameters
constant in the present narrative), the timing of the commencement of the second AD
stage increases in a direct proportion, and the probability of developing AD within the
remaining lifespan decreases in an inverse proportion of the increase in the extent of the
T1 threshold. Finally, in panel D of Figure 5, the extent of the T1 threshold is such that
the level of AβPP-derived iAβ does not reach it within the lifespan of an individual. With
the extent of the T0 threshold and the rate of AβPP-derived iAβ accumulation fixed, the
timing of the commencement of AACD remains constant, but the AACD Zone, as well
as the duration and the severity of the dysfunction further increase. On the other hand,
since the T1 threshold is not crossed, there is no activation of the AβPP-independent iAβ
production pathway, no stage two of AD ensues, no AD occurs (note, however, that the T1
threshold would be crossed and AD would occur provided the lifespan is long enough).
It appears, therefore, that a kind of a trade-off is in play: A decrease in the probability
of AD (or its delay and, possibly, avoidance) due to the elevated T1 threshold is paid
for by the increased probability of the occurrence of AACD. Any cognitively functional
individual would probably embrace such trade-off. But, potentially, there is no need to
choose a lesser of two evils; as described elsewhere [1,2] and discussed below, a single,
once-in-a-lifetime-only administration of a preventive or curative treatment is apparently capable of
protecting from both AD and AACD for the remaining lifespan of an individual regardless of the
extent of the T1 threshold.

To summarize, in light of the above, in the ACH2.0 framework, AACD is defined as
the symptomatic manifestation of the neuronal cell damage caused by AβPP-derived iAβ
accumulated to the concentration range between the T0 and T1 thresholds [2], a process
that evolves into AD if and when iAβ levels reach and cross the T1 threshold and activate
the AβPP-independent iAβ generation pathway. Its occurrence requires a relatively high
extent of the T1 threshold, certainly in excess of that of the T0 threshold. In this context,
AACD can be considered an extended stage One of AD, or, more precisely, an extended
segment of the first AD stage; “extended” in terms of the augmented (in comparison with
AD that is not preceded by AACD) capacity to accumulate AβPP-derived iAβ prior to
the T1 threshold crossing [2]. Importantly, statistical age of the onset of AACD is greater
than that of the onset of SAD [100,101]. This observation is consistent with the notion
that in the population that eventually develops AACD, the T0 threshold is higher than the T1
threshold in the SAD-predisposed population, i.e., that the low extents of the T1 threshold appear
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to be a predisposition contributing to the occurrence of SAD. This notion is of a considerable
importance for two reasons. First, drugs targeting the accumulation of AβPP-derived iAβ,
which are inapplicable at the second AD stage (symptomatic AD), could be nevertheless
effective in the treatment of symptomatic AACD (see below). Second, any preventive
treatment effective for AD would be equally effective in prevention of AACD.

11. Symptoms of AACD-Associated Cognitive Impairment May Overlap with and Could
Be Indistinguishable from Those of AD-Associated Mild Cognitive Impairment

From the definition of AACD as the symptomatic manifestation of the neuronal cell
damage caused by iAβ accumulated within a certain concentration range [2], it follows
that symptoms of AACD may overlap with and could be indistinguishable from those
of AD-associated mild cognitive impairment. Indeed, consider the situation depicted in
Figure 6. In panels A through C of Figure 6, all kinetic parameters are, with one exception,
constant. These parameters include the extents of the T0 and T2 thresholds as well as the
rate of iAβ accumulation. The only exception is the extent of the T1 threshold. In panel
A of Figure 6 it is high and is not reached within the lifespan of an individual. AACD
commences with the crossing of the T0 threshold and continues for the remaining portion
of the lifespan (gradient-pink box). In this case, iAβ-caused cognitive impairment is clearly
attributable solely to AACD. In panel B of Figure 6, the T1 threshold is lowered. The
same range of iAβ within the gradient-pink box as shown in panel A is divided in panel B
into two portions: pre-T1 crossing and post-T1 crossing. Because the range of iAβwithin
gradient-pink boxes is the same in panels A and B, symptoms are also the same. But pre-T1
crossing they are AACD-associated cognitive impairment (AACD-CI), whereas post-T1
crossing they constitute AD-associated mild cognitive impairment (AD-MCI). In panel C
of Figure 6, the same iAβ range within the gradient-pink box as in panels A and B occurs
entirely post-T1 crossing. Since the iAβ range within the box is the same as in panels A and
B, the symptoms also are, but now they constitute, in their entirety, AD-associated mild
cognitive impairment. Note that, since the rate of iAβ accumulation is greater post-T1 than
pre-T1 crossing, the duration of symptoms decreases in successive panels of Figure 6.

Conceivably, it could be argued that the above terminological distinctions are purely
semantic; after all, the same symptoms are caused by iAβ of any origin within a certain
range of concentration, and the symptoms are the symptoms, regardless of what name you
attach to them. This, however, is certainly not the case in the situation under discussion:
here, the distinction is not semantic but functional because mechanisms underpinning
the two conditions (AACD-CI and AD-MCI) are distinctly different. Indeed, due to its
underlying mechanism (i.e., the accumulation of AβPP-derived iAβ to a certain range),
AACD-CI can be treated by drugs reducing the influx of AβPP-derived iAβ and thus
suppressing its rate of accumulation [1–3], whereas the same drugs would be completely
ineffective in the treatment of AD-MCI, which is driven by iAβ produced independently
from AβPP [1–3]. On the other hand, drugs reducing iAβ levels via its targeted degradation
regardless of its origin (i.e., both AβPP-derived and produced independently of AβPP),
such as the enhancers of iAβ-cleaving activities of BACE1 and BACE2, would be equally
effective in treatment of both AACD-CI and AD-MCI [1–3] (further discussed below). In
light of the above, since the symptoms of AACD-CI and AD-MCI could be overlapping,
the determination of their origin could be of substantial importance. To determine whether
AβPP-derived iAβ levels have crossed the T1 threshold is, however, challenging. Since
the T1 threshold differs individually, the objective operational criterion to determine it’s
crossing by AβPP-derived iAβ is the detection of the activity of AβPP-independent iAβ
production pathway. The feasible means to assess the activity of this pathway are addressed
below (Sections 22 and 26).
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Figure 6. Symptoms of AACD-associated cognitive impairment may overlap with and could be
indistinguishable from those of AD-associated mild cognitive impairment. iAβ: Intraneuronal Aβ
levels. T0: iAβ levels that trigger neuronal damage manifesting as AACD. T1: iAβ level that triggers
elicitation of the integrated stress response, initiation of AβPP-independent generation of iAβ, and
the activation of the AD Engine. T2: iAβ level that triggers cell’s commitment to apoptosis. Red blocks:
Fraction of affected neurons either committed to apoptosis or dead. Gradient-pink boxes: “AACD
Zone”, the differential between the T0 and T1 threshold levels of AβPP-derived iAβ. The rate of
accumulation of AβPP-derived iAβ and the extent of the T0 threshold are constant, and the lifespan is
assumed to terminate at 100 years of age; the only variable is the extent of the T1 threshold. In panel
A the T1 is high and is not reached within the lifespan of an individual. AACD commences with the
crossing of the T0 threshold and continues for the remaining portion of the lifespan (gradient-pink
box). In this case, iAβ-caused cognitive impairment is clearly attributable to AACD. In panel B, the
T1 threshold is lowered. The same range of iAβ within the gradient-pink box as shown in panel A is
divided in panel B into two portions: pre-T1 crossing and post-T1 crossing. Because the range of iAβ
within the gradient-pink boxes in panels A and B is the same, the symptoms are also the same. But
pre-T1 crossing, they comprise AACD-associated cognitive impairment, whereas post-T1 crossing,
they constitute AD-associated mild cognitive impairment. In panel C, the same iAβ range within
the gradient-pink box as in panels A and B occurs entirely post-T1 crossing. Since the iAβ range
within the box is the same as in other panels, the symptoms also are, but now they constitute, in their
entirety, AD-associated mild cognitive impairment. Note that since the rate of iAβ accumulation is
greater post-T1 than pre-T1 crossing, the duration of symptoms decreases in successive panels.

12. Putative Principles of the AD and AACD Dynamics

The line of reasoning pursued in the preceding sections suggests the following putative
principles of the AD and AACD dynamics. These principles are concerned with events
occurring within the first stage of AD and do not address the processes taking place at the

106



Int. J. Mol. Sci. 2023, 24, 12246

second AD stage, which are discussed in detail below. Moreover, the kinetics of stage Two
of AD influences neither that of its stage One nor any of the principles formulated below.

1. At a given extent of the T1 threshold, the timing of the commencement of the sec-
ond AD stage (effectively the timing of AD, referred to below as such) is inversely
proportional to the rate of accumulation of AβPP-derived iAβ.

2. At a given rate of accumulation of AβPP-derived iAβ, the timing of the commence-
ment of AD is directly proportional to the extent of the T1 threshold.

3. In the both cases mentioned above, either the rate of AβPP-derived iAβ accumulation
or the extent of the T1 threshold or the combination of both could be such that the
timing of the commencement of AD would exceed the lifespan of an individual.

4. Combination of the rate of accumulation of AβPP-derived iAβ and the extent of the
T1 threshold determine the susceptibility of an individual to AD within a typical
lifespan.

5. Regardless of the rate of AβPP-derived iAβ accumulation and of the extent of the T1
threshold, the occurrence of AD is inevitable given sufficient duration of the lifespan.

6. At a given extent of the T1 threshold and regardless of the rate of AβPP-derived iAβ
accumulation, AACD would not occur if the T1 threshold is sufficiently low (not ex-
ceeding the T0 threshold), but AD may occur, subject to the rate of iAβ accumulation.

7. When the extent of the T1 threshold is sufficiently high, i.e., exceeds that of the T0

threshold, and the extent of the T0 threshold is constant, the timing of the commence-
ment of AACD is inversely proportional to the rate of accumulation of AβPP-derived
iAβ.

8. With the extent of the T0 threshold and the rate of AβPP-derived iAβ accumulation
fixed, the timing of the commencement of AACD remains constant, but the AACD
Zone increases in direct proportion to the increasing extent of the T1 threshold.

9. At a given rate of accumulation of AβPP-derived iAβ, the duration and severity of
AACD are directly proportional to the differential between the extents of the T0 and
T1 thresholds (the “AACD Zone”).

10. Given the extent of the T0 threshold is always lower than that of the T1 threshold and
regardless of the rate of AβPP-derived iAβ accumulation and of the extent of the T1
threshold, AACD would inevitably occur given sufficient duration of the lifespan.

11. The T1 threshold is a demarcation line between AD and AACD; when it is crossed by
the bulk (or sufficient fraction) of affected neurons, AACD evolves into AD.

12. Given a limited lifespan and sufficient AACD Zone, AACD may develop without
AβPP-derived iAβ reaching the T1 threshold.

13. Given a limited lifespan, AACD is not always followed by AD (but AD will always
follow if the lifespan is long enough).

14. Given the sufficiently high T1 threshold, if AD occurs, it is always preceded by AACD.

13. Potential Fluidity of Kinetic Parameters Defining the Dynamics and Occurrence of
AD and AACD

The preceding sections depicted the kinetic parameters that define the occurrence of
AD and AACD as constant throughout the lifetime. This, however, is not necessarily the
case. In principle, the incidence of both conditions, AD and AACD, is determined primarily
by the following three parameters: the extents of the T0 and T1 thresholds and the rate of
accumulation of AβPP-derived iAβ. The crossing of the T0 threshold by AβPP-derived
iAβ activates AACD; that of the T1 threshold triggers AD. Each of these parameters is
potentially variable and can modulate with age in both linear and non-linear manner. Since
the crossing of the T0 and T1 thresholds triggers the commencement of AACD and of AD
respectively, it can be assumed that increases in the extents of the T0 and T1 thresholds in
a time-dependent manner during the lifetime would delay or prevent the occurrence of
AACD and AD and the lowering of these thresholds would accelerate the commencement
of both conditions. Similarly, the time-dependent reduction in the rate of accumulation
of AβPP-derived iAβwould delay or prevent the incidence of both conditions, whereas
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its increase as a function of time would accelerate the commencement of both AACD and
AD. In any case it should be emphasized that, importantly, even with the time-dependent
modulation of the extents of the relevant thresholds or the potential aging-related variability
of the rate of accumulation of AβPP-derived iAβ, the dynamic aspects of the T0 and T1
crossings would remain subjects to the same logic as applied above and would be fully
consistent with the proposed therapeutic strategies for AD and AACD discussed below.

14. Protection from AD and AACD Conferred by the Icelandic AβPP Mutation Is Due
to Dynamic Changes in iAβ Accumulation: Mechanistic Interpretation in the
ACH2.0 Perspective

The validity of any novel concept demands that it is consistent with all prior observa-
tions and is capable of explaining all outstanding unexplained phenomena and making
meaningful predictions. The ACH2.0 does all of this. It explains, as discussed above, why
numerous candidate AD drugs showed no efficacy in human clinical trials (due to the
occurrence of AβPP-independent production of iAβ) yet were very effective in animal
studies (due to the lack of the second AD stage, i.e., the absence of the generation of iAβ
independently of AβPP in animal models). It predicts that at least some of those drugs
could be effective in prevention of AD and in the treatment of AACD but that conceptually
different types of drugs are required for the treatment of symptomatic AD [1–3]. It also
predicts the occurrence in human AD-affected neurons of C99 and Ab species that contain
additional methionine residue at their N-terminus (discussed below). The present and
several following sections consider the phenomena of protection from AD and AACD and
of causation of the early onset of AD (FAD) and provide the mechanistic interpretation of
both occurrences in terms of the ACH2.0 and, more specifically, in terms of the dynamics of
accumulation of AβPP-derived iAβ.

The Icelandic AβPP mutation A673T, also known as Aβmutation A3T since it occurs
within Aβ, was shown to protect its carriers from AD by augmenting the efficiency of
BACE1-mediated cleavage at the β’ site within Aβ [1,2]. Remarkably, it also protects from
the pervasive aging-associated cognitive decline, AACD [1,2]. This is a striking observation.
It implies that Aβ is involved in AACD, and that its role in this dysfunction is apparently
similar, i.e., causative, to the role it performs in AD. Considering the dynamics of iAβ
accumulation within the ACH2.0 framework, described above, it is clear how the Icelandic
mutation protects from AD. It does so by increasing the rate of BACE1 cleavage at the β′ site
within Aβ segment of the precursor molecule as well as within already formed iAβ, thus
lowering the rate of accumulation of AβPP-derived iAβ. Indeed, in the mutation carriers
less Aβ is produced in the AβPP proteolytic pathway and more iAβ is cleaved at the β′ site,
therefore the steady state influx of iAβ is lowered and the rate of its accumulation is reduced.
Consequently, AβPP-derived iAβ levels do not reach the T1 threshold within the lifespan of
a mutation carrier (or reach it much later than in wild-type AβPP carriers), and the disease
either does not occur or is delayed. As for AACD, its definition as the extended segment of
the first AD stage, commencing with the crossing of the T0 threshold by AβPP-derived iAβ,
provides the explanation for how the Icelandic mutation protects from aging-associated
cognitive decline: in exactly the same manner that it renders protection from AD, namely
by lowering the rate of AβPP-derived iAβ accumulation with the result that iAβ levels
do not reach the T0 threshold within the lifetime of a mutation carrier (or reach it at a
substantially later age than in wild-type AβPP carriers).

The above mechanistic interpretation of the protective effect of the Icelandic mutation
in AD and AACD is illustrated in Figure 7. Panels A, B, and C of Figure 7 depict diagram-
matically three principal variants of the iAβ-caused diseases, i.e., AD and AACD, occurring
in wild-type AβPP carriers. In these panels, the rate of AβPP-derived iAβ accumulation
is constant, a given, and so is the extent of the T0 threshold; the lifespan in each case is
assumed to end at 100 years of age. On the other hand, the extent of the T1 threshold is
variable and dictates whether AACD and AD do or do not occur. In panel A of Figure 7,
the T1 threshold is below the AβPP-derived iAβ level required for the initiation of AACD
(T0 threshold). When the T1 threshold is reached, the AβPP-independent iAβ generation
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pathway is activated and AD commences. When iAβ (mostly produced at this point in-
dependently of AβPP) levels reach the T0 threshold, AD-MCI symptoms would occur, as
discussed above, and morph rapidly into AD.
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manifesting as AACD. T1: iAβ level that triggers elicitation of the integrated stress response, initiation
of AβPP-independent generation of iAβ, and the activation of the AD Engine. T2: iAβ level that
triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected neurons either
committed to apoptosis or dead. Gradient-pink boxes: “AACD Zone”, the differential between the T0

and T1 threshold levels of AβPP-derived iAβ (more precisely, between the T0 and the maximum level
reached by AβPP-derived iAβ short of the T1 threshold). Panels A, B, and C depict three principal
variants of the iAβ-caused disease occurring in wild-type AβPP carriers. The rate of AβPP-derived
iAβ accumulation is assumed constant and so is the extent of the T0 threshold; the lifespan in each
case is limited to 100 years of age. On the other hand, the extent of the T1 threshold is variable
and dictates whether AACD and AD do or do not occur. In panel A, the T1 threshold is below the
AβPP-derived iAβ level (T0 threshold) required for the initiation of AACD. When the T1 threshold is
reached, the AβPP-independent iAβ generation pathway is activated and AD commences. In panel
B, the T0 threshold level is below that of the T1 threshold. When the levels of AβPP-derived iAβ
reach the former, AACD commences and persists until AβPP-derived iAβ crosses the latter, i.e., for
the duration of the AACD Zone (gradient-pink box), whereupon it evolves into AD. In panel C, the
extent of the T1 threshold is such that at a given rate of accumulation of AβPP-derived iAβ, the T1
threshold cannot be reached, the AβPP-independent iAβ generation pathway cannot be activated,
and AD cannot occur within the lifetime of an individual. When AβPP-derived iAβ levels cross the
T0 threshold, AACD commences and continues for the remaining part of the lifespan. Panels A’, B’,
and C’ depict mechanistic interpretation of the protective effect of the Icelandic AβPP mutation within
the framework of the ACH2.0. In all three variants of potential AD/AACD, the rate of accumulation
of AβPP-derived iAβ is lowered. In panel A’, it is such that levels of AβPP-derived iAβ do not reach
the T1 threshold within the lifespan of an individual. In panels B’ and C’, the rate of accumulation of
AβPP-derived iAβ is rendered such that its levels do not reach the T0 (and T1) threshold within the
individual’s lifetime. Accordingly, in all three variants, neither AACD nor AD occurs within the lifespan
of the Icelandic mutation carriers (or occurs substantially later than in wild-type AβPP carriers).

Panel B of Figure 7 depicts a scenario where the T0 threshold level is below that of the
T1 threshold. When the levels of AβPP-derived iAβ reach the former, AACD commences
and persists until AβPP-derived iAβ crosses the latter, i.e., for the duration of the AACD
Zone (shown as gradient-pink boxes in Figure 7), whereupon it evolves into AD. In panel
C of Figure 7, the extent of the T1 threshold is such that at a given rate of accumulation
of AβPP-derived iAβ, the T1 threshold cannot be reached, the AβPP-independent iAβ
generation pathway cannot be activated and AD cannot occur within the lifetime of an
individual. When AβPP-derived iAβ levels cross the T0 threshold, AACD commences and
continues (increasing in severity with elevating levels of iAβ) for the remaining part of the
lifespan.

Panels A’, B’, and C’ of Figure 7 depict mechanistic interpretation of the protective
effect of the Icelandic mutation within the framework of the ACH2.0. In all three variants of
potential AD/AACD, the rate of accumulation of AβPP-derived iAβ is lowered. In panel A’
of Figure 7, it is such that neither the levels of AβPP-derived iAβ do reach the T1 threshold
within the lifespan of an individual nor AD occurs. In panels B’ and C’ of Figure 7, the rate
of accumulation of AβPP-derived iAβ is rendered such that neither levels of AβPP-derived
iAβ reach the T0 (and, of course, T1) threshold within the individual’s lifetime, nor AACD
(and, of course, AD) ensues. Thus, in all three variants discussed above, neither AACD nor
AD occur within the lifespan of the Icelandic mutation carriers (or occur substantially later
than in wild type AβPP carriers).
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15. Confirmation of the Concept: Effect of the Flemish Aβ Mutation as the Ultimate
Empirical Test in Nature-Conducted Experiment

Conceptually, the notion that the persistent suppression of the rate of iAβ accumulation
protects from AD could be assessed empirically. An experiment can be envisioned where a
physiologically occurring cleavage within Aβ (which indeed takes place as discussed below)
is suppressed, a scenario which is diametrically opposite to that happening in Icelandic
mutation carriers. The suppression of Aβ cleavage would result in its increased production,
in the elevated steady-state influx of iAβ, and, consequently, in the augmented rate of
iAβ accumulation, the accelerated crossing of the T1 threshold, and the early activation of
the AβPP-independent iAβ production and of the second AD stage. Thus, if the concept,
linking the rate of iAβ accumulation to the occurrence of AD, were correct, early-onset
AD should result. Just this experiment was, in fact, carried out by nature in the form of the
Flemish A692G AβPP mutation. It is also known as the A21G Aβ Aβ mutation because it
affects the residue 21 of Aβ, which contiguously follows cleaving sites of BACE2 at residues
19 and 20 within Aβ. A21G substitution suppresses the physiologically operating cleaving
activity of BACE2 within Aβ segment of the precursor molecule as well as within already
formed iAβ. This increases the production of Aβ in the AβPP proteolytic pathway and
decreases cleavages of already formed iAβ, thus elevating the steady-state influx of iAβ and
augmenting the rate of iAβ accumulation (further discussed in the following section). The
result is the early-onset FAD that manifests symptomatically at the mid-forties [62,102,103].
The outcome of this “natural” experiment, therefore, constitutes a confirmation of the concept
connecting the rate of iAβ accumulation and the occurrence of AD.

16. Dynamics of the Early Onset of FAD: Mechanistic Interpretation in the
ACH2.0 Perspective
16.1. Category One of FAD: Mutations Causing the Elevation in the Rate of Accumulation of
AβPP-Derived iAβ

The Flemish FAD mutation is one of many causing the early onset of the disease. In the
ACH2.0 perspective, the modus operandi of every such mutation is essentially the same:
Acceleration of the crossing of the T1 threshold by AβPP-derived iAβ. As for how this is
achieved, FAD mutations can be separated into two categories. One category is exemplified
by Flemish [62] and Swedish [59] AβPP mutations, as well as by presenilins mutations
that facilitate gamma-cleavage of C99 on the internal membranes, thus increasing the
intraneuronal retention of AβPP-derived Aβ [60]. In these cases, the core causative event
is the increase in the steady-state influx of AβPP-derived iAβ and consequent elevation
of the rate of its accumulation. In Flemish FAD mutation case, this is due to suppression
of physiologically operating activity of BACE2 that cleaves Aβ segment within AβPP
and the C99 fragment as well as within iAβ. In case of the Swedish FAD [59] and certain
PSEN [60] mutants, the increase in the steady-state influx of iAβ is due to the augmented
gamma-cleavage of the C99 fragment on the intracellular membranes rather than on the
plasma membrane, which results in the increased intraneuronal retention of AβPP-derived
iAβ. Consequently, in either case, the rate of AβPP-derived iAβ accumulation increases in
comparison with wild-type AβPP carriers.

In wild-type AβPP carriers, two possible scenarios can play out. In the first scenario,
which occurs in the majority of the population, the T1 threshold is not crossed within the
lifespan of an individual, and no AD occurs (Figure 8, panel A). In the other scenario (in
both scenarios the extent of the T1 is assumed to be lower than that of T0 threshold), iAβ
levels reach and cross the T1 threshold and late-onset AD ensues (Figure 8, panel B). In
carriers of the first category of FAD mutations with the extent of the T1 lower than that of
T0 threshold, AβPP-derived iAβ accumulates faster, the T1 threshold is reached sooner,
and the early onset of AD results (Figure 8, panels A’ and B’).
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manifesting as AACD. T1: iAβ level that triggers elicitation of the integrated stress response, initiation
of AβPP-independent generation of iAβ, and the activation of the AD Engine. T2: iAβ level that
triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected neurons either
committed to apoptosis or dead. Gradient-pink boxes: “AACD Zone”, the differential between the T0

and T1 threshold levels of AβPP-derived iAβ (more precisely, between the T0 and the maximum
level reached by AβPP-derived iAβ short of the T1 threshold). Assumed lifespan: 100 years. Panels
A, B, C, D: Kinetics of iAβ accumulation and progression of disease in wild-type AβPP carriers.
Panels A and B: The extent of the T0 threshold exceed that of the T1; no AACD occurs. Panel A:
The T1 threshold is not crossed; no AD occurs. Panel B: The T1 threshold is reached and crossed;
the late onset AD ensues. Panels C and D: The T0 threshold is lower than the T1. Panel C: The T1
threshold is not crossed; AACD commences upon crossing of the T0 threshold and continues for the
remaining lifespan. Panel D: Both the T0 and T1 thresholds are crossed; AACD commences upon the
crossing of the former and evolves into late onset AD when the latter is reached. Panels A’, B’, C’, D’:
Dynamics of iAβ accumulation and progression of disease in carriers of category One FAD mutations.
The steady-state influx of AβPP-derived iAβ is increased and its rate of accumulation augmented.
Consequently, the T1 threshold is reached earlier, AβPP-independent production of iAβ is activated
sooner, and the early-onset AD ensues. Panels A’ and B’: The T0 levels exceed those of T1; no AACD
occurs. Panels C’ and D’: The extent of the T0 threshold is lower than that of the T1 threshold, and
the early-onset AD is preceded by the AACD phase. Due to the steepness of AβPP-derived iAβ
accumulation, the duration of the AACD phase is much shorter in mutants than in wild-type AβPP
carriers; it rapidly evolves (upon crossing of the T1 threshold by AβPP-derived iAβ) into early onset
AD and therefore could be hard to diagnose as a separate condition. Note that the only dynamic
alteration caused by category One FAD mutations is the augmentation of the rate of accumulation of
AβPP-derived iAβ.

In wild-type AβPP cases where the extent of the T0 threshold is lower than that of
the T1, there are also several possibilities. If the T0 and T1 thresholds are not crossed,
neither AACD nor AD occurs (not shown). If the T0 threshold is crossed but the T1
is not, AACD would commence and continue for the remaining part of the lifespan
(Figure 8, panel C). If both, the T0 and T1 thresholds were crossed, AACD would be
followed by the late onset AD (Figure 8, panel D). In carriers of the first category of FAD
mutations with the T0 threshold is lower than the T1, due to the augmented accumulation
of AβPP-derived iAβ the early onset AD would occur and would be preceded by the
AACD stage (Figure 8, panels C’ and D’). However, due to the steep rate of iAβ accumu-
lation in FAD cases, the AACD stage would be of substantially shorter duration in FAD
mutation carriers (Figure 8, panels C’ and D’) than in their wild-type AβPP counterparts
(Figure 8, panels C and D). In the former, unlike in the latter, AACD would rapidly evolve
into AD upon crossing of the T1 threshold, and could be hard to diagnose as a separate
condition.

16.2. Category Two of FAD: Mutations That Both Accelerate the Rate of AβPP-Derived iAβ
Accumulation and Lower the T1 Threshold

Another category of FAD mutations includes those, both in AβPP and in presenilins,
which cause the increased production of Aβ42 [36]. Two factors are at play in the attainment
of the T1 threshold by AβPP-derived iAβ in this category. (a) The first factor is the
accelerated cellular uptake of secreted soluble Aβ42, which was shown to oligomerize and
be taken up by cells twice more efficiently than Aβ40 [35]. This results in the accelerated
(in comparison with the wild-type) steady-state influx of iAβ, which, in turn, leads to the
augmented rate of iAβ accumulation. (b) The second factor is the reduction of the extent of
the T1 threshold due to the documented increased (in comparison with other Aβ species)
toxicity of intracellular Aβ42. The increased toxicity translates into increased cellular stress
and in the reduction in the levels of iAβ42 required for elicitation of the ISR, i.e., in the
lowering of the T1 threshold (the T0 threshold is, probably, also lowered). Cumulatively,
these two factors substantially accelerate, in comparison with wild-type AβPP carriers, the
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crossing of the T1 threshold by AβPP-derived iAβ and the consequent commencement of
the second AD stage in carriers of the second category of FAD mutations.

This brings about the early onset of AD as shown in Figure 9. The scenarios playing
out in wild-type AβPP carriers are similar to those described in the preceding section: In
cases where the T0 exceeds the T1 threshold, no crossing of the T1 threshold within an
individual’s lifetime and no AD (Figure 9, panel A) or the crossing of the T1 threshold,
followed by the late onset AD (Figure 9, panel B). In carriers of the second category of
FAD mutations, both the rate of accumulation of AβPP-derived iAβ is augmented and the
T1 threshold is lowered. Consequently in cases with the extent of T1 lower than that of
T0, the T1 threshold is reached and crossed substantially sooner and the early onset of AD
ensues (Figure 9, panels A’ and B’).
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manifesting as AACD. T1: iAβ level that triggers elicitation of the integrated stress response, initiation
of AβPP-independent generation of iAβ and the activation of the AD Engine. T2: iAβ level that
triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected neurons either
committed to apoptosis or dead. Gradient-pink boxes: “AACD Zone”, the differential between the T0

and T1 threshold levels of AβPP-derived iAβ (more precisely, between the T0 and the maximum
level reached by AβPP-derived iAβ short of the T1 threshold). Assumed lifespan: 100 years. Panels A,
B, C, D: Kinetics of iAβ accumulation and progression of disease in wild-type AβPP carriers. Panels
A and B: The T0 levels exceed those of T1; no AACD occurs. Panel A: The T1 threshold is not crossed;
no AD occurs. Panel B: The T1 threshold is reached and crossed; the late onset AD ensues. Panels C
and D: The T0 threshold is lower than T1. Panel C: The T1 threshold is not crossed; AACD commences
upon crossing of the T0 threshold and continues for the remaining lifespan. Panel D: Both the T0 and
T1 thresholds are crossed; AACD commences upon crossing of the former and evolves into late onset
AD when the latter is reached. Panels A’, B’, C’, D’: Dynamics of iAβ accumulation and progression of
disease in carriers of category two FAD mutations, which cause not only the augmentation of steady-state
influx of AβPP-derived iAβ and the increase in its rate of accumulation but also the reduction in the
extent of the T1 threshold. The T1 threshold is reached earlier, AβPP-independent production of iAβ is
activated sooner, and the early-onset AD ensues. Panels A’ and B’: The T0 levels exceed those of T1; no
AACD occurs. Panels C’ and D’: The extent of the T0 threshold is lower than that of the T1 threshold,
and the early-onset AD is preceded by the AACD phase. Due to the steepness of AβPP-derived iAβ
accumulation, the duration of the AACD phase is much shorter than in wild-type AβPP carriers; it
rapidly evolves (upon crossing of the T1 threshold by AβPP-derived iAβ) into early onset AD and
therefore could be hard to diagnose as a separate condition. Note that dynamic changes caused by
category two FAD mutations are not only the increase in the rate of accumulation of AβPP-derived iAβ
but also the reduction in the extent of the T1 and, probably, T0 thresholds.

In wild-type AβPP cases where the extent of the T0 threshold is lower than that of
the T1, the possible scenarios are also similar to those discussed in the preceding section,
namely (a) no T0 and T1 threshold crossing and, consequently, no AD and AACD (not shown);
(b) crossing of the T0 but not of the T1 threshold, resulting in in AACD continuing for the
remaining lifespan and no AD (Figure 9, panel C); and (c) crossing of both the T0 and T1
thresholds leading to AACD that would be followed by the late onset AD (Figure 9, panel D).

In carriers of the second category of FAD mutations, in cases where the T0 threshold
is lower than the T1, both the T0 and T1 thresholds are crossed, and the early onset AD
is preceded by the AACD stage (Figure 9, panels C’ and D’). Due to the steep rate of iAβ
accumulation, however, the AACD phase in mutation carriers would be of substantially
shorter duration than in wild-type counterparts; would relatively rapidly morph, upon
crossing of the T1 threshold by AβPP-derived iAβ, into AD; and would, possibly, be
unnoticeable or hard to diagnose as a separate condition (Figure 9, panels D/D’). Note that
in panels A’, B’, C’ and D’, not only is the rate of iAβ accumulation augmented, but the
extent of the T1 threshold is also lowered.
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17. Protective Icelandic AβPP Mutation as the Ultimate Guide for AD and AACD
Therapy

Consider the following: Not only do multiple mutations affecting, apparently solely,
Aβ cause AD, but also the Icelandic mutation within Aβ protects from both AD and
AACD. This is the ultimate argument for the causative role of Aβ in AD and AACD, and
a persuasive and defining guide for therapeutic strategies for both conditions. How to
prevent and treat AD and AACD according to this guide? The answer is straightforward:
Emulate what the Icelandic mutation does. Then, what exactly does the Icelandic mutation
do? It simply augments the efficiency of BACE1 cleavage at the β′ site within iAβ and thus
reduces the steady-state influx of AβPP-derived iAβ and lowers the rate of its accumulation;
ultimately, it delays or prevents (within limits of the lifespan) the crossing of the T0 and/or
T1 thresholds and, consequently, the occurrence of AD and AACD. How to imitate this?
This can be accomplished in two ways.

17.1. Prevention of AD and AACD by Simulation of the Mode of Operation of the Icelandic AβPP
Mutation

One way is literally. The Icelandic mutation persistently, from birth, reduces the steady-
state influx of AβPP-derived iAβ. To imitate this literally, drugs, possibly the existing ones,
can be used to accomplish the same. BACE1 inhibitors appear capable of accomplishing this
by suppressing the overall AβPP-based production of Aβ; so do, albeit to a lesser extent,
antibodies targeting extracellular Aβ (e.g., lecanemab and donanemab [3]) by suppressing
its cellular uptake, i.e., its conversion to iAβ. This would reduce the steady-state influx of
AβPP-derived iAβ, lower the rate of its accumulation, and delay or prevent the crossing of
the T1 and T0 thresholds and the occurrence of AD and AACD. To literally imitate the effect
of the Icelandic mutation, such drugs would have to be administered unremittingly for the
entire life, starting early. On the other hand, the outcomes of clinical trials of lecanemab
and donanemab (analyzed in [3]) indicate that the type of drug, which targets the influx
of AβPP-derived iAβ, can be employed preventively relatively late in life, provided that
their administration commences prior to the T0 and T1 crossings and that their effect is
sufficiently potent to preclude further accumulation of AβPP-derived iAβ for the duration
of the treatment [3].

The potential outcomes of treatment with such drugs, initiated late in life, are illus-
trated in Figure 10. Panels A, B, and C depict the accumulation of iAβ and progression of
disease in untreated patients with different relative extents of the T0 and T1 thresholds in
three principal variants of AD/AACD discussed above (see for comparison Figure 7 above).
In panel A of Figure 10, the T1 threshold is lower than T0 and its crossing triggers AD. In
panel A’, a drug is administered, prior to the T1 crossing, that precludes further accumu-
lation of AβPP-derived iAβ and prevents AD for the duration of the treatment (orange
box). In panel B, the T0 is lower than T1 and AD is preceded by AACD. In panel B’, a drug
is administered prior to the T0 crossing. It stops further accumulation of AβPP-derived
iAβ and prevents both AACD and AD for the duration of the treatment. In panel C, the T1
threshold is not crossed and the T0 crossing triggers AACD that continues for the remain-
ing lifespan of an individual. In panel C’, a drug is administered after the T0 crossing. It
precludes further accumulation of AβPP-derived iAβ and stops or slows the progression
of AACD for the duration of the treatment. Thus a drug, which suppresses the accumulation
of AβPP-derived iAβ, can be only preventive for AD but may constitute a valid treatment for
AACD. This is because, whereas AACD is caused by AβPP-derived iAβ, AD is driven
by iAβ produced independently of AβPP and is, therefore, insensitive to drugs targeting
AβPP-derived iAβ [1,2].
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Zone”, the differential between the T0 and T1 threshold levels of AβPP-derived iAβ (more pre-
cisely, between the T0 and the maximum level reached by AβPP-derived iAβ short of the T1 
threshold). Orange boxes: Duration of treatment’s administration. The lifespan is assumed to ter-
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trigger neuronal damage manifesting as AACD. T1: iAβ level that triggers elicitation of the integrated
stress response, initiation of AβPP-independent generation of iAβ and the activation of the AD Engine.
T2: iAβ level that triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected
neurons either committed to apoptosis or dead. Gradient-pink Boxes: “AACD Zone”, the differential
between the T0 and T1 threshold levels of AβPP-derived iAβ (more precisely, between the T0 and
the maximum level reached by AβPP-derived iAβ short of the T1 threshold). Orange boxes: Duration
of treatment’s administration. The lifespan is assumed to terminate at 100 years of age. Panels A,
B, C: Dynamics of iAβ accumulation in AD-affected neurons and the progression of the disease in
the wild-type AβPP carriers in the absence of treatment. In panel A, the T0 levels exceed those of
T1 and no AACD occurs. In panels B and C, the T0 threshold is lower than T1. AACD commences
upon crossing of the T0 threshold and evolves into AD when the T1 threshold is crossed (panel B) or
continues for the remaining lifespan if the T1 threshold is not crossed (panel C). Panels A’, B’: Dynamics
of AβPP-derived iAβ accumulation under a drug that suppresses its steady-state influx and precludes
its further accumulation. The crossing of the T1 and T0 thresholds is prevented and no disease ensues for
the duration of the treatment. Panel C’: The same drug is administered after the T0 crossing. It precludes
further accumulation of AβPP-derived iAβ and stops or slows the progression of AACD for the duration
of the treatment. Thus, a drug, which suppresses the accumulation of AβPP-derived iAβ, can be only preventive
for AD but may constitute a valid treatment for AACD.

17.2. The Mode of Operation of the Protective Icelandic AβPP Mutation Is Physiologically
Constrained and Can Be Substantially Improved Upon: Transient, Short-Duration iAβ Depletion
Therapy for AD and AACD

Another way to emulate the Icelandic mutation is to follow the essential logic (i.e., the
spirit rather than the letter) of its operation but do one better. We can achieve the same
outcome, namely the extension of the duration of time required for AβPP-derived iAβ
to reach the T1 and/or T0 thresholds, in a stepwise manner by transiently depleting the
levels of iAβ before they cross the T0 and T1 thresholds, thus collapsing its population and
forcing the resumption of its accumulation from a lower baseline, an objective that can be
accomplished by just a few, possibly a single, strategically timed transient iAβ depletion
treatments.

This strategy is illustrated in panels A/A’, B/B’ and C/C’ of Figure 11. Panels A, B
and C show the dynamics of accumulation of iAβ and progression of disease in untreated
patients with different relative extents of the T0 and T1 thresholds in three principal variants
of AD/AACD discussed above. In panel A of Figure 11, the crossing of the T1 threshold
triggers the commencement of AD. In panel A’ a transient treatment is administered
prior to the T1 crossing, which depletes iAβ. Following the depletion, AβPP-derived iAβ
accumulation resumes from a low baseline and its levels, as shown, would not reach the T1
threshold within the lifetime of the treated individual. No T1 crossing would take place,
no AβPP-independent iAβ production would be activated, no AD would occur.

In panel B of Figure 11, AD is preceded by AACD. In panel B’, a transient iAβ depletion
treatment is implemented before the T0 threshold crossing. The de novo accumulation of
AβPP-derived iAβ resumes from a low baseline. The T0 (and T1) threshold is not crossed
within the remaining lifetime of the treated individual, nor does AACD (and AD) occur.

In panel C of Figure 11, the T0 threshold is crossed and AACD is triggered but the
T1 threshold is not reached within an individual’s lifespan. In panel C’, a transient iAβ
depletion treatment is applied to AACD patient after the T0 but prior to the T1 threshold
crossing. Following the depletion, iAβ levels are well below the T0 threshold and the patient is
technically cured of AACD (subject to complete recovery of the affected neurons following
the iAβ depletion treatment). As shown, de novo accumulating AβPP-derived iAβ does
not reach the T0 threshold, and AACD does not recur within the remaining lifetime of the
treated patient.

118



Int. J. Mol. Sci. 2023, 24, 12246

Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 30 of 63 
 

 

  
Figure 11. Protective action of the Icelandic AβPP mutation can be improved upon: effect of the 
transient depletion of iAβ. iAβ: Intraneuronal Aβ levels. T0: iAβ levels that trigger neuronal damage 
manifesting as AACD. T1: iAβ level that triggers elicitation of the integrated stress response, initi-
ation of AβPP-independent generation of iAβ and the activation of the AD Engine. T2: iAβ level 
that triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected neurons 
either committed to apoptosis or dead. Gradient-pink boxes: “AACD Zone”, the differential between 
the T0 and T1 threshold levels of AβPP-derived iAβ (more precisely, between the T0 and the 
maximum level reached by AβPP-derived iAβ short of the T1 threshold). Orange boxes: Duration of 
treatment’s administration. The lifespan is assumed to terminate at 100 years of age. Panels A, B, C: 
Dynamics of iAβ accumulation in AD-affected neurons and the progression of the disease in the 
wild-type AβPP carriers in the absence of treatment. In panel A, the T0 levels exceed those of T1 
and no AACD occurs. In panels B and C, the T0 threshold is lower than T1. AACD commences 
upon crossing of the T0 threshold and evolves into AD when the T1 threshold is crossed (panel B) 
or continues for the remaining lifespan if the T1 threshold is not crossed (panel C). Panels A’, B’: 
Dynamics of AβPP-derived iAβ accumulation following a transient iAβ depletion treatment ad-
ministered prior to the crossing of the T1 and T0 thresholds. The iAβ population is collapsed and its 
accumulation is resumed from a low baseline. The duration of the treatment is defined by the de-
sired extent of iAβ depletion and could be as short as few days, akin to an antibiotic treatment’s 
regimen. As shown, iAβ is completely (or nearly completely) depleted and its build-up to the T1 
and T0 levels would exceed an individual’s lifespan; no disease would occur. Panel C’: A transient 
iAβ depletion treatment is applied to AACD patient after the T0 crossing. Following the depletion, iAβ 
levels are well below the T0 threshold and the patient is technically cured of AACD (subject to complete 
recovery of the affected neurons following the iAβ depletion treatment). As shown, de novo ac-
cumulating AβPP-derived iAβ does not reach the T0 threshold and AACD does not recur within 
the remaining lifetime of the treated patient. Note that whereas complete or nearly complete iAβ 
depletion is shown in panels A’–C’, any reduction in its baseline would be therapeutically benefi-
cial in proportion to the extent of the depletion. 

  

Figure 11. Protective action of the Icelandic AβPP mutation can be improved upon: effect of the
transient depletion of iAβ. iAβ: Intraneuronal Aβ levels. T0: iAβ levels that trigger neuronal damage

119



Int. J. Mol. Sci. 2023, 24, 12246

manifesting as AACD. T1: iAβ level that triggers elicitation of the integrated stress response, initiation
of AβPP-independent generation of iAβ and the activation of the AD Engine. T2: iAβ level that
triggers cell’s commitment to the apoptotic pathway. Red blocks: Fraction of affected neurons either
committed to apoptosis or dead. Gradient-pink boxes: “AACD Zone”, the differential between the T0

and T1 threshold levels of AβPP-derived iAβ (more precisely, between the T0 and the maximum
level reached by AβPP-derived iAβ short of the T1 threshold). Orange boxes: Duration of treatment’s
administration. The lifespan is assumed to terminate at 100 years of age. Panels A, B, C: Dynamics
of iAβ accumulation in AD-affected neurons and the progression of the disease in the wild-type
AβPP carriers in the absence of treatment. In panel A, the T0 levels exceed those of T1 and no AACD
occurs. In panels B and C, the T0 threshold is lower than T1. AACD commences upon crossing
of the T0 threshold and evolves into AD when the T1 threshold is crossed (panel B) or continues
for the remaining lifespan if the T1 threshold is not crossed (panel C). Panels A’, B’: Dynamics of
AβPP-derived iAβ accumulation following a transient iAβ depletion treatment administered prior to
the crossing of the T1 and T0 thresholds. The iAβ population is collapsed and its accumulation is
resumed from a low baseline. The duration of the treatment is defined by the desired extent of iAβ
depletion and could be as short as few days, akin to an antibiotic treatment’s regimen. As shown, iAβ
is completely (or nearly completely) depleted and its build-up to the T1 and T0 levels would exceed
an individual’s lifespan; no disease would occur. Panel C’: A transient iAβ depletion treatment is
applied to AACD patient after the T0 crossing. Following the depletion, iAβ levels are well below the
T0 threshold and the patient is technically cured of AACD (subject to complete recovery of the affected
neurons following the iAβ depletion treatment). As shown, de novo accumulating AβPP-derived
iAβ does not reach the T0 threshold and AACD does not recur within the remaining lifetime of the
treated patient. Note that whereas complete or nearly complete iAβ depletion is shown in panels
A’–C’, any reduction in its baseline would be therapeutically beneficial in proportion to the extent of
the depletion.

The transient iAβ depletion treatment option is clearly the preferable as well as
the enactable one: Just find a way, any way, to transiently deplete iAβ. It is a “one
better” scenario versus the mode of operation of the Icelandic AβPP mutation. Indeed, the
latter is physiologically constrained because the physiology, being inertial and limited to
“continuous” processes, is incapable of sharply discontinuous transient actions available to
us as illustrated in panels A’, B’ and C’ of Figure 11. The identical end-results, in terms of
the prevention of the T1 and T0 thresholds crossing and, consequently, of the occurrence
of AD and AACD, are reached in panels A’ and B’ of Figure 11 versus panels A’ and B’ of
Figure 10, but these results are achieved with the drastic disparity in the duration of the
treatment.

The duration of the iAβ depletion treatment is defined by the desired extent of deple-
tion and potentially could be as short as few days, a regimen possibly akin to that of an
antibiotic treatment. Importantly, the iAβ depletion does not need to be complete to be
effective; any reduction in its baseline would be therapeutically meaningful and beneficial
(in proportion to the extent of the depletion) because it would increase the duration of time
required for the crossing of the T0 and T1 thresholds and for the occurrence of AACD and
AD, thus causing, if not the prevention, then at least a delay in the commencement of a
disease. Moreover, the same therapeutic strategy, i.e., transient iAβ depletion treatment,
is also applicable to symptomatic stages of both AD and is discussed and illustrated in
following sections below.

As for the treatment of AACD patients (panels C’ of Figures 10 and 11), whereas the
suppression of the rate of accumulation of AβPP-derived iAβ (Figure 10) can at best stop
the progression of the disease, sufficient iAβ depletion (Figure 11) is potentially capable
of curing the condition. Drugs suppressing AβPP-derived iAβ accumulation are likely
incapable of its sufficiently deep depletion [3] and a principally different type of drugs
could be necessitated. Such type of AD/AACD drugs, capable of targeted degradation
of iAβ, as well as potential outcomes of its implementation, is discussed in the following
sections below.
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18. ACH2.0-Based Therapeutic Strategy for Treatment of AD at Its Symptomatic Stages

The preceding section described therapeutic strategies for the prevention of AD and
AACD and for the treatment of AACD in symptomatic patients. These strategies are based
on the ACH2.0 interpretation of both conditions and guided by our understanding of
the mechanism of action of the protective Icelandic Aβ mutation. As discussed in the
present section, the same guiding principles can be also applied for achieving the, arguably,
ultimate goal: Effective treatment of AD at its symptomatic stages. To better orient the
reader, a compendium of potential therapeutic options for symptomatic AD is briefly
analyzed as follows.

18.1. Therapeutic Options for the Symptomatic Stages of AD
18.1.1. Approaches That Failed or Are Impractical

As was mentioned above, a number of ACH-based candidate AD drugs were devel-
oped and performed spectacularly in preclinical studies. They all failed as spectacularly
in human clinical trials when administered at various symptomatic stages of AD. In the
framework of the ACH2.0, this failure was inevitable because, in this paradigm, the occur-
rence of AD symptoms signifies that the AβPP-independent, self-sustaining iAβ generation
pathway had been activated in most or in all affected neurons (the recently observed effect
of lecanemab and donanemag in symptomatic AD appears to be due to the early timing of
its administration; the drugs target preventively a marginal subset of affected neurons that
did not yet reach and cross the T1 threshold, hence their marginal effect [3]). At this point
the contribution of the AβPP proteolytic pathway into neuronal iAβ pool is rendered negli-
gible and insignificant (in comparison with the contribution of the AβPP-independent iAβ
generation pathway) and any attempted interference with this pathway or with secreted
Aβ produced in this pathway would be futile [1–3].

The consequence of the above considerations is that the only potentially successful
therapeutic strategy subsequent to symptomatic manifestation of AD is targeting the
AD Engine or the components thereof. The components of the AD Engine are lucidly
depicted in Figure 1 above. They include iAβ, a mediator in the self-perpetuating cycle
that constitutes the AD Engine; the compounds and processes necessary for the initiation
of the AβPP-independent iAβ production, such as the iAβ-mediated activation of eIF2α
kinases; the integrated stress response; and, finally, the AβPP-independent pathway of iAβ
generation. The rationale for the AD-Engine-targeting strategy is obvious. The principal
product of the AD Engine is iAβ. It not only propagates the activity of the Engine but also
drives the AD pathology. A successful interference with the operation of the AD Engine
would, therefore, not only cease the iAβ production in the AβPP-independent pathway
but would also interrupt the progression of the disease.

Implementing this strategy, however, is not simple. Inhibiting cellular pathways
that are required for and result in the initiation of the AβPP-independent production of
iAβwould be quite demanding either because of the built-in redundancies or due to the
principal function of a putative target in normal cellular physiology. For example, the ISR
was shown to be elicited in neuronal cells by the activated PKR and HRI kinases via the
phosphorylation of eIF2α. To suppress the latter, both PKR and HRI need to be inhibited.
However, even if the concurrent inhibition of both kinases were feasible, it would be
unproductive in preventing phosphorylation of eIF2α because such inhibition would result
in a compensatory activation of alternative eIF2α kinases [63]. Interfering with the eIF2α to
P-eIF2α conversion upstream of the ISR via the manipulation of PP1 phosphatase, CReP, or
GADD34 [63] is not feasible because of the principal role of eIF2α in cellular functioning.
Likewise, and for the same reason not feasible is the interference with the downstream ISR
targets such as ATF4, ATF5 and CHOP transcription factors [63].

Targeting the AβPP-independent iAβ generation pathway is also problematic for
more than one reason. First, the nature of the mechanism enabling this pathway is not
understood with sufficient certainty; whereas the asymmetric amplification of AβPP mRNA
is the most likely possibility (see below), the three other mechanisms described below are
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also optionally valid [1]. The second reason is that the underlying mechanism could
be physiologically vital and cannot be interfered with by a broad approach. Thus, for
example, mRNA amplification in mammalian cells was shown to be crucial for multiple
fundamental cellular functions [104–107] and, as such, cannot be manipulated without
a probable detrimental effect. One plausible way to interfere narrowly and specifically
with the AβPP-independent iAβ production (regardless of the nature of the underlying
mechanism) is via site-specific intervention at the ATG encoding Met671 of AβPP and/or
surrounding nucleotides [1]. If the initiation of translation from this position were disabled,
no AβPP-independent iAβ production would occur (see details below). This approach,
presumably through genome editing, is, however, currently unfeasible in humans (but can
be used in experimental models). It should be also noted that even if the disabling of the
AβPP-independent iAβ production pathway were feasible, it would not interfere in any
way with the occurrence of AACD, which is driven solely by AβPP-derived iAβ because in
such a case, as described above, AACD would commence when AβPP-derived iAβ levels
reach the T0 threshold and would continue for the remaining lifespan of an individual.

Therefore, the sole remaining therapeutic option for symptomatic stages of AD is
lowering the levels of iAβ below those needed for the activation of the AβPP-independent
iAβ production pathway and, consequently, for the operation of the AD Engine. An
apparent logical approach toward this goal is the suppression of the activity of gamma-
secretase. This would alter the generation of iAβ not only by AβPP proteolysis but also
in the AβPP-independent pathway (see details below) and would eventually lower its
levels. This strategy was tried, with detrimental results, in multiple studies, including
clinical trials [108–111], and was eventually forsaken. The reasons for this failure eventually
become clear: gamma secretase is an important member of the Notch pathway with many
C99-unrelated substrates and, therefore, cannot be interfered with without deleterious
consequences. Modulating gamma-secretase activity with the goal of producing shorter,
more benign isoforms of Aβ has also proven so far less than satisfactory [110–113].

18.1.2. Potentially Feasible Therapeutic Strategy: Activation of Alpha-Secretase

Another strategy to lower levels of iAβ is the activation of alpha-secretase. This
would increase the cleavage within Aβ, at its lysine 16, and, consequently, would both
reduce the rate of iAβ production and deplete its preexisting pool. This possibility was
addressed [114–119] and the evidence of therapeutic benefits of such an approach has been
obtained in multiple studies [119–122]. This strategy, however, is burdened with potential
complications of the same type that invalidated therapeutic application of gamma-secretase
inhibitors. This is because alpha-secretase belongs to the ADAM family of proteases. Its
exogenous overexpression in cellular models (i.e., the increase in its activity) affected more
than three hundred genes [123]. Moreover, it appears that alpha-secretase is involved in
certain Notch-controlled pathways [124]. These considerations explain the well-justified
prudence with advancing the utilization of alpha-secretase-activating agents as potential
AD therapy.

18.2. Activation of Aβ-Cleaving Activities of BACE1 and/or BACE2: A Rational, Intuitive and
Feasible Therapeutic Option in the ACH2.0 Perspective

There is, however, one potential therapeutic option that offers all benefits described
above but without associated disadvantages. In this approach, the stated goal of lowering
iAβ level, and potentially substantially depleting it, is achieved by its targeted degradation
via the activation of Aβ-cleaving capabilities of one or both variants of beta-secretase,
BACE1 and BACE2. In view of the previously attempted extensive utilization of BACE1 in-
hibitors as potential AD drugs, a project that required tremendous investment of funds,
research, and development efforts, the proposed use of the diametrically opposite strategy,
namely the employment of BACE1 and BACE2 activators, may appear radical and counter-
intuitive. It is, however, neither. The proposed utilization of BACE1/BACE2 activators (or, in
fact, of any other suitable iAβ-depleting agent) is a no less justifiable, rational, logical, intuitive and
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feasible AD therapy in the ACH2.0 paradigm than the attempted employment of BACE inhibitors
was (when it was proposed and implemented) in the ACH perspective.

To appreciate the above assertion, consider the following brief summary of the relevant
empirical data [4,5,125–128]:

(a) It was demonstrated that BACE1 cleaves not only at the β site, thus generat-
ing the N-terminus of C99 and of Aβ, but also at the β′ site ten residues downstream.
(b) BACE1 cleavage at the β′ site occurs equally efficiently within AβPP, C99 and Aβ.
(c) Exogenous overexpression of BACE1 in mouse models increased the rate of cleavage
at the β′ site as well as the ratio of the N-truncated versus full-size Aβ. (d) Exogenous
overexpression of human BACE1 substantially decreased Aβ deposition in mouse brain.
(e) As described above, the protection conferred by the Icelandic AβPP mutation upon its
carriers is apparently due to the elevated rate of BACE1 cleavage at the β′ site.

In addition to the β′ site cleavage, multiple studies [129–132] demonstrated that
BACE1 cleaves also at residues 34/35 of human Aβ; the rate of this cleavage increased
significantly when BACE1 was overproduced exogenously. The BACE1 cleavage at residues
34/35 of Aβ produces Aβ34, an intermediate in Aβ clearing. It appears, therefore, that
a sufficient elevation of Aβ-cleaving activities of BACE1 is capable of depleting neurons
of iAβ, thus ceasing the progression of AD if implemented at symptomatic stages or
preventing its occurrence if employed prior to manifestation of AD symptoms.

BACE2 activation could be equally, if not more effective in depleting iAβ in affected
neurons. Whereas it is capable of cleavage at the β site of AβPP, its main activity is to
cleave within Aβ in two positions, at residues 19 and 20 (both phenylalanines) [102]. It
appears that the physiological role of BACE2 is to limit the generation of Aβ. When
BACE2 is inhibited in model systems, the production of Aβ substantially increases [103].
This BACE2 function appears to be a naturally occurring protective mechanism, a notion
that is strongly supported by the effect of the Flemish FAD mutation at the residue 21 of
Aβ. The Flemish FAD mutation suppresses the capacity of BACE2 to cleave within Aβ.
This results in the elevation of iAβ levels in mutation carriers and, consequently in the
early onset of AD [62].

Therapeutically, the activation of BACE2 at the symptomatic stages of AD would
deplete iAβ and stop the progression of the disease. When implemented prior to manifes-
tation of the symptoms, it would prevent the disease. This strategy constitutes, in fact, the
augmentation of the physiological protective function of BACE2. Since the cleavage within
Aβ (rather than at the β site) is the predominant activity of BACE2 and because it appears
to be employed physiologically in the protective role, the employment of BACE2 activators
is, apparently, physiologically more suitable than that of BACE1 enhancers. If only one,
BACE1 or BACE2, protease can be manipulated in the therapeutic application, the utiliza-
tion of BACE2 activation seems more advantageous. On the other hand, it would be most
efficient in concert with the activation of BACE1. This is because the two not only target
discrete Aβ sites but are also situated in distinct subcellular locations [133].

Potentially, a treatment, which activates Aβ-cleaving capabilities of BACE1- and/or
BACE2 and is administered for only limited duration, could accomplish a sufficient deple-
tion of iAβ and thus open the possibility of once-in-a-lifetime-only curative or preventive
therapy for AD (as described in Section 17.2 above, it would be no less efficient in the
prevention and treatment of AACD). This possibility is further discussed and illustrated in
the following section below.

19. AD Therapy at Symptomatic Stages: Once-in-a Lifetime Transient iAβ Depletion
Therapy via Its Targeted Degradation Would Potentially Stop the Progression of
the Disease

As described above, the AD Engine, i.e., the AβPP-independent iAβ production
pathway, which drives the disease, requires certain levels of iAβ for its activation and
operation. These levels are maintained by the continuous influx of iAβ generated in the
AβPP-independent pathway and, in turn, sustain and perpetuate the operation of the path-
way and of the Engine. The goal of the proposed iAβ depletion therapy at the symptomatic
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stages of AD is to bring iAβ levels below the T1 threshold, the iAβ level required for the
activation of the AβPP-independent iAβ production pathway. When this happens, the
AβPP-independent iAβ production would be switched off, the influx of iAβ generated in
this pathway would cease, the AD Engine would be rendered inoperative, the progression
of the disease would stop and AD-affected neurons that remained viable would be allowed
to recover and reconnect. The depletion of iAβ would not affect, however, the AβPP
proteolytic pathway; it would remain operational regardless of the iAβ levels. If the iAβ
depletion treatment were transient, the duration of its effect would be identical to the time
interval required for the restoration of iAβ (produced at this point solely in the AβPP
proteolytic pathway) to the T1 threshold levels, for the consequent re-activation of the
AβPP-independent iAβ production pathway and the AD Engine, and for the recurrence
of the disease. The therapeutic efficiency of the transient iAβ depletion treatment would,
therefore, directly depend on the degree of depletion: the “deeper” it is, the more time is
required for the restoration of the levels of AβPP-derived Aβ to the T1 threshold and con-
sequent activation of the AβPP-independent iAβ production pathway and the recurrence
of the disease. Ultimately, with the iAβ depletion sufficiently “deep”, the duration required
for the de novo accumulation of AβPP-derived iAβ to the T1 threshold would exceed the
remaining lifespan of a patient and the disease would not recur.

Figure 12 illustrates the effects of iAβ depletion therapy administered at various
symptomatic stages of AD. In this Figure, it is presumed that the transient elevation of
Aβ-cleaving activities of BACE1 and/or BACE2, or the limited-duration employment
of any other appropriate iAβ depletion agent, results in complete or nearly complete
(sufficiently “deep”, as discussed above) depletion of iAβ. It is also envisioned that the rate
of accumulation of iAβ produced in the AβPP proteolytic pathway and the extent of the
T1 threshold following iAβ depletion therapy are similar to the same values prior to the
depletion treatment. As depicted in Figure 12, the iAβ depletion treatment is implemented
either when symptomatic manifestation of the disease has just commenced (panel A) or at
more and more advanced stages of AD (panels B through D). At each stage depicted in the
figure, the transient administration of the iAβ depletion therapy results in a “deep” reset of
the level of iAβ in neurons that survived and remained viable.

At the early symptomatic stage of AD (panel A of Figure 12), this category includes
the majority of the affected neurons. Following the reset of the iAβ levels, the activity of
the AβPP-independent iAβ production pathway ceases, operation of the AD Engine stops,
and viable affected neurons are allowed to recover and reconnect. The production of iAβ
at this stage occurs only in the AβPP proteolytic pathway. The accumulation of newly
produced iAβ commences from a low baseline, and its build-up to the T1 threshold would
be of a long duration, exceeding that of the remaining lifespan of a patient. Consequently,
the AβPP-independent iAβ generation pathway would not be activated, the AD Engine
would remain inoperative and the AD would not recur within patient’s lifetime. Since the
majority of AD-affected neurons would be redeemed, the prognosis for patient stabilization
and, possibly, a significant cognitive recovery would be good.

With the progression of AD, at its more advanced stages, increasing number of the
affected neurons cross the T2 threshold and commit apoptosis. This leaves progressively
smaller number of the affected neurons that retained their viability and can be redeemed.
This progression is depicted in panels B, C, and D. The administration of transient iAβ
depletion therapy and the following reset of the iAβ baseline would result in inactivation
of the AβPP-independent iAβ production pathway, and would allow the ever decreasing
number of viable AD-affected neurons to recover and restore their functionality. At this
point, the prospect of stopping the progression of the disease is, apparently, as good as at
the early stages of the disease, but cognitive functions would be increasingly unlikely to
be significantly restored; the probability of such an occurrence would be proportional to
the fraction of the affected neurons that were redeemed by iAβ depletion via its targeted
degradation by the Aβ-cleaving activities of BACE1 and/or BACE2 or by any other suitable
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agent. As reasoned above, following the iAβ depletion, the disease would not recur within
the remaining patient’s lifespan.
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Figure 12. Effect of transient iAβ depletion therapy via its targeted degradation at various symp-
tomatic stages of AD. Blue lines: affected neurons. iAβ: Level of intraneuronal Aβ. T1 threshold:
Levels of iAβ triggering elicitation of the ISR, initiation of AβPP-independent production of iAβ,
activation of the AD Engine, and the commencement of the second stage of AD. T2 threshold: Levels
of iAβ triggering neurons’ entrance into the apoptotic pathway. Red blocks: Apoptotic zone. Or-
ange boxes: Active transient iAβ depletion via its targeted degradation by Aβ-cleaving activities of
BACE1 and/or BACE2 or by any other suitable agent; levels of iAβ are reset and the accumulation
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of AβPP-derived iAβ resumes from a low baseline. Panel A: The transient iAβ depletion therapy is
implemented at the early symptomatic stage of AD, when the bulk of the affected neurons are still
viable. Following the reset of iAβ levels, its build-up starts de novo, supported only by the AβPP
proteolytic pathway. It is anticipated that iAβ levels will not reach the T1 threshold and AD will not
recur within the remaining lifetime of an SAD patient. Panels B, C, and D: The transient iAβ depletion
treatment is implemented at progressively advanced stages of AD. The results are analogous to those
depicted in panel A. However, at this AD stages increasing number of affected neurons cross the T2
threshold and commit apoptosis. This leaves a progressively smaller number of affected neurons that
retained their viability and can be redeemed.

20. Dynamics of iAβ Accumulation and of the Disease at Symptomatic AD Stage

Above, we analyzed the dynamics of accumulation of AβPP-derived iAβ and the
role of the extents of the T0 and T1 thresholds in the commencement of AACD and of
the second, symptomatic, stage of AD. The event that signifies and defines the second
AD stage is the activation of the self-perpetuating AβPP-independent iAβ production
pathway, which drives the disease [1–3]. At this stage, the accumulation of iAβ produced
by AβPP proteolysis continues, presumably at the same rate as prior to the crossing
of the T1 threshold, but now it is rendered marginal and inconsequential (due to its
now marginal contribution into the iAβ pool) because the entire output of Aβ produced
independently of AβPP is retained intraneuronally and perpetuates the operation of AβPP-
independent iAβ generation pathway, i.e., its own production [1–3]. Whereas at the first,
asymptomatic, AD stage, the AβPP-derived iAβ-initiated cascade is relatively benign
and involves the activation of eIF2α kinases and elicitation of the ISR, at the second AD
stage iAβ produced independently of AβPP drives a much more perilous cascade that
involves the formation, presumably through a chain of events, including the iAβ-mediated
inhibition of the ubiquitin–proteasome system [134–137], of tau tangles, and ultimately
results in neuronal loss.

The factors determining the dynamics of iAβ accumulation and of the disease at the
second AD stage are superficially similar to those operating at the first stage of AD: a rate of
accumulation and the extent of a threshold. But at the second AD stage, these parameters
are the rate of accumulation of iAβ produced independently of AβPP (rather than of
AβPP-derived iAβ) and the extent of the T2 (rather than of T1) threshold, which is a “point
of no return” since its crossing triggers the apoptotic pathway. Accordingly, the timing
of the end stage of the disease is inversely proportional to the rate of iAβ accumulation
and directly proportional to the extent of the T2 threshold. Indeed, the higher the rate of
iAβ accumulation, the faster the progression of AD and the sooner would the end stage be
reached; the higher the extent of the T2 threshold, the greater the timing of the occurrence
of the end stage of the disease.

These relationships are presented diagrammatically in Figure 13. In this Figure, the
kinetic parameters of AβPP-derived iAβ accumulation up to and including the crossing of
the T1 threshold are identical in all panels whereas the kinetic parameters following the T1
crossing and the commencement of the second AD stage are different. In panels A and A’,
the extent of the T2 threshold is the same, but the rates of accumulation of iAβ produced in
the AβPP-independent iAβ production pathway are different. It is much greater in panel
A than in panel A’. Accordingly, as discussed above, the rate of progression of the disease
is much slower, the timing of its symptomatic manifestation is significantly greater, and its
duration is substantially longer in panel A’ than in panel A.

In panels B and B’, both the extent of the T2 threshold and the initial (fastest) rate
of accumulation of iAβ produced independently of AβPP are identical but the stochastic
distribution of the latter in the affected neurons is much wider in panel B’ than in panel B.
Accordingly, the duration of the disease is significantly longer in panel B’ than in panel B.
In panels C and C’, the rate of accumulation of iAβ produced in the AβPP-independent
iAβ production pathway and it stochastic distribution in the affected neurons are the same,
but the extents of the T2 threshold differ. In panel C’, it is substantially higher than in panel
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C. Consequently, the timing of the symptomatic manifestation of the disease is greater and
the duration of the disease is significantly longer in panel C’ than in panel C.
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patient-specific and identical throughout the affected brain. This assumption would im-
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Figure 13. Dynamics of iAβ accumulation and of the disease at the second, symptomatic stage of AD.
Blue lines: Affected neurons. iAβ: Levels of intraneuronal Aβ. T1 threshold: Levels of iAβ triggering
elicitation of the ISR, initiation of AβPP-independent production of iAβ, activation of the AD Engine
and the commencement of the second stage of AD. T2 threshold: Levels of iAβ triggering neurons’
entrance into the apoptotic pathway. Red blocks: Apoptotic zone. All kinetic parameters up to and
including the crossing of the T1 threshold are identical in all panels whereas the kinetic parameters
following the T1 crossing and the commencement of the second AD stage are different. In panels A
and A’, the extent of the T2 threshold is the same but the rates of accumulation of iAβ produced in the
AβPP-independent iAβ production pathway are different. It is much greater in panel A than in panel
A’. Accordingly, the rate of progression of the disease is much slower, the timing of its symptomatic
manifestation is significantly greater, and its duration is substantially longer in panel A’ than in panel
A. In panels B and B’, both the extent of the T2 threshold and the initial (fastest) rate of accumulation
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of iAβ produced independently of AβPP are identical but the stochastic distribution of the latter
in the affected neurons is much wider in panel B’ than in panel B. Accordingly, the duration of the
disease is significantly longer in panel B’ than in panel B. In panels C and C’, the rate of accumulation
of iAβ produced in the AβPP-independent iAβ production pathway and it’s stochastic distribution
in the affected neurons are the same but the extents of the T2 threshold differ. In panel C’, it is
substantially higher than in panel C. Consequently, the timing of the symptomatic manifestation of the
disease is greater and the duration of the disease is significantly longer in panel C’ than in panel C.

None of the kinetic parameters discussed in the present section and illustrated in
Figure 13 have a conceptual impact on the proposed therapeutic strategy at symptomatic
stages of AD, namely the iAβ depletion via its targeted degradation by the Aβ-cleaving
activities of BACE1 and/or BACE2 or by any other suitable agent. On the other hand, their
combined variability offers a plausible explanation for a well-documented phenomenon: a
sequential manifestation of AD pathology in the defined rejoins of the affected brain. This
aspect of the disease is discussed in the following section below.

21. Sequential Manifestation of the AD Pathology in Defined Brain Compartments.
Implications for the iAβ Depletion Therapy at the Early Symptomatic Stages of AD
21.1. Rate of Accumulation of iAβ Produced Independently of AβPP May Differ in Diverse
Regions of the Affected Brain

It could be presumed that the stochastically distributed (in individual AD-affected
neurons) rate of accumulation of iAβ produced in the AβPP-independent iAβ generation
pathway in the second, symptomatic stage of AD and the extent of the T2 threshold are
patient-specific and identical throughout the affected brain. This assumption would imply
that the rate of temporal progression of the AD pathology is also the same throughout
the AD-affected brain. This implication, however, is patently invalid because one of the
principal documented features of AD is the temporally sequential nature of the occurrence
of the AD pathology in the various defined regions of the affected brain.

Above, we concluded, on the basis of the available empirical data, that in the majority
of, if not in all, AD-affected neurons, iAβ levels reach and cross the T1 threshold within
a narrow time window. This means that the second stage of AD commences within close
temporal proximity in all neurons affected by the disease. Yet, it is the basic knowledge
that the AD pathology occurs in different defined parts of the brain as a widely distributed
temporal function. Indeed, anatomical and histological studies of AD-affected brains
concluded that the neurodegeneration begins within the second layer of the entorhinal
cortex followed by its occurrence in the hippocampus, temporal cortex, frontoparietal
cortex, and subcortical nuclei [138]. Moreover, each compartment of the brain exhibits the
neuropathology in the gradual and defined manner. For example, in the hippocampus, the
CA1 area is affected first, followed sequentially by the areas CA2, CA3 and DG [139].

The question is then, how to reconcile the relatively concurrent T1 crossings and the
commencement of the second AD stage in all affected neurons, throughout the entire brain,
with the widely spread, over many years, effects of the disease in various compartments
of the brain? One plausible answer lies in the variably wide stochastic distribution of the
rate of accumulation of iAβ produced independently of AβPP in and, consequently, of the
distribution of the T2 threshold (assumed in this interpretation to be the same throughout
the affected brain) crossings by the affected neurons, postulated in the preceding section. It
necessitates that different (yet overlapping) segments of the overall stochastic distribution
spectrum represent affected neurons from different, distinctly defined parts of the brain;
i.e., iAβ crosses the T2 threshold sequentially in diverse regions of the AD-affected brain.
For this to occur, the average rate of iAβ accumulation should differ in different parts
of the brain due to either diverse, brain compartment-specific efficiencies of the AβPP-
independent iAβ generation pathway or varied rates of iAβ clearing. In each defined
brain compartment, the stochastic nature of the T2 threshold crossings would be local yet
overlapping to form the overall spectrum that defines the duration of AD.
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This notion is illustrated in Figure 14. In this Figure, the lines of different colors above
the T1 threshold represent iAβ levels in the affected neurons in defined regions of the
afflicted brain whereas panels A through D of Figure 14 provide diagrammatic snapshots
of progressive stages of AD. Panel A of Figure 14 illustrates an early AD stage. Only a
fraction of the affected neurons in only a single defined brain compartment reached and
crossed the T2 threshold and committed apoptosis. In panels B and C, as the disease
progresses, all affected neurons in the first (red) compartment cross the T2 threshold and
commit apoptosis, and similar accession toward and crossing of the T2 threshold occurs
sequentially in the defined compartments of the affected brain. In panel D, all affected
neurons reached and crossed the T2 threshold in all defined compartments of the afflicted
brain; this is the end stage of the disease.
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Figure 14. Sequential manifestation of the AD pathology in defined brain compartments: The rate of
accumulation of iAβ produced independently of AβPP differs in diverse regions of the affected brain.
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iAβ: Level of intraneuronal Aβ. T1 threshold: Level of iAβ level triggering elicitation of the ISR,
initiation of AβPP-independent production of iAβ, activation of the AD Engine and the commence-
ment of the second stage of AD. T2 threshold: Levels of iAβ triggering neurons’ entrance into the
apoptotic pathway. Red blocks: Apoptotic zone. Each line represents individual affected neurons.
Lines of different colors above the T1 threshold: The affected neurons in various defined parts of the
AD-afflicted brain. The rate of iAβ accumulation differs in different parts of the brain, due to either
diverse, brain compartment-specific, efficiencies of the AβPP-independent iAβ generation pathway
or varied rates of iAβ clearing. Panel A: The early symptomatic stage of AD. Only the entorhinal
cortex and possibly the hippocampus are affected; neither significant accumulation of iAβ produced
in the AβPP-independent pathway, nor AD neuropathology yet occurred in other brain compart-
ments. Panels B, C, D: With the progression of AD toward the end stage (panel D), iAβ produced
in the AβPP-independent pathway accumulates and the AD pathology commences and expends
in temporally sequential manner in other defined compartments of the affected brain. Note that if
the therapeutic intervention, via transient administration of BACE1 and/or BACE2 activators or
of other iAβ-depleting agents, were implemented at an early symptomatic stage of AD (panel A),
the progression of the disease in the brain compartment already affected at this stage would cease,
and the AD pathology would not commence, due to iAβ depletion, in other brain compartments,
which would remain largely intact. The progression of AD in the affected brain compartment would
not resume and other brain compartments would stay pathology-free for the remaining lifespan of
a patient.

The above interpretation of the sequential manifestation of AD pathology in the
defined regions of the affected brain has an important implication for treatment of the
disease. If the transient iAβ depletion therapy via its targeted degradation by Aβ-cleaving
activities of BACE1 and/or BACE2 or by any other suitable iAβ-depleting agent were
implemented at an early symptomatic stage of AD, the progression of the disease in the
early-affected brain compartment (e.g., panel A of Figure 14) would cease, and the AD
pathology would not occur, due to iAβ depletion, in other brain compartments where it did
not yet commence or progressed only insignificantly. In the early-affected brain region, the
disease would not recur (for the reasons discussed in Section 19), and other brain compartments
would stay pathology-free for the remaining lifespan of a patient.

21.2. An Alternative Interpretation of Sequential Manifestation of AD Pathology: The Extent of the
T2 Threshold May Differ in Diverse Defined Regions of the Affected Brain

Assigning different segments of the overall stochastic distribution of the rate of iAβ
accumulation in individual affected neurons at the second AD stage to different defined
compartments of the brain is not the only scenario capable of explaining temporally se-
quential occurrence of the AD pathology in the affected brain. Another potential scenario
is that in symptomatic AD iAβ levels in affected neurons increase toward the T2 threshold
with the same rate and same stochastic distribution in all brain regions, but the extent of the
T2 threshold differs in different brain compartments. This scenario is illustrated in panel
A of Figure 15, which shows the dynamics of iAβ accumulation toward the T2 threshold
in different regions in the AD-affected brain (different brain compartments are signified
by different colors). The rate of AβPP-independent iAβ accumulation and its stochastic
distribution are identical throughout the entire AD-affected brain, but the extents of the
T2 threshold are different in diverse defined brain compartments. Consequently, the T2
threshold is reached and the affected neurons commit to apoptosis and die at different
times in different brain regions. With the variable extents of the T2 threshold, the affected
neurons commit to the apoptotic pathway in a defined brain region-specific mode, and the
AD pathology manifests in a sequential temporal order in defined brain compartments.
This scenario explains the sequential appearance of lesions associated with the neuronal
death and is consistent with the observed sequential appearance of tau tangles (formed in
live cells presumably prior to the T2 threshold crossing) in various defined regions of the
AD-affected brain [138].
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Manifestation of AD Pathology in Defined Brain Regions 

Figure 15. Sequential manifestation of the AD pathology in defined brain compartments: The extent
of the T2 threshold is variable, either separately or simultaneously with the rate of AβPP-independent
iAβ accumulation, in distinct defined regions of the affected brain. iAβ: Level of intraneuronal Aβ.
T1 threshold: Level of iAβ level triggering elicitation of the ISR, initiation of AβPP-independent
production of iAβ, activation of the AD Engine, and the commencement of the second stage of
AD. T2 threshold: Levels of iAβ triggering neurons’ entrance into the apoptotic pathway. Red blocks:
Apoptotic zone. Each line represents individual affected neurons. T2’ through T2””: Extents of the T2
threshold in separate define brain compartments. Lines of different colors above the T1 threshold: The
affected neurons in various defined parts (signified by different colors) of the AD-afflicted brain.
Dynamics of iAβ accumulation and the disease in separate defined brain regions are superimposed.
Levels of AβPP-derived iAβ reach and cross the T1 threshold in a narrow temporal window in all
affected neurons throughout the entire brain. Following the T1 crossing, the bulk of iAβ is produced
in the AβPP-independent pathway. Panel A: The rate of AβPP-independent iAβ accumulation and
its stochastic distribution are identical throughout the entire AD-affected brain, but extents of the
T2 threshold are different in diverse defined brain compartments. The T2 threshold is reached
and the affected neurons commit to apoptosis and die at different times in different brain regions;
consequently, the AD pathology manifests in a sequential temporal order. Panel B: Both the rate of
AβPP-independent iAβ accumulation and the extent of the T2 threshold are variable in separate
defined regions of the affected brain and both contribute to sequential temporal manifestation of
the AD pathology by determining the timing of its occurrence. Note that the extents of temporal
shifts (e.g., in the T2 threshold crossings) could be significantly greater when both parameters are
variable in defined regions of the brain. The depicted inverse proportionality between rates of AβPP-
independent iAβ accumulation and extents of the T2 threshold (panel B) is shown for purposes of
comparison and graphic convenience only; it is just one of multiple possible combinations of these
two parameters in various defined regions of the AD-affected brain.
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21.3. A Combination of Two Variable Kinetic Parameters Could Be Responsible for Sequential
Manifestation of AD Pathology in Defined Brain Regions

On the other hand, it is distinctly possible that the observed sequential temporal
occurrence of the AD pathology in defined brain regions involves a combination of variable
kinetic parameters, for example, differential rates of AβPP-independent accumulation of
iAβ and differential extents of the T2 threshold in various defined compartments of the
AD-affected brain. This combined scenario is shown in panel B of Figure 15. In this scenario,
both the rate of AβPP-independent iAβ accumulation and the extent of the T2 threshold are
variable in separate defined regions (signified by different colors) of the affected brain, and
both contribute to sequential temporal manifestation of the AD pathology by determining
the timing of its occurrence. Note that the extents of temporal shifts (e.g., in the T2
threshold crossings) could be significantly greater when both parameters (rather than only
one as shown in panel A of Figure 15) are variable in defined regions of the brain. The
depicted inverse proportionality between rates of AβPP-independent iAβ accumulation
and extents of the T2 threshold in panel B is shown for purposes of comparison and graphic
convenience only; it is just one of multiple possible combinations of these two parameters in
various defined regions of the AD-affected brain. Importantly, the proposed transient iAβ
depletion therapy via its targeted degradation by Aβ-cleaving activities of BACE1 and/or
BACE2 activators or by any other suitable iAβ-depleting agent is equally applicable in all
scenarios discussed above.

22. Cellular Mechanisms Capable of the iAβ Generation Independently of AβPP

Generation of iAβ in the AβPP-independent manner is one of the central tenets of
the ACH2.0. Indeed, in this theory of AD, the activation of the self-perpetuating AβPP-
independent iAβ production pathway is the pivotal event in the etiology of AD, which
marks the commencement of the disease. Because of its presumably vast output, this is the
process that, when active, renders the contribution of the AβPP proteolytic pathway to the
cellular iAβ pool insignificant for progression of the disease and its targeting for therapeutic
purposes futile. This is why the understanding of the mechanism that generates iAβ
independently from AβPP is of crucial importance for elucidating the disease. Moreover,
as discussed above, because of its presumed role, this mechanism and its components
constitute the prime therapeutic targets in AD.

22.1. The Centrality of the AUG Codon for Met671 of AβPP in the Presumed AβPP-Independent
Production of iAβ

At least four known cellular mechanisms (see below) are capable of producing Aβ
independently of AβPP. As elaborated below, they all share the key common feature:
In every conceivable mechanism of AβPP-independent generation of Aβ, translation
initiates at the AUG encoding methionine 671 of AβPP. The possibility that, in AD, Aβ
is produced independently from AβPP by translation initiating at this AUG codon was
first posited by Breimer and Danny in 1987 [140], the year when human AβPP cDNA was
synthesized, cloned and sequenced simultaneously by several groups [141–143]. In their
study [140], Breimer and Danny noted that C99 and Aβ-encoding portion of human AβPP
DNA is preceded immediately, contiguously and in-frame by the ATG which encodes
methionine 671 of AβPP. Importantly, this ATG is embedded in the optimal translation
initiation nucleotide context (Kozak motif), the arrangement exceptional in the human
AβPP gene, where of 20 in-frame Met-encoding ATG codons (including the ATG encoding
the translation-initiating Met), only the ATG encoding Met671 is found in the nucleotide
context optimal for the initiation of translation [140].

Breimer and Denny argued [140] that such a favorable and unique positioning of the
ATG encoding Met671 of the AβPP may be not random but rather reveals the underlying
physiological function. They proposed that this function could be the initiation of trans-
lation of AβPP mRNA within its coding region, a mechanism that could be inducible and
operative in AD (discussed in more detail below). They also argued that translation initiated
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at the AUG encoding Met671 of AβPP would result in C99 because the initiating Met
would be removed co-translationally by N-terminal methionine aminopeptidases 1 and 2
(MAP1 and MAP2); the gamma-cleavage of C99 would, in turn, generate Aβ. Thus, in the
Breimer and Danny’s version of events, C99 and Aβ could be produced independently of
AβPP but would be identical in all respects to and indistinguishable from their counterparts
produced by the AβPP proteolysis [140].

22.2. C100 (Met-C99) and Met-iAβ Produced Independently of AβPP Can Be Distinguished from
Their Counterparts Resulting from the AβPP Proteolysis: The Key to Evaluating the Validity of the
ACH2.0

Breimer and Danny’s presumption that C99 and Aβ generated independently of AβPP
via the initiation of translation from the AUG encoding Met671 would be indistinguishable
from their counterparts produced in the AβPP proteolytic pathway [140] was, however,
subsequently proven to be incorrect. Indeed, as detailed below, the ensuing studies of
the processing of the N-terminal translation-initiating methionine in eukaryotic cells have
shown that MAP1 and MAP2 would be incapable of removing (co-translationally) the
translation-initiating methionine preceding C99 and Aβ and that, in this case, the primary
translation product would be C100 (i.e., N-terminal Met-C99), which can be processed by
gamma-cleavage into Met-Aβ, both readily distinguishable from C99 and Aβ produced in
the AβPP proteolytic pathway; eventually, the N-terminal methionine would be removed,
but, importantly, post- rather than co-translationally and by aminopeptidases other than
MAP1/MAP2.

Translation of the bulk of cellular proteins is initiated from N-terminal methionine.
This methionine, however, is not always cleaved-off co-translationally by MAP1 and/or
MAP2. For this to occur, both N-terminal Met and the residue that follows it should
be accommodated within the active site of the enzyme. This is, therefore, a geometric
problem and, with the invariable N-terminal Met, the feasibility of cleavage is strictly a
function of the size of a residue that follows it [144–146]. The size of a residue is directly
defined by the radius of gyration (RG) of its side chain. The smallest RG, zero, is in glycine,
which does not have a side chain. The RG is 0.77 Angstroms in alanine, 1.08 Angstroms
in serine, 1.22 Angstroms in cysteine, 1.24 Angstroms in threonine, 1.25 Angstroms in
proline and 1.29 Angstroms in valine. It steadily increases and reaches its highest value
(2.38 Angstroms) in arginine.

The N-terminal Met can be cleaved-off co-translationally by MAP1 and/or MAP2
only if it is followed by one of the seven smallest residues listed above [147]. The position
following methionine 671 of AβPP is occupied by aspartate (RG 1.43 Angstroms). Con-
sequently, if translation initiates from the AUG codon for methionine 671 of AβPP, this
methionine would not be removed co-translationally and the resulting primary product
would be not C99 but C100, i.e., Met-C99. In cases such as this, where the translation-
initiating methionine is not removed by MAP1/MAP2, it is ultimately cleaved-off by one
of numerous aminopeptidases with a broad specificity [148], as happens, for example,
with γ-actin where the penultimate residue is glutamate, with RG of 1.77 Angstroms,
and where the N-terminal methionine is cleaved–off by an aminopeptidase distinct from
MAP1/MAP2 [149]. It should be emphasized that the cleavage of translation-initiating
methionine by an aminopeptidase that is not MAP1/MAP2 does invariably occur post-
translationally.

It follows, in light of the above considerations, that if iAβ is generated in AD inde-
pendently of AβPP by initiation of translation from the AUG encoding methionine 671 of
AβPP, pools of Met-C99 (i.e., C100) and, potentially, of Met-Aβ would occur in the affected
human neurons. These pools would represent the equilibrium of several dynamic processes,
namely gamma-cleavage of C100 yielding Met-Aβ, conversion of C100 into C99 via the
removal on the N-terminal methionine by aminopeptidases other than MAP1/MAP2, and
conversion of Met-Aβ into Aβ trough the same mechanism. Relative rates of these dynamic
processes would define sizes of the Met-C99 and Met-Aβ pools, but their steady-state
populations would certainly occur and could be detected in live neuronal cells (see below
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on human neuronal cells-based AD model, Section 26). These populations, however, would
not occur in post-mortem samples since in dying cells, the production of C100 would
stop long before the operation of aminopeptidases terminates; consequently, with the
influx of C100 and Met-Aβ ceased and aminopeptidases active, the N-terminal Met in
question would be removed in its entirety. The presumed ability to distinguish between
C100 and iAβ generated independently of AβPP and their counterparts produced by AβPP
proteolysis is the key to assaying the validity of the ACH2.0 (see Section 26 below).

22.3. Potential Mechanisms of AβPP-Independent Generation of iAβ: Internal Initiation of
Translation within the Intact Human AβPP mRNA from the AUG Encoding Met671

Potentially, there are two categories of the mechanisms of AβPP-independent genera-
tion of iAβ. One consists of the proposal of Breimer and Danny [140] that in AD, C99 and
Aβ could be produced independently of AβPP by translation of the intact human AβPP
mRNA initiating within its coding region with Met671. Two research groups attempted
to test this proposal. The rationale in both studies was that a manipulation of AβPP
DNA (and, consequently, AβPP mRNA) upstream from the ATG encoding Met671 should
be inconsequential for translation initiating at this site, and would not interfere with it.
In one study, various frame-shift mutations, introduced at the upstream positions, were
utilized [150]. Another group inserted a translational stop codon upstream of the ATG
in question [151]. In both cases the reasoning was simple: if the internal initiation of
translation from the AUG encoding Met671 of AβPP does occur, C99 (and Aβ) would
be produced from mutation-carrying AβPP mRNAs; if it does not, neither C99 nor Aβ
would be generated. In both cases, C99 and Aβ were not detected, and the postulated
phenomenon was declared as “ruled out” [150,151].

But did the above referenced studies really rule out this possibility? The answer is a
resolute “NO”. The experimental approaches that both studies have employed to assess
the validity of the proposed mechanism resulted in apparently typical cases of comparing
the proverbial apples and oranges. The proposal by Breimer and Danny [140] postulated
the AβPP-independent production of C99 and Aβ via internal initiation of translation in
AD-affected neurons in a disease-inducible manner. However, in both studies [150,151] re-
ferred to above, the determination ruling out this phenomenon was made in non-neuronal
cells and certainly not under the AD conditions. It is, therefore, patently inapplicable to
the processes taking place in AD. Consequently, the proposal by Breimer and Danny [140]
remains potentially valid and should be re-assessed, along with other possible mecha-
nisms discussed below in the present and following sections, in the suitable AD model
(see Section 26 on this subject).

22.4. Potential Mechanisms of AβPP-Independent Production of iAβ: Utilization of 5′-Truncated
AβPP mRNA Where the AUG Encoding Met671 Is the First Translation Initiation Codon
22.4.1. Internal Initiation of Transcription Upstream from the ATG Encoding Met671
of AβPP

The other category of potential mechanisms of AβPP-independent iAβ generation
includes the processes utilizing 5′-truncated AβPP mRNA. It is not difficult to envision
that if AβPP mRNA were 5′-truncated in such a way that the first functional in-frame
translation initiation codon would be the AUG encoding Met671, a conventional (rather
than internally initiated) translation would result in the C100 fragment of AβPP as its
primary product. One mechanism capable of generating such truncated mRNA is the
internal initiation of transcription. This should take place well within the AβPP coding
region but upstream of the AβPP gene segment encoding C99, in such a position that in
the resulting mRNA the AUG encoding Met671 of AβPP would be the first functional
translation initiation codon. The occurrence of such process would necessitate expression
of a suitable transcription factor, or a cofactor, and could be induced upon the elicitation of
the integrated stress response.
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22.4.2. Targeted Site-Specific Cleavage of AβPP mRNA Upstream from Its C99-Encoding
Segment

Another mechanism possibly responsible for the production of suitably 5′-truncated
AβPP mRNA is the targeted site-specific cleavage of the intact AβPP mRNA at an appro-
priate position within its coding region, i.e., upstream from the C99-encoding segment of
mRNA. The activation of such a mechanism would require the ISR-enabled expression
of a suitable nuclease activity. mRNA produced by the above mentioned two mecha-
nisms would be similar in that they would be encoding the same primary product, namely
the C100 fragment of AβPP. On the other hand, they would be distinguishably different:
whereas the mRNA product of the internal initiation of transcription would terminate with
the cap structure at its 5′ end, the cleavage-resulting mRNA would be cap-less.

22.4.3. Potential Generation of C100-Encoding mRNA by the Asymmetric Amplification of
Human AβPP mRNA

The third and, arguably, most plausible potential mechanism underlying AβPP-
independent generation of iAβ in AD is asymmetric RNA-dependent AβPP mRNA am-
plification. This mechanism is of significant interest because it also offers mechanistic
explanation as to why AD is species-specific and possibly human-specific and why it
certainly cannot occur in mice and mouse models, even upon an acute exogenous over-
expression of human Aβ. Importantly, human AβPP mRNA appears to be its eligible
template. If indeed operational in AD, this mechanism would, as detailed below, produce
mRNA where the AUG encoding Met671 of AβPP is the first translation initiation codon; it
is briefly discussed in the following section.

23. RNA-Dependent Amplification of Mammalian mRNA: Human AβPP mRNA Is
Uniquely Eligible for the Process That Would Generate mRNA Encoding the
C100 Fragment of AβPP
23.1. The Chimeric Pathway of Mammalian RNA-Dependent mRNA Amplification

RNA-dependent amplification of mammalian mRNA can occur in two consecutive
stages, a “chimeric” pathway that potentially could be followed by a PCR-like mRNA
amplification (for detailed discussion see [104–107,152–157]). Only the former is relevant to
the subject of the present study. The mRNA amplification pathway of interest is “chimeric”
because the resulting product of amplification contains covalently attached sense and
antisense RNA segments. The amplified mRNA may be identical to its gene-transcribed
progenitor in that it retains the intact protein coding capacity. On the other hand, it is of
great potential relevance for AD because the amplification process can also produce mRNA
molecules with 5′-truncated coding regions. In fact, the amplification of human AβPP
mRNA resulting in 5′-truncated mRNA encoding the C100 fragment of AβPP is indeed
plausible and is discussed below.

The chimeric pathway of mammalian mRNA amplification is illustrated diagrammat-
ically in Figure 16 and can be briefly summarized as follows. The process is initiated by
synthesis of the antisense complement of gene-transcribed mRNA progenitor by the RNA-
dependent RNA polymerase (RdRp). It results in a double-stranded structure containing
both sense and antisense RNA strands. Strands are then separated by a helicase complex
that starts at the poly(A) segment of the 3′-terminal poly(A)-containing strand and moves
along it. When separated, sense RNA can be reused as amplification template. Antisense
RNA, on the other hand, folds into a self-priming configuration and is extended into the
sense RNA. Such folding requires the occurrence of two complementary and topologically
compatible elements (nucleotide sequences) within the antisense RNA [158]. One element
must be 3’-terminal (the terminal complementary element, TCE), the other (the internal
complementary element, ICE) can be located potentially anywhere within antisense RNA.
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the chimeric pathway of mammalian mRNA amplification. The internal complementary element 
(ICE) is situated within a portion of antisense RNA corresponding to the 5′UTR of conventional 
mRNA progenitor; consequently, the chimeric RNA end product contains the entire coding region 
of conventional mRNA. Stage 1: RdRp-mediated transcription of the antisense RNA from the 
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RNA into self-priming conformation. Stage 4: 3’ terminus of the antisense RNA is extended into the 
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RNA. Filled yellow circle: Helicase/nucleotide-modifying activity complex. Blue lines (single and
boxed): RNA strands following their separation by a helicase/modifying activity. Red arrows: Site
of cleavage of the chimeric intermediate. Top panel: The progenitor of the mRNA amplification
pathway: conventional, genome-transcribed mRNA. Middle panel: Projected stages of the chimeric
pathway of mammalian mRNA amplification. The internal complementary element (ICE) is situated
within a portion of antisense RNA corresponding to the 5′UTR of conventional mRNA progenitor;
consequently, the chimeric RNA end product contains the entire coding region of conventional
mRNA. Stage 1: RdRp-mediated transcription of the antisense RNA from the gene-transcribed sense
RNA progenitor. Stage 2: Strand separation; helicase activity mounts 3′ poly(A) of the sense RNA and
moves along it. Stage 3: TCE/ICE-facilitated folding of antisense RNA into self-priming conformation.
Stage 4: 3’ terminus of the antisense RNA is extended into the sense RNA. Stage 5: Double-stranded
portion of the hairpin structure is separated into sense and antisense RNA by helicase activity. Stage 6:
When helicase reaches single-stranded portion of hairpin structure, it (or associated activity) cleaves
the chimeric intermediate. Stage 7: 3′-trucated antisense RNA and chimeric RNA end products of the
chimeric mRNA amplification pathway. Bottom panel: The ICE element is situated within a segment
of antisense RNA corresponding to the coding region of conventional mRNA. Consequently, the
amplified chimeric RNA end-product contains a 5′-truncated coding region of conventional mRNA.
The translational outcome is decided by the location of the 5′-most translation initiation codon; if it is
in-frame, translation would yield the C-terminal fragment of conventionally encoded polypeptide.
Stages 3′ through 7′ correspond to stages 3 through 7.

When the extension of self-primed antisense into sense RNA strand is completed, it
results in a hairpin structure. Complementary strands in this structure are separated by a
helicase activity invoked above. When helicase complex reaches the single-stranded portion
(loop) of the hairpin structure, it cleaves the RNA molecule at the 3′ end of the loop or at a
TCE/ISE mismatch. The cleavage produces two end products of the chimeric amplification
pathway. One product is 3’-truncated antisense RNA missing either a part of or the entire
TCE element. Another product is the chimeric mRNA. It contains 5’-truncated sense RNA
and a covalently bound portion of the antisense RNA (in fact, its cleaved-off 3′-terminal
segment). Whereas the antisense end product of the chimeric pathway can be utilized as
initial template (progenitor) in the PCR-like mRNA amplification pathway (outside the
scope of the present discussion; described in detail in [105,106,156]), the chimeric RNA end
product of amplification is a functional mRNA and can be translated into a protein [105,106].
The potential protein product of the chimeric mRNA translation are not necessarily identical
to that translated from gene-transcribed mRNA progenitor of amplification; two potential
typical outcomes are discussed below.

23.2. Chimeric RNA End Products May Retain the Intact Protein Coding Content of the
Conventional mRNA Progenitor

Translational outcomes of the chimeric pathway of RNA-dependent mRNA ampli-
fication include but are not limited to a protein encoded by the gene-transcribed mRNA
progenitor. Chimeric RNA end product of amplification may encode only the C-terminal
portion of the corresponding conventionally produced protein. It may join the C-terminal
portion of conventionally produced protein with a polypeptide encoded elsewhere in the
genome, i.e., the amplification process is able to produce a polypeptide encoded non-
contiguously in the genome. Alternatively, the chimeric RNA end product of amplification
may encode a polypeptide entirely unrelated to that translated from the conventional
mRNA progenitor (for detailed discussion of the above possibilities see [156]). Which
translational scenario plays out with a given mRNA species depends principally on the
position of the ICE element within the antisense RNA, which, in turn, determines the site
of initiation of the extension of the antisense into the sense RNA. The middle panel of
Figure 16 illustrates the simplest scenario where the internal complementary element is
situated within antisense RNA segment corresponding to the 5′ untranslated region of
the gene-transcribed progenitor mRNA. In this scenario, the extension of self-primed anti-
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sense RNA would produce a portion of the 5′UTR and the entire coding region of mRNA
progenitor. Consequently, the chimeric RNA end product of amplification would differ
from corresponding conventionally produced mRNA only in its 5′UTR region and, upon
translation, would produce protein identical to the conventionally generated polypeptide.

23.3. Chimeric RNA End Products May Encode the C-Terminal Fragment of Conventionally
Generated Polypeptide

The 3′ terminal complementary element of the antisense RNA is, by definition, invari-
ably 3′-terminal. On the other hand, the internal complementary element can be literally
anywhere within the antisense RNA. A possibility, which is of great interest because it is
relevant to the subject of AβPP-independent generation of Aβ, is one whereby the ICE
element is located in a portion of the antisense RNA corresponding to the coding region
of conventional gene-transcribed mRNA progenitor. This particular scenario is illustrated
in the bottom panel of Figure 16. In this case, the extension of self-primed antisense RNA
would produce only the 3′ portion of conventional mRNA containing only the 3′ portion
of its coding region. Accordingly, the chimeric RNA end product of amplification would
contain 5′ truncated coding region of conventional mRNA. The translational product gener-
ated from such RNA would be defined by the location of the first, 5′-most AUG or another
translation initiation-competent codon. If this codon were in-frame, translation of the
chimeric RNA product of mRNA amplification would produce the C-terminal fragment
of conventional mRNA progenitor-encoded protein. This type of the chimeric mRNA
amplification pathway would be asymmetric: Indeed, only the 3′-terminal segment of the
coding region would be amplified, and its translation would generate only the C-terminal
segment of conventionally produced protein. Asymmetric chimeric mRNA amplification
pathway can also result in several additional interesting translational outcomes, which are
outside of the scope of the present discussion and are described elsewhere [156].

24. Human AβPP mRNA Is an Eligible RdRp Template: Projected Pathway of
Asymmetric Amplification Resulting in Chimeric mRNA Encoding the C100 Fragment
of AβPP

The asymmetric chimeric pathway of RNA-dependent mRNA amplification described
above is potentially capable, if applicable to AβPP mRNA, of generating mRNA encoding
C100 fragment independently of AβPP. The asymmetry involved in producing 5’-truncated
AβPP mRNA where the AUG codon for methionine 671 is the 5′-most translation initiation
codon is, however, extensive. The AUG encoding methionine 671 of AβPP is located more
than two thousand nucleotides downstream from the 5′ end of AβPP mRNA. Consequently,
the TCE and ICE complementary elements within the antisense RNA (if they occur in the
first place) would be as distant from each other. Provided that the TCE and ICE do occur in
suitable positions, the question is: would the required antisense RNA folding be feasible,
i.e., would the complementary elements be topologically compatible in folded antisense
AβPP conformation? The general approach (i.e., not only for AβPP mRNA but for any
mRNA species) to assess this is as follows.

24.1. Assessment of the Eligibility of an mRNA for RNA-Dependent Amplification:
General Approach

In this general approach, the mRNA of interest is reverse transcribed into an anti-
sense cDNA. The mRNA template is removed by RNase H activity (which cleaves RNA in
double-stranded RNA/DNA substrate and usually occurs in preparations of reverse tran-
scriptase, RTase, unless removed genetically) concurrently with the reverse transcription
progression and mRNA template’s engagement in a double-stranded structure with newly
synthesized cDNA (thus forming RNase H substrate). Provided the mRNA of interest is
fully transcribed, provided the TCE and ICE elements occur within the antisense strand,
and provided they are topologically compatible, the antisense strand would fold into self-
priming conformation and would be extended (by RTase, which is capable of utilizing both
RNA and DNA templates) into the sense strand. Such extension could be easily detected by
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nucleotide sequencing, and the junction between the sense and antisense segments would
indicate the position of the ICE element and enable the identification of both TCE and ICE.

24.2. Human AβPP mRNA Is Eligible for RNA-Dependent Amplification

Just such an assessment was actually inadvertently performed for human AβPP
mRNA. Soon after human AβPP cDNA was sequenced [141–143], but before the genomic
sequence upstream of the human AβPP gene was defined, one research group reported the
detection and sequencing of much longer human AβPP cDNA, which was significantly
extended at its 3′ end [159]. The authors hypothesized that it originated from 5′-extended
AβPP mRNA whose transcription was initiated at the alternative transcription initiation
site upstream from originally reported 5′ end of the human AβPP gene (based on the
AβPP cDNA sequencing, [141–143]). Soon after [159] was published, however, the genomic
region upstream of human AβPP was sequenced [160], and it became apparent that the
observed human AβPP cDNA extension seen in [159] could not have originated by alter-
native initiation of transcription upstream from AβPP gene. Consequently, following the
publication of genomic nucleotide sequence upstream from the human AβPP gene [160],
the authors of [159] declared their result an artifact and published a correction to this
effect [159]. However, a close analysis of human AβPP cDNA extension obtained in [159]
showed that the extended portion is, in fact, a perfect segment of human AβPP sense
strand, and that it was derived by the extension of folded and self-primed AβPP cDNA
(antisense strand) that occurred about 2000 nucleotides from the 3′ terminus of the AβPP
cDNA. The sense/antisense junction within extended AβPP cDNA defined the site of
the initiation of extension and enabled the determination of sequences of the TCE and
ICE elements [161–163]. Moreover, this analysis showed that the first, 5′-most translation
initiation codon within the sense segment of the extended AβPP cDNA is, in fact, the
ATG encoding Met671 of AβPP [161–163]. The projected folding, self-priming and the
extension of human antisense RNA AβPP strand, as well as the cleavage generating the
mRNA encoding the C100 fragment of human AβPP, are illustrated in Figure 17. Note that
stages a, b, and c of asymmetric RNA-dependent AβPP mRNA amplification depicted in
Figure 17 correspond to stages 3′ through 6′ shown in Figure 16.

As shown in Figure 17, the human antisense AβPP RNA contains the TCE and ICE
elements (the TCE becomes such only if it has the complementary and topologically
compatible ICE partner; otherwise it is just a 3′ terminal RNA segment). The distance
between the TCE and ICE is quite large, about two thousand nucleotides, yet they guide
the folding of the antisense RNA into a self-priming conformation. The TCE element acts as
a primer and is extended by RdRp into sense RNA strand (transcribing, in fact, a 5′ portion
of the antisense RNA template). Sense and antisense RNA strands are then separated
by helicase activity (not shown in Figure 2). When helicase reaches the single-stranded
portion of the molecule, it, or associated activity, cleaves it. In Figure 2, the cleavage is
shown to occur at the 5′ end of the TCE element (i.e., the 3′ end of the single-stranded
loop of the hairpin structure), but it could also occur at one of the TCE/ICE mismatches.
This cleavage produces the chimeric end product of asymmetric RdRp-mediated, RNA-
dependent amplification of human AβPP mRNA. Its sense RNA segment consists of
severely 5′ truncated coding region of AβPP mRNA continued into its 3′ untranslated
region. In terms of the translational outcome, the most important feature of this amplified
RNA is the presence of in-frame translation initiation codon. It occurs 58 nucleotides
downstream from the sense/antisense junction, and it is the AUG codon for methionine 671 of
AβPP. Thus, the chimeric RNA end product of the asymmetric amplification of human AβPP
mRNA would produce, upon its translation, the C100 fragment of AβPP. Importantly, this mode
of production, eventually resulting in Aβ, would be completely independent of AβPP.
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Figure 17. Chimeric pathway of human AβPP mRNA amplification resulting in mRNA encoding
the C100 fragment of AβPP: Projected principal stages. Lowercase letters: Nucleotide sequence of the
antisense RNA. Uppercase letters: Nucleotide sequence of the sense RNA. Highlighted in yellow: The 3′

terminal (top) and the internal (bottom) elements of the human antisense AβPP RNA. “2011–2013”:
Nucleotide positions (from the 3′ terminus of the antisense AβPP RNA) of the “uac” (highlighted
in blue) corresponding to the “AUG” (highlighted in green) encoding Met671 in the human AβPP
mRNA. Panel a: TCE/ICE-facilitated folding of the human AβPP antisense RNA into self-priming
configuration. Panel b: Extension of self-primed AβPP antisense RNA into sense RNA (highlighted
in gray). Red arrow: Cleavage of chimeric RNA intermediate following separation of sense and
antisense RNA (not shown). The cleavage is shown at the 5′ end of the TCE element; it may also
occur at one of the TCE/ICE mismatches. Panel c: Chimeric RNA end product of RNA-dependent
amplification of human AβPP mRNA (highlighted in gray). It consists of antisense portion (the TCE
or part thereof) extended into 5′ truncated coding region of human AβPP mRNA. Its first, 5′-most
translation initiation codon is the in-frame AUG (highlighted in green) that encodes Met671 of human
AβPP; when translated, it would produce the C100 fragment of AβPP.

25. The Unique Eligibility of Human AβPP mRNA for Asymmetric RNA-Dependent
Amplification Provides Explanation for Species-Specificity, Possibly
Human-Specificity, of AD

The potential utilization of the asymmetric AβPP mRNA amplification in the second
stage of AD provides an explanation as to why AD appears to be human-specific (or,
at least, species-specific; indeed, it does not occur even in long-living mammals, such
as elephants). As was mentioned above, at least two requirements have to be met for
RNA-dependent mRNA amplification to occur: (a) the occurrence of two complementary
elements, TCE and ICE, on the antisense strand and, if this is satisfied, (b) topographical
compatibility of the TCE and ICE, i.e., the sufficient spatial proximity in the folded antisense
configuration allowing their interaction and formation of a self-priming structure. It
appears that in non-human mammals even the first requirement is not met [156]. It certainly
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is not met in mice, where AβPP antisense RNA segments corresponding to the TCE and
ICE elements of human AβPP antisense RNA show little, if any, complementarity [161–163].
Moreover, this requirement is not met in human AβPP mRNA exogenously overexpressed
in mice because its 5’-terminal region is substantially modified during the construction of
expression vectors or of transgenes, and therefore it loses its RdRp eligibility. This can be the
reason why transgenic AD models do not and apparently cannot exhibit the full spectrum
of AD pathology. Importantly, however, as argued above, the absence of the operative
AβPP-independent iAβ generation pathway does not preclude in any way the occurrence
of AACD.

26. Testing the Validity of the ACH2.0 and the Potential of the BACE1/BACE2
Activation-Mediated iAβ Depletion Therapy
26.1. Human-Neuronal-Cell-Based AD Model
26.1.1. Rationale

For two reasons, the best conceivable AD model is, arguably, that based on human
neuronal cells. The first reason is that such model utilizes cells originating from the species
known to be affected by AD. The second reason is that, as discussed above, AD appears to
be human-specific or, at least, species-specific [152–157], i.e., human cells seem to possess
unique feature(s), possibly the ability to produce iAβ in the AβPP-independent mode [156]
or enact some other mechanism(s) enabling the second AD stage, that are, because of the
structure of their AβPP mRNA or for other reasons, unavailable in non-human mammalian
species [161–163]. Since human neurons are intrinsically capable of the molecular processes
underlying the disease and, more specifically, are capable of enabling the stage two of AD,
the design principles to generate the AD model are relatively straightforward; they aim
to trigger the second stage of AD and to activate the AβPP-independent iAβ generation
pathway and, consequently, the AD Engine. Once this occurs, the progression of cellular AD
pathology, driven by the AβPP-independent iAβ production pathway, would become self-
sustaining and irreversible (unless intervened in therapeutically). Moreover, as described
below, the ability of a human neuronal cells-based AD model system to support the
formation of hyperphosphorylated tau tangles, the major cellular AD hallmark, has been
proven experimentally [61].

26.1.2. Cultured Human Neuronal Cells Are Capable of Displaying Full Spectrum of
Cellular AD Pathology

Another decisive advantage of a human neuronal cells-based AD model is its apparent
capacity to present the complete spectrum of cellular AD pathology, including the forma-
tion of neurofibrillary tangles (NFTs). Exogenous overexpression of Aβ in human neuronal
cells cultured in matrigel was indeed shown to trigger the formation of this principal
AD hallmark [61]. In the study under discussion, the authors adopted the ACH-based
interpretation of the observed phenomenon and ascribed it to the effects of overexpressed
extracellular Aβ produced in the AβPP proteolytic pathway. The ACH2.0-based interpre-
tation of the same results offers a completely different picture. It suggests that in their
experiments authors inadvertently activated the AβPP-independent iAβ generation path-
way and, consequently, ignited the AD Engine. In this study [61], investigators utilized
polycistronic lentiviral construct to acutely overexpress human AβPP cDNA carrying the
London FAD mutation V717I as well as the Swedish FAD mutation K670N/M671L. From
the same construct, they also overexpressed PSEN1 carrying the FAD mutation ∆E9. Fol-
lowing the introduction of lentiviral construct, human neural progenitor cells were cultured
and differentiated in matrigel [61]. To understand how the mutations employed in this
study could facilitate the activation of the AβPP-independent iAβ generation pathway, it is
important to review their function. The Swedish FAD mutation furthers, as discussed above,
the gamma-cleavage of C99 on intracellular membranes and, consequently, facilitates the
retention of iAβ produced by the AβPP proteolysis [59]. The London FAD mutation signifi-
cantly increases production of Aβ42 isoform and so does the PSEN1 mutation utilized in
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this study. Both mutations substantially accelerate the accumulation of AβPP-derived iAβ.
This occurs for three reasons. First, secreted Aβ does not diffuse in the matrigel. Second,
secreted Aβ42 is internalized preferentially and with augmented efficiency (versus other
Aβ species) [35]. Third, as discussed above, intraneuronal Aβ42 lowers (in comparison
with other Aβ isoforms) the T1 threshold and thus facilitates the activation of the AβPP-
independent iAβ production pathway. Therefore, iAβ42 rapidly reaches the T1 threshold
and triggers the endogenous AβPP-independent generation of iAβ. The drastically in-
creased levels of iAβ drive cellular AD pathology, apparently including the formation of
NFTs. The high iAβ levels indeed were shown to inhibit the ubiquitin–proteasome system,
facilitate the accumulation and phosphorylation of tau protein and promote the formation
of NFTs [134–137]. Whereas the human-neuronal-cell-based AD model employed in [61]
can be utilized for testing (see below) the validity of the ACH2.0 (in fact, it is currently the
only existing AD model suitable for this purpose), the following section describes simpler
and more streamlined approaches to generate a human-neuronal-cell-based model capable
of accomplishing this objective.

26.2. Human-Neuronal-Cell-Based AD Model: Principles of Design

Within the framework of the ACH2.0, the most “physiological” (i.e., imitating the
processes that occur in the disease) approach to ignite the AD Engine, i.e., to activate
the endogenous AβPP-independent iAβ production and to initiate the second stage of
AD, is to rapidly accumulate iAβ to the T1 threshold. Considering, as described above,
that in AD-predisposed individuals, the T1 threshold could be significantly lower than in
general population, it may be useful to utilize neurons differentiated from iPSCs of AD
patients who developed AD in their middle to late sixties. Rapid accumulation of iAβ
can be accomplished by transiently and exogenously expressing Aβ42 (because it further
lowers the T1 threshold) from DNA constructs or from transfected mRNA, or by importing
it directly by electroporation or by other suitable technique. The expression constructs
should encode Aβ42 rather than AβPP or C99; the resulting peptide would be iAβ (i.e., it
would not be secreted). If, in an exogenous iAβ expression construct, translation would
initiate from the AUG contiguously preceding the Aβ segment of the expression vector, the
resulting primary product would be Met-Aβ. However, the principal detection assays in
the validation procedure would be for the occurrence of endogenously produced C100 and
Met-Aβ, and the presence of exogenously generated Met-Aβ would interfere with the
detection of its endogenous counterpart.

A solution to the above problem is to arrange for a co-translational removal of the
translation-initiating methionine by MAP1 or MAP2. This can be accomplished by insert-
ing, immediately following the initiating methionine, one of the seven residues (listed
above) that are compatible with the operation of MAP1/MAP2 [147]. The best choice
appears to be Val because it would confer the longest half-life, according to the N-end
rule [146]. However, when the N-terminal methionine is followed by valine, its removal
by MAP1/MAP2 depends on the next downstream residue. If it is aspartate, as is the
case in Aβ, the initiating methionine cannot be cleaved-off by MAP1/MAP2 [147], and the
resulting primary translation product would be Met-Val-Aβ. The next best choice, in accor-
dance with the N-end rule, is Gly. In this case, the translation initiating methionine will be
removed co-translationally by MAP1 or MAP2 [147] and the primary translation product
would be Gly-Aβ, which can be readily distinguished from the Met-Aβ presumably gen-
erated endogenously in the AβPP-independent manner. In a complementary approach,
if exogenously expressed iAβ contains one of FAD mutations, say the Swedish mutation,
not present in the endogenously produced Aβ, this feature would assist in distinguishing
between the two.

On the other hand, however, the identification of the endogenously produced C100 frag-
ment of AβPP would be fully satisfactory, at least initially, for the purpose of the validation
of the ACH2.0. If such a procedure is adopted, Met-Aβ can be unreservedly expressed
exogenously in human neuronal cells with the aim to activate the endogenous AβPP-
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independent C100 and iAβ production. Such an approach would not interfere with the
C100-based detection procedure.

Alternative, albeit less “physiological”, approaches, which bypass the iAβ accumu-
lation stage, include the induction of mitochondrial dysfunction resulting in the HRI
activation or stressor-specific activation of one of the other eIF2α kinases, all leading to the
elicitation of the ISR and, provided that the ISR alone is sufficient to activate the AβPP-
independent iAβ generation pathway and, consequently, the AD Engine, resulting in the
commencement of the second AD stage.

26.3. Testing for the Principal Hallmark of the ACH2.0: AβPP-Independent Generation of iAβ

As was discussed above, the AβPP-independent generation of iAβmay conceivably
occur via four distinct mechanisms: (a) internal initiation of transcription of the AβPP gene,
(b) site-specific cleavage of AβPP mRNA, (c) asymmetric RNA-dependent amplification
of AβPP mRNA, and (d) internal initiation of translation within AβPP mRNA. All these
mechanisms have one common principal feature: in each, the AβPP-independent genera-
tion of iAβ occurs via translation initiated at the AUG codon encoding Met671 of AβPP.
Accordingly, the primary translation product in every mechanism is the C100 fragment of
AβPP, i.e., N-terminal methionine-containing C99. This is because, as described above, the
N-terminal methionine cannot be removed co-translationally by MAP1 or MAP2, and its
removal is effected only post-translationally by an aminopeptidase(s) with broad specificity.
Consequently, in neuronal cells with the activated AβPP-independent iAβ production
pathways, steady-state pools of N-terminal-Met-containing C99 and Met-Aβ should be
present; either of these pools would constitute the unique identifier of the activity of the
pathway. Therefore, the detection of either or both would provide an unambiguous proof
of the operation of the AβPP-independent iAβ generation pathway.

If such proof were obtained, a question could be addressed which of the four mecha-
nisms described above enables the operation of the AβPP-independent iAβ production
pathway. Three of the four could be identified by the analysis of mRNA encoding the
C100 fragment (the only requirement for such mRNA is that the first functional translation
initiation codon is the AUG encoding Met671 in AβPP mRNA). If the mRNA in question
were capped at its 5′ terminus, it would suggest its origin via the internal initiation of
transcription within the AβPP gene. If the mRNA in question were an uncapped suitable
fragment of AβPP mRNA, its origin is likely a site-specific cleavage of AβPP mRNA. The
observation that RNA of interest is chimeric, i.e., contains an antisense segment at its 5′ por-
tion, with the predictable sequence and position of the sense/antisense junction, identical to
or resembling that shown in Figure 17 (cleavage of the pinhead chimeric RNA intermediate
could occur at TCE/ICE mismatches, and the remaining antisense self-priming structure
could be stable enough to initiate a new extension cycle, thus generating slightly differ-
ent sense/antisense junction sequences, a phenomenon termed the “Chimeric Junction
Shift”; see ref. [156]), would indicate the occurrence of the asymmetric RNA-dependent
amplification of AβPP mRNA. If none of the above were detected, the internal initiation
of translation of AβPP mRNA would be indicated. The occurrence of the latter could
be tested in ways conceptually similar to those employed in the original testing of this
notion (when it was arbitrarily “ruled out” [150,151]) but in the proper human neuronal
cells-based model system. This can be accomplished by editing-in the endogenous AβPP
gene either a frame-changing mutation or a stop codon mutation upstream from the AUG
encoding Met671 of AβPP. If the internal initiation of AβPP mRNA translation does occur,
these mutations should not interfere with it; if it does not, no Aβ would be produced
endogenously. The criteria of the endogenous origin could be the presence of N-terminal
Met on C99 or iAβ. Alternatively, as described above, an arbitrary FAD mutation could be
introduced within the exogenously produced iAβ to distinguish it from its endogenously
derived counterparts. A possible involvement of the internal ribosome entry site (IRES) in
the internal initiation of translation of AβPP mRNA can be also studied using standard
methods of analysis [164–169]. If, on the other hand, no pools of either C100 or Met-Aβ are
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detected in the human-neuronal-cell-based AD model despite the occurrence of NFTs, the
conclusion, apparently unlikely but nevertheless possible, would be that the agent driving
the second AD stage is not iAβ, a scenario considered in detail in [2].

26.4. Testing the Therapeutic Potential of the BACE1/BACE2 Activation-Mediated iAβ
Depletion Therapy

To assess the therapeutic potential of iAβ depletion, BACE1 and/or BACE2 can be
exogenously overexpressed from either a constitutive or an inducible promoter (the latter to
allow evaluation at the different mechanistic stages). Assaying options for the assessment of
the effects and consequences of BACE overexpression would depend on the determination
of the pathway underlying operation of the AD Engine, as described in the preceding
section. If this pathway is the AβPP-independent iAβ production, the assaying could
be extensive. It would include monitoring the levels of the intact iAβ (expected to be
reduced by Aβ-cleaving activities of BACE1 and BACE2) and testing the activity of the
AβPP-independent iAβ production pathway by examining the occurrence of C100 (Met-
C99) and of Met-Aβ. If the iAβ depletion were successful, the AD Engine’s operation
would cease. Consequently, C100 influx would stop and it, as well as Met-Aβ, would
dissipate (this is why these species cannot be present in postmortem samples: in dying
neurons, the production of Met-C99 and Met-iAβ would cease while aminopeptidases
are still operational; consequently no N-terminal methionine would remain); thus, the
occurrence of C100 and/or Met-Aβ, or lack thereof, would report on the activity of the
AβPP-independent pathway of its production. If, on the other hand, the second AD stage
is driven not by iAβ but by another, yet unidentified, agent, assaying options would be
limited to determining levels of the intact iAβ and to monitoring hyperphosphorylation
of tau protein and the formation of NFTs; in any case, the potential therapeutic effects of
the iAβ depletion treatment could be quantified. The ability to regulate the activity of the
AβPP-independent iAβ generation pathway and, even more importantly, to control the
formation of NFTs via BACE-mediated iAβ depletion would constitute a proof of principle
for the utilization of BACE activators (or other iAβ-depleting agents) as potential AD drugs
and would justify a major effort to develop such agents.

As for assessing effects of the proposed therapy in AACD, this can be and indeed
was performed numerous times with successful outcomes (using drugs suppressing the
accumulation of AβPP-derived iAβ) in currently available transgenic mouse models where,
as argued above, the second AD stage does not occur. This is because, whereas these
models do not develop AD, the neuronal damage and the cognitive dysfunction symptoms
that they exhibit are, at least in part and possibly in full, caused by iAβ (produced by
AβPP proteolysis and both internalized and retained intraneuronally) and are equivalent
to the pathology displayed in AACD. Moreover, whenever the effective BACE1- and/or
BACE2-activating (or any suitable iAβ-depleting) candidate drugs are available, their effect
on AACD could be tested in mouse models exogenously overexpressing Aβ. Because
of the lack of definitive cellular AACD-specific markers, it is currently not feasible to
test directly the therapeutic potential of the iAβ depletion in AACD in humans or in the
human-neuronal-cell AD model. However, because the age of onset of AACD is apparently
greater than that of typical SAD [100,101], any human clinical trials testing the effect of
the iAβ depletion in prevention of SAD would, by default, also test the effect of the iAβ
depletion therapy in prevention of AACD.

27. Conclusions

The recently posited amyloid cascade hypothesis 2.0 envisions AD as a two-stage
disorder. The first stage is a life-long accumulation of intraneuronal AβPP-derived iAβ.
This occurs via cellular uptake of secreted Aβ and through retention of a fraction of Aβ
produced by AβPP proteolysis. When AβPP-derived iAβ reaches critical T1 threshold, it
activates a self-sustaining production of an agent that drives the second AD stage, i.e., a
cascade including tau pathology and culminating in neuronal loss. It is highly probable
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that this agent is iAβ generated independently of AβPP. The detection of a single AβPP
mutation affecting Aβ and causing familial AD [7] was deemed sufficient to formulate the
ACH. In the thirty years that followed, many additional FAD mutations were detected. All
of them, without a single exception, affect, in one way or another, Aβ. This is consistent
with the notion that iAβ, differentially derived, runs the entire course of AD, a concept
supported by the occurrence of several cellular mechanisms capable of producing iAβ
independently of AβPP. The rate of accumulation of AβPP-derived iAβ and the extent of
the T1 threshold determine the timing of the commencement of the second AD stage and,
given the limited lifespan, define the susceptibility to AD.

The present study analyzes the dynamics of AβPP-derived iAβ and the role of the
extent of the T1 threshold in the disease. It formulates principles of dynamics of AD and of
aging-associated cognitive dysfunction and defines AACD as an extended segment of the
first AD stage, thus incorporating it into the ACH2.0. It explains why only a fraction of the
population develops sporadic AD and AACD and why both pathologies are age-dependent.
It provides mechanistic interpretations for all principal aspects of AD and AACD, including
the protective effect of Icelandic AβPP mutation, the early onset of FAD and the temporally
sequential manifestation of AD in defined regions of the affected brain, and explains
mechanisms underlying the observed effect of lecanemab and donanemab at the early
symptomatic stage of AD. It offers a therapeutic strategy that emulates and substantially
improves upon the mode of operation of the Icelandic AβPP mutation, which confers on its
carriers protection from both AD and AACD. It also posits that a single, once-in-a-lifetime-
only, administration of iAβ depletion treatment via transient activation of BACE1 and/or
BACE2, exploiting their Aβ-cleaving activities, or by any other suitable means, would
not only prevent AD and AACD but would also be effective at the symptomatic stages of
both disorders. Validation of the ACH2.0 and of the effectiveness of the proposed ACH2.0-
based iAβ depletion therapy would justify a major effort to develop operative BACE1 and
BACE2 activators, or other suitable iAβ-depleting agents, as potential preventive and
curative AD and AACD drugs.

The postulated greatly accelerated production of the C99 fragment in the AβPP-
independent pathway in symptomatic AD is not only responsible for the augmented
generation of iAβ but is also consistent with a growing body of evidence indicating the
deleterious role of AβPP intracellular domain (AICD) in the disease. AICD is generated by
the epsilon cleavage of C99 downstream and, apparently, independently from the gamma
cleavage [170]. AICD interacts with numerous regulatory proteins and signaling path-
ways [171–181]. It is involved in transcriptional regulation, apoptosis, and cytoskeletal
dynamics [182,183]. It affects expression of neprilysin [184] and contributes to tau phospho-
rylation [171,182]. It alters neuron firing, modifies hippocampus oscillations, and impairs
spatial memory encoding [185]. Within the framework of the ACH2.0, the levels of AICD
increase significantly in the second, symptomatic AD stage due to the operation of the
AβPP-independent iAβ production pathway. Indeed, the primary translation product of
this pathway is C100, which gives rise not only to iAβ but also to AICD. The levels of
the latter increase in parallel with those of the former, hence its deleterious effect. In this
sense the increase in AICD levels in symptomatic AD is a direct result of the activity of the
AβPP-independent iAβ (and AICD) production pathway and thus the integral part of the
ACH2.0. Importantly, the therapeutic strategies proposed in the present study apply to
AICD as well as to iAβ. When implemented preventively, they would preclude the acti-
vation of the AβPP-independent iAβ and AICD generation pathway. Consequently, there
would be no increase in the levels of either iAβ or AICD. When employed in symptomatic
AD, the targeted iAβ degradation and its consequent depletion would stop the operation of
the AβPP-independent iAβ generation pathway; the production of AICD in this pathway
would also cease.

Whereas AD and AACD are associated with aging, they are not the typical aging-
caused diseases. They are linked with aging due to the slow rate of the accumulation of iAβ
produced in the AβPP proteolytic pathway, a process which occurs presumably linearly
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from the childhood and whereby iAβ levels start reaching the thresholds that trigger
sporadic AD or AACD only in the seventh or eighth decade of life. The occurrence of the
disease is the function of a sufficient iAβ accumulation, not of the “aging” per se. Indeed, in
the past, with shorter average lifespan and the “aging” occurring earlier, a smaller fraction
of the population was reaching their sixties and seventies, and, accordingly, the prevalence
of AD was lower than currently. Likewise, prolonging the human lifespan would not
shift the occurrence of both conditions to the more advanced “new old age”; instead, it
would commence at about the same age (sixties and seventies) as now, constituting a “new
middle age”. At the current average lifespan of nearly eighty years, iAβ levels reach the
AD-triggering threshold in the advanced age in only about 10% of the population; this
fraction is, however, the proverbial “tip of the iceberg”. Given a sufficiently long lifetime,
the occurrence of both AD and AACD would inevitably become nearly universal since, in the
absence of preventive treatment, the disease-triggering iAβ thresholds would be eventually
crossed in every (or nearly every) individual, i.e., the entire “iceberg” would be eventually
affected. Indeed, with the presumed linear rate of accumulation of AβPP-derived iAβ, the
anticipated, potentially highly substantial, increase in longevity in the near future would
be accompanied by a corresponding increase in the prevalence, possibly approaching the
entirety of the population, of AD and AACD. The proposed once-in-a-lifetime (or twice in a
150-year-long lifetime) preventive iAβ depletion treatment provides an attractive solution.
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Abstract: Of the 35 million people in the world suffering from Alzheimer’s Disease (AD), up to half
experience comorbid psychosis. Antipsychotics, used to treat psychosis, are contraindicated in elderly
patients because they increase the risk of premature death. Reports indicate that the hippocampus is
hyperactive in patients with psychosis and those with AD. Preclinical studies have demonstrated
that the ventral hippocampus (vHipp) can regulate dopamine system function, which is thought to
underlie symptoms of psychosis. A viral-mediated approach was used to express mutated human
genes known to contribute to AD pathology: the Swedish (K670N, M671L), Florida (I716V), and
London (V717I) mutations of amyloid precursor protein and two mutations (M146L and L286V) of
presenilin 1 specifically in the vHipp, to investigate the selective contribution of AD-like pathology
in this region. We observed a significant increase in dopamine neuron population activity and
behavioral deficits in this AD-AAV model that mimics observations in rodent models with psychosis-
like symptomatologies. Further, systemic administration of MP-III-022 (α5-GABAA receptor selective
positive allosteric modulator) was able to reverse aberrant dopamine system function in AD-AAV
rats. This study provides evidence for the development of drugs that target α5-GABAA receptors for
patients with AD and comorbid psychosis.

Keywords: Alzheimer’s disease; psychosis; dopamine; ventral hippocampus; parvalbumin; α5-GABAA

1. Introduction

Alzheimer’s Disease (AD) is the most common neurodegenerative disease, affecting
an estimated 6.7 million Americans age 65 and older [1] and is known to cause a progressive
cognitive decline, but it is less appreciated that half of these patients also suffer with comor-
bid psychosis (hallucinations and delusions) [2]. Elderly patients are unable to be treated
with antipsychotics (the standard-of-care) given that the Food and Drug Administration
issued a black box warning contraindicating their use in the elderly due to an increased
risk of premature death. AD patients suffering from comorbid psychosis are clearly in need
of novel therapeutic options.

Dopamine system dysfunction has been demonstrated to underlie symptoms of psy-
chosis and is likely attributable to aberrant regulation by afferent brain regions [3,4]. The
hippocampus is one such region upstream of the dopamine system that is a key site of
pathology in patients with AD [5] and displays aberrant activity in psychosis [6]. In preclin-
ical studies, our laboratory, along with others, has shown that hyperactivity of the ventral
hippocampus (vHipp) drives dopamine system dysfunction in the ventral tegmental area
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(VTA) via a multi-synaptic circuit in rodent models used to study psychosis [7]. Further,
we have shown that increasing expression of the α5 subunit of the GABAA receptor in
the vHipp reverses neuronal and behavioral deficits analogous to psychosis [8]. Given
that the endogenous expression of α5 is highly specific to the hippocampus [9], systemic
administration of positive allosteric modulators of α5 (α5-PAMs), which were developed
as nootropic drugs that work by normalizing the excitation/inhibition (E/I) balance, may
serve as a novel therapeutic option for patients with comorbid psychosis by reversing
aberrant hippocampal drive of the dopamine system.

Previous studies have demonstrated that amyloid beta (Aβ) plaques, which accumu-
late in the hippocampus and other cortical areas, induce hyperactivity in the vHipp and
psychosis-like neuronal and behavioral pathology in a rat model used to study sporadic
AD [10]. In order to investigate this pathophysiology in a circuit-specific manner, and
determine whether an α 5-PAM, MP-III-022, is able to reverse this, here we virally expressed
two mutated human genes known to contribute to AD pathology, the Swedish (K670N,
M671L), Florida (I716V), and London (V717I) mutations of human amyloid precursor pro-
tein (hAPP) and two mutations (M146L and L286V) of presenilin 1 (hPSEN1), specifically
in the vHipp. Once the rats reached adulthood, corresponding to the age of AD pathology
in humans, we examined neuronal pathology in the vHipp and VTA and cognitive and
behavioral phenotypes consistent with AD and comorbid psychosis. These studies estab-
lish a circuit-specific rationale for targeting the hippocampus, using the selective α5-PAM,
MP-III-022 [11], to reverse downstream dopamine system dysfunction, which will lay the
groundwork for developing therapeutic options for AD patients with comorbid psychosis.

2. Results
2.1. AAV-AD Rats Display Impairments in Hippocampal Activity That Are Reversed by Systemic
Administration of the Selective α5-PAM, MP-III-022

Hippocampal hyperactivity has been observed in rodent models that display psychosis-
related pathologies [12–14]; however, AAV-AD rats (n = 77 neurons; 0.78 ± 0.07 Hz)
did not exhibit a vHipp firing frequency different from control rats (n = 93 neurons;
0.73 ± 0.06 Hz; Figure 1B). Additionally, vHipp firing rates of control (n = 87 neurons;
0.87 ± 0.06 Hz) or AAV-AD rats (n = 78 neurons; 0.70 ± 0.05 Hz) were not affected by
the selective α5-PAM, MP-III-022 (Figure 1B). Recordings of spontaneous oscillatory activ-
ity in the vHipp (Figure 1C–F) revealed a main effect (n = 4–7 rats per group; three-way
ANOVA; FStrain(1, 119) = 0.32; FFrequency(4, 119) = 19.31; p < 0.001; FTreatment(1, 119) = 2.58;
FStrain×Treatment(1, 119) = 6.95; p = 0.01; Holm Sidak; t = 2.51; p = 0.01), whereby we observed
an overall decrease in oscillatory activity in AAV-AD rats when compared to controls.
Interestingly, this was reversed by the systemic administration of MP-III-022 (t = 2.83;
p = 0.006; Figure 1C,D).
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Figure 1. Impaired ventral hippocampal oscillatory activity reversed by MP−III−022 in AAV−AD 
rats. Representative brain slice with an electrode track (indicated by black arrow) in the ventral 
hippocampus ((A), left) and corresponding schematic of the brain section ((A), right). The average 
firing rate of spontaneously active putative pyramidal neurons in the ventral hippocampus (vHipp) 
is unchanged between treatment groups and unaffected by treatment with the selective α5−GABAA 
PAM, MP−III−022 (B). AAV−AD rats display a significant decrease in oscillatory power when com-
pared to eGFP controls, which was reversed by the systemic administration of MP−III−022 (C,D). 
Representative trace of spontaneous local field potential oscillations filtered for delta (dark line) in 
the vHipp of a control (E) and AAV−AD rat (F). † denotes a significant main effect; p = 0.014. ‡ 
denotes a significant main effect; p = 0.006. 

2.2. AAV-AD Rats Exhibit Aberrant Dopamine System Function That Is Reversed by Systemic 
Administration of the Selective α5-PAM, MP-III-022 

Various models used to study psychosis display a significant increase in VTA dopa-
mine neuron population activity [7,14–17]. Consistent with these data, the population ac-
tivity of AAV-AD rats (n = 10; 1.60 ± 0.13 cells per track) was significantly higher than 
controls (n = 10 rats; 1.05 ± 0.08 cells per track; two-way ANOVA; FStrain(1, 34) = 6.61; p = 
0.02; FTreatment(1, 34) = 9.48; p = 0.004; FStrain×Treatment(2, 34) = 8.25; p = 0.007; Holm-Sidak; t = 
4.16; p < 0.001; Figure 2B). Systemic administration of the selective α5-PAM, MP-III-022 
reversed increases in population activity in AAV-AD rats (n = 8 rats; 1.00 ± 0.06 cells per 
track; t = 4.29; p < 0.001) and did not have an effect in control rats (n = 7 rats; 1.03 ± 0.08 
cells per track). No significant differences in average firing rate (n = 44–98 dopamine neu-
rons per group; Figure 2C) or bursting pattern (n = 44–98 dopamine neurons per group; 
Figure 2D) were observed between any groups. 
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Figure 1. Impaired ventral hippocampal oscillatory activity reversed by MP−III−022 in
AAV−AD rats. Representative brain slice with an electrode track (indicated by black arrow) in
the ventral hippocampus ((A), left) and corresponding schematic of the brain section ((A), right). The
average firing rate of spontaneously active putative pyramidal neurons in the ventral hippocampus
(vHipp) is unchanged between treatment groups and unaffected by treatment with the selective
α5−GABAA PAM, MP−III−022 (B). AAV−AD rats display a significant decrease in oscillatory
power when compared to eGFP controls, which was reversed by the systemic administration of
MP−III−022 (C,D). Representative trace of spontaneous local field potential oscillations filtered for
delta (dark line) in the vHipp of a control (E) and AAV−AD rat (F). † denotes a significant main
effect; p = 0.014. ‡ denotes a significant main effect; p = 0.006.

2.2. AAV-AD Rats Exhibit Aberrant Dopamine System Function That Is Reversed by Systemic
Administration of the Selective α5-PAM, MP-III-022

Various models used to study psychosis display a significant increase in VTA dopamine
neuron population activity [7,14–17]. Consistent with these data, the population activity
of AAV-AD rats (n = 10; 1.60 ± 0.13 cells per track) was significantly higher than controls
(n = 10 rats; 1.05 ± 0.08 cells per track; two-way ANOVA; FStrain(1, 34) = 6.61; p = 0.02;
FTreatment(1, 34) = 9.48; p = 0.004; FStrain×Treatment(2, 34) = 8.25; p = 0.007; Holm-Sidak; t = 4.16;
p < 0.001; Figure 2B). Systemic administration of the selective α5-PAM, MP-III-022 reversed
increases in population activity in AAV-AD rats (n = 8 rats; 1.00 ± 0.06 cells per track;
t = 4.29; p < 0.001) and did not have an effect in control rats (n = 7 rats; 1.03 ± 0.08 cells per
track). No significant differences in average firing rate (n = 44–98 dopamine neurons per
group; Figure 2C) or bursting pattern (n = 44–98 dopamine neurons per group; Figure 2D)
were observed between any groups.
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Figure 2. Aberrant ventral tegmental area activity is restored by MP-III-022 in AAV-AD rats. Rep-
resentative brain slice with an electrode track (indicated by black arrows) in the ventral tegmental
area (A). Dopamine neuron population activity (average number of spontaneously active dopamine
neurons per electrode track) is significantly increased in AAV-AD rats, which is reversed by systemic
administration of the selective α5-GABAA PAM, MP-III-022 (B). The average firing rate (C) or burst-
ing pattern (D) was not altered in control or AAV-AD rats or by systemic MP-III-022 administration.
Representative dopamine recording and action potential from a control (E) and AAV-AD (F) rat.
** p < 0.005, *** p < 0.0001.

2.3. AAV-AD Rats Do Not Display Cognitive Deficits but Exhibit Specific Deficits in a
dopamine-Dependent Behavior, Which Was Reversed By Systemic Administration of the Selective
α5-PAM, MP-III-022

Deficits in cognitive tasks are a consistent observation in rodent models of AD; however,
given that this is a vHipp-specific model, no deficits in spatial learning and memory were
observed. Here, we calculated the percent spontaneous alternations in the Y-maze and did
not observe any difference between groups (n = 9–11 rats per group; Figure 3A), indicating
that this model does not produce working memory deficits. Similarly, sensorimotor gating
deficits have been observed in models used to study psychosis, as well as in models of
AD; however, we did not observe a PPI deficit between groups (n = 10–11 rats per group;
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Figure 3B). Rodent models used to study psychosis commonly display deficits in dopamine-
dependent measures, such as exaggerated responses to acute systemic administration of
psychotomimetic drugs. Here, we demonstrate that baseline locomotor activity is consistent
across all groups (n = 10–11 rats per group), while MK-801-induced locomotor activity was
elevated in AAV-AD rats when compared to controls (three-way ANOVA; FStrain(1, 385) = 0.008;
FTreatment(1, 385) = 0.67; FTime(8, 385) = 3.35; p = 0.001; FStrain×Treatment(1, 385) = 10.85; p = 0.001;
Holm Sidak; t = 2.23; p = 0.026; Figure 3C). Further, this increase was reversed following
systemic administration of the selective α5-PAM, MP-III-022 (Holm-Sidak; t = 2.87; p = 0.004).
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Figure 3. AAV-AD rats exhibit an enhanced sensitivity to the locomotor-inducing effects of MK-801,
which are reversed by MP-II-022. No significant working memory deficits were observed between
any groups in Y-maze (A). Additionally, no significant sensorimotor gating differences were observed,
as measured by pre-pulse inhibition of startle (B). AAV-AD rats displayed an enhanced locomotor
response to MK-801, which was reversed by the systemic administration of the selective α5-GABAA
positive allosteric modulator, MP-III-022 (C). * p = 0.026, ** p = 0.004.

2.4. Parvalbumin Positive Interneurons are Decreased in AAV-AD Rats

A decrease in the number of PV interneurons has been previously reported in post-
mortem studies from AD patients [18,19] and rodent models used to study psychosis [13,20].
Further, this has been correlated with VTA dopamine neuron population activity [15]. Here,
we found a significant decrease in the number of PV neurons in the vHipp of AAV-AD
rats (n = 13 rats; 5.79 ± 0.62 PV cells/mm2) when compared to controls (n = 13 rats;
7.82 ± 0.64 PV cells/mm2; t-test; t = 2.28 with 24 degrees of freedom; p = 0.03; Figure 4A).
In addition, there is a trend whereby a decrease in vHipp PV interneurons corresponds
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with an increase in VTA dopamine neuron population activity (n = 13; linear regression;
R = 0.40; r2 = 0.16; analysis of variance; FRegression(1, 12) = 2.10; p = 0.18; Figure 4C).
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Figure 4. AAV-AD rats exhibit a significant decrease in the number of parvalbumin-positive (PV)
interneurons in the vHipp. AAV-AD rats exhibit significantly less parvalbumin-positive inhibitory
interneurons in the vHipp (A). Representative coronal brain section containing the ventral hippocam-
pus (vHipp) displaying parvalbumin (converted to greyscale and indicated by black arrows; (B)).
Scatterplot depicting correlation between dopamine neuron population activity and the number of
PV interneurons in the vHipp. Black dots represent individual rats. (C). * p = 0.032.

3. Discussion

Every year, in the United States alone, AD accrues a healthcare system burden of
$340 billion [21]. Half of these AD patients also suffer from comorbid psychosis [2],
which disproportionately contributes to the burden of the illness on society due to more
advanced disease stage and increased adverse health outcomes [22]. Among these is an
increased risk for mortality, and drugs that directly target dopamine system dysfunction
that underlies symptoms of psychosis further increase the risk of death two-fold in the
elderly population [23]. There is clearly a need to develop therapeutics that alleviate
symptoms of psychosis in this patient population.

AD comes in two forms: familial early-onset AD, which is over 90% heritable and
manifests prior to the age of 65 [24], and sporadic late-onset AD, which is more com-
mon, up to 78% heritable, and presents after the age of 65 [25]. The pathophysiology of
sporadic AD is not as well understood and is likely due to a combination of genetic and
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environmental risk factors, but the pathophysiology of familial AD is more well-defined to
specific causative genes and serves as a simpler starting point to exploring circuit-specific
mechanisms. Our studies utilized a circuit-specific version of a rat model that recapitulates
many of the features of familial AD in a manner that is translatable to relevant disease
progression milestones seen in humans. Rats that globally express familial mutations
in the hAPP+hPSEN1 genes accumulate Aβ plaques and display cognitive impairments
beginning at 6 months of age, which corresponds to middle age in humans, and experience
40% degeneration of hippocampal neurons by 12 months of age, which corresponds to
later adulthood [26,27]. This is consistent with humans, in whom Aβ plaques are thought
to manifest as soon as 20 years prior to AD diagnosis [28], and the earlier soluble forms
are thought to initiate disruptions to E/I ratio and network activity [29] that leads to
cognitive dysfunction and comorbid symptoms such as psychosis in AD. Decreases in
GABAergic interneurons positive for the calcium-binding protein PV, which synapse onto
the cell body and axon hillock of glutamatergic pyramidal cell neurons they regulate, have
been heavily implicated in the pathophysiology of both AD and psychosis [19], including
ventral hippocampal disruptions to coordinated neuronal firing in a rat model used to
study psychosis [20].

Here, in AAV-AD rats, we saw a 26% decrease in PV inhibitory interneurons, consistent
with that seen in mice that globally express the same mutations [30] and neuronal and
behavioral phenotypes consistent with comorbid psychosis in AD. Although our data do
not display hippocampal hyperactivity as measured by firing rates of putative pyramidal
cells using in vivo extracellular electrophysiology, this is consistent with the findings of a
bigenic rat model used to study familial AD, in which patch clamp electrophysiology was
instead able to measure other features consistent with hippocampal hyperactivity, such
as increased resting membrane potential and wider action potential length in putative
pyramidal cells [31]. Further, our data do demonstrate a decrease in vHipp oscillatory
activity, which occurs at the population level in the context of hippocampal hyperactivity,
specifically in the lower frequency delta bands (0–4 Hz) of hAPP + hPSEN1 rats compared
to eGFP controls, which is restored by MP-III-022 compared to vehicle treatment.

These deficits in PV expression and spontaneous oscillatory activity in the vHipp
likely drive downstream effects in the VTA and psychosis-like behaviors. AAV-AD rats
displayed a nearly two-fold elevation in population activity and increased sensitivity to
psychomotor stimulants in the locomotor activity assay, consistent with rodent models of
psychosis [7,14–17] and sporadic AD [10], which were both reversed by administration
of MP-III-022 compared to the vehicle. Interestingly, reduced PV neuron expression is
likely to disinhibit pyramidal neurons due to reduced perisomatic and axon initial segment
inhibition, whereas α5-PAM increases dendritic inhibition on the same neurons. The
dendritic inhibition corresponds to SST input rather than PV input, thus representing a
novel finding where deficits in PV function can be rescued through an SST-mediated cell
mechanism (α5-PAM). Similar to our rodent model used to study sporadic AD [10], there
were no significant differences in inhibition of the startle reflex; however, sensorimotor
gating deficits can occur in numerous pathologies and thus may not always be as penetrant
of a trait as increased sensitivity to psychomotor stimulants that are more specifically
characteristic of psychosis in the clinic [32]. Additionally, these results were not surprising
given that sensorimotor gating deficits involve brain regions that were not altered by
pathology specific to the vHipp [33]. There were no significant differences in the percentage
of spontaneous alternations in the Y-maze cognitive assay, which served to confirm the
specificity of AD pathology specific to the vHipp in the model we used in this study, given
deficits in short-term working memory would be expected with AD pathology in the dorsal
hippocampus.

Since the hippocampus is a common site of primary pathology in both AD and psy-
chosis, and previous work from our lab has shown hyperactivity of the hippocampus is both
necessary and sufficient to induce neuronal and behavioral deficits analogous to psychosis
in rats, these studies set out to establish that AD-like pathology specific to the vHipp is not
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only sufficient to model comorbid psychosis, but also necessary, given that drugs specific to
the hippocampus may serve as a viable therapeutic strategy to target this pathophysiology
in a circuit-specific manner. We found that viral expression of hAPP+hPSEN1 decreases
oscillations and PV interneuron number in the vHipp, leading to increases in dopamine
neuron population activity in the VTA and increased sensitivity to psychomotor stimulants.
Furthermore, these deficits were reversed by the systemic administration of MP-III-022.
These data mirror clinical and post-mortem brain studies [19,29], as well as preclinical work
in other AD models [34]. Taken together, this work provides a circuit-based rationale for
the use of AAV-AD rats as a translatable model that can be used to study drugs that target
hippocampus-specific pathophysiology upstream of dopamine dysfunction that affects
millions of patients worldwide who have no viable therapeutic options.

4. Materials and Methods
4.1. Animals

To generate a rodent model of AD (AAV-AD model; Figure 5), with pathological
alterations restricted to the vHipp, we utilized high-titer adeno-associated viruses (AAV).
Survival surgeries were performed in a semi-sterile environment under general anes-
thesia. Male (~325–350 g) Sprague-Dawley rats (Envigo, Indianapolis, IN, USA) were
anesthetized with Fluriso™ (2–5% Isoflurane, USP with oxygen flow at 1 L/min) and
placed in a stereotaxic apparatus (Kopf, Tujunga, CA, USA) using blunt atraumatic ear
bars. A core body temperature of 37 ◦C was maintained. A mixture of two AAV9 con-
taining vectors each expressing either the mutated form of hAPP (2.09 × 1013 GC/mL;
pAAV[Exp]-CMV>{mutant hAPP}:WPRE) or hPSEN1 (6.28 × 1013 GC/mL; pAAV[Exp]-
CMV>{hPSEN1}:T2A:TurboGFP:WPRE) containing a GFP reporter and driven by the
CMV promotor were bilaterally injected (0.5 ul) into the vHipp (A/P: −5.3 mm and
M/L: ±5.0 mm from Bregma; D/V: −9.0 mm ventral of the brain surface). Control rats were
bilaterally injected with an AAV expressing eGFP (2.09 × 1013 GC/mL;
pAAV[Exp]-CMV>EGFP:WPRE). Rats received post-operative ketoprofen (5 mg/kg; s.c.)
and were housed in groups of 2–3 until ~8 months of age prior to behavioral testing and
electrophysiological recordings. An experimental timeline is depicted in Figure 1A. A
subset of control and AAV-AD rats were treated systemically with either vehicle (1% Tween
80, 14% propylene glycol, in distilled water) or the selective α5-PAM, MP-III-022 (10 mg/kg;
i.p.), 20 min prior to any electrophysiological or behavioral testing. The dose was chosen
based on previously published literature using this compound [11,35,36].
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Figure 5. Verification of the AAV-AD model. Schematic representation of the experimental time-
line (A). Representative coronal brain slice verifying viral reporter expression within the ventral
hippocampus. Black arrows indicate representative neurons (converted to greyscale (B,C)). Repre-
sentative dark field image of a silver-stained ventral hippocampal coronal brain slice, with patho-
logical deposits in the vHipp of AAV-AD rats, indicated by the white arrows in (D). Icons used
were adapted from BioRender.com (2022). Retrieved from http://app.biorender.com/illustrations
(accessed on 5 May 2022).

4.2. In Vivo Extracellular Electrophysiology Recordings

For non-survival surgery, rats were anesthetized with chloral hydrate (400 mg/kg; i.p.)
prior to placement in a stereotaxic apparatus (Kopf; Tujunga, CA, USA). This anesthetic is
required for dopamine neuron physiology, as it does not significantly alter dopamine activ-
ity when compared to recordings in freely moving animals [37]. A core body temperature
of 37 ◦C was maintained, and supplemental anesthesia was administered as required to
maintain suppression of the limb withdrawal reflex. Extracellular glass microelectrodes
(impedance 6–10 MΩ) were lowered into the vHipp (A/P: −5.3 and M/L: ±5.0 mm from
Bregma; D/V: −4.5 to −9.0 mm ventral of the brain surface) or VTA (A/P: −5.3 mm and
M/L: ±0.6 mm from Bregma; D/V: −6.5 to −9.0 mm ventral of the brain surface). The
firing frequency of spontaneously active putative pyramidal neurons in the vHipp was
measured and identified as previously published (neurons with firing frequencies less than
2 Hz) [12,13,38]. Local field potential (LFP) oscillatory activity was generated from the
vHipp using open filter settings (Low Pass Filter: 0.3 Hz; High Pass Filter: 1000 Hz) and
recorded for a minimum of ten minutes. Oscillations were quantified with commercially
available computer software (LabChart version 8; ADInstruments, Chalgrove, Oxford-
shire, UK). Spontaneously active dopamine neurons were identified using previously
established criteria [39,40]: (1) action potential duration > 2 ms and (2) frequency between
0.5 and 15 Hz. Three parameters of dopamine activity were measured: (1) population
activity (the number of spontaneously active dopamine neurons encountered per track);
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(2) basal firing rate; (3) and the proportion of action potentials occurring in bursts (defined
as the incidence of spikes with <80 ms between them; termination of the burst is defined
by >160 ms between spikes). Recordings typically lasted for ~2–4 h. Electrophysiolog-
ical recordings were analyzed by two-way ANOVA (strain × frequency) followed by a
Holm-Sidak post-hoc test.

4.3. Y-Maze Spontaneous Alternation Assay

The Y-maze consists of three plastic arms (81 cm long × 20.32 cm wide × 20 cm high)
separated by 120-degree angles. Rats were placed inside the same arm facing the center of
the maze and allowed to move freely for 10 min. During this time, the number and order of
arm entries (defined as at least 80% of the front of the rat entering an arm from the center
of the maze) were recorded. To calculate percent alternations, the number of alternations
(triad containing entry to all three arms) was divided by the total number of entries minus
2 and multiplied by 100. Y-maze data were analyzed by two-way ANOVA followed by a
Holm-Sidak post hoc test.

4.4. Pre-Pulse Inhibition of Startle (PPI)

Rats were placed in a sound-attenuated chamber (SD Instruments; San Diego, CA,
USA) and allowed to acclimate to 65 dB background noise for 5 min prior to exposure
to 10 startle-only trials [40 ms, 120 dB, 15 s average inter-trial intervals (ITIs)], followed
by 24 trials where a pre-pulse (20 ms at 69 dB, 73 dB, and 81 dB) was presented 100 ms
prior to a startle pulse. Each pre-pulse was presented six times in a pseudo-random order
(15 s ITI). Startle responses were measured from 10 to 80 ms after the onset of the startle-
only pulse and recorded using SR-Lab Analysis Software (https://sandiegoinstruments.
com/product/sr-lab-startle-response/ accessed on 5 May 2022). PPI data were analyzed
by three-way ANOVA (strain × treatment × dB) followed by a Holm-Sidak post hoc test.

4.5. Stimulant-Induced Locomotor Activity

Rats were placed in an open field arena (Med Associates, St. Albans, VT, USA) and
spontaneous locomotor activity in the x-y plane was determined by beam breaks and
recorded with Open Field Activity software (version 5). After 30 min of baseline recording,
all rats were injected with the NMDA receptor antagonist, MK-801 (0.075 mg/kg, i.p.),
and recorded for an additional 45 min. Locomotor data were analyzed by two separate
(baseline and following MK-801) three-way ANOVAs (strain × treatment × time) followed
by a Holm-Sidak post hoc test.

4.6. Immunohistochemistry

At the cessation of all experiments, rats were transcardially perfused with saline
(150 mL), and brains were extracted and post-fixed for at least 24 h (4% formaldehyde in
0.1 M phosphate buffered saline (PBS) prior to cryoprotecting in 10% sucrose (dissolved
in PBS), and coronally sectioned (50 µm) using a cryostat (Leica, Buffalo Grove, IL, USA).
A subset of vHipp slices was mounted and cover slipped with Prolong™ Gold anti-fade
mountant to verify viral expression (by GFP fluorescent reporter; Figure 2B,C). To verify
the presence of amyloid plaques in the vHipp, a subset of slices containing the vHipp were
silver stained using the FD NeuroSilver Kit II according to the manufacturer’s directions,
and cover slipped with Permount® (Figure 1C). A separate subset of slices containing the
vHipp was used to detect the expression of PV (Figure 5B). In short, slices were washed three
times (10 min each) in PBS, blocked (2% normal goat serum and 0.3% Triton™ X 100 in PBS)
for 30 min at room temperature, and incubated with rabbit anti-parvalbumin primary
antibody (1:1000) overnight at 4 ◦C. After washing (three times in PBS for 10 min each),
slices were incubated with AlexaFluor® 594 goat anti-rabbit immunoglobin G (H + L)
(1:1000) for 1 h at room temperature. Slices were wet mounted, and cover slipped with
ProLong™ Gold anti-fade mountant. Sections were imaged using an AxioCam ICc 1 (Zeiss,
Jena, Germany) camera attached to an Axio Lab.A1 (Zeiss, Jena, Germany) microscope.
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The number of PV-positive cells within the vHipp was counted on six sections per animal,
in an area approximately −6.0 to −8.5 mm ventral of the skull surface and ±4.0 to 6.0 mm
lateral of the midline.

4.7. Histology

A subset of brains was post-fixed (4% formaldehyde in PBS), cryoprotected (10%
w/v sucrose in PBS) until saturated, and coronally sectioned (25 µm) on a cryostat (Leica,
Buffalo Grove, IL, USA). Sections were mounted onto gelatin-chrome-coated slides, stained
with neutral red (0.1%) and thionin acetate (0.01%), and cover slipped with DPX moun-
tant for histological verification of electrode tracks within the vHipp (Figure 2A) or VTA
(Figure 3A) [41].

4.8. Analysis

Electrophysiological analysis of vHipp and dopamine neuron activity was performed
with commercially available computer software (LabChart version 8; ADInstruments,
Dunedin, New Zealand; Chalgrove, Oxfordshire, UK). Locomotor activity was collected
with Activity Monitor software (version 5; MED Associates; St. Albans, VT, USA). PPI
data were collected using SR-Lab™ Analysis Software (https://sandiegoinstruments.com/
product/sr-lab-startle-response/ accessed on 5 May 2022) (SD Instruments; San Diego, CA,
USA). All data were analyzed using Prism software (version 10; GraphPad Software Inc.;
San Diego, CA, USA). Data are represented as mean ± SEM with n values representing the
number of animals per experimental group unless otherwise stated. Data were analyzed
using a t-test, linear regression, or two- or three-way analysis of variance (ANOVA), and
the Holm-Sidak post hoc test was used when significant interactions were determined.
Statistics were calculated using SigmaPlot (version 12; Systat Software Inc.; Chicago, IL,
USA) and significance was determined at p < 0.05.

4.9. Materials

Proprietary compound, MP-III-022, was generated by the University of Wisconsin in
Milwaukee. Plasmids were generated and packaged into AAV by VectorBuilder (Chicago,
IL, USA). FlurisoTM was purchased from MWI Animal Health (Boise, ID, USA). Chloral
hydrate (C8383), Ketoprofen (K2012), MK-801 (M107), Propylene Glycol (P4347), Tween®

80 (P1754), and DPX mountant (06522) were sourced from Sigma-Aldrich (St. Louis, MO,
USA). Anti-parvalbumin antibody (ab11427) was purchased from Abcam (Boston, MA,
USA). AlexaFluor® 594 goat anti-rabbit immunoglobin G (H + L) (A-11012) was purchased
from Invitrogen (Waltham, MA, USA). Invitrogen™ ProLong™ Gold antifade mountant
(P36930) and Permount™ mounting medium (SP15) were purchased from Thermo Fisher
Scientific (Waltham, MA, USA). FD NeuroSilver Kit II (PK301) was sourced from FD
NeuroTechnologies, Inc. (Columbia, MD, USA). All other chemicals and reagents were
either analytical or laboratory-grade and purchased from standard suppliers. Interventional
studies involving animals or humans and other studies that require ethical approval must
list the authority that provided approval and the corresponding ethical approval code.
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Abstract: With the advancement of in vivo studies and clinical trials, the pathogenesis of neurodegen-
erative diseases has been better understood. However, gaps still need to be better elucidated, which
justifies the publication of reviews that explore the mechanisms related to the development of these
diseases. Studies show that vitamin E supplementation can protect neurons from the damage caused
by oxidative stress, with a positive impact on the prevention and progression of neurodegenerative
diseases. Thus, this review aims to summarize the scientific evidence of the effects of vitamin E
supplementation on neuroprotection and on neurodegeneration markers in experimental models.
A search for studies published between 2000 and 2023 was carried out in the PubMed, Web of Science,
Virtual Health Library (BVS), and Embase databases, in which the effects of vitamin E in experimental
models of neurodegeneration were investigated. A total of 5669 potentially eligible studies were
identified. After excluding the duplicates, 5373 remained, of which 5253 were excluded after checking
the titles, 90 articles after reading the abstracts, and 11 after fully reviewing the manuscripts, leaving
19 publications to be included in this review. Experiments with in vivo models of neurodegenerative
diseases demonstrated that vitamin E supplementation significantly improved memory, cognition,
learning, motor function, and brain markers associated with neuroregeneration and neuroprotection.
Vitamin E supplementation reduced beta-amyloid (Aβ) deposition and toxicity in experimental
models of Alzheimer’s disease. In addition, it decreased tau-protein hyperphosphorylation and
increased superoxide dismutase and brain-derived neurotrophic factor (BDNF) levels in rodents,
which seems to indicate the potential use of vitamin E in preventing and delaying the progress of
degenerative lesions in the central nervous system.
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1. Introduction

Over the past few years, as a result of the steady rise in life expectancy, a significant
increase in the prevalence of neurodegenerative diseases (NDD) has been evident, which
has resulted in increased health risks and more demanding research into new and more ef-
ficient therapies [1]. In addition, the great majority of NDD are debilitating and untreatable,
resulting in suffering for the affected patients and their families [2–4].

The disorders start by affecting neurons in a gradual process, resulting in degeneration
and/or death of some neurons, which might lead to impaired physical movements and
cognitive function [5]. In fact, some neurodegenerative diseases, such as Alzheimer’s dis-
ease (AD), Parkinson’s disease (PD), and dementia with Lewy bodies, have some common
clinical manifestations such as abnormal protein deposition, inflammation, mitochondrial
deficits, intracellular Ca2+ overload, abnormal cellular transport, uncontrolled generation
of reactive oxygen species (ROS), and excitotoxicity. Thus, the existence of convergent
neurodegeneration pathways in such diseases becomes clear [6]. However, there are still
no therapeutic strategies that can prevent, reduce, or stop the progression of these diseases,
even though some drugs are able to treat only the symptoms [7].

Some natural products exhibit a variety of neuroprotective activities, which include
targeting mitochondrial dysfunction, excitotoxicity, inflammation, apoptosis, oxidative
stress, and protein folding [8–12]. One of these products from natural sources with re-
ported neuroprotective activity is vitamin E (VE), which is formed by different fat-soluble
compounds found in plants and is divided into tocopherols and tocotrienols. Each type
is formed by four homologs according to the number and location of the methyl groups,
being classified as α-, β-, γ-, and δ-tocopherol and as α-, β-, γ-, and δ-tocotrienol [13].

The effects of α-tocopherol (α-Toc) on the central nervous system (CNS) have been
reported for over 50 years [14]. A relationship between brain health and α-tocopherol
levels has been hypothesized, especially in diseases associated with oxidative stress such as
ataxias, AD, and PD [15]. Therefore, VE deficiency might lead to progressive neurological
disorders such as spinocerebellar ataxia as a result of the death of peripheral nerves.
Thus, long-term α-Toc supplementation may prevent the progression of nervous system
degeneration caused by VE deficiency [16,17].

In this perspective, both tocopherol transfer protein (TTP) and vitamin E have impor-
tant functions in the CNS, as they are necessary for embryonic development, neurogenesis,
neuroprotection, and cognition [18]. Furthermore, it acts as a peroxyl-radical-scavenging
antioxidant that inhibits free radical-mediated lipid peroxidation [19]. Moreover, studies in-
dicate that α-Toc reduces lipid peroxidation caused by lipopolysaccharide (LPS), microglia,
and interleukin-6 (IL-6) [20,21], in addition to having a positive effect on neuroplastic-
ity [22]. In fact, αToc is able to break the oxidant chain found in lipoproteins and cellular
compartments such as cell membranes, preventing lipid peroxidation and thus preserving
membrane integrity [23,24].

Ambrogini et al. reported that α-tocopherol can protect against kainate-induced cell
death in the hippocampus, thereby preserving its synaptic plasticity and function [25].
Moreover, other studies have evidenced the antioxidant activity of VE and αToc in the
CNS with significant improvements in memory and motor function, as well as a marked
increase in the levels of neuroprotective, neuroregenerative, and anti-inflammatory compo-
nents [26,27]. However, there are a very limited number of reviews about the effects of VE
supplementation on animal models of neurodegenerative diseases.

Considering that the studies published so far show positive effects of VE and αToc on
the CNS, this narrative review aims to analyze the scientific evidence of the effects of VE
and αToc supplementation in animal models of neurodegenerative diseases.

2. Methodology

A search for studies published between January 2000 and April 2023 was carried out
in Medline databases through PubMed, Web of Science, Virtual Health Library (BVS), and
Embase, in which the effects of vitamin E in experimental models of neurodegeneration
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were investigated. The search strategy consisted of a combination of Medical Subject Head-
ings (MeSH) terms “neurodegenerative diseases” and “alpha-tocopherol” (Medline and
Web of Science); “degenerative disease” and “alpha-tocopherol” (Embase); and “chronic
disease” and “alpha-tocopherol” (BVS). The search strategy performed in PubMed can be
verified in the Supplementary Material Table S1.

Studies involving the effects of VE on memory, cognition, learning, motor coordination,
neuroprotection, neuroregeneration, inflammatory markers, and biomarkers of oxidative
stress in experimental models of neurodegeneration were included in this review. Studies
that met one of the following criteria were excluded: (1) Review studies; (2) Non-peer-
reviewed studies (such as guidelines and preprints); (3) studies performed with vitamin E
associated with other herbal supplements, drugs, or therapies; (4) double publication: if the
article appeared more than once in one of the databases, only the original manuscript was
included; (5) experimental models other than small rodents (rats and mice) or cell culture;
(6) studies carried out with extracts of more than one oil or with the use of parts of the plant
that are not the seed, such as the stem, leaf, fruit, root, and flower.

The results of the eligible studies are described herein as a narrative synthesis that
summarizes the characteristics of the study, the studied population (animals), as well as
the type of VE and αToc supplementation used.

3. Results

The search strategy used in this study resulted in 5669 potentially eligible articles.
After excluding the duplicates, 5373 articles remained, of which 5253 were excluded after
checking the titles, 90 after reading the abstracts, and 11 after the complete review of the
manuscripts, leaving a total of 19 publications to be included in this review.

The included studies are presented in Table 1 with the following information: author,
year of publication, species, control group, induction method, experimental model of neu-
rodegeneration, type of VE supplementation and administration method, supplementation
time and data collection, the dose used, and the main results.
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3.1. Neuroprotective Mechanisms of Vitamin E in Neurodegenerative Diseases
3.1.1. Memory and Learning

The study by Alzoubi [35] was carried out using Wistar rats as the animal model, in
which they were deprived of sleep followed by oral administration of VE (100 mg/kg) for
six weeks. Such a procedure was able to prevent memory impairment (Figure 1).
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Figure 1. Vitamin E and memory. Illustration demonstrates that sleep deprivation impairs cogni-
tion/memory. The role of vitamin E in memory repair after its administration for 6 weeks in Wistar
rats with sleep deprivation-induced memory impairment using the modified multiple platform
method. (Illustration performed by Dr. Francisco Irochima).

Desrumaux et al. used PLTO-KO mice that were deficient in plasma phospho-
lipid transfer and were induced to develop memory deficit and Alzheimer’s disease
(AD) through β 25–35 administration. The animals were supplemented with vitamin
E (800 mg/kg orally) for 10 days, whose effect on short-term memory impairment was
considered satisfactory [36].

Wang et al. conducted their studies using APPswe/PS1dE9 transgenic mice. After
developing AD-triggering Aβ deposits, the animals received αToc, 100 mg/kg, orally for
four weeks. The authors concluded that supplementation with αToc had positive effects on
memory preservation [39].

Nesari et al. supplemented αToc (60 and 200 mg/kg) for five days after causing
proteasome inhibition and memory deficit in Wister rats through lactacystin induction. The
authors reported benefits only in those rats that received the highest doses of αToc [43].

Finally, Shadini et al. induced AD in Wistar rats through β 25–35 administration.
VE supplementation (200 mg/kg orally) for 10 days resulted in the passive avoidance of
memory impairment [44].

In addition, other studies investigated the effectiveness of VE and αToc on learning.
The experiment conducted by Conte et al. with AD-induced Tg 2576 mice investigated the
administration of 2 IU/g of VE for four weeks before repetitive concussive brain injury
(RCBI), followed by another eight weeks of vitamin supplementation after the onset of AD.
The authors reported a potential effect of VE supplementation on alleviating the learning
deficit [29].

Likewise, Annaházi et al. studied the effect of α-Toc administration in Wistar rats with
chronic cerebral hypoperfusion generated by brain injury in the bilateral common carotid
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arteries. The α-Toc administration (100 mg/kg) for five days before the injury and the same
dose for another five days after the injury was able to improve the learning process [31].

3.1.2. Cognitive

Concerning the effects of VE on cognitive functions, a study investigated the adminis-
tration of α-Toc (100 mg/kg) for 21 days to Wistar rats subjected to streptozotocin (ST’Z)
injury for AD and cognitive deficit induction. Such a protocol was able to successfully
prevent cognitive impairment by protecting the animals’ brains against oxidative stress
and eliminating nitrosative stress and acetylcholinesterase activity [33].

Ishihara et al. obtained similar results, but with a dose of α-TOH of 1.342 mg/kg
for six months in 3 tg-AD mice with AD and cognition impairment triggered by Aβ
accumulation in the brain. This dose of α-TOH was able to reduce oxidative stress by
attenuating the expression of the brain-derived neurotrophic factor [37].

Wang et al. reported improvement in cognitive dysfunction related to spatial memory
due to a protective effect that resulted in a reduction in lipid peroxidation and a decrease in
the release of inflammatory mediators (IL-1 and IL-6) through the oral administration of
α-Toc (100 mg/kg for four weeks) in transgenic APPswe/PS1dE9 mice previously induced
to develop AD [39].

Liu et al. used C57BL/6J transgenic mice in which PM 2.5 was administered to induce
cognitive deficit. The administration of VE (60 mg/kg/day for seven days) resulted in
improved cognitive function, which was correlated with the ability to memorize and learn
on the Morris water maze test (MWM), suggesting that it was associated with reduced
oxidative stress [40].

Finally, Rana et al. used α-Toc, 5–10 mg/kg over 28 days after induction of traumatic
brain injury (TBI) in Wistar rats, resulting in reduced cognitive impairment. The use of
such a protocol of α-Toc supplementation reduced neuroinflammatory markers, restored
neurotransmitter levels, and restored oxidative stress balance [42].

3.1.3. Motor Coordination

The studies included in this section investigated whether VE and α-Toc supplementa-
tion generated a positive impact in animal models with motor and behavioral impairments,
even though they used different experimental models.

In one study, Tg 2576 mice were induced to develop AD through repetitive concussive
brain injury (RCBI) in the left parietal-temporal region. Briefly, 2 IU/g of VE was admin-
istered for four weeks before and eight weeks after the lesion, and an improvement in
behavior caused by RCBI was observed with cerebral lipid peroxidation secondary to brain
trauma [29].

In another study, Sprague-Dawley rats were used, and they were fed for five weeks
with α-Toc (20 mg/kg/day, orally) after being induced to develop orofacial dyskinesia and
vacuum chewing movements (MVC) by haloperidol (HAL). It was observed a reduction in
the stereotyped behavior of chewing movements after α-Toc administration [38].

Finally, Wistar rats were induced to exhibit motor impairment by a TBI lesion, whose
locomotor deficit was attenuated when supplemented with 5–10 mg/kg of α-Toc for
28 days [42].

3.1.4. Oxidative Stress and Neurodegenerative Diseases

VE supplementation can cause changes in the CNS and positively impact oxidative
stress. In the study conducted by Sung et al., AD-induced Tg 2576 mice were supplemented
with vitamin E (2 IU/g) for 8 months. The authors found a reduction in lipid peroxidation
as well as a decrease in the levels of soluble Aβ and in amyloid plaque deposition [28].

Garcia-Alloza et al. carried out a study with AD-induced APPswe/PS1d9 mice.
The oral administration of VE (210 mg/kg) 1 day before and 15 days after surgery was
able to reduce AD progress, decrease oxidative stress, and reduce damage to the neurite
structures [30].
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In addition, Bostanci et al. administered α-Toc (100 mg/kg/day) for 10 days to Wistar
rats previously induced to neurotoxicity and oxidative stress, after which they found that
the loss of neurons was attenuated and a neuroprotective effect was observed [34].

Singh and Chauhan induced Parkinson’s-like symptoms in Wistar rats, followed by
the administration of tocopherol (5 and 10 mg/kg) intraperitoneally for 40 days. Such
a procedure attenuated behavioral changes, in addition to improving the expression of
neurotransmitters and reducing the levels of inflammatory markers [45].

Iqbal et al. carried out a study with Swiss albino mice with PD induced by haloperidol.
Oral administration of tocopherol (5, 10, 20, and 40 mg/kg) for 23 days was able to
increase the levels of antioxidant enzymes and neurotransmitters and decrease the levels of
inflammatory cytokines and α-synuclein mRNA expression [46].

3.1.5. Neuroprotection and Neuroregeneration

VE and α-Toc have shown a neuroprotective effect in several neurodegenerative
models. Supplementation with vitamin E and α-Toc has been able to reach the entire
CNS, hippocampus, neurons, memory functions, behavior, learning, and cognition, thus
protecting from oxidative stress, which is the main cause of neurodegenerative disor-
ders [28–32,34–38,41,43,44].

When VE was administered to transgenic mice APPswe/PS1d9 with induced AD, a
regenerative effect was observed, thereby slowing the progress of AD, reducing oxidative
stress, and altering structures in neurons that resulted in neuroprotection [30].

In another study, Wang et al. [39] used APPswe/Ps1dE9 mice with AD and supple-
mented them with 100 mg/kg of α-Toc for four weeks, while Liu et al. [40] used C57Bl/6J
mice with induced cognitive deficit and oxidative stress and supplemented them with VE
for seven days at 50 mg/kg/day. On the other hand, Rana et al. [42] induced cognitive
deficit and motor impairment in Wistar rats by means of TBI, followed by supplementa-
tion with α-Toc for 28 days at 5–10 mg/kg. These authors reported that vitamin E and
α-Toc supplementation was able to protect and regenerate the CNS of the animals, despite
the diversity of induced neurodegenerative diseases, the doses of VE and α-Toc, and the
heterogeneity in the duration of the experiments (Figure 2).
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Figure 2. Biochemical effects of vitamin E supplementation in rats. The groups treated with α-TOH
(α-tocopherol) supplementation resulted in reduced levels of malondialdehyde (MDA), nitrites, and
cholinesterase, in addition to preventing the loss of glutathione (GSH) and oxidized glutathione
(GSSG) when compared to non-supplemented animals, which had a decrease in GSH/GSSG and
Catalase (Illustration performed by Dr. Francisco Irochima).
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4. Discussion

The studies analyzed in this review evidenced that VE supplementation is able to
reduce oxidative stress and lipid peroxidation as well as inhibit the brain inflammatory
process in animal models of neurodegenerative diseases. Considering that there is scientific
evidence that links oxidative stress to CNS inflammation with the onset and progression
of neurodegenerative diseases, the results of this review point to a beneficial effect of
supplementation with foods rich in α-tocopherol.

The studies included in this review showed that VE supplementation had a positive
effect on oxidative stress through a reduction in lipid peroxidation and senile plaques as a
result of its anti-inflammatory effect on the CNS. VE has the ability to regulate the gene
expression of proteins involved in the cellular redox state and, consequently, oxidative
stress. In fact, the studies demonstrate that α-Toc supplementation acts on lipid peroxida-
tion [47]. Similarly, a previous study reported that vitamin E has fat-soluble antioxidant
capacity, efficiently eliminating membrane lipid peroxidation and protecting against free
radical damage while maintaining membrane integrity [18]. In this perspective, a study
conducted by Takatsu and colleagues demonstrated that vitamin E improves the cognitive
deficit caused by aging, not only through its neuroprotective activity but also through its
antioxidant effect [48].

Another study demonstrated the potential ability of VE to counteract the effects of
traumatic brain injury (TBI) on the molecular substrates underlying synaptic plasticity and
cognitive function in the hippocampus in rat models. The results suggested that dietary VE
supplementation may protect the brain against the effects of mild TBI on synaptic plasticity
and cognition by using molecular systems associated with long-term maintenance of
synaptic plasticity, such as BDNF and its downstream effectors in preserving activity,
synaptic, synapsin I, CREB, and CaMKII [49]. Other studies in this review corroborate this
neuroregenerative effect, which has resulted in delaying the progression of AD, increasing
cell number, reducing cell damage, changing neurite structure, reducing oxidative stress,
and significantly improving cognitive functions [30,39,40].

Mangialasche and colleagues reported in their study that low levels of vitamin E are
found in older adults with AD and mild cognitive impairment [50]. From this perspective,
the relationship between increased levels of VE and a reduction in the incidence of cognitive
impairment cannot be ruled out. Based on these results, it is understood that high levels of
VE (α-Toc and γ-tocopherol) might play a preventive role in reducing the risk of cognitive
impairment [51]. Therefore, it is possible to infer that the elevation of plasma α-Toc may
result in better global cognition and a reduction in total brain atrophy [52]. In fact, different
authors found similar results, showing that VE supplementation is a potential alternative
to improve the cognitive function of animals [29,31,33,35–37,39,42–44].

Furthermore, this review analyzed studies in which VE and α-Toc were able to cause a
significant improvement in motor activity by reducing the Bax/Bcl-2 ratio in the prefrontal
cortex, striatum, substantia nigra, and globus pallidus, in addition to restoring neurotrans-
mitter levels. Therefore, VE and α-Toc supplementation have demonstrated a potential
effect on motor changes caused by neurodegenerative diseases through a reduction in
stereotyped behaviors and functional decline [29,38,42,52]. In fact, previous studies have
reported that the substantia nigra is an area of the midbrain responsible for controlling mo-
tor activity, which indicates that neurodegeneration of dopaminergic neurons in this region
can result in the genesis of Parkinson’s disease (PD) and other motor dysfunctions [53].

Ulatowski et al. reported that VE deficiency causes dysfunction in the cerebellum,
degeneration of its neurons, premature death, and ataxia [54]. Purkinje cerebellar cells
also undergo deterioration, being the main integrators of neural circuits in this region.
VE-deficient TTP null mice show a high degree of atrophy of Purkinje neurons and reduced
neuronal connectivity, highlighted by reduced neuronal arborization. In this perspective,
Yokota et al. demonstrated that α-Toc supplementation almost completely corrected the
abnormalities in a mouse model with α-TTP gene mutations that are linked to isolated
LV ataxia deficiency (AVED). These authors concluded that α-tocopherol supplementa-
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tion suppressed lipid peroxidation and almost completely prevented the development of
neurological symptoms [55].

El-Shaer et al., using an experimental model of exposure to an electromagnetic field,
evaluated the effects on the structural properties of the cerebellum and the possible neuro-
protective effects of VE. The submission to magnetism caused demyelination and degen-
eration of axons in the molecular and granular layers, as well as a reduction in Purkinje
cells and pyknotic nuclei. However, supplementation with VE enabled a reduction in
neuropathological changes in all the aforementioned cerebellar areas [56].

In addition, some studies have reported that VE supplementation is able to reduce the
neurodegenerative process involved in PD. This disease is characterized by the degenera-
tion of dopaminergic neurons in the substantia pars compacta in the substantia nigra. In
addition, it is associated with reduced levels of dopamine in the nigrostriatal pathway in
the brain [57,58]. Although the genesis of PD is uncertain, oxidative stress is one of the main
mechanisms involved in its underlying pathophysiology [57,59]. This review demonstrated
that VE was able to reduce the progression of the degenerative process associated with
PD through a reduction in oxidative stress. Therefore, it is believed that vitamin E causes
neuronal resistance and recovery of the atrophied neurons, thus delaying their functional
decline [32,45,46].

VE administration (α-Toc and Trolox) has the ability to reverse synaptic plasticity
abnormalities in PINK1 -/- mice. The PINK1 haploinsufficiency precipitates mitochondrial
functioning, impairing mitophagy and energy production on demand, therefore being
responsible for the reduced release of synaptic vesicles at dopaminergic terminals and the
subsequent breakdown of corticostriatal synaptic plasticity [60–63]. In this review, Rana
and colleagues found similar results in which αToc restored altered neurotransmitter levels
after TBI induction [42]. In this study, VE and α-Toc positively interfered in inhibiting or
inactivating neuroinflammatory and neuroprotective substances, as well as markers of
oxidative stress in the CNS, through a reduction in GSH/GSSG, catalase, and superoxide
dismutase (SOD) activity, in addition to the mediators interleukin-1 beta (IL-1β), IL-6, and
tumor necrosis factor-alpha (TNF-α).

The antioxidant system has other important components, such as SOD, which plays
a fundamental role in protecting cells against the deteriorating and ROS scavenging ef-
fects [64,65], portraying the function of SOD as having the ability to catalyze the conversion
of superoxide radicals to hydrogen peroxide and molecular oxygen, whereas CAT catalyzes
the breakdown of toxic H2O2 into water and oxygen. In addition, there are other enzymes
that inactivate hydrogen peroxide, a potent ROS that has the ability to convert into a stable
product, such as glutathione peroxidase (GPx) [66]. Ward and colleagues [67] stated that the
aging process causes different cellular changes, such as increased intracellular Ca2+ levels,
which cause low-grade inflammation in the CNS and peripheral systems. Furthermore,
they reported that low-grade inflammation causes the release of IL-1β, IL-6, and TNF-α.
However, it has been reported that VE and/or LTB supplementation decreases TNF-α and
IL-6 levels, reducing DNA fragmentation and MAPK signaling pathways. Thus, VE sup-
plementation was able to inhibit oxidative damage in vivo in systemic vasculitides [68,69].

In addition, Celikoglu et al. [70] demonstrated that VE alleviated the oxidative stress
induced by mercury, causing increased activities of SOD, catalase, and glutathione peroxi-
dase. Furthermore, α-Toc supplementation resulted in a protective effect against oxidative
brain damage through a reduction in lipid peroxidation and improved brain antioxidant
capacity by increasing GSH levels [71,72].

Studies carried out using elderly rodents have shown that the BDNF system is affected
at several levels with aging, which includes reduced transcription, synthesis, and protein
processing [73]. These reductions are related to hippocampal shrinkage [74], spatial memory
decline [75], and neuronal atrophy [76]. However, VE was able to promote an enhancement
in cognition mediated by BDNF through its ability to regulate the production of CaMK in
the hippocampus, whereas α-Toc was able to increase the molecular factors associated with
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memory consolidation such as BDNF, CREB, and synapsin I, all of which can be affected by
oxidative stress [49,77,78].

Although the studies with animal models of neurodegenerative diseases that under-
went supplementation with VE or α-Toc have shown potential in preventing and controlling
the progression of these diseases, there are limitations in this review that may compromise
the extrapolation of results. The diversity found in the amount of supplementation used, as
well as in the administration route and in the heterogeneity of the evaluation of the effects
on the CNS, are limitations that need to be pointed out. In addition, it is important to em-
phasize that only in vivo studies were included in this review, and even with scientifically
validated evidence, there is a conviction that the results cannot yet be fully extrapolated
to humans.

5. Conclusions

VE and α-Toc have the potential to significantly improve cognition, memory, learning,
motor function, and disease progression in animal models of neurodegenerative diseases,
playing a preventive role.

Therefore, the promising results shown in the in vivo studies indicate that vitamin E
can reduce oxidative stress and lipid peroxidation and inhibit the brain inflammatory
process, whose mechanisms are present in different neurodegenerative diseases. However,
there is a need to confirm these findings in controlled clinical trials that assess the efficacy
of vitamin E supplementation in humans with such CNS pathologies.
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Abstract: Leukocyte common antigen-related protein tyrosine phosphatase (LAR) is a member of
the protein tyrosine phosphatase family that serves as a key regulator of cellular survival. It is
also involved in neurodevelopment and brain disorders. This study was designed to investigate
the role of LAR in a cell-based model of Parkinson’s disease (PD) in which U251 and SH-SY5Y
cells were used as models of astrocytes and dopaminergic neurons, respectively. Cell viability, cell
death, cell morphology, protein phosphorylation and expression, ATP levels, reactive oxygen species
(ROS) generation, and mitochondrial membrane potential were analyzed in the wild-type (WT) and
heterozygous LAR-knockout astrocytoma U251 cells to assess the cell state, signal transduction, and
mitochondrial function. LAR downregulation showed a protective effect in rotenone-exposed U251
cells by increasing cell viability, reducing cell mortality, and restoring appropriate cellular morphology.
LAR downregulation enhanced IGF-1R phosphorylation and downstream signal transduction as
evidenced by increases in the Akt and GSK-3β phosphorylation, as well as the upregulation of NRF2
and HO-1. The downregulation of LAR also augmented DJ-1 levels in these cells. The enhanced Akt
and GSK-3β phosphorylation contributed to a reduced Bax/Bcl2 ratio and suppressed apoptosis
after rotenone exposure. Heterozygous LAR-knockout U251 cells exhibited higher mitochondrial
function evidenced by increased mitochondrial membrane potential, ATP contents, and reduced
ROS production compared to the WT cells following rotenone exposure. Further studies showed
that the astrocytic protection mediated by the heterozygous knockout of LAR was associated with
the activation of Akt. A specific Akt inhibitor, MK2206, reduced the cell viability, Akt and GSK3β
phosphorylation, and HO-1 and NRF2 expression in U251 cells exposed to rotenone. Astrocytes
provide structural and metabolic support to maintain neuronal health. Astrocytic glial cell-derived
neurotrophic factor (GDNF) production is vital for dopaminergic neuron survival. Heterozygous
LAR-knockout U251 cells produced higher amounts of GDNF than the WT cells. The SH-SY5Y cells
cocultured with heterozygous LAR-knockout U251 cells exhibited greater viability than that of cells
cocultured with WT U251 cells in response to rotenone. Together, these findings demonstrate that the
heterozygous knockout of LAR in astrocytes can play a key role in protecting both astrocytic cells
and cocultured neurons in a rotenone-induced cell-based model of PD. This neuroprotective effect is
attributable to the augmentation of IGF1R-Akt-GDNF signaling and the maintenance of astrocytic
mitochondrial function.

Keywords: LAR; Parkinson’s disease; astrocyte; mitochondrial function; neuron; rotenone
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1. Introduction

Parkinson’s disease (PD) is a common neurodegenerative disease that causes severe
movement disorders [1], with over 8.5 million PD patients throughout the world as of
2019 [2]. To date, no curative treatments for PD have been developed [2]. Degeneration
of dopaminergic neurons in the substantia nigra pars compacta and dopamine loss in the
striatum are the most prominent features of PD [3]. These impairments lead to tremors,
postural instability, and bradykinesia [3]. Current evidence suggests that PD is caused by
a combination of several factors, including environmental toxins, genetic mutations, and
aging [4]. The main pathological mechanisms underlying PD include α-synuclein accumu-
lation, mitochondrial dysfunction, and oxidative stress in neuronal cells [5]. In addition,
non-neuronal cells including astrocytes also play important roles in the progression of
PD [5–7].

Astrocytes, the most abundant glial cell type in the central nervous system (CNS), play
a crucial role in sustaining neuron health [5]. Increasing evidence suggests that astrocyte
dysfunction and death also lead to dopaminergic neuron degeneration in PD [8–10]. As-
trocytes not only provide structural support to neurons but also regulate extracellular ion
balance in the central nervous system [8] and transport glutamine to neurons [11]. They are
important components for the maintenance of the blood–brain barrier, which is disrupted
in PD patients [11]. During neuroinflammation, astrocytes surround the inflammatory loca-
tion and create a barrier between the inflammatory tissue and healthy cells, thus playing a
neuroprotective role [11]. Antioxidants and neurotrophic factors produced by astrocytes
are essential for dopaminergic neuron development and survival [12,13]. α-Synuclein
aggregation within dopaminergic neurons is a hallmark of PD that leads to Lewy body
formation in neurons, disrupts normal cellular function, and results in neuron cell death [5].
α-Synuclein aggregates can be released by neurons into the extracellular space via exocy-
tosis, whereupon they can be engulfed and degraded by the astrocytes [14–16]. As such,
astrocytes protect dopaminergic neurons by clearing the excess harmful α-synuclein [5].
Mitochondrial dysfunction is another major mediator of PD development and progres-
sion [17]. Worn-out mitochondria are usually removed through mitophagy to maintain
neuronal health [18,19]. Astrocytes are also responsible for the clearance of these damaged
mitochondria from neurons [20]. Recent work has shown that induced pluripotent stem
cell-derived astrocytes from humans can also donate healthy mitochondria to dopaminergic
neurons and rescue them from neurotoxicity [21].

Rotenone is a natural compound that can be extracted from the seeds and roots of
several leguminous and liana plants and is used as a broad-spectrum insecticide [22]. As
rotenone can induce typical PD characteristics, including Lewy body formation in neu-
rons of the substantia nigra and neurodegeneration, rotenone-exposed animal and cell
models are frequently used as experimental tools for studies of PD [23]. Rotenone causes
mitochondrial malfunction, excessive production of reactive oxygen species (ROS), and
neuronal death by inhibiting mitochondrial complex I and inducing α-synuclein aggrega-
tion [24–26]. Mitochondria also regulate astrocyte functions, mitochondrial dysfunction
in astrocytes causes imbalanced glutamate metabolism, neuronal excitotoxicity, and ROS
overproduction [7,27,28]. These factors are contributors to the pathogenesis of PD [7].

Leukocyte common antigen-related protein tyrosine phosphatase (LAR) is a mem-
ber of the protein tyrosine phosphatase (PTP) family and serves as a key regulator of
phosphorylation signal transduction and downstream physiological effects including cell
survival, proliferation, and differentiation [29]. Prior work has shown that LAR plays a
role in neurodevelopment and brain disorders [29]. LAR suppresses the phosphorylation
of receptor tyrosine kinases including ephrin type-A receptor 2 (EphA2), epidermal growth
factor receptor (EGFR), and insulin-like growth factor-1 receptor (IGF-1R) and, therefore,
reduces downstream signaling activity mediated through pathways including the PI3K-Akt
pathway [30–32]. PI3K-Akt signaling promotes cell survival and reduces apoptosis in the
CNS [33]. Akt is also among the most important apoptosis-inhibiting proteins [33]. A mem-
ber of the PTP family, PTP1B, was recently shown to play an important role in PD [34].The
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aim of this study was to explore the role of LAR in PD using a rotenone-induced cell
model. U251 and SH-SY5Y cells were employed as models for astrocytes and dopaminergic
neurons, respectively.

2. Results
2.1. LAR Expression Is Reduced in D1 and D2 Cells Compared with WT U251 Cells

Western blot experiments were used to confirm LAR levels in the U251 cell lines. As
expected, the LAR levels in the heterozygous LAR-knockout D1 and D2 cells were markedly
reduced and were at approximately 20% of the levels observed in WT cells (Figure 1A).
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Figure 1. Heterozygous LAR knockout protects astrocytic U251 cells from rotenone toxicity.
(A) Representative Western blotting results for LAR in WT and heterozygous LAR knockout D1
and D2 U251 cells with corresponding quantification normalized to β-actin. (B) Images of trypan
blue stained WT, D1, and D2 U251 cells treated with or without rotenone. Scale bar = 100 µm.
(C) Cell morphology images of WT, D1, and D2 U251 cells treated with or without 100 µM rotenone.
Scale bar = 100 µm. (D) Scatter plot quantification analysis of the viability of the U251 cell lines after
being exposed to rotenone. (E) Quantification of U251 cell mortality after being exposed to rotenone.
Data are the means ± SEM from triplicate experiments. ## p < 0.01 vs. control, ** p < 0.01 vs. WT
cells, && p < 0.01 vs. 10 µM rotenone group.
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2.2. Heterozygous LAR Knockout Increases U251 Cell Viability and Maintains Normal Cell
Morphology in the Presence of Rotenone

The cell viability and morphology in cells treated with or without rotenone were
examined to study the impact of LAR on astrocyte survival in conditions of rotenone
toxicity. Rotenone significantly reduced the viability of the U251 cell lines. The D1 and D2
cells exhibited relatively higher viability than WT cells following exposure to a 100 µM
rotenone concentration (Figure 1D), which also altered the morphology of these cell lines.
The D1 and D2 cells exhibited more normal morphological characteristics compared with
WT cells following rotenone treatment (Figure 1C).

2.3. Reductions in LAR Expression Reduce Cell Mortality following Rotenone Exposure

Exposure to a 100 µM rotenone dose led to higher mortality in U251 cells, whereas
a significantly reduced mortality was evident for the D1 and D2 cells (Figure 1B,E). As a
result, a 100 µM rotenone dose was used for the following experiments.

2.4. Rotenone Induces Greater Increases in DJ-1 Expression and Akt Phosphorylation in D1 and
D2 Cells

To explore the mechanistic basis of the higher cell viability and lower cell mortality
observed for the heterozygous LAR-knockout cells after rotenone exposure, Akt phos-
phorylation and protein deglycase-1 (DJ-1) protein levels were measured. The DJ-1 levels
in the U251 cell lines increased upon rotenone exposure, and D1 and D2 cells expressed
significantly higher level of DJ-1 relative to WT cells (Figure 2A). Akt phosphorylation was
also enhanced in these U251 cell lines after rotenone challenge, with these increases being
markedly higher in the D1 and D2 cells relative to WT cells in the presence of rotenone
(Figure 2B). The DJ-1 and P-Akt levels of D1 and D2 seemed to be slightly higher than those
of the WT in the absence of rotenone, but these differences were not statistically significant
(Figure 2A,B).
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Figure 2. Heterozygous LAR knockout modulates Akt phosphorylation and DJ-1, Bax, and Bcl-2
protein levels in U251 cells. (A) Representative Western blotting results for DJ-1 and β-actin and
corresponding quantification, with β-actin used for normalization. (B) Representative Western
blotting results for P-Akt, Akt, and β-actin and corresponding quantification, with Akt used to
normalize P-Akt levels. (C) Representative Western blotting results for Bax, Bcl-2, and β-actin and
corresponding quantification, with data indicating the Bax levels relative to Bcl-2 levels in these
samples. Data are the means ± SEM from triplicate experiments. # p < 0.05, ## p < 0.01 vs. control,
* p < 0.05, ** p < 0.01 vs. WT.
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2.5. Rotenone Induces Greater Increases in the Bax/Bcl-2 Ratio in WT U251 Cells

The Bax/Bcl-2 ratio increased in these U251 cell lines after rotenone exposure, with
WT cells manifesting a higher Bax/Bcl-2 ratio than the LAR heterozygous knockout cell
lines (Figure 2C).

2.6. Akt Inhibition Reduces the Viability of Rotenone-Treated U251 Cell Lines

The Akt-specific inhibitor MK2206 was used to test whether Akt signaling is involved
in the observed differences in viability between WT and D1 or D2 cells. MK2206 reduced
Akt phosphorylation by ~50% in these U251 cell lines (Figure 3A). Cotreatment with
MK2206 and rotenone additionally suppressed the viability of all cell lines when compared
with rotenone exposure alone (Figure 3B).
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Figure 3. Akt inhibition further suppresses the viability of the U251 cell lines in the presence
of rotenone. (A) Representative Western blotting results for Akt, P-Akt, and β-actin levels, with
corresponding quantification in which P-Akt levels were normalized to total Akt levels. (B) Scatter
plot quantification of the viability of U251 cell lines after being exposed to rotenone and MK2206.
Data are the means ± SEM from triplicate experiments. # p < 0.05, ## p < 0.01 vs. control, ** p < 0.01
vs. WT, $$ p < 0.01 vs. rotenone group.

2.7. Rotenone Induces Greater Increases in GSK-3β and Akt Phosphorylation Levels in D1 and D2
Cells That Are Reversed by MK2206 Treatment

The phosphorylation of Akt and the downstream signaling protein glycogen synthase
kinase 3β (GSK-3β) were next analyzed in the absence or presence of rotenone and MK2206.
Rotenone increased GSK-3β and Akt phosphorylation in the U251 cell lines. These phos-
phorylation increases were significantly greater in the D1 and D2 cells compared with the
WT cells. Cotreatment with rotenone and MK2206 reduced the observed GSK-3β and Akt
phosphorylation levels compared with rotenone treatment alone (Figure 4A–C).
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Figure 4. Heterozygous LAR knockout potentiates IGF-1R-Akt signaling, increased GSK-3β phospho-
rylation and promoted NRF2 and HO-1 expression in the presence of rotenone, while Akt inhibition
suppressed these changes. (A) Representative Western blotting results for P-Akt, Akt, P-GSK-3β,
GSK-3β, and β-actin. (B) The quantification of P-Akt levels which were normalized to total Akt.
(C) The quantification of P-GSK-3β levels were normalized to total GSK-3β. (D) Representative
Western blotting results for NRF2, HO-1, and β-actin. (E) The quantification of NRF2 levels were
normalized to β-actin. (F) The quantification of HO-1 levels were normalized to β-actin. (G) Rep-
resentative Western blotting results for P-IGF-1R and IGF-1R. (H) The quantification of P-IGF-1R
levels were normalized to IGF-1R. Data are the means ± SEM from triplicate experiments. # p < 0.05,
## p < 0.01 vs. control, * p < 0.05, ** p < 0.01 vs. WT, $$ p < 0.01 vs. rotenone group.

2.8. Rotenone Induces Greater Increases in HO-1 and NRF2 Protein Levels in D1 and D2 Cells
That Are Reversed by MK2206 Treatment

In response to rotenone exposure, these U251 cell lines showed elevated levels of
nuclear factor erythroid 2-related factor 2 (NRF2) and heme oxygenase-1 (HO-1). In D1
and D2 cells, these increases were significantly greater than in the WT cells. Cotreatment
with rotenone and MK2206 significantly reduced the NRF2 and HO-1 levels compared with
rotenone exposure alone (Figure 4D–F).

2.9. Heterozygous LAR Knockout Enhances Rotenone-Induced IGF-1Rβ Phosphorylation

An immunoprecipitation approach was used to assess IGF-1R phosphorylation, re-
vealing that rotenone exposure promoted IGF-1R phosphorylation in the U251 cells. The
IGF-1R phosphorylation in D1 and D2 cells was significantly enhanced relative to the WT
cells (Figure 4G,H).

2.10. Heterozygous LAR Knockout Suppresses Rotenone-Induced ROS Production, While
Cotreatment with Rotenone and MK2206 Induces More ROS Production than Rotenone Alone

Next, ROS production was measured, revealing that rotenone exposure led to ROS
overproduction in these U251 cell lines. In comparison to the D1 and D2 cells, ROS levels
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were noticeably higher in WT cells (Figure 5A). Cotreatment with both rotenone and
MK2206 led to further increases in ROS production compared with rotenone exposure
alone (Figure 5A). WT cells also had considerably greater ROS levels compared to D1 and
D2 cells cotreated with rotenone and MK2206 (Figure 5A).
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Figure 5. Heterozygous LAR knockout reduces ROS production and promotes mitochondrial function
under conditions of rotenone exposure, while Akt inhibition further increases ROS production
and suppresses mitochondrial function under conditions of rotenone treatment. (A) Quantitative
analysis of the ROS production by U251 cell lines treated with or without rotenone and MK2206.
(B) Quantitative analysis of ATP levels in U251 cells treated with or without rotenone and MK2206.
(C) JC-1 fluorescent signal as measured via flow cytometry with corresponding quantification of the
mitochondrial membrane potential levels in U251 cell lines treated with or without rotenone and
MK2206. Red dots represent the JC-1 fluorescent signal in the untreated cells, green dots represent the
JC-1 signal change after rotenone and MK2206 exposure. Data are the means ± SEM from triplicate
experiments. ## p < 0.01 vs. control, ** p < 0.01 vs. WT, $$ p < 0.01 vs. rotenone alone.

2.11. Heterozygous LAR Knockout Enhances Mitochondrial Membrane Potential (∆Ψm) under
Rotenone Exposure and Cotreatment with Rotenone and MK2206

Next, mitochondrial membrane potential was measured in these cells, revealing that
rotenone exposure led to a reduction in ∆Ψm in the U251 cell lines. Notably, ∆Ψm was
substantially lower in the WT cells than in the D1 and D2 cells. Cotreatment with rotenone
and MK2206 further reduced ∆Ψm values in these U251 cells, and the ∆Ψm values in the
WT cells remained significantly lower than those in the D1 and D2 cells (Figure 5C).

2.12. Heterozygous LAR Knockout Cells Exhibit Higher ATP Levels than WT Cells after Rotenone
Exposure and Cotreatment with Rotenone and MK2206

An analysis of the ATP levels showed that rotenone treatment decreased ATP levels in
the WT cells, with the ATP levels in these WT cells being considerably lower compared to
the ATP levels in the D1 and D2 cells after rotenone exposure. Cotreatment with rotenone
and MK2206 additionally decreased ATP levels in these U251 cell lines (Figure 5B).
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2.13. Astrocytic Heterozygous LAR Knockout Contributes to Enhanced GDNF Production and
Exerts Stronger Neuroprotective Effects on SH-SY5Y Cells

The GDNF levels were measured, and they were shown to be considerably elevated
in D1 and D2 cells compared to WT cells in both the presence and absence of rotenone
(Figure 6A). The SH-SY5Y cells were cocultured with the U251 cell lines either with or
without rotenone to assess how LAR affects the neuroprotective properties of these as-
trocytes (Figure 6B). In comparison to SH-SY5Y cells cocultured with WT U251 cells, the
viability of SH-SY5Y cells cocultured with D1 or D2 U251 cells after rotenone exposure was
significantly improved (Figure 6C).
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Figure 6. Heterozygous LAR knockout potentiates astrocytic GDNF production and neuroprotective
activity. (A) Representative Western blotting results for GDNF and β-actin with corresponding
quantification in which β-actin was used for normalization. (B) Schematic diagram showing the
set-up used for the cell coculture assay. (C) Quantitative analysis of SH-SY5Y cell viability following
coculture with the indicated U251 lines treated with or without rotenone. Data are the means ± SEM
from triplicate experiments. ## p < 0.01 vs. control, ** p < 0.01 vs. WT.

3. Discussion

The CNS consumes high amounts of glucose and oxygen and engages in continuous
metabolic activity to satisfy its own energy demands [35]. This characteristic leads to the
production of a large volume of ROS [35]. In the neurons of the substantia nigra, the
metabolism of cytosolic free dopamine causes additional ROS generation, which makes this
area of the brain especially vulnerable to oxidative stress [36]. This is a major contributor
to neurodegeneration in PD [37]. Astrocytes surrounding the neurons play key roles in
antioxidant production, ROS detoxification, and neuroprotection [38]. However, when
the amount of ROS exceeds the detoxifying capacity of these astrocytes, ROS can cause
mitochondrial dysregulation, additional ROS production, ∆Ψm reduction, and cytochrome
c release into the cytoplasm [39,40]. These processes, consequently, cause the activation of
caspases, astrocyte apoptosis, and the loss of their neuroprotective function [39,40].

Previous studies have shown that the rotenone treatment of rat C6 astrocytoma cells
reduces mitochondrial activity, increases ROS production, and decreases the viability of
these cells [41]. Here, rotenone exposure markedly reduced the viability and increased
the mortality of the astrocytic U251 cells. Heterozygous LAR knockout rescued these
cells from rotenone toxicity. Morphological analyses revealed that rotenone altered cell
morphology, while decreased LAR expression partially restored the normal morphology of
these cells. Rotenone exposure also induced the overproduction of ROS and ∆Ψm decreases
in these astrocytic cells, while the heterozygous knockout of LAR reversed these effects.
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Rotenone additionally lowered the levels of ATP in WT cells without any comparable
effect in LAR heterozygous knockout cells. These findings suggest that heterozygous
LAR knockout protects astrocytic mitochondrial function and thus shields these cells from
mitochondria-mediated cell death.

In order to explore the molecular mechanisms underlying the astrocytic-protective
function of heterozygous LAR knockout, the phosphorylation of Akt and the DJ-1, Bcl-
2, and Bax protein levels in these cells were measured. DJ-1 is primarily expressed in
astrocytes and is upregulated under conditions of oxidative stress, playing important roles
in neuroprotection, antioxidant activity, and mitochondrial function [5]. It activates Akt by
suppressing PTEN [42–44]. Akt is crucial for cell survival, and its disruption is common
in PD [45,46]. Selective loss of dopaminergic neurons frequently coincides with decreased
Ser473 Akt phosphorylation within the brain in the context of PD [47]. The activation of Akt
contributes to the upregulation of Bcl-2 and inhibition of Bax [48,49]. Oligomers formed by
translocated Bax on the mitochondrial outer membrane cause pores in the membrane that
allows for the release of cytochrome c and subsequent cell death [39]. Bcl-2 binds to Bax and
prevents this Bax oligomerization, thereby inhibiting consequent pore formation [50]. The
ratio between Bax and Bcl-2 is usually used as an indicator of apoptosis [50]. In the present
study, rotenone exposure increased DJ-1 expression in U251 cells, which may be due to
oxidative stress. DJ-1 levels in the LAR-downregulated cells were significantly higher than
that of WT after rotenone exposure. Akt, being downstream of DJ-1, displayed a similar
phosphorylation pattern. Rotenone enhanced Akt phosphorylation, while heterozygous
LAR knockout further increased Akt phosphorylation in the presence of rotenone. The
Bax/Bcl-2 ratio was increased in rotenone-exposed cells, while LAR-downregulated D1
and D2 cells exhibited a lower Bax/Bcl-2 ratio compared with the WT after rotenone
exposure. These results suggest that rotenone exposure increases DJ-1 protein expression
in turn enhancing Akt phosphorylation. These increases were further promoted by the
heterozygous knockout of LAR. The increased levels of Akt phosphorylation observed in
the LAR-downregulated cells contributed to a reduction in the Bax/Bcl-2 ratio, thereby
protecting against rotenone-induced apoptosis (Figure 7). However, the mechanistic cause
for the increase in the DJ-1 levels in the heterozygous LAR knockout cells under rotenone
treatment still needs to be further studied.
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As Akt phosphorylation was prominently enhanced in the LAR-downregulated cells,
the Akt-specific inhibitor MK2206 was used to test whether this activation of Akt signaling
pathway was responsible for the higher viability of the heterozygous LAR knockout cells.
MK2206 inhibited Akt in these U251 cell lines as expected. The U251 cell lines viability
was significantly decreased when cotreated with rotenone and MK2206. This shows that
increased Akt phosphorylation is a significant factor in the increased cell viability reported
in LAR-downregulated cell lines.

Glycogen synthase kinase 3β (GSK-3β) is an activator of neuronal apoptosis [51]. It
phosphorylates Bax and promotes its translocation to the mitochondria and consequent
cell death [51]. As a direct substrate, GSK-3β is inhibited by Akt through phosphorylation
at Ser9 [52]. NRF2 is a master transcriptional regulator of cellular anti-oxidative response.
It is constantly degraded by the proteasome because it interacts with the Kelch-like ECH-
associated protein 1 (KEAP1) under normal circumstances [53]. Oxidative stress changes
the structure of KEAP1 and prevents NRF2 degradation. NRF2 can then be translocated
to the nucleus and binds to antioxidant-response element (ARE) sequences in the chromo-
somal DNA [53]. Many antioxidant proteins, such as HO-1, are expressed as a result of
this process [53]. NRF2 also upregulates key antioxidant mediators including superoxide
dismutase (SOD) and glutathione (GSH) [54]. Astrocytic NRF2 activation plays a major
role in neuroprotection [55]. Importantly, Akt assists NRF2 activation by inhibiting its
interaction with KEAP1, and DJ-1 upregulates NRF2 expression [56]. The GSK-3β and
Akt phosphorylation, along with the protein HO-1 and NRF2 levels, were determined in
untreated cells, rotenone-exposed cells, and cells cotreated with rotenone and MK2206
to gain insight into the molecular mechanism involved in the LAR-related astrocytic pro-
tection against rotenone toxicity. The HO-1 and NRF2 protein levels were increased in
response to rotenone, along with GSK-3β and Akt phosphorylation. Cotreatment of cells
with rotenone and MK2206 inhibited GSK-3β and Akt phosphorylation and expression
of HO-1 and NRF2 compared to only rotenone treatment. Cotreatment with MK2206 and
rotenone also additionally increased ROS production and reduced ∆Ψm and ATP levels
compared with rotenone alone. This indicates that higher levels of Akt phosphorylation
in the heterozygous LAR-knockout cells contribute to the enhanced phosphorylation and
inactivation of GSK-3β, thus suppressing the Bax/Bcl-2 ratio and apoptotic cell death. In
heterozygous LAR-knockout cells, hyper-phosphorylated Akt together with upregulated
DJ-1 promote the expression of NRF2 which triggers the production of a range of intracel-
lular antioxidants. This action significantly reduces the ROS levels in these cells, preserves
normal mitochondrial function, and suppresses cell death (Figure 7). Akt thus plays a
central role in these signaling pathways.

To determine why Akt signaling is markedly stronger in the heterozygous LAR-
knockout cells, a search for upstream proteins was conducted, revealing that IGF-1R
phosphorylation was significantly upregulated in the heterozygous LAR-knockout cells.
IGF-1 and its corresponding cell surface transmembrane receptor IGF-1R are essential
regulators of multiple cell functions including survival, proliferation, antioxidant activity,
and neuroprotection [57,58]. Ligand binding to the IGF-1R extracellular α-subunit induces
a conformational change for this receptor, which then leads to the autophosphorylation of
the tyrosine residues of the IGF1R transmembrane β-subunit [59]. As a result, the PI3K-Akt
pathway and various subsequent signaling cascades are activated [57,58]. LAR directly
dephosphorylates IGF-1R and thus abrogates downstream cell proliferation and migra-
tion [30]. In the present study, rotenone exposure increased IGF-1R phosphorylation in the
U251 cells, while the reduction of LAR expression promoted IGF-1R phosphorylation. This
indicates that LAR suppresses Akt signaling by dephosphorylating and suppressing IGF-1R
in astrocytes. When LAR protein levels are reduced, IGF-1R is hyper-phosphorylated, con-
tributing to the hyper-activation of Akt and its downstream signaling pathway (Figure 7).
Intracellular ROS can cause the oxidation of active-site cysteines present in protein tyrosine
phosphatases (PTPs), thereby reducing their activity [60]. Since some other PTPs also
dephosphorylate IGF-1R [61], the elevated levels of IGF-1R phosphorylation observed
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under conditions of rotenone exposure may be due to the partial inhibition of these PTPs
by ROS overproduction.

Astrocytes are essential mediators of neuroprotection that function by producing
GDNF, which is important for dopaminergic neuron survival [8]. To investigate the effect
of LAR heterozygous knockout on astrocytic GDNF production and its neuroprotective
capability in this rotenone-induced PD model system, the cocultures of wild-type (WT) U251
or LAR heterozygous knockout U251 cells with SH-SY5Y cells were treated with or without
rotenone. Astrocytic GDNF production was found to be significantly higher when LAR was
heterozygously knocked out. Since HO-1 overexpression in substantia nigra upregulates
GDNF production in glial cells [62], the higher GDNF level in LAR heterozygous knockout
cells may be induced by the higher HO-1 and NRF2 levels. Moreover, the SH-SY5Y cells
cocultured with U251 cells were less likely to survive after being exposed to rotenone. Under
rotenone-inducing conditions, the SH-SY5Y cells cocultured with the LAR heterozygous
knockout U251 cells showed markedly increased vitality compared to SH-SY5Y cells
cocultured with WT U251 cells. This suggests that LAR heterozygous knockout astrocytic
cells possess stronger neuroprotective capabilities in the context of PD due to their greater
viability and more robust GDNF production (Figure 7).

4. Materials and Methods
4.1. Cell Culture

Human U251 glioblastoma cells were purchased from the Cell Bank of the Chinese
Academy of Sciences (Shanghai, China). The heterozygous LAR-knockout cell lines LAR
D1 and LAR D2 are two different cell monoclones generated by UBIGENE, Guangzhou,
China with the wild-type U251 cells (WT) using a CRISPR/cas9 technique. These cells were
cultured using DMEM (Gibco, Waltham, MA, USA), supplemented with 10% fetal bovine
serum (FBS, TIANHANG, Huzhou, Zhejiang, China) and penicillin/streptomycin (Gibco,
Waltham, MA, USA) in a 37 ◦C 5% CO2 incubator.

4.2. Cell Viability and Morphology Analyses

An MTT assay was used to measure cell viability. Briefly, the U251 WT, LAR D1, and
LAR D2 cell lines were exposed to 10 or 100 µM rotenone (Sigma-Aldrich, St. Louis, MO,
USA) for 24 or 72 h with or without 100 nM MK2206 (Absin, Shanghai, China) at 37 ◦C.
The cells on a 96-well plate were then treated with 0.5 mg/mL MTT. After 3 h, the growth
media was discarded, and 150 µL of DMSO was added to each well before the plates
were oscillated for 15 min to distribute the solution. SpectraMax Paradigm Multi-Mode
Microplate Reader (Molecular Devices, San Jose, CA, USA) absorbance values at 595 nm
were determined for each well. After 24 h of treatment with 100 µM rotenone, the cell
morphology was analyzed by taking images of the WT, LAR D1, and LAR D2 cells under a
microscope (Leica Microsystems CMS GmbH, Wetzlar, Germany).

4.3. Cell Mortality Assay

The cell mortality was assessed via trypan blue staining. The U251 WT, LAR D1, and
LAR D2 cell lines cultured in 6-well plates were treated with 100 µM rotenone for 24 h. The
cells were then removed from each well using PBS, centrifuged at 1500× g for 1 min, and
resuspended in 1 mL of PBS. Next, 100 µL of 0.08% Trypan Blue was added to each 100 µL of
cell suspension, and the resulting mixtures were incubated for 3 min at room temperature.
The cells were subsequently counted using a cell counter (Denovix, Wilmington, DE, USA).
Approximately 3 × 500 cells were assessed for Trypan Blue staining for each sample. Cell
mortality was calculated as 100% × number of Trypan Blue stained cells/total cell number.
In addition, the stained cell suspension was mixed evenly before depositing a droplet
onto a microscope slide for imaging with a microscope (Leica Microsystems CMS GmbH,
Wetzlar, Germany).
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4.4. Western Blotting and Protein Immunoprecipitation

U251 cell lines were exposed to 100 µM rotenone and 100 nM MK2206 for 90 min or
24 h for analyses of phosphorylation and protein levels, respectively. After treatment, cells
were placed on ice and rinsed with pre-cooled PBS twice. Lysis buffer (150 mmol/L NaCl,
100 mg/mL PMSF, 1% NP-40, 50 mmol/L Tris–HCl (pH 7.4), 0.1% SDS) was then added to
these cells prior to incubation on ice for 15 min. Collected cells were centrifuged (15 min,
13,000× g, 4 ◦C), after which supernatants were collected. Protein levels therein were
detected with an enhanced BCA protein detection kit (Beyotime Biotechnology, Shanghai,
China). For immunoprecipitation experiments, IGF-1R was precipitated from cell lysate
samples containing an equal amount of protein using anti-IGF-1Rβ (Cell Signaling Tech-
nology, Danvers, MA, USA) followed by incubation with protein A agarose beads (Absin,
Shanghai, China). Samples were separated via 5%, 6%, 10%, 12%, or 15% gels SDS-PAGE
(Mini-PROTEAN, Bio-Rad, Hercules, CA, USA) based on protein size. Separated proteins
were transferred onto Immunobilon-P PVDF membranes (Millipore, Burlington, MA, USA),
which were subsequently blocked using 5% BSA (Sigma-Aldrich, St. Louis, MO, USA)
in TBS-T solution (10 mmol/L Tris-base, 68 mmol/L NaCl, pH 7.5, 0.1% Tween 20) for
1 h at room temperature. After incubating in the suggested concentration of primary anti-
body overnight at 4 ◦C, membranes were washed thoroughly with TBS-T, and incubated
in the corresponding peroxidase-conjugated secondary antibody for 1 h followed by an
additional round of washing. Proteins were visualized with a 5200 Multi Luminescent
image analyzer (Tanon Science and Technology, Shanghai, China), and Image Proplus 6.0
was used for quantification. The following antibodies were used in this study (all from
Cell Signaling Technology unless otherwise indicated): LAR, IGF-1Rβ, Akt, Phospho-Akt
Ser473, GSK-3β, Phospho-GSK-3β Ser9, Bax, Bcl-2, DJ-1, NRF2, HO-1, Phospho-Tyrosine
PY1000, and GDNF (Abcam, Cambridge, UK) (Table 1). Horseradish peroxidase (HRP)
Goat anti-Rabbit immunoglobulin G (IgG) was used as the secondary antibody.

Table 1. The primary antibodies used.

Antibody Catalogue Number Animal Dilution

Akt 4060 Rabbit 1:2000

Bax 41162 Rabbit 1:1000

Bcl-2 15071 Mouse 1:1000

DJ-1 5933 Rabbit 1:1000

GDNF Ab176564 Rabbit 1:2000

GSK-3β 12456 Rabbit 1:1000

HO-1 26416 Rabbit 1:1000

IGF-1Rβ 9750 Rabbit 1:1000

LAR 61611 Rabbit 1:1000

NRF2 12721 Rabbit 1:1000

Phospho-Akt Ser473 4060 Rabbit 1:2000

Phospho-GSK-3β Ser9 9323 Rabbit 1:1000

PY1000 8954 Rabbit 1:2000

4.5. ROS Analyses

Cells were incubated with rotenone and MK2206 for 6 h before they were washed
three times with pre-warmed DMEM. Then, 10 µM of DCFH-DA fluorescent probe was
added to the cells. The probe was removed after 30 min incubation at 37 ◦C. The cells were
then collected and centrifuged at 900× g for 5 min. The cell pellet was resuspended
with PBS, the fluorescent signal from DCFH-DA bound to the cell was analyzed us-
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ing an ACEA Novocyte flow cytometer (ACEA Biosciences, San Diego, CA, USA) and
Novo Express software (version 1.6.1).

4.6. Measurement of Mitochondrial Membrane Potential (∆Ψm)

Following incubation with rotenone and MK2206 for 24 h, cells were washed three
times using pre-warmed DMEM followed by incubation with 5 µg/mL of the fluorescent
probe JC-1 (Thermo Fisher Scientific, Waltham, MA, USA) for 30 min at 37 ◦C. The cells
were washed again with pre-warmed PBS and digested with trypsin. The collected cells
were centrifuged (5 min, 900× g) and resuspended using PBS, after which the fluorescent
JC-1 signal was detected with an ACEA Novocyte flow cytometer (ACEA Biosciences, San
Diego, CA, USA) and the Novo Express software (version 1.6.1). The ratio of red to green
fluorescence was analyzed to calculate the mitochondrial membrane potential (∆Ψm).

4.7. ATP Assay

Cellular ATP content was analyzed with a luciferase-based luminescence-enhanced
ATP assay kit (Beyotime, Shanghai, China). Following rotenone treatment for 24 h, cells
were rinsed using chilled PBS and lysed with chilled ATP-releasing buffer. Following lysate
centrifugation (5 min, 12,000× g, 4 ◦C), supernatants were collected and combined with
an ATP testing working solution. ATP levels in these samples were then measured with a
plate reader as above (Molecular Devices, Sacramento, CA, USA).

4.8. Cell Coculture

Transwell Polyester membrane chambers (Corning, New York, NY, USA) were used
for U251-SH-SY5Y cell coculture. Cell culture medium was added to the upper and lower
chambers and incubated overnight at 37 ◦C. SH-SY5Y cells were seeded in the upper
chambers, while the U251 WT, LAR D1, or LAR D2 cell lines were seeded in the lower
chambers. After 24 h, a normal culture medium or medium containing rotenone was
added to the upper and lower chambers (Figure 6B). After 72 h, 0.5 mg/mL MTT was
added to each upper chamber and incubated for 3 h, after which this medium was replaced
with 200 µL of DMSO. This solution was then transferred into a 96-well plate, and the
absorbance at 595 nm was analyzed using a plate reader as above (Molecular Devices, San
Jose, CA, USA).

4.9. Statistical Analyses

Data are the means ± SEM. The analyses were carried out with GraphPad Prism 8.0.
All data were analyzed via one-way ANOVAs with Tukey’s post hoc test. p < 0.05 was the
cut-off for statistical significance.

5. Conclusions

In conclusion, this study found that heterozygous LAR-knockout grants astrocytic
cells a higher degree of viability, enhanced GDNF production, and stronger neuroprotective
capacity in a cell-based model of PD. The mechanistic basis for these effects is associated
with the activation of IGF-1R and Akt. Akt activation leads to the Bax/Bcl-2 ratio reduction
and cell apoptosis suppression. Akt and DJ-1 further drives the upregulation of NRF2
and HO-1, consequently suppressing ROS production, preserving mitochondrial function,
and increasing GDNF production. These higher levels of astrocytic viability and GDNF
production also contributed to the augmented viability of cocultured neuronal SH-SY5Y
cells in a rotenone-induced PD model system. Thus, inhibiting LAR to modulate the
viability and function of astrocytes offers a novel therapeutic strategy for PD as LAR
performs a vital role in the neuroprotective function of astrocytes.
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Abstract: We recently developed a multiplex diagnostic kit, QPLEX™ Alz plus assay kit, which
captures amyloid-β1-40, galectin-3 binding protein, angiotensin-converting enzyme, and periostin si-
multaneously using microliters of peripheral blood and utilizes an optimized algorithm for screening
Alzheimer’s disease (AD) by correlating with cerebral amyloid deposition. Owing to the demand for
early AD detection, we investigate the potential of our kit for the early clinical diagnosis of AD. A
total of 1395 participants were recruited, and their blood samples were analyzed with the QPLEX™
kit. The average of QPLEX™ algorithm values in each group increased gradually in the order of the
clinical progression continuum of AD: cognitively normal (0.382 ± 0.150), subjective cognitive decline
(0.452 ± 0.130), mild cognitive impairment (0.484 ± 0.129), and AD (0.513 ± 0.136). The algorithm
values between each group showed statistically significant differences among groups divided by
Mini-Mental State Examination and Clinical Dementia Rating. The QPLEX™ algorithm values could
be used to distinguish the clinical continuum of AD or cognitive function. Because blood-based
diagnosis is more accessible, convenient, and cost- and time-effective than cerebral spinal fluid or
positron emission tomography imaging-based diagnosis, the QPLEX™ kit can potentially be used for
health checkups and the early clinical diagnosis of AD.

Keywords: Alzheimer’s disease; dementia; cognition; peripheral blood; algorithm; early diagnosis

1. Introduction

The development of Alzheimer’s disease (AD), the most common form of dementia, is
slow and persistent, with a pre-symptom stage lasting over several years to decades [1–4].
As of 2023, the prevalence of Alzheimer’s dementia among the older population (aged
65 years and older) in the United States is estimated to be approximately 6.7 million
individuals [5]. The prominent neuropathological features of AD primarily involve the
presence of senile plaques, characterized by the aggregation of amyloid-β (Aβ), and the
formation of neuronal neurofibrillary tangles (NFTs) [6]. Generally, AD symptoms begin
with mild memory impairment and progress to diverse cognitive impairments, including
memory disorder and dysfunctions in complex daily activities [7,8]. The early clinical
diagnosis of AD can be defined by means of criteria such as neuropsychological tests [9–11]:
(a) subjective cognitive decline (SCD) is a continued decline in the self-reported experience
in cognitive performance compared to the subject’s previously normal state [12]; and
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(b) mild cognitive impairment (MCI) is characterized by objective cognitive impairment,
including impairment of memory (amnestic) or judgment (non-amnestic) [13]. Both groups
are in transitional stages between normal cognition and dementia [14]. The symptoms
of SCD are among the early signs of pathological brain aging [15]. Individuals with
SCD behavior are associated with Aβ deposition [16]. MCI is also a precursor to AD
characterized by neurocognitive dysfunction [17]. Based on estimates for the year 2023, it
is projected that approximately 8–11% of the American population aged 65 years and older,
corresponding to approximately 5–7 million older individuals, may exhibit MCI [5] and
approximately 10–15% of individuals with MCI develop dementia yearly, while 1–2% of
unaffected individuals develop dementia [18,19]. These pre-dementia stages could serve
as populations for dementia prevention clinical trials [12]. The development of early and
accessible diagnostic methods can help to prevent or delay the progression of cognitive
deficits and the onset of full-blown AD dementia [20,21]; therefore, targeting the critical
precursor steps of SCD or MCI may have a strong potential for the early clinical diagnosis
of AD [22].

Increasing efforts to discover biomarkers for AD in the cerebral spinal fluid (CSF) or
blood have been ongoing for decades and have led to the discovery of potential biomarkers.
CSF analysis revealed amyloid-β1-42 (Aβ42) proteins, Aβ42/Aβ40 ratio, total tau proteins,
phosphorylated tau proteins, and neurogranin can be used as a biomarker for AD. In the
blood, Aβ42/Aβ40 ratio, amyloid precursor protein (APP)669-711/Aβ42 ratio, tau proteins,
and neurofilament light were suggested as biomarkers for AD [23]. Some candidates are
related directly to the core pathological features of AD, while others are linked closely to the
neurodegeneration of the brain. Compared to CSF-based diagnosis, peripheral blood-based
diagnosis has the advantages of reducing the patient’s burden, shortening the inspection
time, and lowering the cost of sample collection and examination as a non-invasive method.
With these advantages, blood-based diagnosis can be included in health checkups and
used for early diagnosis. Although many peripheral biomarkers for AD diagnosis have
been reported in recent decades [24–26], few have proven to be useful in commercially
developed diagnostic kits. Screening peripheral biomarkers for brain diseases has many
challenges, such as problems with the sensitivity and specificity of the assay and careful
validation work. Such biomarkers can be detectable at relatively low concentrations in
the blood because the blood–brain barrier limits the movement of molecules between the
central nervous system and the blood vessel system [27]. It is also technically difficult to
detect various biomarkers simultaneously within a single assay system [21]. Therefore, it
was suggested that multiple combinations of effective peripheral biomarkers with highly
sensitive assays might increase diagnostic success for AD [28].

In previous studies, we revealed a novel blood-based biomarker panel consisting of
galectin-3 binding protein (LGALS3BP), amyloid-β1-40 (Aβ40), angiotensin-converting
enzyme (ACE), and periostin (POSTN) [28,29]. It was demonstrated that LGALS3BP
exerts a regulatory role in Aβ production by directly interacting with amyloid precursor
protein (APP), consequently impeding APP processing by β-secretase [30]. ACE has
been implicated in the processing and metabolism of amyloid β (Aβ) [31]. Therefore,
the administration of ACE inhibitors in hypertensive patients diagnosed with AD has
been correlated with increased handgrip strength (HGS), preservation of physical capacity,
and the prevention of neuromuscular junction (NMJ) degradation [32]. In a recent study,
researchers observed a noteworthy relationship between elevated plasma POSTN levels
and the progressive decline in physical and cognitive capacities among older adults [33].
We have already produced a bioanalytical platform that can measure four biomarkers
with tens of microliters of peripheral blood, the so-called Quantamatrix’s multiplexed
diagnostics platform (QPLEX™; Quantamatrix Inc., Seoul, Republic of Korea) Alz plus
assay kit. Subsequently, we designed an optimal algorithm, the QPLEX™ algorithm, using
the results of the QPLEX™ Alz plus assay kit to predict cerebral amyloid deposition. When
the algorithm value exceeds the cutoff value, we assume that the participants may be at
risk for AD. The current study shows that a QPLEX™ Alz plus assay kit could be used
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for cerebral amyloid deposition diagnosis [21,34,35]. However, all studies were developed
and applied with the Korean Brain Aging Study for the Early diagnosis and prediction of
Alzheimer’s disease (KBASE) cohort. Therefore, applying the kit and the algorithm to other
independent cohorts is necessary to verify the performance and bias.

In this paper, our goal is to investigate the potential of the QPLEX™ Alz plus assay kit
for the early clinical diagnosis of AD in another independent cohort in South Korea. First,
we checked the relationship between the QPLEX™ algorithm values and the four clinically
separated groups: cognitively normal individuals (CN), SCD, MCI, and AD. Second, we
explored the relationship between our algorithm values and groups divided by the scores
of the Mini-Mental State Examination (MMSE) and Clinical Dementia Rating (CDR). The
MMSE is a screening tool that provides information about global cognition, and the CDR
is a composite evaluation used mainly to determine the presence/absence of functional
impairment. Finally, we analyzed the relationship between our algorithm values and the
subgroups fractionalized by some factors known to influence the onset of AD, such as sex,
age, depression, or apolipoprotein E (ApoE) genotype. The comorbidity of depression is
frequently observed in individuals with dementia [36]. As in the case of those three factors,
ApoE has been implicated in the pathological changes in AD, including the accumulation
of Aβ and tau proteins, which subsequently contribute to neuroinflammation and neuronal
injury, ultimately leading to impaired cognitive functions associated with learning and
memory [6]. Moreover, we checked the influence of other factors, such as education years,
hypertension, diabetes, hyperlipidemia, stroke, angina, thyroid, surgical history, cancer,
family history, drinking, smoking, body mass index (BMI), and anxiety. However, at least
in our data, there were no significant differences between clinically separated groups
(Supplementary Table S1), so we did not include them in the in-depth analysis.

2. Results
2.1. Characteristics of the Participants

This study included 1395 participants (aged 41–92 years) classified into four groups
divided by the clinical continuum of AD: 71 CN, 275 SCD, 857 MCI, and 192 AD. The
demographic details are shown in Table 1. There were significant differences among the
clinically separated groups in terms of age, MMSE score, and CDR score. Moreover, there
were significant differences between groups in all the MMSE and CDR test sub-categories.

Table 1. Demographic data of the participants (N = 1395).

CN SCD MCI AD

Number 71 (5%) 275 (20%) 857 (61%) 192 (14%)
Age 61.49 ± 9.44 69.79 ± 7.80 a 72.86 ± 8.15 a 70.26 ± 9.44 a

Sex (M/F) 24/47 81/194 297/560 78/114
ApoE genotype (ε4 +/−) 8/63 71/204 314/543 92/100
MMSE total 27.93 ± 2.24 27.92 ± 1.91 24.31 ± 4.06 a 19.33 ± 4.73 a

Orientation 9.85 ± 0.36 9.84 ± 0.43 8.59 ± 1.69 a 5.94 ± 2.07 a

Immediate recall 2.96 ± 0.20 2.96 ± 0.22 2.90 ± 0.37 2.81 ± 0.49 a

Attention and
Calculation

4.21 ± 1.12 4.17 ± 1.03 3.32 ± 1.51 a 2.36 ± 1.75 a

Memory recall 2.37 ± 0.76 2.27 ± 0.96 1.35 ± 1.11 a 0.66 ± 0.99 a

Language 7.59 ± 0.77 7.74 ± 0.56 7.32 ± 1.01 a 6.92 ± 1.34 a

Copying 0.94 ± 0.23 0.94 ± 0.24 0.81 ± 0.39 a 0.65 ± 0.48 a

CDR score 0.18 ± 0.24 0.46 ± 0.14 a 0.50 ± 0.16 a 0.94 ± 0.49 a

CDR SB 0.21 ± 0.30 0.67 ± 0.48 a 1.63 ± 1.35 a 5.65 ± 2.87 a

Memory 0.18 ± 0.24 0.46 ± 0.15 a 0.60 ± 0.28 a 1.24 ± 0.57 a

Orientation 0.00 ± 0.00 0.05 ± 0.18 0.32 ± 0.36 a 1.07 ± 0.55 a

Judgment and
Problem-solving

0.01 ± 0.06 0.07 ± 0.18 0.28 ± 0.33 a 0.95 ± 0.53 a
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Table 1. Cont.

CN SCD MCI AD

Community Affairs 0.00 ± 0.00 0.03 ± 0.12 0.19 ± 0.32 a 0.97 ± 0.61 a

Home and Hobbies 0.02 ± 0.10 0.06 ± 0.17 0.20 ± 0.32 a 0.95 ± 0.61 a

Personal care 0.00 ± 0.00 0.01 ± 0.05 0.04 ± 0.23 0.47 ± 0.68 a

Data represent mean ± standard deviation; a, p < 0.05 compared with the CN group, one-way ANOVA with
Student–Newman–Keuls post hoc comparison; CN, cognitively normal; SCD, subjective cognitive decline; MCI,
mild cognitive impairment; AD, Alzheimer’s disease; ApoE, Apolipoprotein E; MMSE, Mini-Mental State Exami-
nation; CDR, Clinical Dementia Rating; CDR SB, Clinical Dementia Rating Sum of Boxes.

2.2. Demographic Characteristics of the Two Groups Divided by the QPLEX™ Algorithm

In Table 2, QM Alz-N indicates the negative group below the cutoff value and QM
Alz-P indicates the positive group equal to or higher than the cutoff value, as classified
by the QPLEX™ algorithm. Previous results have shown that a score equal to or higher
than the cutoff value indicates a high possibility of cerebral amyloid deposition. Significant
differences were demonstrated between QM Alz-N and QM Alz-P in age and CDR (CDR
SB, memory, orientation, judgment and problem-solving, community affairs, home and
hobbies, and personal care). Except for immediate recall and copying, the scores of other
MMSE items (orientation, attention and calculation, memory recall, and language) in QM
Alz-N were significantly higher than those in QM Alz-P.

Table 2. Demographic characteristics of the two groups divided by the QPLEX™ algorithm.

QM Alz-N QM Alz-P p-Value

Number 595 800
Age 70.71 ± 9.04 71.76 ± 8.49 p = 0.0283
Sex (M/F) 212/383 268/532
ApoE genotype (ε4 +/−) 184/411 301/499
MMSE total 25.15 ± 4.28 24.05 ± 4.70 p < 0.0001

Orientation 8.80 ± 1.75 8.34 ± 2.03 p < 0.0001
Immediate recall 2.92 ± 0.34 2.90 ± 0.38 N.S.
Attention and
Calculation

3.53 ± 1.50 3.31 ± 1.58 p = 0.0068

Memory recall 1.62 ± 1.13 1.39 ± 1.18 p = 0.0002
Language 7.43 ± 0.94 7.31 ± 1.07 p = 0.0289
Copying 0.84 ± 0.36 0.81 ± 0.40 N.S.

CDR score 0.50 ± 0.24 0.57 ± 0.32 p < 0.0001
CDR SB 1.60 ± 1.82 2.16 ± 2.38 p < 0.0001
Memory 0.58 ± 0.37 0.68 ± 0.43 p < 0.0001
Orientation 0.29 ± 0.43 0.40 ± 0.49 p < 0.0001
Judgment and
Problem-solving

0.25 ± 0.38 0.36 ± 0.46 p < 0.0001

Community Affairs 0.20 ± 0.38 0.30 ± 0.49 p < 0.0001
Home and Hobbies 0.21 ± 0.37 0.31 ± 0.49 p < 0.0001
Personal care 0.06 ± 0.27 0.11 ± 0.39 p = 0.0059

Data represent mean ± standard deviation; QM Alz-N, the negative group that has below-cutoff values in the
QPLEX™ algorithm, resulting from the QPLEX™ kit; QM Alz-P, the positive group that has values equal to or
over the cutoff values in the QPLEX™ algorithm, resulting from the QPLEX™ kit; N.S., not significant; ApoE,
Apolipoprotein E; MMSE, Mini-Mental State Examination; CDR, Clinical Dementia Rating; CDR SB, Clinical
Dementia Rating Sum of Boxes.

2.3. Difference in the QPLEX™ Algorithm Values among Clinically Separated, MMSE-Separated,
or CDR-Separated Groups

The average of QPLEX™ algorithm values in each group increased in the order
of the clinical progression continuum of AD: CN (0.382 ± 0.150), SCD (0.452 ± 0.130),
MCI (0.484 ± 0.129), and AD (0.513 ± 0.136) (Figure 1A). Moreover, the algorithm values
between each group showed statistically significant differences (p < 0.01). Further, we
compared the values of the QPLEX™ algorithm to cognitive evaluation scores of MMSE
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or CDR (Figure 1B,C). When the groups were divided according to the clinical criteria of
each cognitive evaluation, the values of the QPLEX™ algorithm were significantly different
among groups in both MMSE and CDR. The MMSE score and algorithm values were
analyzed by defining 24 to 30 as normal, 20 to 23 as mild AD dementia, and less than 20 as
AD dementia [37]. The algorithm values showed significant differences among the MMSE-
separated groups. Furthermore, the CDR score was analyzed by defining 0 as normal, 0.5 as
questionable, 1 as mild dementia, and 2 or more as dementia [38]. Similarly, the QPLEX™
algorithm value showed a statistically significant difference among the CDR-separated
groups.
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Figure 1. Difference of the QPLEX™ algorithm values among the clinically separated groups, MMSE-
separated, or CDR-separated groups. The values of the QPLEX™ algorithm showed statistically
significant differences among the (A) four clinically separated groups (CN (n = 71), SCD (n = 275),
MCI (n = 857), and AD (n = 192)), (B) MMSE-separated groups (30–24 (n = 923), 23–20 (n = 265), and
19–0 (n = 207)), and (C) CDR-separated groups (CDR 0 (n = 98), CDR 0.5 (n = 1153), CDR 1 (n = 117),
and CDR 2 (n = 27)). Data represent mean ± standard deviation. *** p < 0.01 compared with the
(A) CN group, (B) the group ranging from 24 to 30 in MMSE scores, and (C) the group scoring 0 in
CDR, one-way ANOVA with Student–Newman–Keuls post hoc comparison, respectively; # p < 0.05
compared with the (A) SCD group, and (C) the group scoring 0.5 in CDR, one-way ANOVA with
Student–Newman–Keuls post hoc comparison, respectively; CN, cognitively normal; SCD, subjective
cognitive decline; MCI, mild cognitive impairment; AD, Alzheimer’s disease; MMSE, Mini-Mental
State Examination; CDR, Clinical Dementia Rating.

2.4. Comparison of the QPLEX™ Algorithm Values among the Individual Subgroups Fractionized
by Sex, Age, Depression, or ApoE Genotype

We further analyzed whether the clinically separated groups had a significant dif-
ference in the QPLEX™ algorithm values even when the participant groups were frac-
tionized by various factors (Figure 2). When the groups were fractionized according to
age, sex, or depression, the difference in the algorithm values between the two groups
was not significant (Figure 2A,D,G). However, the QPLEX™ algorithm values showed
significant differences among the clinically separated subgroups fractionized by age or
sex (Figure 2B,C,E,F). In participants without depression, significant differences between
subgroups were maintained (Figure 2H). Conversely, in participants with depression, only
CN and AD were significantly distinguished, while SCD and MCI were not distinguished
(Figure 2I). When the participant groups were fractionated according to ApoE genotyping,
the algorithm values of the ApoE ε4-negative group were significantly lower than those
of the ApoE ε4-positive group (Figure 2J). In the ApoE ε4-negative group, there was a
significant difference in algorithm values among the four subgroups (Figure 2K). However,
in the ApoE ε4-positive group, there was no significant difference between the CN sub-
group and the other subgroups (Figure 2L). There were only eight CN participants in the
ApoE ε4-positive group, which was not a large enough sample size to analyze the statistical
significance. However, the algorithm values of the AD subgroup were significantly higher
than those of the SCD subgroup in the ApoE ε4-positive group.
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2.5. ANCOVA Results to Adjust for Covariates, such as Age, Sex, Depression, and ApoE Genotype

The distribution of age, sex, depression, and ApoE genotype differed for each clinical
group. When the analysis of covariance (ANCOVA) was performed to exclude the effects
of these covariates, significant differences were shown between clinical groups regardless
of age, sex, or geriatric depression scale (GDS) score (Figure 3A–C). In contrast, when the
ApoE genotype was set as a covariate, there was no statistical significance between MCI
and AD (Figure 3D). When age, sex, depression, and ApoE genotype were set as covariates
simultaneously, there were significant differences between all clinical groups (Figure 3E).
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3. Discussion

The QPLEX™ Alz plus assay kit adopts a bead-based 3D suspension array system
to enhance reactivity and improve sensitivity. As a result, the kit can analyze rare or
volume-limited samples, and only 20 µL undiluted human plasma was used per assay in
this study. Moreover, the kit is a well-implemented multi-platform capable of measuring
four peripheral biomarkers at once using a limited sample and combining them into
an algorithm. In previous studies, we identified that these four biomarkers are related
to AD [28,29]. Aβ40 is the most representative biomarker of AD. ACE is known as an
endopeptidase related to blood pressure control [39,40], but it also acts as an inhibitor of
Aβ aggregation [41–43]. ACE level and activity were lower in AD patients than in CN
individuals [44]. POSTN is related to inflammatory diseases [45,46], and can be found in
the cerebral cortex of AD patients [47]. It may be that inflammation is activated and POSTN
levels are elevated during AD pathogenesis. LGALS3BP is a receptor for galectin-3, and
the binding of LGALS3BP to its ligand inhibits neutrophil activation [48,49].

This study was performed on another independent cohort, including many more
participants (n = 1395) compared with the previous studies (n = 300) [21,34]. The target for
health checkups are individuals with CN, SCD, or MCI who may potentially develop AD
dementia. We included more subjects (n = 1103) with CN, SCD, or MCI than those (n = 236)
in the previous studies.

In this paper, we demonstrated that the QPLEX™ Alz plus assay kit could be a useful
tool for the early clinical diagnosis of AD. The QPLEX™ algorithm was developed to
determine the presence of cerebral amyloid deposition; however, we hypothesized that it
could also be used to differentiate between CN and AD based on the fact that, statistically,
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CN has less amyloid deposition compared to AD. The results suggest that the kit can indeed
distinguish the groups according to the clinical progression continuum of AD: CN, SCD,
MCI, and AD (Figure 1A). AD neuropathological changes initially target specific brain
regions associated with memory, language, and cognitive functions. Consequently, the
prodromal symptoms primarily present as impairments in memory, language, and cognitive
abilities [5]. Further, there was a significant difference in algorithm values between groups
correlating with the score ranges of the MMSE or CDR test (Figure 1B,C) related to memory,
language, and cognitive abilities. This implies that the kit can differentiate among groups
based on the severity of dementia.

For early diagnosis to be meaningful, it must also be valid for people under the
age of 65 years. The correlation between algorithm values and clinical progress was
present in patients above 65 years and below 65 years (Figure 2B,C). There were also
significant algorithmic value differences among clinical progression in both males and
females without bias (Figure 2E,F). This means that the kit can be used regardless of the
age and sex of the patient. Notably, a correlation between algorithm values and clinical
progression was observed in the absence of depression, but the presence of depression
appears to impact the diagnostic accuracy of the QPLEX™ kit. With depression, only
CN showed a significant difference with AD (Figure 2I). Although the specific subgroup
differences may vary depending on the presence of depression, the QPLEX™ algorithm
value proves to be highly valuable in differentiating between CN and AD, regardless of the
presence or absence of depression. Further research on our kit is necessary to incorporate
depression and effectively distinguish various clinical symptoms. Conversely, the presence
or absence of the ApoE gene shows a significant difference in the QPLEX™ algorithm
value (Figure 2J), because people with the ApoE gene are more likely to develop MCI
or AD [50,51]. Additional research on the QPLEX™ kit will be necessary to differentiate
various clinical symptoms while incorporating ApoE results in the future.

We also performed ANCOVA to adjust for covariates, such as age, sex, depression,
and ApoE genotype (Figure 3). Although the distribution of age, sex, and depression
differed between cognitive states, the ANCOVA results adjusted for these covariates showed
statistically significant differences among all clinical groups (Figure 3A–C). These also
indicate that the QPLEX™ kit can distinguish the cognitive states regardless of age, sex,
and depression. In ANCOVA with ApoE genotype set as a covariate, significant differences
were present among all groups except between the MCI and AD groups (Figure 3D). This
lack of significance between MCI and AD can be attributed to the fact that high ApoE
positivity was considered, but differences in the other factors were not adjusted for. When
age, sex, depression, and ApoE genotype were all set as covariates, the QPLEX™ algorithm
values showed significant differences among all groups (Figure 3E). The ANCOVA results
confirm that the QPLEX™ algorithm values are related to cognitive states.

One intended application of the kit is for use in routine screening for AD among the
general population. Our kit has four main advantages that make it highly suitable for this
purpose: Firstly, it detects multiple biomarkers, which has been shown to increase the
accuracy of diagnosing AD [28], predicting the conversion from MCI to AD [52,53], identi-
fying MCI patients susceptible to AD [54], and predicting cerebral Aβ deposition [24,26,28].
Secondly, it detects these biomarkers in blood samples, which are easier to acquire and more
cost- and time-effective than detecting biomarkers in CSF [25,55–59]. Thirdly, it requires
only a small sample volume of 20 µL undiluted plasma per analysis. Fourthly, the kit
utilizes highly stable magnetic beads that are amenable to automation [21].

Additionally, as in previous studies, participants were analyzed by dividing them into
negative and positive, based on the algorithm cutoff value (Table 2). The t-test results show
a statistically significant difference between QM Alz-N and QM Alz-P in all items of MMSE
and CDR except for immediate recall and copying of MMSE. However, the magnitude of
the difference seems small. This can be explained by the characteristics of the PREMIER
cohort, and we used the CDR score as an example. The purpose of the consortium is
early diagnosis, especially focusing on changes in blood biomarkers, genetic data, and
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pathological data during the progression from MCI to AD with a longitudinal study; hence,
more than half of the recruited participants had MCI (Table 1). The proportion of SCD
and MCI participants exceeded 80% of the total cohort, with 93% of participants in these
categories having a CDR score of 0.5. As a result, the CDR scores converged to 0.5 for
both QM Alz-N and QM Alz-P. In the KBASE cohort, CDR scores differed according to the
clinical state, but there was no difference according to amyloid deposition [21]. When the
KBASE cohort was classified by PET results, there seemed to be a difference in CDR scores
between the two groups, but this is a result of the difference in the CN/MCI/dementia
ratio [34].

The study also had some limitations. First, proteomics screening and statistical analysis
show that blood biomarkers LGALS3BP, ACE, and POSTN effectively screen for cerebral
amyloid depositions and clinically diagnose Alzheimer’s disease, but the theoretical basis
is still lacking. Additional research will be needed to supplement these theoretical grounds.
Second, a longitudinal study will be needed to observe the change in our assay depending
on the disease progression. Third, owing to limitations in accessibility, the study was
conducted only for the Korean cohort. Analysis of cohorts of different regions and races
is needed to confirm the possibility of universal applicability. Fourth, various types of
dementia or MCI need to be compared using our assay to investigate the possibility of
distinguishing these from one another. Fifth, there were only eight participants in the ApoE
ε4-positive CN group, which was an insufficient sample size for statistical significance
analysis. ApoE positivity is distributed with a lower probability in the CN group, and the
recruitment rate for the CN group was low due to the characteristics of the cohort, resulting
in a shortage of participants in the ApoE ε4-positive CN group. Sixth, only cognition tests,
such as MMSE and CDR, were utilized in this study. However, there is a need for additional
validation of the relationship between the QPLEX™ algorithm and other more sensitive
and specific tests, such as the Montreal Cognitive Assessment (MoCA). Seventh, we only
conducted the prediction of cerebral amyloid deposition using the QPLEX™ algorithm.
However, since tauopathy is highly relevant in the pathophysiology and progression of
AD, future research and validation will also be necessary using tau PET.

In conclusion, the QPLEX™ Alz plus assay kit, a multiplex system to analyze four
blood biomarkers consisting of LGALS3BP, Aβ40, ACE, and POSTN simultaneously,
showed potential as a screening tool for AD. In particular, our kit could be a useful
detection tool for the early clinical diagnosis of AD, i.e., for SCD or MCI. Our kit could be a
helpful diagnostic tool for cognitive impairments at health checkups because the kit can
measure multiple blood biomarkers using only tens of microliters of blood.

4. Materials and Methods
4.1. Participants

In total, 1633 participants were included from 14 referral hospitals in the Republic of
Korea. Most of the participants were recruited from the Samsung Medical Center (n = 579),
the Soonchunhyang University Bucheon Hospital (n = 313), and the Kangwon National Uni-
versity Hospital (n = 265). The rest (n = 476) were from 11 hospitals across Korea, including
the Korea University Guro Hospital (n = 56). These participants were recruited from a na-
tionally funded, nationwide multicenter study named Precision medicine platform for mild
cognitive impairment, based on Multi-omics, Imaging, Evidence-based R&BD (PREMIER)
consortium (conducted between May 2019 and December 2022) in South Korea [60]. The
aim of this consortium is to establish a platform for the development of the early diagnosis
and precision medicine-based treatment of dementia by enrolling participants with various
cognitive states, developing blood-based biomarkers, generating genetic data, and devel-
oping imaging-data- and clinical-data-based algorithms as a diagnostic or predictive tool.
According to the purpose of the consortium, the cohort recruited mainly MCI participants
at the pre-stage of dementia.
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4.2. Clinical Diagnosis

An experienced neurologist diagnosed participants with SCD, MCI, or AD dementia
according to relevant diagnostic criteria [61]. Based on the recommendation of Molinuevo
et al. [62], the criteria for SCD are as follows: (1) self-experienced persistent decline in
cognitive performance compared to previously normal state, (2) normal performance on all
neuropsychological tests, and (3) cannot be explained by other psychiatric or neurologic
diseases. Based on Petersen’s criteria [63], the criteria for MCI are as follows: (1) cognitive
complaint, preferably corroborated by an informant; (2) objective cognitive impairment for
age and educational level; (3) relatively preserved general cognition; (4) intact activities
of daily living; and (5) not demented. The criteria for AD dementia are based on the
proposal by the National Institute on Aging—Alzheimer’s Association (NIA–AA) Research
Framework [64]. AD patients exhibited CDR scores ranging from 0.5 to 3, and their MMSE
scores were 10 or higher, indicating their suitability for Seoul neuropsychological screening
battery-dementia version (SNSB-D) testing [65].

4.3. Cognition Tests

All participants underwent MMSE and CDR (Table 1). The MMSE consists of tests
for orientation, immediate recall, attention and calculation, memory recall, language, and
copying. The CDR consists of tests for memory, orientation, judgment and problem-
solving, community affairs, home and hobbies, and personal care. The details and protocols
of neuropsychological assessment are described in a previous report [66]. The diverse
interpretation of the MMSE scores and their relationship with the severity of dementia were
depicted as several steps [3,67–69]. Using one of the ranging methods of MMSE, we split
the participants into three groups: normal, with a score range from 24 to 30; mild dementia,
with a score range from 20 to 23; and moderate to severe dementia, with a score range below
19 [37]. The CDR scale is a global clinical staging method for AD [70]. Using a simplified
description of the AD stages according to the CDR score, we also split CDR groups as
follows: 0 = no dementia or normal; 0.5 = questionable; 1 = mild; and 2 to 3 = moderate to
severe [38].

4.4. Short Geriatric Depression Scale—Korean Version (SGDS-K)

The SGDS-K, which stands for the Korean version of the Elderly Depression Scale [71],
was derived from the Geriatric Depression Scale (GDS) [72]. It comprises 15 yes/no ques-
tions, resulting in a total score of 15 points. The SGDS-K evaluates symptoms of depression
experienced during the previous week [73,74]. Using one of the ranging methods of GDS,
we split the participants into two groups: normal, with a score range from 0 to 4, and
depression, with a score range of 5 or higher [75,76].

4.5. Blood Sampling and Storage

Whole-blood samples were collected in K2 EDTA tubes (BD Vacutainer Systems,
Plymouth, UK). The blood sample tubes were centrifuged at 700× g for 5 min at room
temperature, and plasma supernatants were stored at −80 ◦C [21,34].

4.6. Exclusion Criteria of the Participants

Figure 4 shows the criteria and number for the inclusion and exclusion of participants.
A total of 1633 participants were recruited. Among them, those without blood samples
(n = 10), ApoE genotype (n = 19), MMSE (n = 57), CDR (n = 70) tests missing, or with other
forms of disease (N = 82) were excluded from the analysis. Finally, QPLEX™ assay and
data analysis were performed on 1395 participants.
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Figure 4. Flowchart for participant selection. CN, cognitively normal; SCD, subjective cognitive
decline; MCI, mild cognitive impairment; AD, Alzheimer’s disease; bvFTD, behavioral variant
frontotemporal dementia; FTD-MND, frontotemporal dementia with motor neuron disease; CAA,
cerebral amyloid angiopathy; lvPPA, logopenic variant primary progressive aphasia; nfvPPA, nonflu-
ent/agrammatic variant primary progressive aphasia; svPPA, semantic variant primary progressive
aphasia; ApoE, apolipoprotein E; MMSE, Mini-Mental State Examination; CDR, clinical dementing
rating.

4.7. QPLEX™ Alz Plus Assay

QPLEX™ kit is a bead-based 3D suspension array system for multiplex analysis
in a single well [77,78]. The micro-sized beads, referred to as microdisks, are graphically
encoded using photolithography. By reacting multiple microdisks pre-coupled with specific
markers according to their specific codes, and analyzing the fluorescence signal for each
code, multiple markers can be analyzed simultaneously in one well. Briefly, 35 µL diluted
human plasma samples and 35 µL biotin-conjugated detection antibodies were incubated
with microdisks in a 96-well plate for 90 min at room temperature with shaking at 1000 rpm.
The reacted microdisks were washed with 0.1% BSA buffer and incubated with 50 µL of
2 µL/mL R-phycoerythrin-conjugated streptavidin for 15 min at room temperature with
shaking at 1000 rpm. After three washes, the microdisks were re-suspended in 100 µL of
0.1% BSA buffer and analyzed with Quantamatrix’s multiplex assay platform (QMAP™).

The QPLEX™ algorithm was developed to diagnose cerebral amyloid deposition.
This algorithm was developed through logistic regression with the quantitative values of
LGALS3BP, Aβ40, ACE, and POSTN obtained from the QPLEX™ Alz plus assay kit as the
independent variables and the results of PET imaging performed at the Seoul National
University Hospital as the dependent variables [21,34]. Subsequently, the cutoff value,
sensitivity, and specificity were obtained through receiver operating characteristic (ROC)
curve analysis. The equation of the QPLEX™ algorithm was as follows:

Pi =
E

1 + E

E = exp(a1 × LGALS3BP + a2 × Aβ40 + a3 × ACE + a4 × POSTN + C)

(Pi, predicted probabilities; an, coefficient values for each biomarker, with a1 = −0.00066,
a2 = 0.008, a3 = −0.00662, and a4 = 0.13224; and C = 1.24777, which is a constant. The quan-
titative values of each biomarker obtained with the QPLEX™ Alz plus kit were multiplied
by the coefficient values, and Pi was calculated).
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The cutoff value to maximize sensitivity and specificity for screening cerebral amyloid
deposition determined by ROC curve analysis was 0.461.

4.8. Data Analysis

All statistical analyses were performed using Medcalc 20.115 (Ostend, Belgium), and
the figures were generated using GraphPad Prism 5 (San Diego, CA, USA). The comparison
between groups was performed with an independent t-test, analysis of variance (ANOVA)
with a Student–Newman–Keuls post hoc test, or ANCOVA. p < 0.05 was considered statisti-
cally significant. In ANCOVA, the p-value was Bonferroni-corrected. Figure 5 illustrates
the overall data analysis process, showing the criteria used to create subgroups and the
number of participants in each subgroup.
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Abstract: Recent advanced studies in neurodegenerative diseases have revealed several links con-
necting autophagy and neurodegeneration. Autophagy is the major cellular degradation process
for the removal of toxic protein aggregates responsible for neurodegenerative diseases. More than
30 autophagy-related proteins have been identified as directly participating in the autophagy process.
Proteins regulating the process of autophagy are much more numerous and unknown. To address
this, in our present study, we identified a novel regulator (ARL6IP5) of neuronal autophagy and
showed that the level of ARL6IP5 decreases in the brain with age and in Parkinson’s disease in
mice and humans. Moreover, a cellular model of PD (Wild type and A53T mutant α-synuclein
overexpression) has also shown decreased levels of ARL6IP5. ARL6IP5 overexpression reduces
α-synuclein aggregate burden and improves cell survival in an A53T model of Parkinson’s disease.
Interestingly, detailed mechanistic studies revealed that ARL6IP5 is an autophagy inducer. ARL6IP5
enhances Rab1-dependent autophagosome initiation and elongation by stabilizing free ATG12. We
report for the first time that α-synuclein downregulates ARL6IP5 to inhibit autophagy-dependent
clearance of toxic aggregates that exacerbate neurodegeneration.

Keywords: ARL6IP5 (ADP-ribosylation-like factor 6 interacting protein 5); Parkinson’s disease (PD);
autophagy; neurodegeneration; α-synuclein; SH-SY5Y cells

1. Introduction

Parkinson’s disease (PD) is the second most fatal neurodegenerative disorder, identi-
fied by neuronal degeneration in the substantia nigra pars compacta (SNpc) and intracel-
lular deposition of Lewy bodies [1]. The most common symptoms of PD are divided into
motor and non-motor symptoms. Motor symptoms include mainly tremor, bradykinesia,
and rigidity, while non-motor symptoms consist of rapid eye movement, sleeping disorder,
olfactory dysfunction, anosmia, constipation, urinary dysfunction, cognitive impairment,
and depression [2]. There is still no clear understanding of the etiology of Parkinson’s
disease, despite decades of vigorous research. As existing treatments provide only symp-
tomatic relief, there is a high need for therapeutic strategies to reduce the accumulated
α-synuclein (SNCA) level in neurons. Neurons are post-mitotic cells that highly depend on
the basal autophagy to maintain their proteostasis.

The ubiquitin proteasomal system (UPS) and autophagy are the two main protein
degradation pathways of eukaryotes. UPS degrades short-lived soluble proteins, while
autophagy degrades long-lived insoluble aggregates [3]. As a result of autophagy, cells
survive adverse conditions, such as nutrient deprivation, the accumulation of aggregated
proteins, the emergence of damaged organelles, and the recycling of receptors. Autophagy
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plays a pivotal role in maintaining protein homeostasis. Dysfunctional autophagy was
identified as the main cause of many neurodegenerative disorders [4]. The process of
autophagy can be divided into mechanistically distinct steps, which include induction,
cargo recognition and selection, autophagosome formation, autophagosome-lysosome
fusion, and breakdown of the cargo followed by release of the degradation products in the
form of small peptides back into the cytoplasm [5]. The 1990s saw an era of autophagy
research, leading to the characterization of this phenomenon at the molecular level [6]. In
1993, Tsukada and Ohsumi performed the isolation and characterization of 15 S. cerevisiae
mutants that displayed defective autophagy and named them apg1-15 (autophagy) [7].
Further research was done to find the more defective mutants by other researchers. In
2003, a unified nomenclature for the so-called autophagy-related genes/proteins, ATGs,
was proposed [8]. Recently, yeast ATG39 and ATG40 have been identified as receptors
that are apparently involved in the selective removal of the cytoplasmic and perinuclear
ER and the nucleus [9]. Most of the yeast ATG proteins have mammalian homologs [10].
Different sets of ATG proteins are involved in these steps and comprise the core autophagic
machinery. Besides the ATG proteins, certain non-ATG proteins are required for autophagy,
such as certain specific Sec-proteins that are important for autophagosome formation [11].
Moreover, Trs85 is another protein that is a component in the TRAPP (transport protein
particle) complexes, which mediate ER-to-Golgi and intra-Golgi trafficking and are found in
both nonselective autophagy and selective autophagy [12]. The number of such autophagy-
regulating proteins is increasing with research.

ADP-ribosylation-like factor 6 interacting protein 5 (ARL6IP5) is also known as JWA in
humans, Addicsin in mice, and GTRAP 3-18 or JM4 in rats [13]. This protein belongs to the
PRAF3 family as it has a functionally large prenylated acceptor domain 1, mainly involved
in intracellular protein trafficking [14]. ARL6IP5 is an established negative regulator of the
EAAC1 transporter [15]. This protein has been extensively studied in the field of cancer
metastasis, yet the functions of ARL6IP5 are less well characterized [16–18]. In a small study,
siRNA ARL6IP5 expression reduced autophagy in cancer cells [19]. In the present study,
we identified ARL6IP5 as an ATG12 interacting protein and a novel regulator/inducer of
autophagy that could reduce α-synuclein aggregates in situ. Our detailed findings thereby
establish the critical role of the ARL6IP5/Rab1/ATG12 axis for neuroprotection in PD.

2. Results
2.1. The Level of ARL6IP5 Decreases with Age and Parkinson’s Disease

To study the role of ARL6IP5 in aging and neurodegenerative diseases, we checked the
age-dependent (4, 8, and 12 months) change in the level of ARL6IP5 in the wild-type C57BL6
mouse brain (WT) and PD transgenic mouse model (A53T mutant) (Tg) (Figure 1A,B). We
observed a decrease in ARL6IP5 level with aging in both WT and Tg mice. For WT mice,
there was a decrease 25 ± 7%, p = 0.12, n = 3 and 44 ± 17%, p = 0.0015, n = 3 at the age
of 8 months and 12 months, respectively, in the ARL6IP5 level as compared to 4 months.
Tg mice had a trend showing lower levels of ARL6IP5 as compared to wild-type controls
for all time points but with high p-value (Figure 1A,B). Data clearly suggest that ARL6IP5
levels decline with aging, which shows a synergic effect with α-synuclein overexpression.

217



Int. J. Mol. Sci. 2023, 24, 10499Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 4 of 19 
 

 

 

Figure 1. ARL6IP5 level decreases with age and PD. (A) Immunoblot showing age-dependent pro-

tein level of ARL6IP5 in WT and Tg mice brains. (B) Densitometric analysis of ARL6IP5 in the WT 
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Figure 1. ARL6IP5 level decreases with age and PD. (A) Immunoblot showing age-dependent
protein level of ARL6IP5 in WT and Tg mice brains. (B) Densitometric analysis of ARL6IP5 in the
WT and Tg brains with respect to loading control GAPDH. p-value was calculated using two-way
ANOVA with post hoc Tukey test. (C) ARL6IP5 (red) signals were detected in Parkinson’s patients
and control sample’s mid-brain sections, as shown in representative IHC images. Scale bars, 20 µm.

218



Int. J. Mol. Sci. 2023, 24, 10499

(D) Graph showing fluorescence intensity quantification. p-value was calculated using unpaired
two-tailed Student t-test. (E) Immunoblots showing protein level of ARL6IP5 and α-synuclein upon
treatment of 30, 40, 50 µM 6-OHDA for 30 days (F) Graph showing the densitometric analysis of
ARL6IP5 level in 6-OHDA treated mice brains using GAPDH as a loading control. p-value was
calculated using two-way ANOVA with Tukey post hoc method. (G) Immunoblots showing protein
level of ARL6IP5 in α-synuclein overexpressed stable SH-SY5Y cells. (H) Densitometric analysis of
ARL6IP5 in SH-SY5Y cells stably expressing α-synuclein as shown in graph with GAPDH as a loading
control. p-value was calculated using one-way ANOVA with post hoc Tukey test. (I) Decreased
ARL6IP5 protein level in A53T over expressed stable SH-SY5Y cells. (J) Graph showing densitometric
analysis of ARL6IP5 in A53T overexpressed stable SHSY-5Y cells. p-value was calculated using
one-way ANOVA with post hoc Tukey test. (K) Immunofluorescence representative image of SH-
SY5Y cells expressing GFP-α-synuclein (green), stained for ARL6IP5 (red) in normal and ARL6IP5
overexpressing condition and nucleus (blue). Scale bars, 5 µm. (L) Graph showing the fluorescence
intensity of A53T-α-synuclein in control and ARL6IP5 overexpressing condition, n = 40 cells were
analyzed randomly. p-value was calculated using unpaired two-tailed Student t-test. *** p < 0.001.
Results from three independent experiments are presented.

To revalidate our immunoblot data, we performed immunofluorescence in the brain
sections of the WT and Tg mice models of PD at 12 months of age. As shown in Supplemen-
tary Figure S1A,B, the α-synuclein aggregate burden was higher (56 ± 19%, p = 0.0039, n = 3)
in the Tg mouse model of PD compared to WT and agrees with the disease burden, and
ARL6IP5 was decreased (71 ± 14%, p = 0.0002, n = 3) as compared to WT. After confirming
the disease burden histologically in mice, we detected the level of ARL6IP5 in the human
brain sections and were excited to see the decrease (85 ± 28%, p = 0.0042, n = 3) in its level in
the PD patients’ brain samples as compared to healthy controls (Figure 1C,D). Additionally,
we assessed the level of ARL6IP5 in the brain lysates of 6-OHDA-induced Parkinson’s
disease in mice. 6-hydroxydopamine (6-OHDA) is a synthetic organic neurotoxin. Injection
of the neurotoxin, 6-OHDA in substantia niagra of brain reproduces several non-motor
comorbidities commonly associated with PD, including cognitive deficits, depression, anx-
iety and deposition of α-synuclein in the brain [20,21]. C57BL6 mice were intracranially
injected with various doses of 6-OHDA stereotaxically or injected with vehicle to further
validate our findings. Interestingly, the level of ARL6IP5 significantly decreases (20 ± 11%
p = 0.75, n = 3, 60 ± 23%, p = 0.0009, n = 3, and 75 ± 15% p < 0.0001, n = 3 at the doses of
30 µM, 40 µM, and 50 µM, respectively) in the 6-OHDA-induced mouse model of PD as
compared to the sham control (Figure 1E,F).

To further understand the role of ARL6IP5 in neurodegeneration, we developed a
cellular model of PD by stably expressing wild-type and A53T mutant α-synuclein in
the SHSY5Y neuronal cell line. In accordance with animal data, there was a significant
reduction (80 ± 24%, p < 0.0001, n = 3) in ARL6IP5 levels in cells overexpressing α-synuclein
and reduction (60 ± 25%, p < 0.0001, n = 3) in A53T mutant α-synuclein overexpression
compared to control cells (Figure 1I,J). SH-SY5Y cells stably expressing mutant GFP-A53T
α-synuclein were transfected with ARL6IP5, and the level of green fluorescence (as a
measure of expression of A53T α-synuclein) was measured. We found a decrease (28 ± 33
in ARL6IP5 transfected cells from 58 ± 24 in control cells, p < 0.0001) in the level of A53T-α-
synuclein fluorescence with ARL6IP5 expression (Figure 1K,L). This indicates a direct role
of ARL6IP5 in aging and PD-like neurodegenerative diseases.

2.2. Beneficial Role of ARL6IP5 Overexpression in PD

Having learned that α-synuclein (WT/A53T) overexpression reduces ARL6IP5 levels,
we wanted to check the change in toxicity and aggregate of α-synuclein (WT/A53T) when
the level of ARL6IP5 is overexpressed. The toxicity of cellular aggregate was checked using
the A11 antibody as previously described [22]. We were delighted to detect a significant
reduction in A11 reactivity (31 ± 15%, p = 0.49, n = 3 in α-synuclein, and 20 ± 16%, p = 0.47,
n = 3 in A53T) with ARL6IP5 overexpression as compared to the basal ARL6IP5 condition
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(Figure 2A,B). To further confirm the beneficial role of ARL6IP5, we carried out siRNA-
mediated knockdown of ARL6IP5 in a cellular model of PD. The toxicity was confirmed
with the LDH assay, α-synuclein overexpression in the knockdown condition of ARL6IP5
shows more (15 ± 7%, p = 0.018, n = 6) toxicity than α-synuclein overexpression alone
(Figure 2C).
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Figure 2. ARL6IP5 overexpression reduces α-synuclein aggregates burden and induces differen-
tiation. (A) Representative dot-blot showing A11 reactivity for α-synuclein aggregates in the basal
and overexpressed ARL6IP5 condition. (B) Densitometric analysis of A11 reactivity. p-value was
calculated using one-way ANOVA with post hoc Tukey test. (C) Graph showing LDH activity in the
supernatant samples from control, ARL6IP5 knockdown condition, in α-synuclein overexpressed
stable cell line, and in knockdown ARL6IP5 and α-synuclein overexpressed condition. p-value was
calculated using one-way ANOVA with Tukey test. (D) Representative confocal images of SH-SY5Y
cells stained for MAP-2 (red). The nuclei are stained with DAPI (blue) for reference. n = 25. Scale bars,
10 µm. Neurite length was measured using the Image-J software version 1.53t. (E) Graph showing
neurite lengths of SH-SY5Y cells in control, ARL6IP5 overexpressing, α-synuclein overexpressing,
and ARL6IP5 and α-synuclein co-expressing conditions. p-value was calculated using one-way
ANOVA with Tukey test. (F) Phospho-kinase array showing the Mer and Axl kinase levels in control,
α-synuclein overexpressing, ARL6IP5 overexpressing, and α-synuclein and ARL6IP5 co-expressing
conditions. (G,H) Graph showing the densitometric analysis of Mer and Axl levels, respectively.
p-value was calculated using one-way ANOVA with post hoc Tukey test. (I) Representative blot
showing the levels of autophagy proteins LC3BI, and LC3BII in control, α-synuclein overexpressing,
ARL6IP5 knockdown, and ARL6IP5 knockdown condition with overexpressing α-synuclein, while
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GAPDH was used as the loading control. (J) Densitometric analysis graph of α-synuclein,
LC3B1 and LC3BII. p-value was calculated using two-way ANOVA with post hoc Tukey test.
(K) Representative blot showing the levels of LC3BI, LC3BII, ATG12, α-synuclein ARL6IP5, and
Rab8 in control, α-synuclein overexpressing, ARL6IP5 overexpressing, and α-synuclein and ARL6IP5
co-expressing conditions. (L) Densitometric analysis of LC3BI, LC3BII, ATG12, α-synuclein, ARL6IP5,
and Rab8. p-value was calculated using two-way ANOVA with post hoc Tukey test. Results from
three independent experiments are presented.

Till now, our study has confirmed the beneficial role of ARL6IP5 in preventing dis-
ease pathogenesis by reducing the burden and toxicity of α-synuclein aggregates. Thus,
we proceeded to investigate the molecular mechanisms that ensure cell viability. Subse-
quently, we planned to investigate the underlying pathways. We studied the effect of
ARL6IP5 on cell differentiation and surface receptor tyrosine kinase. The microscopic
studies have shown that overexpression of ARL6IP5 induces neuronal differentiation,
which was further confirmed by neurite length, which was found to increase (3 ± 2 µm in
normal condition to 13 ± 5 µm in ARL6IP5 overexpression condition, p < 0.0001, n = 20),
while α-synuclein overexpression reduced neurite length, which was again restored after
co-expression of ARL6IP5 (2 ± 1 µm in α-synuclein overexpression and 11 ± 4 µm in
overexpression condition, p < 0.0001, n = 20) (Figure 2D,E). The role of TAM receptors in
neuronal survival and pathological protein aggregate clearance has been suggested [23].
We decided to check using Receptor tyrosine kinase (RTK) array analysis, which revealed
a significant increase in the phosphorylation of the TAM receptor family kinases Axl and
Mer (Figure 2F–H) in ARL6IP5 overexpression. For Axl, α-synuclein overexpression re-
duced (54 ± 11%, p < 0.0001, n = 3 as compared to control) its phosphorylation, which
was increased (171 ± 32%, p < 0.0001, n = 3 as compared to control) in the ARL6IP5 over-
expressing condition, and phosphorylation was restored (72 ± 35%, p = 0.056, n = 3 as
compared to control) in co-expression. For Mer, α-synuclein overexpression reduced
(74 ± 15%, p = 0.097, n = 3 as compared to control) its phosphorylation, which was in-
creased (321 ± 24%, p < 0.0001, n = 3 as compared to control) in ARL6IP5 overexpressing
condition, and phosphorylation was restored (110 ± 34%, p = 0.97, n = 3 as compared
to control) in co-expression. Together, all these results suggest that ARL6IP5 restores the
cellular conditions that were altered by the overexpression of α-synuclein.

Next, we investigated the plausible cellular degradation pathways involved in the removal
ofα-synuclein cytosolic aggregates. We observed that overexpression of ARL6IP5 does not signif-
icantly affect the proteasomal degradation pathway (Supplementary Figure S2A–C). In the case
of α-synuclein, chaperon-mediated degradation plays a pivotal role in reducing neurotoxi-
city [24], hence, we studied the levels of p62 and HSC-70 (Supplementary Figure S2D–I).
However, no significant change in the levels of these chaperones was observed upon
ARL6IP5 overexpression. Therefore, we ventured into studying the effect of ARL6IP5 over-
expression on the cellular bulk degradation process, autophagy. LC3BI is a soluble protein
and remains in the cytoplasm. During the formation of autophagosome, LC3BI converts
into LC3BII and is incorporated into the membrane of the autophagosome. We measured
autophagy by analyzing the level of LCBII, which is a standard marker of autophagy [25].
As shown in Figure 2I,J, the overexpression of α-synuclein disrupted/inhibited (20 ± 8%,
p = 0.48, n = 3, as compared to control) the process of autophagy significantly, which was
also inhibited (45 ± 13%, p = 0.002, n = 3 as compared to control) by the knockdown of
ARL6IP5, and shows a synergic effect in inhibition of autophagy (51 ± 23%, p = 0.002, n = 3),
when α-synuclein is overexpressed, and ARL6IP5 is knockdown. Results strongly suggest
that ARL6IP5 increases autophagy, so we decided to overexpress ARL6IP5 in α-synuclein
overexpression condition and see if it ameliorates the α-synuclein pathology condition via
autophagy. Overexpression of ARL6IP5 increased (150 ± 54%, p = 0.108, n = 3 as compared
to control) autophagy. Autophagy was also increased (135 ± 23%, p = 0.243, n = 3 as
compared to control) by ARL6IP5 in α-synuclein overexpressing condition, which was
decreased (80 ± 23%, p = 0.99, n = 3 as compared to control) in α-synuclein overexpressing
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condition only. We also checked for the autophagy-related protein ATG12, which was
decreased (60 ± 24%, p = 0.54, n = 3) in α-synuclein overexpressing condition and elevated
(126 ± 30%, p = 0.96, n = 3 as compared to control) in ARL6IP5 overexpressing condition,
which was normalized (92 ± 34%, p = 0.99, n = 3 as compared to control) when α-synuclein
was co-expressed with ARL6IP5. Rab8 also has a role in autophagosome membrane matu-
ration [26], so we also checked the level of Rab8. Rab8 followed the same pattern as ATG12
and was reduced (55 ± 25%, p = 0.27, n = 3) in α-synuclein overexpressing condition, upreg-
ulated (177 ± 45%, p= 0.0005, n = 3 as compared to control) in the ARL6IP5 overexpressing
condition and remained upregulated (155 ± 46%, p = 0.048, n = 3 as compared to control)
when ARL6IP5 and α-synuclein co-expressed together (Figure 2K,L). These data strongly
support that ARL6IP5 upregulates autophagy, which needs to be investigated further.

2.3. ARL6IP5 Induces Autophagy Comparable to Other Standard Chemical Inducers in
SH-SY5Y Cells

We performed a detailed study to understand the mechanism of ARL6IP5-induced
autophagy in the neuron. Firstly, we compared the ARL6IP5-induced autophagy with other
autophagy inducers. SH-SY5Y cells were grown to 60% confluency and transfected with
5 µg of the flag-ARL6IP5 construct for 36 h. For another method of autophagy induction,
we used serum starvation for 2 h [27], rapamycin (1 µM) for 2 h [28], and MeβCD (100 µm)
for 24 h [29,30]. ARL6IP5 overexpression increased 261 ± 11%, p < 0.0001 the level of
LC3BII by, while serum starvation induced 162 ± 62%, p = 0.107, Rapamycin induced
254 ± 45%, p = 0.74 and MeβCD induced 167 ± 7%, p = 0.365 as compared to control.
(Figure 3A,B). We also confirmed autophagy induction by ARL6IP5 using GFP-LC3BI [31],
which is a soluble cytoplasmic protein. When autophagy is induced, GFP-LC3BI converts
into GFP-LC3BII and becomes part of the autophagosome membrane, resulting in the
formation of a fluorescence puncta [32]. We counted the number of autophagic puncta
in randomly selected ~25 cells from each group. ARL6IP5 overexpressing cells found to
have 32 ± 6, p < 0.0001 puncta, serum starvation has an average of 30 ± 5, p < 0.0001
puncta, rapamycin produced the 30 ± 6, p < 0.0001 puncta, MeβCD induced the number
of puncta to 29 ± 5, p < 0.0001 as compared to control cells, showed an average of 8 ± 2.2
(Figure 3C,D). These findings suggest that ARL6IP5 overexpression induces autophagy,
which is comparable in level to the autophagy induced with other standard methods.
This suggests that ARL6IP5 may have a role in autophagy regulation, prompting us to
investigate further detailed mechanisms.

For our next experiment, we used an empty vector as the transfection control to
rule out the possibility of autophagy induction by the transfection reagent. We found a
195 ± 25%, p = 0.0001 increase in autophagy measured by the level of LC3BII after ARL6IP5
transfection. Only a marginal induction of 111 ± 10%, p = 0.46 percent, was observed
after the transfection of empty vector as compared to control (Figure 3E,F). We further
wanted to confirm the role of ARL6IP5 in autophagy by downregulating its expression.
We transfected cells with siRNA of ARL6IP5 and confirmed the downregulation of protein
to 16 ± 3 %, p < 0.0001 after 48 h using Western blot technique. When we re-probed the
blot to see the level of autophagy using LC3BII, it was reduced to 58 ± 5%, p < 0.0001, as
compared to control. (Figure 3G,H). We confirmed the phenomenon using GFP-LC3BI and
found that the number of autophagy puncta was 8 ± 2 per cell in normal condition. The
number of puncta per cell was increased to 32 ± 6, p < 0.0001 after ARL6IP5 transfection
and reduced less than normal to 3 ± 1, p = 0.47 puncta per cell under ARL6IP5 knockdown
condition as compared to control (Figure 3I,J).

Another critical question here is whether the autophagy induced by ARL6IP5 overex-
pression is typical and whether it causes bulk autophagic flux. To address this question,
we used the mCherry-GFP-LC3BI vector, which allows us to track the different stages of
autophagy [33]. In the absence of autophagy, RFP-GFP fluorescence in the cytoplasm results
in combined yellow fluorescence. When autophagy is induced, this protein is incorporated
into the autophagosome membrane, forming a yellow punctum. When the autophagosome
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fuses with the lysosome, which has a low pH, the GFP protein is denaturized, and the green
fluorescence is lost. The formation of red puncta indicates the fusion of the autophagosome
with the lysosome, and the loss of fluorescence indicates the degradation of autophagosome
cargo by autophagy (Figure 3K).
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Figure 3. ARL6IP5 regulates autophagy. (A) Representative blot showing the levels of LC3BI, and
LC3BII, in ARL6IP5 overexpressing, control, serum-starved, rapamycin-treated, and MβCD treated
SH-SY5Y cells. GAPDH was used as the loading control. (B) Densitometric analysis of LC3BI
and LC3BII is shown in image 3A. p-value was calculated using two-way ANOVA with post hoc
Tukey test. (C) Representative confocal images showing the autophagy induction in the form of
puncta formation in ARL6IP5 overexpressing, control, serum starved, rapamycin treated, and MβCD
treated conditions. Scale bars, 5 µm. (D) Graph showing the number of puncta counted in ARL6IP5
overexpressing, control, serum-starved, rapamycin-treated, and MβCD treated conditions. n = 25
cells. p-value was calculated using one-way ANOVA with post hoc Tukey test. (E) Representative
blot showing the levels of LC3BI and LC3BII in control and after Flag transfection, Flag-ARL6IP5
transfection conditions. (F) Densitometric analysis of the levels of LC3BI, and LC3BII in control,
transfection control, and ARL6IP5 transfection conditions. p-value was calculated using one-way
ANOVA with post hoc Tukey test. (G) Representative blot showing the level of LC3BII, in control
and ARL6IP5 knockdown condition. (H) Densitometric analysis showing the level of ARL6IP5 and
LC3BII in control and siRNA-ARL6IP5 knockdown condition. p-value was calculated using one-way
ANOVA with post hoc Tukey test. (I) Representative confocal images showing the puncta formation
levels in control, ARL6IP5 overexpressing, and ARL6IP5 knockdown conditions. n = 25. Scale bars,
5 µm. (J) Graph showing the number of puncta in individual cell in control, ARL6IP5 overexpressing,
and knockdown conditions. p-value was calculated using one-way ANOVA with post hoc Tukey
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test. (K) Representative confocal images showing the various stages of the autophagy process using
GFP-RFP-LC3B. First panel shows the protein in the cytoplasm giving yellow fluorescence (scale bar,
5 µm), second panel shows the formation of autophagosome (scale bar, 5 µm), third panel shows the
fusion of autophagosome with lysosome (scale bar, 5 µm), and fourth panel shows the degradation of
autophagosomes (scale bar, 5 µm). Results from three independent experiments are presented.

2.4. ARL6IP5 Is a Downstream Autophagy Regulator

Next, we wanted to know whether ARL6IP5 overexpression induces autophagy to
get rid of the toxic aggregates formed in the cell or if it is part of the typical autophagy
induction process. We used standard chemical inducers to induce autophagy and measured
the level of ARL6IP5 as autophagy increased. After treatment with rapamycin, serum
starvation, MβCD and trehalose, the levels of LC3BII increased by 212 ±7, p < 0.0001,
265 ± 10, p < 0.0001, 169 ± 14, p < 0.0001 and 165 ± 12, p < 0.0001 percent, respectively, as
compared to control. While the level of ARL6IP5 was also increased to 159 ± 8, p < 0.0001,
138 ± 6, p < 0.0001, 164 ± 2, p < 0.0001 and 133 ± 6, p < 0.0001 percent as compared to
control, respectively (Figure 4A,B). We further wanted to check the level of autophagy
induction using a chemical inducer in the ARL6IP5 knockdown condition. After ARL6IP5
suppression using siRNA, we induced autophagy with serum starvation, rapamycin,
MeβCD, and trehalose and found 50 ± 3%, p < 0.0001, 76 ± 2%, p < 0.0001, 63 ± 0.2%,
p < 0.0001 and 68 ± 3%, p < 0.0001 percent reductions in LC3BII levels as compared to
control autophagy induction (Figure 4C,D). A significant decrease in autophagy level with
autophagy inducer in ARL6IP5 knockdown conditions strongly suggests that ARL6IP5 is
involved in the regulation of the process of autophagy.

2.5. ARL6IP5 Overexpression Increase ATG12 by Preventing Its Ubiquitination

The results strongly suggest that ARL6IP5 plays a role in the regulation of autophagy,
making it worthwhile to investigate the mechanism by which ARL6IP5 induces autophagy.
The first step was to check for the levels of other autophagy-related proteins in the
ARL6IP5 overexpressed and downregulated conditions. Surprisingly, the only autophagy-
related protein upregulated by ARL6IP5 overexpression was ATG12, which increased by
227 ± 57%, p < 0.0001 as compared to control (Figure 4E,F), while ATG5, which works
with ATG12 in autophagic membrane propagation [34], remained unchanged (Figure 4E,F).
The combined ATG5-ATG12 band was also increased by 308 ± 14%, p < 0.0001 with
ARL6IP5 overexpression as compared to control, which was contributed solely by ATG12
(Figure 4E,F). ARL6IP5 and ATG12 expression were also checked by knocking down
ARL6IP5, and as anticipated, the level of free ATG12 was drastically reduced to 15 ± 3%,
p < 0.0001 (Figure 4G,H). There was no significant difference observed in the ATG5 and
ATG5 + ATG12 levels.

To further understand the relationship between ARL6IP5 and ATG12, we decided to
co-immunoprecipitate ARL6IP5 after overexpressing it for 24 h. We found that ATG5 and
ATG12 co-immunoprecipitated with the ARL6IP5, suggesting their interactions (Figure 5A).
We also confirmed this interaction by detecting flag-ARL6IP5 after immunoprecipitat-
ing ATG12 (Figure 5B). All co-immunoprecipitation experiments were conducted in the
ARL6IP5 overexpression condition, and hence we decided to conduct further study in the
presence of basal ARL6IP5 expression level. We found that ATG12 co-immunoprecipitated
with basal ARL6IP5 (Figure 5C), indicating that these two proteins interact under normal
cellular physiological conditions. We also checked the interaction of Rab1 and ARL6IP5, as
previously reported [35], using co-immunoprecipitation (Figure 5D). Interaction was also
confirmed by the co-immunofluorescence (Figure 5E). We found co-localization of the red
(ARL6IP5) and green (ATG5/ATG12 (80 ± 23%, n = 12, and 86 ± 18%, n = 12, respectively)
in the cells (Figure 5F). It was previously reported that ATG12 is a highly unstable protein
when it is not combined with ATG5 and is susceptible to ubiquitination and proteasomal
degradation [36]. ATG12 is a limiting factor in the process of autophagy, stabilization of
ATG12 may lead to increased autophagy. Since we know that elevating cellular levels of
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ATG12 through ARL6IP5 overexpression leads to increased autophagy, it is interesting to
compare the levels of ATG12 ubiquitination under the overexpressing and downregulating
conditions. We immunoprecipitated the ATG12 in the ARL6IP5 overexpressing condition
and found a 56 ± 4%, p = 0.0032 reduction in ubiquitination and a 169 ± 19%, p = 0.0001
increase in ubiquitination after siRNA knockdown of ARL6IP5 as compared to control
(Figure 5G–I). Taken together, these data suggest that ARL6IP5 interacts with ATG12 and
prevents its ubiquitination, resulting in the upregulation of autophagy.
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Figure 4. ARL6IP5 regulates autophagy via ATG12. (A) Representative blot showing the levels of
LC3BI, LC3BII, and ARL6IP5 in control and after the induction of autophagy with Trehalose, MβCD,
serum starvation, and rapamycin, respectively. (B) Graph showing the densitometric analysis of
ARL6IP5, LC3B1 and LC3BII in control and with treatment with autophagy inducers shown in (A).
p-value was calculated using two-way ANOVA with post hoc Tukey test. (C) Representative blot
showing the levels of LC3BII, in control and ARL6IP5 knockdown conditions treated with autophagy
inducers serum starvation, rapamycin, MβCD, and trehalose, respectively. (D) Densitometric analysis
showing the levels of LC3BII, in control and ARL6IP5 knockdown conditions with autophagy
inducers, as shown in (C). p-value was calculated using multiple t-test with two-stage linear step-up
procedure. (E) Representative immunoblot showing the levels of ATG5 + ATG12, ATG12, and ATG5
in control, transfection control, and ARL6IP5 transfection conditions. (F) Densitometric analysis of
the levels of ATG12, ATG5, and ATG12 + ATG5 from the blot (F). p-value was calculated using
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two-way ANOVA with post hoc Tukey test. (G) Representative blot showing the levels of
ATG5 + ATG12, ATG5, and ATG12 in control and ARL6IP5 knockdown condition. (H) Densitometric
analysis of the levels of ATG12, ATG5, and ATG5 + ATG12 in control and ARL6IP5 knockdown
condition. Results from three independent experiments are presented. p-value was calculated using
multiple t-test with two-stage linear step-up procedure.
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Figure 5. ARL6IP5 interacts with ATG12 and prevents its ubiquitination. (A) Representative blot
showing the immunoprecipitation of ATG5, and ATG12 with ARL6IP5. (B) Representative blot
showing the immunoprecipitation of overexpressed Flag-ARL6IP5 with ATG12 and GAPDH in the
lysate. (C) Representative blot showing the immunoprecipitation of basal ARL6IP5 with ATG12
and GAPDH in the lysate. (D) Representative blot showing the immunoprecipitation of Rab1 with
ARL6IP5 and GAPDH in the lysate. (E) Representative confocal images showing the co-localization
(yellow) of ATG12 (green) and ARL6IP5 (red) (upper panel) and co-localization of ATG5 (green)
and ARL6IP5 (red) (lower panel). Scale bars, 5 µm (F) Graph showing the percent of localization
calculated by measuring the yellow area in the cell. p-value was calculated using unpaired two-tailed
Student t-test. (G) Representative blot showing the levels of ATG12 ubiquitination in control and
ARL6IP5 overexpressing condition. GAPDH was measured in the lysate. (H) Representative blot
showing the levels of ATG12 ubiquitination in control and ARL6IP5 knockdown condition. GAPDH
was measured in the lysate. (I) Densitometry analysis of the levels of ubiquitination in control and
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ARL6IP5 overexpressing and ARL6IP5 knockdown conditions. p-value was calculated using mul-
tiple t-test with two-stage linear step-up procedure. Results from three independent experiments
are presented.

3. Discussion

The extended studies we conducted on understanding the role of ARL6IP5 in Parkin-
son’s disease and aging revealed it was downregulated in the brain as it aged, and this
downregulation was even more pronounced in PD animal, human, and cellular models.
These findings were sufficient to hypothesize the pivotal role of ARL6IP5 in PD. ARL6IP5
is a membrane resident protein of ER, mainly studied in the field of cancer [16–18]. No
literature is available to predict its role in synucleopathy and neuronal autophagy. To
decipher the role of ARL6IP5 in PD, we first studied the effect of overexpression and
knockdown of ARL6IP5 in PD cellular model. The beneficial and pro-survival effects of
ARL6IP5 overexpression in the cellular model of PD confirmed its pivotal role in neuronal
physiology. This suggests that α-synuclein-mediated downregulation of ARL6IP5 might be
an initial step involved in disease pathogenesis. The detailed mechanistic studies to under-
stand its beneficial effect revealed that overexpression of ARL6IP5 significantly reduced
toxic aggregates, reduced toxicity in LDH assay, and induced differentiation in the cellular
model of PD (Figure 2A–D). The RTKs array was performed to understand their involve-
ment in ARL6IP5-mediated neuronal survival. The analysis indicated activation of TAM
pathway specifically upon ARL6IP5 overexpression (Figure 2F–H). TAM pathways play a
key role in neuron survival and homeostasis [37], and its induction in ARL6IP5-mediated
neuronal survival indicates its regulation by ARL6IP5. We further ventured to find out the
intracellular pathway involved in removing toxic α-synuclein aggregates. The α-synuclein
aggregates, being cytosolic, are removed by all cellular degradation pathways viz pro-
teasomal, chaperon-mediated, and autophagy, depending on the size of the aggregates.
We did not find significant changes in proteasomal- and chaperon-mediated degradation
pathways (Supplementary Figure S2). Interestingly, the process of autophagy, which was
significantly reduced in A53T cellular model of PD, was augmented significantly upon
ARL6IP5 overexpression, indicating its role in autophagy regulation. As we mentioned
above, disruption/deregulation of the process of autophagy in neurons is linked to degen-
eration of dopaminergic neurons, leading to PD. Thus, ARL6IP5-mediated induction of
autophagy and α-synuclein mediated downregulation of ARL6IP5 in PD constitute key
findings of our study.

We extended our study to understand the ARL6IP5 mediated regulation of macro-
autophagy. We were stunned to find that overexpressing ARL6IP5 in the SH-SY5Y cells
induces autophagy, which is comparable to the autophagy induced by the standard chemi-
cal inducers of autophagy (Figure 3A–D). To confirm the phenomenon, we knockdown the
ARL6IP5 and found a significant reduction in the basal level and chemically induced au-
tophagy (Figure 3G–J). In ARL6IP5 overexpressing condition, we found that the level of free
ATG12 is increased, which is highly susceptible to degradation [36]. ATG12 interacts with
ATG5 and ATG16L and contributes to the elongation of autophagosome membrane [38].
In overexpressing and downregulating conditions of ARL6IP5, we found that free ATG12
increased (Figure 4E,F) and decreases (Figure 4G,H), respectively, and significantly, suggest-
ing that ARL6IP5 stabilized ATG12. Post-translational modifications like ubiquitination
plays an important role in the regulation of ATG12 cellular degradation. In the next ex-
periment, we confirmed that ARL6IP5 inhibits the ubiquitination of ATG12 and hence its
degradation (Figure 5G–I), which is the cause of elevated autophagy.

ARL6IP5 negatively regulates the Rab1 [35], function of transporting proteins from
ER to Golgi. Rab1 plays an important role in the formation of the phagophore assembly
site (PAS) [39], where the formation of autophagic membrane start. We have shown
that overexpression of ARL6IP5 induces autophagy, suggesting that ARL6IP5 changes
role of Rab1 from protein transportation to autophagy induction. Thus, ARL6IP5 is a
downstream regulator of autophagy and might play a pivotal role in autophagosome
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membrane formation. This hypothesis also suggests that ARL6IP5 can induce autophagy
in more than one way, which warrants independent investigation.

4. Material and Methods
4.1. Plasmids

Flag-ARL6IP5 plasmid was a kind gift from professor Jianwei Zhou, Department of
Molecular Cell Biology and Toxicology, School of Public Health, Nanjing Medical University,
101 Lonamian Avenue, Jiangning District, Nanjing, 211166, China, EGFP-LC3BII plasmid
was a kind gift from Dr. Dhiraj Kumar from ICGEB, New Delhi India and GFP-RFP-LC3BII
(Addgene, Watertown, MA, USA # 84573), α-synuclein (Addgene #51437), GFP-A53T
(Addgene #40823), pcDNA 3.1 vector (Invitrogen, Waltham, MA, USA V79020), siRNA
targeting ARL6IP5(human) (Sigma, St. Louis, MO, USA #EHU041951)

4.2. Protein Extraction and Estimation

After the completion of the experiment, cells were lysed using 70 µL of lysis buffer
(Promega, Madison, WI, USA, A1731) in each well. Protein concentration was measured
after adding Bradford reagent (Thermo-Fisher Scientific, Waltham, MA, USA, 23236) and
reading absorbance at 595 nm on a microplate reader (Infinite M200 ProMicroplate Reader
TECAN, Seestrasse, Mannidorf, Switzerland).

4.3. Microscopy

Cells were fixed after the completion of the experiment using 4% PFA, after a wash,
cells were covered by mounting media containing DAPI (Thermo-Fisher, P36961) and
coverslip. Images were taken using a confocal microscope (ZEISS LSM 500, Oberkochen,
Baden-Württemberg, Germany) at 63× magnification.

4.4. Reagents

Sodium bicarbonate (Sigma #S6014), L-glutamine (100× (Gibco #25030081), Trypsin
EDTA (0.25%) (Gibco, Waltham, MA, USA #25200056), Opti-MEM (Gibco #31985062),
6-Hydroxydopamine hydrobromide (Sigma-Aldrich #H116), MG132 (Calbiochem, Burling-
ton, MA, USA, #474790), Baf A1 (CST, Danver, MA, USA #54645), Chloroquine diphosphate
salt (Sigma #C6628), Rapamycin (Calbiochem #553210), Methyl β-cyclodextrin (Sigma
#C4555), Bovine Serum Albumin (HiMedia, Thane, Maharashtra, India #MB083), Lac-
tate dehydrogenase activity assay kit (Sigma-Aldrich #MAK066), RTK kit (R&D Systems,
Minneapolis, Min, USA, ARY001B), poly L-lysine (Sigma #P3513), paraformaldehyde
(Sigma # 158127).

4.5. Antibodies

Antibodies against ARL6IP5 (Sigma#HPA015540, 1:1000 dilution), α-synuclein (CST
#2628), GAPDH (sc-47724), Ubiquitin (CST #3933), HSC 70 (CST #8444), Beta-actin (Sigma
#A5441), LC3A/B (MBL #M186-3, 1:1000 dilution), p62 (CST #8025), LC3IIB (CST #2775),
Flag (Sigma #F7425), ATG 3(CST #3415), Rab1 (CST #12375), ATG5 (CST #8540), ATG12
(CST #2010), Rab8 (CST #6975)

4.6. In-Vivo Mouse Model Study

A53T α-synuclein transgenic line (Strain #: 004479) and wild-type C57BL/6J (Strain
#:000664) mice were procured from Jackson Laboratories and bred and maintained by the
National Institute of Immunology small animal facility. Homozygous SNCA and wild-type
littermates were used in this study. Animal handling and treatment strategies, including ex-
periments, were carried out according to the standard guidelines of the Institutional Animal
Ethics Committee (IAEC). Animal usage protocols were approved by the IAEC (Project #
345/14). Mice were anesthetized using xylazine (10mg/kg) plus ketamine(100mg/kg) and
perfused transcardially using 0.1 M PBS, pH 7.4, containing 1% protease and phosphatase
inhibitors (Sigma-Aldrich), following 4% (w/v) paraformaldehyde in 0.1 M PBS for fixation.
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4.7. Cell Culture

Undifferentiated human neuroblastoma SH-SY5Y cells were maintained in high glucose
DMEM medium supplemented with 10% fetal bovine serum (FBS) and 1% and 2% glutamine.
Cells were grown at 37 ◦C in a humidified CO2 incubator with 5% CO2. Cells were tested
for mycoplasma contamination using EZ-PCR Mycoplasma test kit (Biological Industries,
Beit-Haemek, Israel). Cells were found to be negative for mycoplasma contamination.

4.8. Transfection

SH-SY5Y cells were seeded in 6-well plate and proceeded further for transfection and
knockdown experiments after attending the desired confluency. Transient transfection was
carried out with 2 µg of plasmid DNA using Lipofectamine with LTX plus (Thermo-Fisher
Scientific, A12621) reagent by the manufacture’s protocol. The knockdown experiments
were carried out with ARL6IP5 siRNA using Lipofectamine RNAi-MAX (Thermo-Fisher,
13778100) transfection reagent by the manufacture’s protocol.

For generation of stable cell lines, SH-SY5Y cells were transiently transfected, and sin-
gle cells were selected for protein expression by drug-resistance (neomycin) or fluorescence-
activated cell sorting. Stable cell lines generated were characterized by immunoblotting.

4.9. Protein Extraction and Estimation

Cells were lysed with cold RIPA lysis buffer (Sigma- Aldrich #R0278) supplemented
with 1X protease inhibitor cocktail (Sigma, P8340) and phosphatase inhibitor cocktail
(Sigma, P0044). Post-nuclear lysates were subjected to protein estimation via the PierceTM

BCA protein assay kit (ThermoScientific #23225) using a TECAN Infinite M–200plate reader
(Tecan Group Ltd., Männedorf, Switzerland) containing MagellanTM data analysis software
version 6.6.0.1; Tecan.

4.10. Immunoblotting

In Laemmli loading buffer [5% -mercaptoethanol, 0.05% bromophenol blue, 75 mM
Tris HCl (pH 6.8), 2% SDS, and 10% glycerol], an equal amount of protein sample (50 g)
was heat denatured at 37 ◦C for 30 min or 95 ◦C for 10 min. Protein samples were separated
using 10%, 12%, and 14% SDS-PAGE (BioRad, Hercules, CA, USA). Resolved proteins
were electroblotted on a 0.45 µm nitrocellulose membrane (MDI Membrane Technology,
Ambala, India) in a glycine/methanol transfer buffer (20 mM Tris-base, 150 mM glycine,
and 20% methanol) using the PROTEAN Mini Cell system (BioRad). The protein blots
were blocked for 60 min and cut into 2–3 stripes (according to the molecular weight of
the protein that needs to be probed) and again blocked for 30 min at room temperature
with 5% BSA in 1× TBST. Blots were probed overnight at 4 ◦C with respective primary
antibodies, followed by three 10-min washes with 1× TBST. Secondary antibody incubation
was carried out with HRP-conjugated IgG goat anti-rabbit IgG and IgG goat anti-mouse for
90 min at room temperature. The membrane was washed three times with an interval of
10 min each, and then bands were detected with Clarity Western ECL substrate (Bio-Rad)
in the LAS-4000 Fujifilm chemiluminescent gel documentation unit (GE Healthcare Life
Sciences, Piscataway, NJ, USA). To normalize protein loading control, mouse anti-actin, and
anti-GAPDH antibodies were used. Protein bands were analyzed by Multi Gauge Image
Reader software version 2.0 (Fujifilm, Tokyo, Japan).

4.11. Immunohistochemistry

The paraffinized human midbrain sections of Parkinson’s disease and a control sample
were obtained from the Brain bank of NIMHANS, Bangalore, India, with human ethics
committee approval. The sections were deparaffinized, and optimized antigen retrieval
(AR) was carried out with heat-mediated AR in citrate buffer (pH 6.0), followed by per-
meabilization with 0.2% triton X-100 in 1× PBS. The sections were washed three times
with 1× PBS at 5-min intervals. Blocking was carried out with 10% goat serum for 90 min
followed by primary antibody incubation at 4 ◦C in a humid chamber. Sections were
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again washed and incubated with Alexa fluor tagged secondary antibody for 90 min at
room temperature. After three consecutive washes with 1× PBS, cells were treated with
mounting media containing DAPI (ThermoFisher, P36961). Images were scanned using a
confocal microscope (Zeiss LSM 980) at 63× magnification.

For mouse samples, SNCA transgenic and wild-type mice PFA fixed brains were cut
into 10 µm thick sections using cryotome. Sections were heated in citrate buffer (pH = 6)
for 15 min for antigen retrieval. Sections were blocked in 5% BSA at room temperature
for 1 h. Sections were then washed thrice with PBS-T and incubated overnight in primary
antibody (1:100) at 4 ◦C. Sections were again washed thrice with PBS-T and incubated in
secondary antibody (1:100) for 1 h at room temperature. Sections were then washed thrice
with PBS-T and covered with mounting media with DAPI (Thermo-Fisher, P36961) and
coverslip. Slides were stored at 4 ◦C until microscopic analysis.

4.12. Immunofluorescence

Cells were seeded on poly L-lysine-coated coverslips. After reaching the required
confluency, cells were transfected and fixed after the completion of the experiment using
4% (wt/vol) PFA for 15 min at room temperature, followed by three washes of 1× PBS
for each of the next 5 min. Then, cells were covered by mounting media containing DAPI
(ThermoFisher, P36961). Images were taken using a confocal microscope (ZEISS LSM 510)
at 63× magnification.

4.13. Immunoprecipitation

After completion of the experiment, 200 µg of total protein from the cell lysate was
incubated overnight on a slow rotation with 2 µg of primary antibody at 4 ◦C. Then, 40 µL
of protein-A agarose beads were added to the lysate and incubated for another 2 h on
slow rotation at room temperature. Lysate was centrifuged for 1 min at 1000 rpm to settle
beads, and pelleted beads were washed three times using 1× PBS. Finally, SDS buffer was
added to the pellet and heated at 95 ◦C for 10 min to remove all the protein attached to the
antibody and further proceed for the immunoblotting. Total lysate was also utilized to run
the western blot for checking the expression of the housekeeping gene GAPDH as a means
of verifying equal protein loading.

4.14. Lactate Dehydrogenase Activity Assay

Cells were seeded in a 6-well plate, and co-transfection was carried out for 36 h. The
supernatant fractions were collected and subjected to an assay for lactase dehydrogenase
activity using the manufacturer’s protocol.

4.15. RTK Assay

The RTK assay was carried out using a human phospho-RTK array kit (Catalog no.#
ARY001B). The assay was carried out according to manufacturer’s protocol.

4.16. Statistical Analysis

The data represented here are the means of three independent experiments, and the
error bars represent the standard deviation (SD) between the experiments. Statistical
analysis was performed using GraphPad Prism 8 (San Diego, CA, USA). Two tailed student
t-tests and a one-way ANOVA using the Bonferroni post hoc method were applied to
determine the significance among groups as indicated in the figures or figure legends.
Statistical significances were represented by mentioning the p-values.

5. Conclusions

The significant decrease in the ARL6IP5 in PD and aging brain suggest its role in neu-
rodegeneration, including PD pathogenesis. We have clearly shown that overexpression of
ARL6IP5 ameliorates disease burden and improves neuronal survival. Our detailed analy-
sis showed that ARL6IP5 is an ER resident protein playing a key role in autophagophore
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formation. Upregulation of ARL6IP5 can induce autophagy independently of the upstream
initiation signal. Autophagy induction with standard methods also increased the ARL6IP5
level. Interestingly, the downregulation of ARL6IP5 downregulated autophagy even in
the presence of autophagy inducers, establishing ARL6IP5 as a key protein involved in
the process of pre-autophagophore formation. This is a key finding as the process of pre-
autophagophore formation is not well defined. This shows the potential of ARL6IP5 as a
target for diseases where autophagy is deregulated.
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Abstract: The accumulation of protein aggregates is the hallmark of many neurodegenerative diseases.
The dysregulation of protein homeostasis (or proteostasis) caused by acute proteotoxic stresses or
chronic expression of mutant proteins can lead to protein aggregation. Protein aggregates can
interfere with a variety of cellular biological processes and consume factors essential for maintaining
proteostasis, leading to a further imbalance of proteostasis and further accumulation of protein
aggregates, creating a vicious cycle that ultimately leads to aging and the progression of age-related
neurodegenerative diseases. Over the long course of evolution, eukaryotic cells have evolved a
variety of mechanisms to rescue or eliminate aggregated proteins. Here, we will briefly review the
composition and causes of protein aggregation in mammalian cells, systematically summarize the
role of protein aggregates in the organisms, and further highlight some of the clearance mechanisms
of protein aggregates. Finally, we will discuss potential therapeutic strategies that target protein
aggregates in the treatment of aging and age-related neurodegenerative diseases.

Keywords: protein aggregates; proteostasis; aging; age-related neurodegenerative diseases; autophagy;
ubiquitin-proteasome system

1. Introduction

As the material basis of vita, proteins play essential roles in various forms of life
activities in organisms. Therefore, it is important to maintain the correct conformation
of protein in mammalian cells. Mammalian cells have developed a system called pro-
teostasis network to maintain more than 10,000 different proteins’ correct conformation [1].
In healthy mammalian cells, a proteostasis network contains molecular chaperones and
proteolytic machinery and their regulators, which coordinate with each other to ensure the
maintenance of proteostasis [1]. However, it is a challenging task to maintain proteostasis,
especially in the face of various external and endogenous stresses that accumulated in
aging. These stresses can result in a decrease in proteostasis network capacity and pro-
teome integrity, causing the accumulation of misfolded and aggregated proteins, which
will specifically affect the postmitotic cell types such as neurons [2,3]. As the symbol
of proteostasis imbalance, protein aggregation can be found in aging cells and tissues
and damaged organs [4,5]. Moreover, recent findings establish a central role of enhanced
proteostasis to prevent the aging of somatic stem cells in adult organisms. Notably, pro-
teostasis is also required for the biological purpose of adult germline stem cells, which are
to be passed from one generation to the next. Beyond these links between proteostasis
and stem cell function, these insights demonstrate that embryonic stem cells and induced
pluripotent stem cells exhibit an endogenous proteostasis network that not only delays
senescence but also maintains the ability to reproduce. Besides the essential roles of the
proteostasis network in postmitotic neurons, it also play important roles in maintaining
stem cell function [6], such as modulating stem cells pluripotency and differentiation as
well as suppressing aggregation of disease-related proteins [7].
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As the hallmark of aging, loss of proteostasis can be found in many age-related diseases
and degenerative diseases, such as Alzheimer’s disease (AD), Parkinson’s disease (PD),
Huntington’s disease (HD), and idiopathic cardiomyopathy [8–13]. Protein aggregates
caused by loss of proteostasis can lead to cell dysfunction via damaging the lysosomes,
inducing endoplasmic reticulum stress (ER-stress), causing DNA damage, and perturbating
Ca2+, all of which can promote the progression of age-related diseases [14].

In this review, we will briefly summarize the composition and causes of protein
aggregates in mammalian cells, and then we will systematically introduce the function of
protein aggregates in mammalian cells, and further highlight some of ways to the clear
the protein aggregates. Finally, we will discuss potential therapeutic strategies that target
protein aggregates for the treatment of aging and age-related neurodegenerative diseases.

2. The Components of Protein Aggregates

Protein aggregates can be formed from almost all kinds of proteins in cells. The state
of protein aggregates covers liquid (monomer), liquid-like or solid-like (oligomers), and
solid (insoluble aggregation) [15]. In aging C. elegans, though the most abundant proteins
were 10 times more soluble than the least abundant proteins, the most abundant proteins
contribute most to the total aggregate load [16]. Apparently, the high solubility of abundant
proteins is insufficient to protect them from age-dependent aggregation. Interestingly, in
long-lived daf-16 mutant C. elegans, protein aggregates were accumulated significantly
more than that of age-matched WT animals [16]. This phenomenon suggests that long-lived
daf-16 mutant worms can handle protein aggregates well, driving aberrant, potentially
toxic proteins into aggregates. Packing up damaged abundant proteins and separating
them in order to prevent proteostasis imbalance can help daf-16 mutant worms live longer.

In the organism proteome, most proteins have special segments that are not likely to
form a defined 3D structure which is characterized by their biased amino acid composition
and low sequence complexity. These structures are known as intrinsically disordered
proteins (IDPs) and intrinsically disordered protein regions (IDPRs) [17,18]. It may explain
why protein aggregates are mainly formed by the most abundant proteins. Because the
most abundant proteins contain IDPRs, when facing stress environments, they tend to
perform liquid-liquid phase separation (LLPS) and turn into protein aggregates if stress
factors persist [19]. In most cases, protein phase separation is closely linked with the
presence of IDRs and IDPRs in the phase-separated proteins [20]. However, IDPs and
IDPRs do play a key role in life activities such as protein modification and cellular signaling
and regulation [21]. IDPs and IDPRs are the key structures to regulate cellular signals, as
these motifs combine varieties of molecules to cascade or terminate signals, and they also
promote flexible sites for post-translational modification to assist the activity of the kinase.
Also, IDPs and IDPRs can regulate the amount of kinase by forming LLPS in order to trap
some kinases and restrict those activities [18].

Besides the most abundant proteins, protein aggregates also contain other matter. Nucleic
acids, such as RNA, can intertwine proteins, aggravating protein aggregate accumulation [22,23].
Eukaryotic cells have numerous dynamic membrane-less organelles, called RNP gran-
ules, such as nucleolus, Cajal bodies, stress granules, and P-bodies. These organelles can
bind with RNA to perform physiological functions. In addition, aberrant regulation of
RNA-RNP combination could explain the reason for the pathological stress granules forma-
tion in certain diseases [24,25]. In protein aggregates, RNAs are likely to act as ‘scaffolds’,
which string misfolded proteins together [25–27]. RNA-dependent protein aggregates
were widely found in degenerative diseases. In amyotrophic lateral sclerosis (ALS) and
frontotemporal dementia (FTD), misfolded TDP-43 protein did not perform the function
of protecting mRNA, rather than wrap around with mRNA and other proteins [28]. This
process accelerates the formation of protein aggregates and makes removal more diffi-
cult. Once proteostasis is damaged, proteins and RNA can wrap together and change
the stability of LLPS, promoting solid-like aggregates accumulation [25]. However, as the
longest cells in the body with the most longevity, neurons use LLPS to create separate
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compartments for RNA and protein in order to transport matter and keep biochemical
reaction accurately conducted [27]. This phenomenon could explain why neurons tend to
form protein aggregates which cause cell dysfunction.

A relatively simple composition of protein aggregates also causes diseases. In AD
patients’ neurons, β-amyloid 1–42 (Aβ 1–42) and tau protein aggregates are the most sig-
nificant factors causing neurodegeneration [29–31]. Lewy bodies, which are accumulated
by misfolded α-synuclein (α-syn), can be found in PD patients’ substantia nigra. They
disrupt normal cellular architecture so that cell function is damaged, eventually leading
to cell death [9,32,33]. Abnormal accumulation of Huntingtin (Htt) protein in the corpus
striatum causes disordered motor movements, personality changes, and premature death
in patients [10]. In cardiovascular diseases, protein aggregates also play a key role in
the initiation process of diseases. In mouse models, αB-crystallin (CryAB) aggregates
in cardiomyocytes can cause cardiac failure when the mouse is still at a young age [34].
High-temperature requirement protein A1 (HTRA1) aggregations and HTRA1 substrates
accumulation are the key links for cerebral autosomal dominant arteriopathy with subcorti-
cal infarcts and leukoencephalopathy (CADASIL) [35]. How to clear protein aggregates
is the key strategy to resist some hereditary cardiomyopathies. Not only do permanent
cells such as neurons and myocardial cells face protein aggregation challenges, but highly
active transporting epithelia such as renal tubules are also at risk of protein aggregates
due to high protein turnover and/or oxidative stress. When stress load increases, such as
aldosterone stimulation, renal tubule cells keratin 5, the ribosomal protein RPL27, ataxin-3,
and even HSPs would be abnormally found accumulating in protein aggregates [36]. The
influence of protein aggregates in renal tubule cells on renal function has still not been
understood so far.

3. Protein Aggregation Caused by Losing of Proteostasis

A proteostasis network is required for mammalian cells to keep protein quality control,
reduce misfolded protein, and maintain proteostasis [37], but as time went by, the ability
of mammalian cells to keep proteostasis declined with aging. There are many reasons for
organism proteostasis imbalance, which can be attributed to four points: first, there are
not enough molecular chaperones in the cytoplasm to help proteins correctly fold; second,
cells cannot appropriately react to endoplasmic reticulum stress (ER stress); third, digestion
of damaged proteins is blocked for lysosomes degradation; fourth, protein aggregates
accumulate due to above reasons [37]. Therefore, protein aggregate is the outcome event of
proteostasis imbalance in the proteome, and it is the connector that leads to cell structure
and function damage, aggravating organ failure.

The proteostasis network can maintain protein quality by correctly guiding polypep-
tide chain folding, maintaining the structure of proteins, and digesting damaged proteins [2].
However, in normal cells, some common proteins are close to their solubility limits [38,39]
or are indeed supersaturated [16,40], which makes them stay in metastable ‘subproteome’.
When the intracellular environment is perturbated, the metastable ‘subproteome’ aggre-
gates into insoluble proteins, interfering with vital movement. In order to handle these
insoluble proteins, more molecular chaperones could combine with them, this process
aggravating polypeptide chain misfolding for lack of available molecular chaperones. If
unfold protein response (UPR) was not activated in a timely manner, the cells would be
caught in a vicious circle of proteostasis imbalance. However, protein aggregating also
interacts with proteostasis, playing a special role in maintaining proteostasis. Intracellular
environment perturbating can cause LLPS and even accumulation of protein aggregates.
The intermediates process, LLPS, can also maintain proteostasis in some special ways.
When misfolded proteins are in LLPS state, this special state equally limits them to a
designated space in the cell. Moreover, proteasomes and related marker proteins such as
p62/SQSTM1 also recruit into LLPS. This process improves the efficiency of proteasomes
and autolysosomes to clear misfolded proteins [41,42].
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Protein aggregates, such as amyloid deposition, can be found from Alzheimer’s
disease to type II diabetes, most of which are typical age-related diseases [5]. Protein
aggregates are particularly prominent in the pathogenesis of neurological diseases [30], such
as Aβ 1–42 for Alzheimer’s disease [29], tau aggregation for Alzheimer’s disease [31],α-syn
for Parkinson’s disease [9], and Rosenthal fibers for Alexander disease [43]. In molecular
structure, amyloid deposition and many protein aggregates were characterized by β-sheet,
and hydrogen bonding is the key structure to maintaining β-sheet [5]. Due to hydrogen
bonding and β-sheet, the amyloid state has a lower free energy (G) than the native state
(∆G < 0), which means that the protein native state is kinetically metastable [38,44]. Once
the intracellular environment fluctuates, such as heat stress and oxidative stress [45], the
protein’s native state would spontaneously transform into an amyloid state from receiving
enough activation energy to get over the energy barrier. As a molecular structural property
of proteins, too many free radicals in the cytoplasm may accelerate the native protein’s
transformation into the amyloid state in aging cells.

Staying in metastable ‘subproteome’, many proteins would trend to LLPS and even
aggregation. However, this process is reversible in most situations when stress disappeared.
However, some mutations in RNA-binding proteins (RBPs) can accelerate the process of
LLPS and turn RBPs from reversible fibrils to irreversible fibrils [46,47]. In many neurode-
generative diseases, LLPS is the primary process of forming amyloid proteins such as α-syn,
FUS, tau, and TDP-43, all of which can aggregate and form into amyloid proteins through
irreversible LLPS and damage to neurons [48,49].

4. The Harm of Protein Aggregates

Protein aggregates are the normal matter of cellular metabolism, all cells must handle
protein aggregates, however, if the cells could not eliminate protein aggregates below the
threshold, they would damage cells in many ways and accelerate cell aging [14] (Figure 1).
The ways that protein aggregates damage cells are multitudinous, weaving together with
mutual promotion, becoming a complex network. For example, protein aggregates dis-
rupt the membrane system, causing an imbalance of calcium homeostasis and lysosomal
function incompetence. ROS, a by-product of protein aggregates, not only destroys DNA,
but also disrupts the protein synthesis environment, which causes more serious conse-
quences such as protein synthesis error and aggregates accumulation, creating a vicious
circle. Therefore, stopping the interference of protein aggregates and breaking the chain of
destructive effects is the key target of treatment for protein aggregate accumulation.

4.1. Interference with Lysosomal Function

Protein aggregate accumulations can be partially attributed to lysosome dysfunction.
Correspondingly, lysosome dysfunction is also the phenotypic of protein aggregates accu-
mulation [50,51]. The current study shows that protein aggregates interfere with lysosome
via directly damaging lysosome structure and function, or disturbing lysosomal-associated
genes expression and fusion to indirectly reduce degradation capacity. In Alzheimer’s
disease models, though Aβ 1–42 aggregations were wrapped by autolysosomes, they
still stayed in autolysosomes and even destroyed the integrity of autolysosomes, which
caused leakage of hydrolase and broader cellular dysfunction [50]. However, improving
the activity of autophagy could delay the onset of neurodegenerative disorders because it
would reduce protein aggregate accumulation [52]. In addition, we should pay attention to
another phenomenon: protein aggregates interfere with lysosomal gene expression. Also
in Alzheimer’s disease, tau proteins accumulate into aggregates, which is another hallmark
pathology. Abnormal tau accumulation could inhibit the transcription of IST1 expression,
the key factor of autophagosome formation, via activating the CEBPB-ANP32A-INHAT
pathway [51]. Upregulating IST1 or downregulating ANP32A can break the vicious cycle
and reduce protein aggregates. Besides inhibiting gene expression, tau aggregations could
also accelerate microtubule disassembly, inducing a massive buildup of autophagosomes
in neuronal processes [53,54]. Therefore, tau aggregations accumulation can also impair
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autolysosome formation by disrupting microtubule dynamics and axonal transport. Analo-
gously, in Parkinson’s Disease, α-syn protein aggregating also harms the degradations of
autolysosomes [55]. The α-syn protein not only disrupts microglial autophagy initiation
via Tlr4-dependent p38 and Akt-mTOR signaling in substantia nigra, but also piles up in
autolysosomes to hamper them, degrading metabolic wastes [55]. This adverse outcome
accelerates the apoptosis of microglia cells and inflammatory infiltration of the substantia
nigra and drives the progression of Parkinson’s disease. We summarize that protein ag-
gregates interfere with lysosome function via two pathways: first, directly damaging the
lysosome structure and function which cause metabolic waste accumulating in cytoplasmic
and leakage of hydrolases; and second, disturbing lysosomal associated genes expression
or fusion of lysosomes to indirectly reduce degradation capacity. Both of these pathways
break the intracellular environment, interweaving with each other and causing a more
complex mechanism of injury.

Int. J. Mol. Sci. 2023, 23, x FOR PEER REVIEW 5 of 15 
 

 

 
Figure 1. Six main ways of protein aggregates damage the metabolism of cells. They contain inter-
ference with lysosomal function, disruption of protein synthesis environment, damage DNA, dis-
turb calcium homeostasis, produce ROS, and injure the membrane system. 

4.1. Interference with Lysosomal Function 
Protein aggregate accumulations can be partially attributed to lysosome dysfunction. 

Correspondingly, lysosome dysfunction is also the phenotypic of protein aggregates ac-
cumulation [50,51]. The current study shows that protein aggregates interfere with lyso-
some via directly damaging lysosome structure and function, or disturbing lysosomal-
associated genes expression and fusion to indirectly reduce degradation capacity. In Alz-
heimer’s disease models, though Aβ 1–42 aggregations were wrapped by autolysosomes, 
they still stayed in autolysosomes and even destroyed the integrity of autolysosomes, 
which caused leakage of hydrolase and broader cellular dysfunction [50]. However, im-
proving the activity of autophagy could delay the onset of neurodegenerative disorders 
because it would reduce protein aggregate accumulation [52]. In addition, we should pay 
attention to another phenomenon: protein aggregates interfere with lysosomal gene ex-
pression. Also in Alzheimer’s disease, tau proteins accumulate into aggregates, which is 
another hallmark pathology. Abnormal tau accumulation could inhibit the transcription 
of IST1 expression, the key factor of autophagosome formation, via activating the CEBPB-
ANP32A-INHAT pathway [51]. Upregulating IST1 or downregulating ANP32A can break 
the vicious cycle and reduce protein aggregates. Besides inhibiting gene expression, tau 
aggregations could also accelerate microtubule disassembly, inducing a massive buildup 
of autophagosomes in neuronal processes [53,54]. Therefore, tau aggregations accumula-
tion can also impair autolysosome formation by disrupting microtubule dynamics and 
axonal transport. Analogously, in Parkinson’s Disease, α-syn protein aggregating also 
harms the degradations of autolysosomes [55]. The α-syn protein not only disrupts mi-
croglial autophagy initiation via Tlr4-dependent p38 and Akt-mTOR signaling in substan-
tia nigra, but also piles up in autolysosomes to hamper them, degrading metabolic wastes 
[55]. This adverse outcome accelerates the apoptosis of microglia cells and inflammatory 
infiltration of the substantia nigra and drives the progression of Parkinson’s disease. We 
summarize that protein aggregates interfere with lysosome function via two pathways: 
first, directly damaging the lysosome structure and function which cause metabolic waste 
accumulating in cytoplasmic and leakage of hydrolases; and second, disturbing lysosomal 

Figure 1. Six main ways of protein aggregates damage the metabolism of cells. They contain
interference with lysosomal function, disruption of protein synthesis environment, damage DNA,
disturb calcium homeostasis, produce ROS, and injure the membrane system.

4.2. Disruption of the Protein Synthesis Environment

Misfolded proteins are the key elements of protein aggregates, which means that any
reason for protein synthesis interference could exacerbate protein aggregate accumulation [56].
Similarly, protein aggregates can disrupt the protein synthesis environment via induction
of ER stress. In PD patient midbrain cultures, α-synuclein was aggregated, the aggregates
induce ER fragmentation and compromise ER protein folding capacity, leading to protein
misfolding and aggregation [57]. In the amyotrophic lateral sclerosis (ALS) mouse model,
the aggregates-related protein C9orf72 can cause ER stress response [58]. Therefore, reduc-
ing ER stress is also a potential target for weakening protein aggregates’ influence. Many
studies prove that limiting ER stress and activating UPS can relieve the negative impact of
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protein aggregates [56,59]. Some researchers suggest that ROS may be the key mediator be-
tween protein aggregates and ER stress [60,61]. However, we still do not comprehensively
know how protein aggregates destroy the protein synthesis environment.

4.3. Induction of DNA Damage

DNA damage is a key symbol of cell aging and also a typical outcome of protein aggre-
gate accumulation [62]. We notice that in many neurodegenerative diseases characterized
by protein aggregates, neurons are observed DNA damage [29,63–65]. Focusing on DNA
injury mechanism, protein aggregates damage DNA via three main modes: (1) Touching
DNA and directly destroying its structure. (2) Injuring DNA indirectly through mediums
such as ROS. (3) Interfering with the DNA repair system, causing an accumulation of
damages [62]. These modes are not separately fought; they intertwine with each other
and mutually reinforce. A. Suram et al. research showed that Aβ 1–42 has DNA-nicking
activity similar to nuclease [21]. Further studies revealed that Aβ 1–42 causes open circular
and linear forms in supercoiled DNA and also clearly evidenced the physical associa-
tion of protein-DNA complex via transmission electron microscopy (TEM). The broken
DNA was repaired via homology recombination which may generate frameshift muta-
tion. Meanwhile, in the α-syn aggregation cell model, ROS accumulation was observed
because of α-syn aggregation induction. ROS is the key poison that can damage DNA
structure. V. Vasquez et al. observed that α-syn overexpression and oxidative stress signif-
icantly enhanced DNA damage in the neuronal genome [64]. While protein aggregates
can injure DNA, the DNA damage repair system executes the task of protecting and
repairing fragile genetic material. However, protein aggregates also interfere with this life-
saving straw. Lior Weissman et al. found that AD patients’ brain has base excision repair
(BER) deficiencies, suggesting a decreased capacity to repair oxidative DNA damage [65].
Tyler Fortuna et al. attempted to relieve the symptom of protein aggregates accumulation
in neurons by improving DNA damage repair ability. And the result shows that superior
DNA repair abilities suppress protein aggregates-mediated neuropathogenesis and toxicity
in vivo [63].

4.4. Imbalance of Calcium Homeostasis

Calcium is the key ion of life activities, performing as an electrical signal carrier, a
messenger, and the catalytically active center of many enzymes. Cells have an ingenious
mechanism to maintain calcium concentration. However, protein aggregates can destroy the
balance of calcium exchange, causing more disorder in biochemical metabolism [12,61,66].
Some researchers have discovered that certain types of protein aggregates could insert
into membrane structures and play the role of a non-selective ion channel [66–69]. For
example, Aβ 1–42, a typical protein aggregation, can form a pore transmembrane structure
with an 8–25 nm outer diameter and 2–6 nm inner diameter [68,69]. Those aggregates
channels can appear in the cytomembrane, changing the resting potential, but can also
appear in the smooth endoplasmic reticulum, the largest calcium store in cells. When a
pore transmembrane structure is formed in smooth endoplasmic reticulum, it means that
lots of calcium ions have been lost to the cytoplasm, causing a disorder in metabolism.
Furthermore, protein aggregates can increase membrane conductance and permeability to
charged species by spreading the lipid head groups apart, consequently thinning the bilayer
and lowering the permeability barrier, causing calcium ions to transmembrane flow [70–72].
To maintain calcium homeostasis, the calcium pump must keep working, which wastes
precious energy in the neuron. On the other hand, calcium homeostasis is more similar to
a result of the contents disclosure of membrane system disruption. Interestingly, protein
aggregates are seen not to change calcium homeostasis via activating calcium channel
protein. This is because even when calcium channels are blocked, the effect of calcium
imbalance still existed [67]. Limiting the disruption of calcium homeostasis by protein
aggregates is the key tool to preventing cellular senescence and degeneration.
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4.5. Disrupts the Membrane System and Production of ROS

The membrane system separates different cell biochemical reactions and provides
a smooth environment for metabolic processes. The interaction of protein aggregates
with lipid membranes has been widely reported [73–76]. This primarily occurs through
a physical mode of punching holes in the membrane and even emulsifying lipid bilayers.
Entering into the membrane and creating transmembrane pores is one mode that not only
causes membrane disruption, but also calcium imbalance [67,68]. Alternatively, a carpeting
effect of Aβ 1–42 has been proposed, which is thought to result in a general increase
in membrane conductance either by membrane thinning or a lateral spreading of lipid
headgroups [70–72]. Even protein aggregates such as surfactants can disrupt the integrity
of the membrane via emulsifying lipid bilayers [69,77]. Terminating the impact of protein
aggregates on cellular membranes is the target of potential treatment.

ROS is the by-product of protein aggregates, which can attack any substance in
the cell due to its strong oxidation [60,61,66,78]. In general, it is not clear why protein
aggregates or their precursors trigger ROS production. Various hypotheses have been put
forward, including an increase in oxidative metabolism to clear the excess of free Ca2+, the
impairment of the functionality of the ER, and mitochondria ROS production [79]. Reacting
with transition element ions, such as Fe2+ and Cu2+, protein aggregates subsequently
converted to hydroxyl radicals. However, hydroxyl radical formation was inhibited by the
inclusion of catalase or metal chelators [79].

5. The Way to Eliminate Protein Aggregates

Because protein aggregates are vital in influencing proteostasis imbalance, organisms
developed many ways to protect themselves from protein aggregates. The methods of
resisting protein aggregates can be summarized as following points: (1) Refolding mis-
folded proteins and depolymerizing aggregates. (2) Degrading protein aggregates via
ubiquitin-proteasome pathway (UPP) or autophagy-lysosome pathway (ALP). (3) Alleviate
protein aggregates load via asymmetric cell division (ACD) or exocytosis [80,81]. All of
these are protecting proteostasis balance.

Refolding and depolymerizing protein aggregates are the first choice of cells to main-
tain proteostasis balance in a normal state for saving precious resources [23]. Though
cells are still healthy, protein aggregates can be produced for intracellular environment
fluctuations. Recycling or rescuing misfolded proteins in an efficient and economical way is
of particular importance. Molecular chaperones can perform this task well [2,23]. The heat
shock protein family (HSPs) is the most typical molecular chaperone protecting proteostasis.
ATP-dependent HSP70 is the most important protein that can depolymerize misfolded
proteins with the assistance of HSP110 (Figure 2A). In addition to HSP70, small heat shock
proteins (sHSP) also play a role in repairing misfolded proteins by actively gathering
them, separating damaged proteins into small protein aggregates, and preventing further
misfolding. Interestingly, besides HPS, ubiquitin, the tag protein of protein aggregates, can
also execute the mission of depolymerizing protein aggregates [22]. Ubiquitin can break
the structure of the C-terminal ubiquitin-associating domain (UAB), a key construction
of protein oligomerization and LLPS. Via combining polyubiquitylation in UAB, protein
aggregates in LLPS can depolymerize again and return to the soluble state. This is precisely
because refolding and depolymerizing protein aggregates requires many molecular chaper-
ones. When facing stress, cells could be confronted with a dilemma, which is the lack of
available molecular chaperones if ER-stress response cannot activate and produce enough
molecular chaperones [82]. ER-stress response deficiency causes insufficient synthesis of
molecular chaperones. Therefore, there is a complex interaction network between protein
aggregating and proteostasis.

The ubiquitin-proteasome pathway (UPP) or autophagy-lysosome pathway (ALP) are
the key systems of protein quality control in cells [83] (Figure 2B). Both of them are degraded
misfolded proteins, but they handle different types of misfolded proteins. Because of the
limitation of the narrow channel of the proteasome, UPS primarily deals with soluble
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misfolded proteins and unfolded polypeptides. When facing the gathering of misfolded
proteins and even protein aggregates, UPP is helpless. To eliminate these damaged proteins,
ALP was applied to wrap up protein aggregates and combine with the lysosome for
enzymolysis [84,85]. To label the protein aggregates and target them to UPP and ALP,
ubiquitin (Ub) is necessary for marking protein aggregates. Protein aggregates can be
identified and conjugated ubiquitin by a hierarchically acting enzymatic cascade. Via
Ub-conjugating enzyme linking Ub thioester, activated Ub, to substrate specificity [84,86].
When substrates are progressively modified with Ub, either at the N terminus (Met1)
or at a lysine side chain of Ub, various linear or branched Ub chains are built. Poly-Ub
link as a potent signal, recruiting intrinsic Ub receptors of the proteasome (Rpn10 or
Rpn13) or shuttle factors that are equipped with both a Ub-binding domain and a domain
that binds to the proteasome and guides ubiquitinated protein to the proteasome. When
aggregates surpass the processing limitation of the proteasome, Ub chains can combine
with autophagy receptors such as P62, NBR1, and TAX1BP1 [87]. After that, those receptors
induce autophagosome, enveloping the protein aggregates and fusing with the lysosome
to digest them.
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Figure 2. An organism can clear protein aggregates through four pathways: (A) HSPs family
associate refolding and depolymerizing. In metazoa, HSP70 locate in protein aggregates, and with
the help of HSP110, it applies pulling forces to aggregates that disentangle trapped polypeptides;
(B) ubiquitin-proteasome pathway (UPP) and autophagy-lysosome pathway (ALP) can deal with
protein aggregates when their scale exceeds the ability of HSPs family, UUP often degrades soluble
misfolded proteins and aggregates, while insoluble proteins or aggregates were disposed of by ALP;
(C) asymmetric cell division (ACD) can birth a healthier cell with fewer protein aggregates at the cost
of another daughter cell with more protein aggregates and shorter life; (D) secrete exophers which
contain protein aggregates are a useful way for G0 cells such as neurons, exophers would be cleared
by macrophages.

For resting cells or dividing cells, asymmetric cell division (ACD) is also a good
way to reduce protein aggregates in daughter cells [80,81,88] (Figure 2C). G0 cells such
as mature neurons or myocardial cells cannot reduce protein aggregates via ACD, which
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may explain why the nervous system and cardiovascular system are sensitive to protein
aggregates. However, they can secrete aggregates via exocytosis as well. Interestingly,
in neuron development, ACD is the main way to protect daughter cells from protein
aggregates [88]. In embryonic Drosophila neuroblast, protein aggregates were transported to
the microtubule organizing center (MTOC) and interacted with the peri-centriolar material
(PCM) by dynein [89]. When centrosomes separated from each other during mitosis, the
mother centrosome (older centrosome) would drag the PCM to one side of the cell. In
this process, protein aggregates can also be enriched to one side of the spindle body. The
daughter centrosome would form the new PCM with fewer protein aggregates [90–92].
Finally, the daughter cell, which inherits the protein aggregates, could undergo apoptosis,
while the other cell would survive for obtaining better resources [93,94]. A mature cell
that has lost the ability to divide can also discard protein aggregates through extruded
membrane-surrounded vesicles called “exophers” that can harbor protein aggregates and
organelles [95,96] (Figure 2D). Similar to ACD, the thin thread-like tube can induce protein
aggregates accumulating on one side of the neuron, and then form a compartment, which
is an average of 3.8 µm large, the same as a neuron. Exophers ultimately disconnect from
the originating neuron [95]. This process is similar to mitosis, other than the nucleus,
mother cells are completely retained. This pattern to remove protein aggregates may be the
supplement measure for permanent cells for losing the ability of mitosis [96].

Though there are no pieces of evidence revealing that cells can dismantle mature pro-
tein aggregates and amyloid fibrils into soluble proteins through the molecular chaperone
pathway, some chemical chaperones were found to destabilize or disaggregate misfolded or
aggregated states of polypeptide chains by regulating the viscosity, melting point, and ionic
strength of biological fluids. For example, tauroursodeoxycholic acid (TUDCA) supplemen-
tation can prevent cognitive impairment and amyloid deposition in APP/PS1 mice [97].
Besides bile acids, trehalose and betaine can also disrupt protein aggregate into protein
soluble assemblies by changing ionic strength and stabilizing hydrophobic amino acids
from hydrophobic protein–protein interactions [98,99]. Catechin derivatives, non-steroidal
anti-inflammatory drugs (NSAIDs), anthracycline, and tetracycline derivatives also show
the ability to disassemble protein aggregate. However, they still need more research to
clarify the mechanism and reveal potential risks before use in clinical treatment [100–103].

6. The Function of Protein Aggregates in Development of Aging-Related Diseases

Much evidence discovered that protein aggregates have a close relationship with
aging-related diseases. Limiting protein aggregates can be a useful method to change the
development of diseases. From neurodegenerative diseases to diabetes and idiopathic
cardiomyopathy, protein aggregation is the key factor that promotes disease development.
Inhibiting the formation of protein aggregation or promoting the elimination of protein
aggregation also show a good effect on aging related diseases.

Neurodegenerative diseases are the best-known diseases caused by protein aggregates,
so they have been intensively studied. People proposed many hypotheses to explain
the reason protein aggregates cause neurodegenerative diseases. Alzheimer’s disease,
Parkinson’s disease, Huntington’s disease, and Alexander’s disease are all found to be
linked to protein aggregates [9,29,31,43]. Though they accumulated different kinds of
protein aggregates in different locations of the brain, they do lead to dysfunction, atrophy
even, and apoptosis in the corresponding parts [9,32,33]. These abnormalities of cells and
tissues present with all the familiar neural symptoms we know. Current studies have
suggested that clearing protein aggregates or delaying protein aggregates accumulation can
effectively slow down the progression of symptoms. Therefore, clearing protein aggregates
is expected to become a treatment for neurodegenerative diseases.

Diabetes and idiopathic cardiomyopathy have the same pathological processes as
neurodegenerative diseases. Many pieces of research prove that protein aggregates can ac-
cumulate in corresponding organs, causing symptoms such as inadequate insulin secretion
or cardiac failure [5,34]. In the kidney, some evidence also remind us that protein aggregates
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can accumulate in renal tubular epithelial cells in a high load and high-pressure state [36].
Also, in chronic kidney disease (CKD) disease models, protein aggregates were significantly
increased [104]. Clearing protein aggregates in renal tubular epithelial cells may be an
effective way to delay the process of CKD. However, the status of protein aggregates in
CKD still needs more research to clarify which role protein aggregates play in CKD.

Interestingly, protein aggregation accumulation also has a good result in a special
aging related disease, which is cancer. Some researchers discovered that promoting pro-
tein aggregation accumulation can accelerate oncocytes apoptosis and immunogenic cell
death [105,106]. Oncocytes were in a hypersynthetic and hypermetabolic state, which cause
more sensitivity to protein aggregation. Metabolic processes and the membrane system of
oncocytes are disrupted by increasing the load of protein aggregation, So as to achieve the
purpose of inhibiting the growth of cancer tissue.

7. Conclusions

Protein aggregation is a basic component of cells, the balance of protein aggregation
is the key process for cells to keep protein homeostasis. In aging cells, this balance can be
broken for lysosome degradation, ER stress, UPS, and so on. Also, protein aggregation
accumulation could promote cell aging through breaking protein homeostasis. This sets
in motion a self-propagating cycle that exacerbates proteome imbalance and eventually
leads to protein homeostasis collapse and disease occurrence. Metabolism of protein
aggregation depends on UPP, ALP, ACD, and exophers. Most of them are age-dependent
decline, so it can explain why age is the major risk factor for aggregate-deposition diseases,
and the nervous and cardiovascular are the generally damaged target systems of protein
aggregation. Damage to the protein homeostasis network also injures the cells through a
series of interactions. In these interactions, membrane system disruption, DNA damage,
protein synthesis environment confusion, and lysosomal function disability are the key
links, and they can mutually reinforce. Therefore, regulating protein aggregation is a useful
pathway for therapeutic intervention of aging-related diseases and degenerative diseases,
even cancer. However, achieving this goal requires a comprehensive understanding of the
organization and relationship between protein homeostasis and protein aggregation.
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Abstract: Parkinson’s disease (PD) is associated with dopaminergic neuron loss and alpha-synuclein
aggregation caused by ROS overproduction, leading to mitochondrial dysfunction and autophagy
impairment. Recently, andrographolide (Andro) has been extensively studied for various pharma-
cological properties, such as anti-diabetic, anti-cancer, anti-inflammatory, and anti-atherosclerosis.
However, its potential neuroprotective effects on neurotoxin MPP+-induced SH-SY5Y cells, a cellular
PD model, remain uninvestigated. In this study, we hypothesized that Andro has neuroprotective
effects against MPP+-induced apoptosis, which may be mediated through the clearance of dysfunc-
tional mitochondria by mitophagy and ROS by antioxidant activities. Herein, Andro pretreatment
could attenuate MPP+-induced neuronal cell death that was reflected by reducing mitochondrial
membrane potential (MMP) depolarization, alpha-synuclein, and pro-apoptotic proteins expressions.
Concomitantly, Andro attenuated MPP+-induced oxidative stress through mitophagy, as indicated by
increasing colocalization of MitoTracker Red with LC3, upregulations of the PINK1–Parkin pathway,
and autophagy-related proteins. On the contrary, Andro-activated autophagy was compromised
when pretreated with 3-MA. Furthermore, Andro activated the Nrf2/KEAP1 pathway, leading to
increasing genes encoding antioxidant enzymes and activities. This study elucidated that Andro
exhibited significant neuroprotective effects against MPP+-induced SH-SY5Y cell death in vitro by
enhancing mitophagy and clearance of alpha-synuclein through autophagy, as well as increasing
antioxidant capacity. Our results provide evidence that Andro could be considered a potential
supplement for PD prevention.

Keywords: Parkinson’s disease; andrographolide; MPP+; SH-SY5Y cells; ROS; Nrf2; mitophagy

1. Introduction

Parkinson’s disease (PD) is a progressive neurological disorder frequently found in
elderlies. Globally, the number of individuals with PD has more than doubled to over
6 million. This disease mainly affects motor and non-motor systems due to the loss of
dopaminergic neurons (DA) in the substantia nigra pars compacta and striatal terminal,
respectively [1]. The loss of DA is caused by aging, gene mutations, and neurotoxin
exposures such as 1-methyl-4-phenylpyridinium (MPP+), 6-hydroxydopamine (6-OHDA),
and agricultural toxins. In particular, neurotoxin MPP+ has been widely applied in the
in vitro cellular models of PD owing to its ability to generate excessive reactive oxygen
species (ROS) [2]. The ensuing oxidative stress causes depolarization of mitochondrial
membrane potential (∆ψM), which leads to the impairment of mitochondria through the
inhibition of the electron transport chain (ETC) at the complex I, resulting in ATP depletion
and thus initiating the death of DA neurons [3–6]. In addition, a recent study has shown
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that MPP+ increases the accumulation of misfolded alpha-synuclein, which contributes
further to PD progression [7].

Normally, mitophagy helps regulate mitochondrial number and quality by elimi-
nating damaged or dysfunctional mitochondria by using common mediators with the
autophagic process [8]. In addition, PTEN-induced kinase 1 (PINK1) and Parkin RBR E3
ubiquitin-protein ligase (Parkin) are markers of dysfunctional mitochondria destined for
mitophagy in neurodegenerative diseases such as PD [9–11]. In this regard, the dimeriza-
tion of PINK1 at the outer mitochondrial membrane (OMM) recruits and phosphorylates
Parkin, followed by ubiquitination (Ub) of damaged mitochondria. Poly-Ub chains are
subsequently phosphorylated by PINK1 and serve as an ‘eat me’ signal for the autophagic
machinery. Adaptor proteins (p62, OPTN (optineurin), NDP52 (nuclear dot protein 52 kDa)
recognize phosphorylated poly-Ub chains, resulting in the initiation of autophagosome
around dysfunctional mitochondria and binding with LC3, which leads to fusion with
lysosome and degradation. Thus, autophagy is an important mechanism that plays a major
role in removing damaged organelles (such as mitochondria) and proteins (such as mis-
folded alpha-synuclein) via autophagosome–lysosome fusion and degradation. Impaired
autophagy leads to accumulations of dysfunctional mitochondria and alpha-synuclein,
which subsequently leads to neuron death.

Various medications such as levodopa, carbidopa, bromocriptine, entacapone, and
deep brain stimulation have been applied to cure PD. However, these pharmacologic
agents provide only symptomatic relief of PD, but not cure [12,13]. Hence, discoveries of
natural products may prevent or decelerate the progression of PD. The potential anti-PD
action of natural products could be conveniently screened by determining their ability to
attenuate damage in a cellular model of PD, such as MPP+-induced SH-SY5Y cells. Interest-
ingly, andrographolide (Andro), a natural product isolated from Andrographis paniculata,
was found to exhibit many pharmacological activities, especially antioxidant and anti-
inflammatory properties [14]. For instance, Andro could increase the expression of nuclear
factor erythroid 2-related factor 2 (Nrf2)/heme oxygenase 1 (HO-1) in rats with middle
cerebral artery occlusion (MCAO)-induced ischemic stroke, which upregulated p38 MAPK
signaling [15]. Mechanistically, dissociation of the KEAP1/Nrf2 complex induces Nrf2
nuclear translocation, which triggers the transcription of antioxidant enzymes such as heme
oxygenase-1 (HO-1), superoxide dismutase (SOD), catalase (CAT), and glutathione peroxi-
dase (GPx) [16]. Moreover, Andro ameliorated the inflammatory response in microglia by
activating the Nrf2/HO-1 pathway and inhibiting NF-κB expression [17]. More importantly,
a recent study demonstrated that Andro suppresses NLRP3 inflammasome activation in
MPP+ and LPS-induced microglia through the induction of Parkin-mediated mitophagy
in in vitro and in vivo models of Parkinson’s disease [18]. Nevertheless, whether Andro
could provide neuroprotection against MPP+ insult in human neuroblastoma SH-SY5Y
cell line remains uninvestigated. Therefore, in the present study, we investigated whether
Andro could prevent MPP+-induced death of SH-SY5Y cells, serving as an in vitro model
of PD, via inductions of mitophagy–autophagy and antioxidant mechanisms.

2. Results
2.1. Andrographolide Mitigates Death of Human Neuroblastoma SH-SY5Y Cells Induced
by MPP+

To study the neuroprotection of Andro, we first evaluated the cytotoxicity effect
of 0.02% of DMSO, a solvent of Andro. There was no cytotoxic effect in that group in
comparison with the control (Supplementary Figure S1). Thus, DMSO at 0.02% was used
as a control in these experimental studies. Various concentrations (0.1, 0.25, 0.5, 0.75, 1, 1.25,
1.5, 2, 2.5, and 3 µM) of Andro did not show any cytotoxicity towards the neuroblastoma
cell line SH-SY5Y after 24 h when compared to the control group. Interestingly, a drastic
increase in cell viability was observed at the concentration of 1.5 µM of Andro (Figure 1A).
Conversely, Andro at 6 µM could contribute to cytotoxicity in these cells.
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Figure 1. Cytotoxicity and protective effect of andrographolide (Andro) on SH-SY5Y and HFF cells.
Cell viability was evaluated by MTT assay. (A) SH-SY5Y cells were treated with 0.1, 0.25, 0.5, 0.75,
1, 1.25, 1.5, 2, 2.5, 3, and 6 µM of Andro for 24 h. (B) HFF cells were treated with 1, 1.25, 1.5, and
2 µM of Andro for 24 h. (C) Neuroprotective effect of Andro on MPP+-induced SH-SY5Y cells toxicity.
SH-SY5Y cells were treated with or without 0.5, 1, 1.25, 1.5, 2, 2.5 µM of Andro for 24 h, followed by
treatment with MPP+ 1.5 mM for 24 h. * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001—statistical
significance versus MPP+-treated group. # p < 0.05, ## p < 0.01—statistical significance versus control
group (data are mean ± SD, n = 3).

Moreover, Andro has no cytotoxic activity on normal cell line, such as human foreskin
fibroblast (HFF) cells (Figure 1B). To determine the effective concentration of Andro for
neuroprotection, SH-SY5Y cells were pretreated with Andro at 0.5, 1, 1.25, 1.5, 2, and 2.5 µM
for 24 h and then exposed to 1.5 mM MPP+ for 24 h. We found that 1.5 µM of Andro
pretreatment significantly ameliorated MPP+-induced neuronal cell death as compared
with the MPP+ exposure group (Figure 1C). Therefore, 1.5 µM of Andro was selected to
investigate the neuroprotective effects of Andro in further studies.

2.2. Andrographolide Ameliorates MPP+-Induced SH-SY5Y Cells Apoptosis through Protecting
Mitochondrial Dysfunction

To examine the protective effect of Andro on MPP+-induced SH-SY5Y cells, the mi-
tochondrial membrane potential (MMP) depolarization was detected by JC-1 staining as
an indicator of cell apoptosis. JC-1 forms aggregates in energized mitochondria, which ex-
hibits red fluorescence (dimer) in healthy cells. In contrast, the apoptotic or unhealthy cells
with low MMP retain the original green fluorescence (monomer) [19]. MPP+ is one of the
neurotoxins that cause MMP depolarization, as detected in Parkinson’s disease [5,20–23].
Remarkably, the cells pretreated with Andro at 1.5 µM showed significantly increased red
fluorescence intensity which indicates healthy mitochondria, while the cells treated with
MPP+ at 1.5 mM alone showed a significantly reduced intensity of red fluorescence while
increasing that of green fluorescence, indicating the occurrence of MMP depolarization
(Figure 2A,B). To further explore the impact of Andro on the apoptosis pathway during the
course of MPP+ induction, we observed the expressions of proteins in MPP+-induced SH-
SY5Y cells. MPP+ exposure significantly increases not only the levels of pro-apoptotic pro-
teins, including cleaved-caspase-3, cytochrome c, and Bax, but also a pathogenic hallmark
of PD, alpha-synuclein. Notably, pretreatment with Andro significantly downregulated
these proteins as reflected by the decreases in protein expression in cleaved-caspase-3, Bax,
and alpha-synuclein in comparison to the MPP+-treated group. Moreover, pretreatment
with Andro tended to decrease cytochrome c when compared with MPP+ at 1.5 mM alone.
Additionally, pretreatment with Andro significantly increased Bcl2 expression compared
with the untreated control and MPP+-treated groups (Figure 2C,D). In order to investigate
the neuroprotective effect of Andro on MPP+-induced SH-SY5Y cells, the expression of
tyrosine hydroxylase (TH), which is an enzyme that catalyzes dopamine synthesis, was
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also observed. We found that pretreatment with Andro significantly increased TH com-
pared with the control and MPP+-treated groups (Figure 2C,D). Accordingly, these findings
suggest that Andro ameliorated MPP+-induced apoptosis in SH-SY5Y cells by preventing
mitochondrial dysfunction.
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Figure 2. Protective effect of andrographolide on MPP+-induced neuronal death through inhibition of
apoptotic pathway. SH-SY5Y cells were treated with or without 1.5 µM of Andro for 24 h, followed by
exposure with MPP+ 1.5 mM for 16 h. (A) MMP was assessed by JC-1 staining. Green JC-1 monomers
indicate depolarized MMP and red JC-1 dimers indicate normal MMP. Merged panel represents colo-
calization of green monomer and red dimer fluorescences. Scale bar: 50 µm. (B) Quantification of
relative fluorescence between red and green in each group was measured by a microplate reader (n = 3).
(C) Representative immunoblots of pro-caspase-3, cleaved-caspase-3, cytochrome c, Bax, Bcl2, TH,
and alpha-synuclein. (D) Quantification of relative protein bands density normalized by β-actin in
SH-SY5Y cells treated with or without 1.5 µM of Andro for 24 h, then treated with 1.5 mM of MPP+ for
16 h. * p < 0.05, ** p < 0.01, *** p < 0.001-statistical significance versus MPP+-treated group. # p < 0.05,
## p < 0.01, ### p < 0.001-statistical significance versus control group (data are mean ± SD, n = 3).

250



Int. J. Mol. Sci. 2023, 24, 8528

2.3. Andrographolide Enhanced Mitophagy and Autophagy Induction to Eliminate Damaged
Mitochondrial and Accumulation of Alpha-Synuclein

Autophagy impairment leads to accumulations of damaged mitochondria and toxic
alpha-synuclein [24–26]. After treatment with MPP+, the morphology of mitochondria was
observed by staining with MitoTracker Red. We found that after treatment with 1.5 µM
of Andro, mitochondria appeared as interconnected red filamentous structures similar to
those of the control group. In contrast, cells treated with MPP+ exhibited abnormal mito-
chondria that appeared and fragmented condensed red dots (Supplementary Figure S2).
Therefore, we studied the mitophagic effect, a clearance of defective mitochondria, un-
der MPP+-induced toxicity, including pretreatment with Andro. To demonstrate whether
pretreatment with Andro stimulated mitophagy, the colocalization of mitochondria and au-
tophagosomes in SH-SY5Y cells was performed by staining with MitoTracker Red (a marker
for mitochondria) and LC3 (a marker for autophagosome). In order to analyze the colo-
calization of mitochondria and autophagosomes, Manders’ coefficient (MCC) was used
to quantify the degree of colocalization between the two markers. This MCC is calculated
by dividing the number of pixels in which the two structures colocalized, resulting in
a value ranging from 0 to 1 that reflects the degree of colocalization [27]. It was found that
pretreatment with Andro at 1.5 µM significantly increased the intensity of MCC compared
with the MPP+-treated group (Figure 3A,B). Moreover, there was an increased LC3 puncta
in the pretreatment with Andro as compared with the MPP+-treated group. In a previ-
ous report [18], Andro inhibited inflammation in microglia by promoting mitophagy via
the activation of Parkin. To further assess how Andro triggers mitochondrial autophagy,
3-methyladenine (3-MA), an autophagy inhibitor, was used to block the initiation of au-
tophagy [28,29]. The results revealed that the ratio of p-mTOR/mTOR protein expression,
which is a negative indicator of autophagy, was decreased in pretreatment with Andro
compared with the MPP+-treated group, whereas SH-SY5Y cells exposed to 3-MA followed
by pretreatment with Andro showed a slightly increased p-mTOR/mTOR ratio when
compared with Andro pretreatment. In autophagy, LC3-phosphatidylethanolamine conju-
gate (LC3), the mammalian ortholog of the yeast autophagy-related gene 6 (Beclin1), and
lysosomal-associated membrane protein 1 (LAMP1) are involved in the autophagosome
formation. We found that pretreatment with Andro tended to increase LC3B/A and LAMP1
and significantly increased Beclin1 in comparison with MPP+ exposure. Correspondingly,
3-MA significantly decreased the expression of LC3B/A compared to pretreatment with
Andro. As reported previously [30], Andro could attenuate chronic unpredictable mild
stress-induced depressive-like behavior in mice through upregulation of autophagy. To
corroborate this finding, p62/SQSTM1, an autophagosome-linked cargo protein that signi-
fies the fusion of autophagosomes with lysosomes, was measured by Western blot, which
showed a significant increase in p62 in the MPP+-treated group compared with the control
group. This increase in p62 indicates the impairment of autophagosome degradation by
the accumulation of p62, whereas pretreatment with Andro decreased p62 expression, as
compared with the MPP+-treated group.

We next investigated the protective effect of Andro on mitophagy induction during
MPP+ treatment of SH-SY5Y cells. PINK1 and Parkin are important factors that regulate
mitophagy [31]. Pretreatment with Andro significantly increased PINK1 expression and
tended to increase the expression of Parkin when compared with the MPP+-treated group.
In contrast, exposure with 3-MA followed by pretreatment with Andro compromised the
effect of Andro in facilitating mitophagy induction by significantly decreasing expression of
PINK1 and Parkin when compared with pretreatment with Andro without prior 3-MA treat-
ment (Figure 3C,D). Thus, these results suggested that Andro has a neuroprotective effect
by enhancing autophagy and mitophagy, which facilitates clearances of alpha-synuclein
and damaged mitochondria.
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for 24 h, followed by incubation of MPP+ 1.5 mM for 16 h. (A) Representative immunofluorescence
images of MitoTracker Red and LC3 (green) and nuclei were counterstained with DAPI (blue).
Merged panel represents colocalization of mitophagy induction. Scale bar: 50 µm. (B) The Manders’
coefficient (MCC) was calculated from 3 independent experiments (at least 6 random fields were
analyzed per condition) and quantified by using ImageJ. (C) Immunoblot of mTOR, p-mTOR, Beclin1,
LC3B/A, LAMP1, p62, PINK1, Parkin. (D) Quantification of bands intensity normalized by β-actin
in SH-SY5Y cells treated with or without 2 mM of 3-MA prior to incubation with or without 1.5 µM
of Andro for 24 h, then treated with 1.5 mM of MPP+ for 16 h. * p < 0.05, *** p < 0.001-statistical
significance versus MPP+-treated group. # p < 0.05, ## p < 0.01-statistical significance versus control
group. $ p < 0.05, $$$ p < 0.001-statistical significance versus 3-MA group (data are mean ± SD, n = 3).

2.4. Andrographolide Exerted Antioxidant Effect against ROS Generated in MPP+-Treated
SH-SY5Y Cells via Nrf2 Activation

The amount of intracellular ROS generated as the result of MPP+ treatment was
measured by live-cell imaging and a microplate reader. We found that intracellular ROS
accumulation was visibly increased in the MPP+ exposure group compared with the control.
In contrast, Andro pretreatment reduced the intensity of intracellular ROS as compared
with the MPP+-treated group (Figure 4A). Correspondingly, the quantification of ROS
measured by microplate reader was significantly reduced in Andro pretreated samples
compared to the MPP+-treated group (Figure 4C). We next demonstrated the activation of
transcription factor Nrf2, which plays a key role in the antioxidant pathway, through its
nuclear translocation by examining the colocalization of Nrf2 and DAPI in the nuclei of
SH-SY5Y cells. We found that MPP+ treatment significantly diminished the Nrf2 nuclear
translocation as compared with the control group, whereas Andro pretreatment at 1.5 µM
significantly increased Nrf2 nuclear translocation compared with the MPP+-treated group
(Figure 4B,D). These findings implied that Andro reduced ROS generation by promoting
nuclear translocation, leading to the activation of Nrf2.

2.5. Andrographolide Activated Nrf2, Which Leads to the Upregulations of Antioxidant Enzymes
to Counteract Oxidative Stress in MPP+-Treated SH-SY5Y Cells

In order to investigate the effect of Andro on Nrf2 activation, antioxidant protein and
gene expressions, including antioxidant activities, were determined. NAC is commonly
used as an antioxidant inducer [32]; thus, NAC was used as a positive control in the experi-
ments. When analyzed by Western blot, the expression of KEAP1 levels was significantly
decreased in the cells pretreated with Andro compared with the control and MPP+-treated
groups, while the Nrf2 nuclear translocation was increased in the Andro pretreatment
group as compared with the MPP+-treated group. Accordingly, the expression of HO-1
levels was significantly increased in the cells pretreated with Andro compared with the
control and MPP+-treated groups (Figure 5A,B), while treatment with NAC tended to
increase Nrf2 nuclear translocation and HO-1 compared with the control group. Next,
to verify whether Andro is able to activate the expression of genes encoding antioxidant
enzymes activity during the course of MPP+ treatment, RT-qPCR was performed. We found
that the MPP+-treated group downregulated mRNA expressions of SOD1 and GSTP1 com-
pared with the control group. In contrast, pretreatment with Andro drastically upregulated
SOD1, CAT, GSTP1, and HO-1 gene expression compared with the MPP+-treated group
(Figure 5C), while treatment with NAC did not exhibit a significant difference compared
with the control group. Thus, these results indicated that Andro induced antioxidant activ-
ity by upregulating antioxidant genes against ROS generated in MPP+-treated SH-SY5Y
cells. Furthermore, the activities of SOD and GPx antioxidant enzymes were evaluated, as
shown in Figure 5D, where the activities of SOD and GPx enzymes in Andro pretreatment
were significantly upregulated in comparison with the MPP+-treated group. Thus, these
data confirmed that in addition to activations of autophagy and mitophagy, Andro could
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also activate antioxidant activities via Nrf2/HO-1 signaling pathway to attenuate oxidative
stress in MPP+-treated SH-SY5Y cells.
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Figure 4. Antioxidant effect of andrographolide via Nrf2 activation in MPP+-induced toxicity in SH-
SY5Y cells. The ROS generation was induced by incubation of SH-SY5Y cells with MPP+ 1.5 mM for
2 h after incubation with or without 1.5 µM of Andro for 24 h. (A) Intracellular ROS was measured by
carboxy-DH2DCFDA staining, and green fluorescence was observed under IX83 Inverted microscope.
Scale bar: 100 µm. (B) Representative images of Nrf2 staining (green) and DAPI (blue) which
indicated nuclear translocation by observing the colocalization of Nrf2 and DAPI in SH-SY5Y cells
treated with 1.5 µM of Andro for 24 h prior to being treated with 1.5 mM of MPP+ for 16 h. Scale bar:
50 µm. (C) Quantification of intracellular ROS fluorescence intensity in each group was measured by
microplate reader. (n = 3). (D) Quantification of Nrf2 nuclear translocation intensity was calculated
from 3 independent experiments (at least 6 random fields were analyzed per condition) and quantified
by using ImageJ. * p < 0.05, ** p < 0.01-statistical significance versus MPP+-treated group. # p < 0.05,
## p < 0.01, ### p < 0.001-statistical significance versus control group (data are mean ± SD, n = 3).
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Figure 5. Antioxidant effect of andrographolide via Nrf2 activation in MPP+-induced SH-SY5Y cells.
(A) The immunoblots of Nrf2 in nuclear and cytoplasmic fractions, KEAP1 and HO-1. (B) Quantifi-
cation of band intensity normalized by β-actin. (C) The antioxidant mRNA levels of SOD1, CAT,
GSTP1, and HO-1 were evaluated by RT-qPCR assay. SH-SY5Y cells were incubated with or without
1.5 µM of Andro or 2 mM NAC for 12 h, followed by incubation of MPP+ 1.5 mM for 8 h. (D) The
antioxidant activities of SOD and GPx enzymes in SH-SY5Y cells treated with or without 1.5 µM
of Andro or 2 mM of NAC for 24 h prior to incubated with 1.5 mM of MPP+ for 16 h. * p < 0.05,
** p < 0.01, **** p < 0.0001-statistical significance versus MPP+-treated group. # p < 0.05, ## p < 0.01,
### p < 0.001-statistical significance versus control group (data are mean ± SD, n = 3).
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3. Discussion

Despite many studies reporting on various pharmacological activities of andrograp-
holide, we are the first to report that Andro pretreatment could prevent MPP+-induced
SH-SY5Y cell death by promoting mitophagy along with autophagy through its ability
to activate PINK-Parkin and LC3 B/A, respectively. Moreover, Andro could decrease
intracellular oxidative stress by activating Nrf2, which upregulated the expression of genes
encoding antioxidant enzymes, thereby alleviating cell damage and death.

We have shown that MPP+ at 1.5 mM triggered mitochondrial damage in SH-SY5Y
cells that led to increased ROS production, resulting in increased mitochondrial membrane
depolarization, which caused cell apoptosis. These defective mitochondria were removed
by the Andro-initiated mitophagy and autophagy as demonstrated by colocalization of
MitoTracker red and LC3, as well as the upregulations of PINK1 and Parkin proteins in
MPP+-treated SH-SY5Y cells that were pretreated with Andro. These results were similar
to those reported previously by Ahmed et al. [18], where Andro prevented the loss of
dopaminergic neurons in NLRP inflammasome-induced microglial-mediated neuroinflam-
mation in PD by promoting mitophagy of defective mitochondria. Moreover, it has been
reported that Andro protects neurons by inhibiting excessive dynamin-related protein 1
(DRP1)-mediated mitochondrial fission, which is responsible for maintaining the function
of mitochondria against rotenone- or MPTP-induced damage in in vitro and in vivo models,
respectively [33]. Furthermore, we also demonstrated that Andro decreased the expression
of p-mTOR, which is a negative regulator of autophagy. Then, the autophagy-related pro-
teins that are involved in autophagosome–lysosome formation were increased, including
Beclin1, LC3 B/A, and LAMP1. Defective mitochondria expressed PINK1 on the outer
membrane, followed by Parkin, which was subsequently ubiquitinylated and recruited
autophagy-forming molecules such as p62 and LC3 B/A to initiate mitophagy. Meanwhile,
our study revealed that MPP+ exposure slightly upregulated autophagy-related proteins
but impaired autophagosome degradation, as shown by the accumulation of p62 in cells
exposed to only MPP+. This accumulation of p62 leads to autophagy impairment which
leads to the accumulation of mitochondria and protein dysfunction. In consonance with
Sakamoto and Rokad [28,34], human neuroblastoma SH-SY5Y cells were exposed to low
concentrations of MPP+ at 10 and 200 µM can enhance autophagosome in an earlier stage
of autophagy but impair autophagosome degradation, leading to cell death. Due to the
assembly of MPP+ exposure, alpha-synuclein is then upregulated in SH-SY5Y cells [35,36].
Interestingly, Andro pretreatment resulted in decreased p62 expression, leading to de-
creasing alpha-synuclein accumulation in the cell, as shown in Figure 2C. On the contrary,
treatment with 3-MA showed a decline in autophagy induction. Therefore, Andro pro-
vides neuroprotection by enhancing mitophagy and autophagy, which eliminates damaged
mitochondria and alpha-synuclein accumulations.

As a consequence of defective mitochondria accumulation, ROS generation is in-
creased, which impairs energy production. In addition, the overproduction of ROS-
mediated oxidative stress can promote the release of cytochrome c, which subsequently
triggers apoptosis of dopaminergic neurons [37]. Recently, it was reported that MPP+

induced intracellular ROS generation in cerebellar granule neurons, neuroblastoma, and N27
dopaminergic cells from damaged mitochondria, which caused apoptotic cell death [38,39].
We also found that Andro reduced ROS generation produced by MPP+ in SH-SY5Y cells
by inducing Nrf2 antioxidant activation. Likewise, Andro exhibited an antioxidant effect
against oxidative stress in the AD model based on the activation of the Nrf2 pathway [40].
Several studies reported that Nrf2 is a crucial defensive mechanism against oxidative
stress through its ability to upregulate antioxidant and detoxifying genes in age-related
diseases, including AD and PD [16,41]. Normally, Nrf2 is localized in the cytosol and
interacts with KEAP1 under a basal condition. This interaction between KEAP1 and Nrf2
promotes Nrf2 ubiquitination that subsequently leads to proteasomal degradation [42,43].
Oxidative stress and Nrf2 activators can trigger Nrf2 activation by releasing Nrf2 from
KEAP1 and allowing Nrf2 to translocate into the nucleus, where it activates the expres-
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sions of antioxidant enzymes to eliminate ROS and facilitate neuronal survival in many
neurological diseases [44–47]. In our present study, we found that MPP+ decreased Nrf2
nuclear translocation while pretreatment with Andro facilitated Nrf2 nuclear translocation
and increased expressions of SOD1, CAT, HO-1, and GSTP1 genes expressions, as well as
SOD1 and GPx enzyme activities. These findings indicated that Andro decreased oxidative
stress and protected cells from apoptosis by promoting antioxidant activities through the
activation of the Nrf2 pathway. Andro might also directly promote cell survival as it was
found that pretreatment with Andro diminished pro-apoptotic proteins, including caspase-
3, BAX, and cytochrome c, while increased Bcl2, an anti-apoptotic protein. Accordingly,
Andro directly promoted the expression of TH, which was responsible for DA synthesis in
SH-SY5Y cells.

Taken together, our study demonstrated that Andro showed a neuroprotective ef-
fect against MPP+-induced neurotoxicity by mediating mitophagy and autophagy, which
facilitated the elimination of defective mitochondria and alpha-synuclein degradation.
Concomitantly, Andro activated the antioxidant Nrf2 pathway to counteract ROS build-up
from defective mitochondria, which directly attenuated cell apoptosis. Thus, it is to be
hoped that this study provides evidence to support the neuroprotective ability of Andro
that may be considered as a potential therapeutic or supplement in the prevention of PD.
However, further studies are needed to determine the proposed properties in in vivo mouse
models, as well as stringent clinical trials in humans.

4. Materials and Methods
4.1. Cell Culture

Neuroblastoma SH-SY5Y cell line (ATCC# CRL-2266) and HFF cell line (ATCC#
SCRC-1041) were purchased from American Type Culture Collections (ATCC, Manas-
sas, VA, USA). SH-SY5Y and HFF cell lines were cultured in Dulbecco’s Modified Eagle’s
Medium/Nutrient Mixture F-12 (DMEM/F-12) and DMEM high glucose (4.5 g/L), respec-
tively, and supplemented with 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin
at 37 ◦C in a relatively humidified atmosphere with 5% CO2. The cultured cells were main-
tained at 37 ◦C in 5% CO2. The media were changed 2–3 times per week. SH-SY5Y and
HFF cells have been used between passage numbers 31–34 and 17–20, respectively.

4.2. Cell Viability Assay

Andrographolide was purchased from Sigma-Aldrich (St. Louis, MO, USA, 365645).
The purity (TLC) of this compound is ≥ 98%, with a formula weight of 350.45 g/mol. To
examine the ability of andrographolide to prevent SH-SY5Y cell death from MPP+ exposure,
SH-SY5Y cells (8000 cells/well) were cultured in 96-well plates for 24 h in a humidified 5%
CO2 atmosphere at 37 ◦C. Cells were incubated with Andro that was dissolved in dimethyl
sulfoxide (DMSO for cell culture; Sigma-Aldrich, USA) at designated concentrations for
24 h. After that, the solution was removed and treated with 1.5 mM of MPP+ for 24 h.
Ultimately, cell viability was determined by adding 5 mg/mL MTT (3-(4,5-dimethylthiazol-
2-yl)-2,5-diphenyltetrazolium bromide; Sigma-Aldrich, USA) for 2 h. At the indicated
time, the supernatant was discarded, and formazan crystals were dissolved by adding
100 µL of dimethyl sulfoxide (DMSO; Sigma-Aldrich, USA). The absorbance was read by
a microplate reader (Versamax Spectrophotometer, MA, USA) at 570 nm and 690 nm as
modified from [48]. The percentage of cell viability was calculated in comparison with the
untreated group.

4.3. Mitochondrial Membrane Potential Analysis

Mitochondrial membrane potential (MMP) is an important indicator of mitochondrial
function. JC-1 Mitochondrial membrane potential assay kit (Abcam, ab113850, Cambridge,
UK) was used to determine MMP. JC-1 staining indicates the healthy mitochondria by
emitting red fluorescence, whereas unhealthy cells showed a decrease in red fluorescence
and an increase in green fluorescence, which represent the remaining monomers in the cyto-
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plasm. Hence, the ratio of red/green serves as an indicator of loss of MMP. The experiment
was conducted as previously reported [49]. Cells were seeded at 15,000 cells/well in a black
and flat bottom 96-well microplate and incubated with Andro at designated concentrations
for 24 h, followed by treatment with MPP+ at 1.5 mM for 16 h. Then, the cells were washed
with PBS and incubated with 10 µM of JC-1 dye in a dark room at 37 ◦C and 5% CO2 for
10 min. After washing with PBS, the quantification of relative fluorescence between red and
green intensity was measured by a fluorescence microplate reader (TECAN Spark 10M, Bio-
express, Männedorf, CH, USA). The red fluorescence intensity (polymerized form of JC-1)
was measured at an Ex/Em of 535/590 nm, and the green fluorescence intensity (monomer-
ized form of JC-1) was measured at an Ex/Em of 490/530 nm. Furthermore, JC-1-stained
cells were observed under a fluorescence microscope (Olympus BX53, Tokyo, Japan).

4.4. Immunofluorescence Staining

SH-SY5Y cells were grown on poly-l-lysine coated coverslips to improve cell attach-
ment in 6-well culture plates at a density of 1.5 × 105 cells per well. Then, cells were
pretreated with Andro at designated concentrations for 24 h, followed by exposure to
1.5 mM MPP+ for 16 h. After that, treated cells were incubated with MitoTracker Red
(Cell Signaling) for 30 min at 37 ◦C, then fixed with cold methanol for 15 min at −20 ◦C
and washed three times with PBS for 5 min. Treated cells were permeabilized with 0.25%
Triton-X-100 in PBS and blocked with 1% bovine serum albumin, 10% normal goat serum,
and 0.3% glycine in PBST for 2 h. Subsequently, cells were incubated with anti-LC3 primary
antibody (Cell Signaling Technology, Danvers, MA, USA) at 1:200 in a dark humidity box
at 4 ◦C overnight, then incubated with a secondary antibody (Invitrogen, Alexa Fluor 488)
goat anti-rabbit IgG (H+L) at 1:500 dilution for 2 h. Finally, the images were taken with
a fluorescence microscope (Olympus BX53, Tokyo, Japan).

4.5. Intracellular ROS Measurement

To determine the ROS generation induced by MPP+ in SH-SY5Y cells, the ROS level
was examined by staining with Dichloro-dihydro-fluorescein diacetate (DCFH-DA), a flu-
orescence probe used for detecting the level of ROS. Intracellular ROS was measured by
a protocol modified from a previous report [50]. SH-SY5Y cells were cultured in a black
and flat bottom 96-well microplate and exposed to designated concentrations of Andro
for 24 h, followed by treatment with 1.5 mM MPP+ for 2 h. After washing with cold
PBS, cells were incubated with 5 µM DCFH-DA (ThermoFisher Scientific, Waltham, MA,
USA) in phenol red-free culture medium for 45 min at 37 ◦C in a dark room. Finally, the
fluorescence intensity was detected at excitation and emission wavelengths of 488 nm
and 525 nm by TECAN Spark 10M (Bioexpress, Männedorf, CH). Alternatively, SH-SY5Y
cells were cultured in a 12-well microplate and exposed to designated concentrations as
mentioned above, then observed under a fluorescence microscope (live-cell fluorescence
imaging system, IX-83ZDC).

4.6. Nrf2 Nuclear Translocation

Nuclear translocation of Nrf2 was evaluated by immunofluorescence staining follow-
ing a protocol previously reported [15]. SH-SY5Y cells were plated on the coverslips. After
being treated with designated concentrations of Andro for 24 h and MPP+ for another 16 h,
cells were washed three times with PBS and fixed with 4% paraformaldehyde for 15 min at
room temperature. Treated cells were then washed three times with PBS and blocked with
a blocking buffer (containing 0.3% Triton X-100 and 1% BSA in PBS) for 1 h. Afterward,
cells were incubated with anti-Nrf2 antibody (Abcam, ab137550) at 1:200 dilution overnight
at 4 ◦C, followed by a secondary antibody goat anti-rabbit IgG (H+L) (Invitrogen, Alexa
Fluor 488) at 1:500 dilution for 1 h at 37 ◦C. The nuclei were counterstained with DAPI. The
fluorescence images were taken by fluorescence microscope (Olympus BX53, Tokyo, Japan),
and the intensity of Nrf2 expression was quantified by Image J software version 1.52k.
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4.7. Real-Time Quantitative Reverse Transcription Polymerase Chain Reaction (RT-qPCR) for
Determinations of Nrf2-Dependent Antioxidant Genes

SH-SY5Y cells were treated with or without 2 mM of NAC or pretreated with 1.5 µM
of Andro for 12 h, followed by incubation with or without 1.5 mM of MPP+ for 8 h. After
treatment, RNA was extracted by Total RNA Mini Kit (Blood/Culture cell) (Geneaid, RB300,
New Taipei, Taiwan). Then, iScript Reverse Transcription Supermix (Bio-Rad, 170-8841,
Heracles, CA, USA) was used for reverse RNA to cDNA. Real-time qPCR was performed by
using 10 µL iTaq Universal SYBR Green Supermix (Bio-Rad, 172-5121), and PCR conditions
were optimized by using a real-time thermocycler (Bio-rad/CFX96 touch). Nrf2-dependent
antioxidant genes were amplified by using the following primers: GAPDH (forward: 5′-
GACAGTCAGCCGCATCTTCT-3′, reverse: 5′-GCGCCCAATACGACCAAATC-3′); SOD1
(forward: 5′-GATGACTTGGGCAAAGGTGG-3′, reverse: 5′-TACACCACAAGCCAAACG
ACT-3′); CAT (forward: 5′-CTTCGACCCAAGCAACATGC-3′, reverse: 5′-GCGGTGAGTGT
CAGGATAGG-3′); HO-1 (forward: 5′-AGGGAATTCTCTTGGCTGGC-3′, reverse: 5′-
GACAGCTGCCACATTAGGGT-3′); and GSTP1 (forward: 5′-AAGTTCCAGGACGGAGA
CCT-3′, reverse: 5′-AAGTTCCAGGACGGAGACCT-3’). Fold change in gene expression
was calculated by using 2−∆∆Ct method.

4.8. Western Blot Analysis

SH-SY5Y cells were cultured on a 6-well plate in culture medium for 24 h. Cells were
treated with or without an autophagy inhibitor, 3-MA at 2 mM (Sigma-Aldrich, 5142-23-4)
for 2 h, or treated with NAC at 2 mM, or incubated with designated concentrations of
Andro for 24 h followed by exposure with MPP+ for 16 h. Western blot was performed
as previously described [18,19]. Treated cells were lysed with 1xRIPA buffer (25 mM Tris
HCl pH 7.6, 150 mM NaCl, 1% NP-40, 1% sodium deoxycholate, 0.1% SDS) and PMSF as
a non-specific protein inhibitor on ice for 10 min. To investigate the nuclear translocation of
Nrf2, nuclear protein extraction was performed by using Nuclear Extraction Kit (Abcam,
ab113474). These lysates were centrifugated at 12,000 RPM for 15 min at 4 ◦C. The super-
natants were collected, and protein concentrations were estimated by BCA protein assay kit
(ThermoFisher Scientific, 23225). Twenty micrograms of protein were electrophoresed and
transferred to nitrocellulose membranes. These nitrocellulose membranes were blocked
with TBST containing 5% BSA for 2 h and then incubated overnight at 4 ◦C with primary an-
tibodies directed against caspase-3 (Cell Signaling Technology, #9662) at 1:1000, cytochrome
c (Abcam, ab110325) at 1:1000, Bax (Cell Signaling Technology, #2774) at 1:700, Bcl-2 (Cell
Signaling Technology, #4223) at 1:700, TH (Abcam, ab112) at 1:500, alpha-syn (Cell Signal-
ing Technology, #2647) at 1:700, β-actin (Abcam, ab8227) at 1:1000, mTOR (Cell Signaling
Technology, #2972) at 1:1000, p- mTOR (Cell Signaling Technology, #2971) at 1:1000, Beclin1
(Cell Signaling Technology, #3738) at 1:1000, LC3A/B (Cell Signaling Technology, #4108) at
1:700, LAMP1 (Cell Signaling Technology, #9091) at 1:1000, SQSTM1/p62 (Cell Signaling
Technology, #5114) at 1:1000, PINK 1 (Abcam, ab216144) at 1:1000, Parkin (Abcam, ab77924)
at 1:700, Nrf2 (Abcam, ab137550) at 1:700, Lamin B1 (Abcam, ab65986) at 1:700, KEAP1
(Cell Signaling Technology, #4678) at 1:700, and HO-1 (Abcam, ab13243) at 1:1000 followed
by HRP-conjugated anti-rabbit or anti-mouse IgG (Abcam, ab6721 and ab mouse ab6789) at
1:700 at 1:5000 dilution with TBST at room temperature for 2 h. Chemiluminescent signal
was observed by NovexTM ECL chemiluminescent substrate reagent kit (ThermoFisher
Scientific, MA, USA) on chemiluminescent gel document (Alliance Q9 mini, VT, USA) and
was analyzed by Image J software.

4.9. Antioxidant Enzymes Detection Assay

To measure the activities of antioxidant enzymes (SOD and GPx), the cells were treated
with designated concentrations of Andro for 24 h, followed by MPP+ for 16 h, then lysed,
and the supernatants were collected. Then, the enzyme activities were determined by
using SOD and GPx Activity Assay Kit (Abcam, ab65354, and ab102530). The absorbance
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was evaluated by a microplate reader (Versamax Spectrophotometer, USA) at 450 nm and
340 nm for SOD and GPx activities, respectively.

4.10. Statistical Analysis

All values are presented as the mean ± standard deviation (SD). Data were collected
from at least three independent experiments and analyzed using GraphPad Prism software
version 8.2.1 (GraphPad Software, San Diego, CA, USA). Comparisons among multiple
groups were performed using one-way ANOVA with Dunnett’s multiple comparisons test.
One sample t-test was used to compare with the control group without SD. A p-value < 0.05
was considered statistically significant.

5. Conclusions

The neuroprotective effect of andrographolide on a PD cellular model was demon-
strated by using MPP+-induced neuronal toxicity in SH-SY5Y cells, in which andro-
grapholide promoted mitophagy mediated by PINK/Parkin signaling pathway and au-
tophagy as indicated by the upregulations of Beclin1, LC3, and LAMP1. These actions help
to eliminate defective mitochondria and alpha-synuclein. Simultaneously, Andro promoted
Nrf2 activation, which induced expressions of genes encoding antioxidant enzymes and
enzyme activities to counteract oxidative stress. Andrographolide might also directly
prevent cell apoptosis by upregulation of mitochondrial membrane potential and Bcl2 and
downregulations of cytochrome c, BAX, and cleaved-caspase-3.
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Abstract: Depression is a common mental disorder that seriously affects the quality of life and leads
to an increasing global suicide rate. Macro, micro, and trace elements are the main components
that maintain normal physiological functions of the brain. Depression is manifested in abnormal
brain functions, which are considered to be tightly related to the imbalance of elements. Elements
associated with depression include glucose, fatty acids, amino acids, and mineral elements such
as lithium, zinc, magnesium, copper, iron, and selenium. To explore the relationship between
these elements and depression, the main literature in the last decade was mainly searched and
summarized on PubMed, Google Scholar, Scopus, Web of Science, and other electronic databases
with the keywords “depression, sugar, fat, protein, lithium, zinc, magnesium, copper, iron, and
selenium”. These elements aggravate or alleviate depression by regulating a series of physiological
processes, including the transmission of neural signals, inflammation, oxidative stress, neurogenesis,
and synaptic plasticity, which thus affect the expression or activity of physiological components
such as neurotransmitters, neurotrophic factors, receptors, cytokines, and ion-binding proteins in the
body. For example, excessive fat intake can lead to depression, with possible mechanisms including
inflammation, increased oxidative stress, reduced synaptic plasticity, and decreased expression of 5-
Hydroxytryptamine (5-HT), Brain Derived Neurotrophic Factor (BDNF), Postsynaptic density protein
95(PSD-95), etc. Supplementing mineral elements, such as selenium, zinc, magnesium, or lithium as
a psychotropic medication is mostly used as an auxiliary method to improve depression with other
antidepressants. In general, appropriate nutritional elements are essential to treat depression and
prevent the risk of depression.

Keywords: depression; macronutrients; mineral elements; appropriate supplementation; overdose
or deficiency

1. Introduction

Depression is one of the most common mental disorders globally, with an estimated
280 million people in the world suffering from it [1]. At worst, severe depression can lead
to suicide. Not only does depression bring mental problems to the patients themselves, but
it also causes financial and social burdens to their families and society [2].

The monoamine theory has influenced the development of major antidepressant
treatments, including monoamine oxidase inhibitors (MAOIs), selective serotonin reup-
take inhibitors (SSRIs), and serotonin-norepinephrine reuptake inhibitors (SNRIs). These
inhibitors are functional by increasing monoamine levels (5-hydroxytryptamine, nore-
pinephrine) to treat depression [3]. With accumulated studies on depression, other bio-
chemical and physiological factors have also been implicated in the pathogenesis of depres-
sion, including brain-derived neurotrophic factor (BDNF)-related neurotrophic atrophy [4],
inflammation [5], hypothalamic–pituitary–adrenal (HPA) axis dysfunction [6], etc. Among
them, the role of nutrients in depression has attracted more and more attention [7].

The nutritional elements have been reported to help maintain a stable mental state, and
an imbalance of them is closely related to depression [8]. As shown in Figure 1, this review
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will explore the relationship between the imbalance of some nutrients and depression
and summarize that the excess or deficiency of nutrients can increase the incidence of
depression, thus maintaining the balance of corresponding nutrients can help reduce the
incidence of depression. Moreover, appropriate supplementation of some mineral elements
is considered to help treat depressed patients. The possible physiological processes and
molecular mechanisms involved are discussed based on experiments.
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Figure 1. Illustrating the relationship between depression and macronutrients or mineral elements
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2. Overdose or Deficiency of Macronutrients Elements Increase the Risk of Depression
2.1. Dietary Sugars

Glucose is the primary source of energy for the human brain. ATP produced by
glucose metabolism is the basis for maintaining neuronal and non-neuronal cell functions
in the brain, such as producing neurotransmitters and nerve impulses [9]. Most sugars are
metabolized in the body to produce glucose. There are many sugars in sweets, beverages,
and candies. Many studies have shown that the excessive intake of sweets, sugar-sweetened
beverages, and candy increases the risk of depression. Guo et al. have shown that regular
consumption of sugar-sweetened beverages might increase the risk of depression in older
Americans [10]. A study by Vermeulen et al. in a Dutch population also showed that a
dietary pattern high in sugar (HS) increases the risk of depression [11]. The result of a 3-year
follow-up survey by Shimmura et al. showed that high candy consumption significantly
increases the risk of depression among Japanese workers, with 16.8% of high candy eaters
experiencing depressive symptoms [12]. A study by Kashino et al. also showed that
Japanese people who drink ≥4 cups of sugar-sweetened beverages per week have a 91%
higher risk of depression than those who drink <1 cup/week [13]. A meta-analysis study
indicated that people who consume 2 cups of cola per day have a 5% increased risk of
depression, while those who consume the equivalent of 3 cans of cola per day have an
approximately 25% increased risk of depression [14]. The research among Chinese people
has also demonstrated that a high-sugar diet increases the odds of depression [15,16]. A
study in the Spanish population found that consumption of added sugars was associated
with a significantly increased risk of depression but no significant association between the
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consumption of sugar-sweetened beverages and the risk of depression [17]. A study on
the Korean population suggested that beverage intake increases the risk of depression in
women but decreases the risk in men. The differences may be due to different statistical
methods for sugar intake and evaluation criteria for depression [18]. Moreover, a high-
sugar diet is prone to diabetes and obesity, which are also risk factors for depression [19,20].
In addition to sugar, sugary drinks and desserts may add sweeteners and other ingredients,
the excessive intake of which may also be associated with the occurrence of depression, but
there is currently a lack of relevant research with follow-up studies. A study has shown that
fasting blood glucose concentrations (FBG) were significantly elevated in major depressed
patients compared to healthy subjects (4.73 ± 0.45 vs. 4.52 ± 0.43 mmol/L, p < 0.01) [21].

The possible physiological processes and physiological components of a high-sugar
diet affecting depression might be considered in the following pathways: 1. Neural signals:
it affects the content of 5-Hydroxytryptamine (5-HT) in the brain. Animal experiments
showed that a high-sugar diet reduces the activity of dendritic 5-HT-1A receptors, which
may impede the feedback control of serotonin synthesis and release in the hypothalamus
leading to a decrease in 5-HT [22]. 5-HT is a crucial monoamine neurotransmitter, and its
decreased content in the brain is one of the critical factors leading to depression [23]. 2. In-
flammation and pro-inflammatory factors. A meta-analysis study by Köhler et al. indicated
that pro-inflammatory factors such as interleukin-6(IL-6), tumor necrosis factor-α(TNF-α),
interleukin-13(IL-13), interleukin-12(IL-12), etc., are significantly elevated in major de-
pressive disorder (MDD) patients, which associates inflammation with depression [24].
Lipopolysaccharide (LPS) is a commonly used inflammatory inducer. Experimental studies
have shown that LPS induces inflammation in rodents at the same time as depression-
like symptoms [25,26], indicating there might be a correlation between inflammation and
depression. Do et al. showed that a high-sugar diet could induce inflammation and
depression-like behavior in mice. Moreover, they found that a high-sugar diet may induce
inflammation by altering the gut microbiota and intestinal permeability [27]. 3. Synaptic
plasticity and the expression of brain-derived neurotrophic factor (BDNF). The level of
BDNF in the serum of patients with MDD is significantly lower than that of healthy patients,
and after receiving antidepressant treatment, the level of BDNF in the patient’s body is
significantly increased. BDNF can be used as a biomarker of depression or as a measure
of antidepressant efficacy predictors [28]. Another study showed that low plasma BDNF
is associated with suicidal behavior in major depression [29]. BDNF is widely expressed
in the developing and adult mammalian brain and has been implicated in development,
neural regeneration, synaptic transmission, synaptic plasticity, and neurogenesis [30]. A
deficiency of BDNF or Trk receptors does not induce depression, but antidepressants are
required to increase BDNF activity and restore neuronal networks [31]. In rodent models, a
high-glucose diet can reduce the expression of BDNF, synapsin I, cyclic AMP-responsive
element-binding protein (CREB), and growth-associated protein 43, which affect synaptic
plasticity [32]. Another study showed that after one week of feeding rats with high sugar
and fat, dendritic spines and dendritic branches in the CA1 region of the rat brain were
significantly reduced [33].

2.2. Dietary Fat

A study showed that fat content is a risk factor for depression [34]. Fat accumulation
in the body leads to obesity, which is also a risk factor for depression. A meta-analysis
displayed that obese individuals have an 18% increased risk of depression [35]. An intrac-
erebral study showed a 40% increased risk of depression in obese adolescents [36]. After
dietary fat is metabolized and absorbed by the human body, it will be mainly converted
into triglycerides (TG), total cholesterol (TC), etc. High-density lipoprotein cholesterol
(HDL-C) and low-density lipoprotein cholesterol (LDL-C) are the main components of
total cholesterol. TG, TC, HDL-C, and LDL-C are four items of blood lipid tests [37]. Peng
et al. showed that HDL-C in the blood is significantly higher in major depressed patients
compared to healthy subjects (1.31± 0.32 vs. 1.24± 0.300 mmol/L, p < 0.01); however, there
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are no significant changes in LDL-C, TC, and TG [21]. Another study showed a significant
association between high levels of HDL-C (≥1.04 mmol/L) and depression in adult men
and between high levels of TG (≥1.7 mmol/L) and depression in adult women [38]. How-
ever, Enko et al. observed that HDL-C is significantly lower in major depressed patients
compared to healthy subjects (1.43 [1.97–4.01] vs. 1.60 [1.23–1.89] mmol/L, p = 0.049),
and TG is significantly higher (1.08 [0.76–1.54] vs. 0.84 [0.63–1.32] g/L, p = 0.014) [39]. A
recent Mendelian randomization analysis by So et al. reported a positive association of
HDL-C with major depressed patients, but increased HDL-C is causally associated with
fewer depressive symptoms. The reasons for the discrepancy may involve the different
evaluation criteria for depression and the heterogeneity of samples [40]. It suggests that
abnormal HDL-C and TG may be risk factors for depression, which need further research.
In addition to research in humans, there is a similar phenomenon in rodents. Mice given a
high-fat diet (HFD) for 12 weeks developed depressive-like behaviors, and then switching
the high-fat diet to a standard diet for 4 weeks eliminated the depressive-like behaviors in
mice [41]. After administration of an HFD in BALB/c mice, high-density lipoprotein choles-
terol and low-density lipoprotein cholesterol are strongly associated with depressive-like
behavior [42]. The study by Anders et al. showed HFD could exacerbate depressive-like
behaviors in the Flinders Sensitive Line (FSL) rat [43]. Another study also suggested that
olive leaf extract may prevent depression by inhibiting fat mass and weight gain in mice
fed with a high-fat diet [44].

The possible physiological processes and mechanisms of a high-fat diet affecting
depression are summarized as follows: 1. Neural signals: 5-HT, glutamatergic recep-
tor, GABAA receptor, glutamate, and aspartate transporter. After feeding with HFD for
14 weeks, Wu et al. found a significant decrease in the 5-HT system expression in the hip-
pocampus of C57BL/6 mice [45]. A study also showed that HFD attenuated the inhibitory
effect of escitalopram, a selective serotonin reuptake inhibitor (SSRI), on 5-HT reabsorption
in the brain, reducing the concentration of 5-HT in synapses [46]. A high-fat diet administra-
tion of intestinal 5-HT synthesis inhibitors can attenuate depression-like behaviors in mice
with high-fat diet-induced depression [47]. Long-term use of HFD can induce depressive-
like behavior in rats and lead to decreased expression levels of the AMPA receptor (GlutA2)
and GABA receptor (GAD65) [48]. HFD-induced depression correlates with the desensiti-
zation of GABAergic AgRP (agouti-related peptide) neurons in the hypothalamus, which
plays a fundamental role in the control of appetite and body weight [49]. A recent study
suggested that feeding mice an HFD causes the downregulation of glutamate transporter
1 (GLT-1), leading to glutamate overactivation, which in turn leads to depression [50].
2. Inflammation and oxidative stress. A high-fat diet can induce an increase in proinflam-
matory cytokines in the rat hippocampus and depression-like behaviors [46]. In HFD-fed
rats, depressive-like behaviors develop due to the overproduction of proinflammatory
cytokines TNF-tumor necrosis factor alpha (TNF-α), interleukin-6 (IL-6), and interleukin-1
beta (IL-1β), the oxidative stress-related elevation of thiobarbituric acid-responsive sub-
stances (TABRS), and the down-regulation of antioxidant enzymes catalase (CAT) and
glutathione peroxidase (GPX). Antidepressant agomelatine (AGO) eliminated depression
in HFD rats, reduced the activity of inflammatory cytokines (TNF-α, IL-6, and IL-1β),
TABRS, and restored the activity of CAT and GPX [51]. The antidepressant simvastatin
(SMV) might also ameliorate depression by reducing inflammation in the brains of HFD-fed
mice [45,52]. 3. Synaptic plasticity. Studies have shown that HFD also affects synaptic plas-
ticity by reducing the expression of βIII-tubulin, postsynaptic density protein 95(PSD-95),
synaptosomal-associated Protein, 25 kDa (SNAP-25), and neurotrophic factor-3 when it
causes depression-like behavior in rats [48]. 4. The involvement of signaling pathways.
HFD may induce depression in rats by desensitizing the Akt/GSK3β signaling pathway to
5-HT in the DG subgranular region of the hippocampal dentate gyrus, and returning to
a normal diet can rescue the Akt/GSK3β response to 5-HT and alleviate depression-like
behaviors [53]. Mice exposed to an HFD show accumulated fatty acids in the hypothalamus,
leading to depression by inhibiting the cAMP/PKA signaling cascade [54]. HFD might also
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inhibit AMPK phosphorylation and induce mTOR phosphorylation to suppress autophagy,
thus leading to depression-like behavior in mice [55]. 5. Other related receptor proteins:
leptin receptor long isoform (LepRb), cannabinoid receptor type 1 (CNR1). LepRb plays
an important role in regulating depression and anxiety-related behaviors, and selective
deletion induces depression-related behaviors [56,57]. Yang et al. showed that high fat can
cause depressive-like behaviors in rats and result in reduced levels of LepRb protein and
mRNA in the hippocampus and hypothalamus [58]. CNR1, an important component of
the endocannabinoid system, plays an important role in depression [59]. CNR1-deficient
mice can also be used to model depression in mice [60]. A study showed that pregnant rats
fed an HFD led to depressive-like behaviors in their offspring, with a decrease in the Cnr1
mRNA levels in the prefrontal cortex in the male offspring [61].

2.3. Dietary Protein

There are fewer studies on the relationship between dietary protein and depression.
Low-protein diets are associated with an increased risk of depression in the U.S. and Korean
populations. Among macronutrients carbohydrates, protein, and fat, the prevalence of
depression decreases significantly in both the United States and South Korea when the
proportion of calories consumed from protein increases by 10% [62]. Another study in the
United States showed that an increase in protein intake reduces the risk of depression in
men but increases the risk of depression in women [63]. A cross-sectional study suggested
that total protein intake from milk and dairy products may reduce the risk of depressive
symptoms in U.S. adults [64]. In a population of Japanese male workers, a study suggested
that low protein intake may be associated with a higher prevalence of depressive symp-
toms [65]. Peng et al. showed that total protein (TP) is significantly decreased in major
depressed patients compared to healthy subjects (4.73 ± 0.45 vs. 4.52 ± 0.43 mmol/L,
p < 0.01) [21]. Red and processed meats contain protein and saturated fat, and excessive
consumption of either could slightly increase the risk of depression [66]. Low protein intake
reduces depressive symptoms in diabetic patients [67]. Milk is also rich in protein and
fat, and intake of skim milk is inversely associated with depression, while whole milk is
positively associated with depression [68].

Dietary protein is rich in amino acids, which can supplement the amino acids required
by the human body to maintain normal physiological functions. Tryptophan in dietary
protein is a precursor for the synthesis of serotonin, and an increase in serotonin in the
brain is the key to treating depression [69]. A survey by Euter et al. found that a diet low
in tryptophan is associated with a higher risk of depression [70]. Subchronic tryptophan
depletion is also used as an animal model of depression [71]. Tryptophan in dietary protein
is also a precursor compound for synthesizing dopamine, which has also been implicated
in antidepressant therapy [72]. In milk proteins, alpha-lactalbumin [73] and lactoferrin [74]
also help improve depression-like symptoms in mice.

3. Overdose or Deficiency of Mineral Element Increase the Risk in Depression
3.1. Zinc(Zn)

Zinc is an essential trace element that plays an important role in many biochemical
and physiological processes in relation to brain growth and function [75]. Studies in many
national populations, such as the United States [76], Australia [77], and Japan [78–80],
found that a lack of dietary zinc intake increases the risk of depression. Two other studies
have shown that insufficient dietary zinc intake leads to depressive symptoms in women
but not in men [81,82]. Al-Fartusie et al. showed that zinc in serum is significantly lower in
major depressed patients compared to healthy subjects (0.72 ± 0.08 vs. 0.96 ± 0.11 mg/L,
p < 0.01) [83]. Islam et al. found the same experimental results [84]. In rodents, a zinc-
deficient diet also induced depressive-like behavior [85–87].

We also summarized the possible physiological processes and mechanisms of zinc in
depression. 1. It is related to zinc transporters (ZnTs). In mammals, zinc homeostasis is
primarily regulated by ZnTs [88]. A study showed that there are significant increases in

267



Int. J. Mol. Sci. 2023, 24, 7098

protein levels of ZnT1, ZnT4, and ZnT5 in the prefrontal cortex in MDD but a reduced pro-
tein level of ZnT3 [89]. Zinc transporter 3 (ZnT3) plays an important role in concentrating
zinc ions within synaptic vesicles in a subset of the brain’s glutamatergic neurons [90]. In
the stress-induced rat depression model, total zinc levels were reduced, and the mRNA
expression of ZnT1 and ZnT3 was significantly reduced in the hippocampus [91]. Neuro-
genesis in the hippocampus was reduced in both rats fed with a zinc-deficient diet and
ZnT3 knockout mice, but it was resumed after a normal zinc diet treatment [92]. 2. It is
related to Zn2+-activated G protein-coupled receptor 39 (GPR39). GPR39 senses changes in
extracellular zinc concentrations, which results in the activation of an intracellular signaling
pathway to regulate the expression of genes associated with depression, such as BNDF and
5-HT [93,94]. GPR39 knockout causes depressive-like behavior in mice [95]. Depressive-like
symptoms were observed in GPR39 knockout mice, accompanied by decreased CREB and
BDNF expression [96]. The GPR39 protein can bind to 5-HT1A and form a 5-HT1A-GPR39
complex that is regulated by zinc concentration [97]. 3. Inflammation and oxidative stress.
After giving rats a zinc-deficient diet for 6 weeks, Doboszewska et al. found that it causes
depressive behavior and increases the oxidation/inflammation parameters IL-1 and TBARS
in rats [98]. 4. N-methyl-d-aspartate (NMDA). NMDA has emerged as a therapeutic target
for depression therapy in clinical and preclinical studies. Since increasing evidence has
supported the disruption of glutamate homeostasis and neurotransmission in depressed
subjects [99]. A study has shown that in rats, zinc deficiency-induced depression-like
behaviors are associated with increased NMDAR (GluN1, GluN2A, GluN2B), decreased
AMPAR(GluA1), p-CREB, and BDNF in the hippocampus to change the NMDAR neuronal
signal [100]. Another study also showed that in rats, zinc deficiency-induced depression-
like behaviors are associated with increased NMDAR (GluN2A and GluN2B), decreased
PSD-95, p-CREB, and BDNF in the hippocampus [101].

3.2. Magnesium (Mg)

Magnesium is one of the most important minerals in the human body and is involved
in various biological processes in the brain and the fluidity of neuronal membranes, main-
taining the stability of brain function [102]. Multiple studies have shown that dietary
magnesium intake is inversely associated with the risk of depression [103–105]. More-
over, magnesium in serum is significantly lower in major depressed patients compared
to healthy subjects (1.10 ± 0.11 vs. 1.64 ± 0.15 mg/L, p < 0.01) [79]. Like humans, a
magnesium-deficient diet induces rodent depression-like behaviors [106,107].

The possible regulatory mechanisms of magnesium in depression could involve gut
microbiota, NMDA nerve signaling, and oxidative stress: Magnesium deficiency diet
might lead to depression-like behavior possibly by altering intestinal microbiome composi-
tion and inducing homeostasis of the microbiome–gut–brain axis in mice [107]. Another
study showed that dietary Mg supplementation increases bacteria involved in intestinal
health and metabolic homeostasis and reduces bacteria involved in inflammation and
human diseases [108]. Ghafari et al. showed that enhancement of depressive-like be-
haviors induced by dietary magnesium restriction is associated with decreased levels of
amygdala-hypothalamic proteins of GluN1-containing NMDA complexes [109]. Whittle
et al. showed that mice fed a low Mg-containing diet (10% of the daily requirement) ex-
hibit depression-like behavior and elevated expression of N(G), N(G)-dimethylarginine
dimethylaminohydrolase 1 (DDAH1), manganese-superoxide dismutase (MnSOD), and
glutamate dehydrogenase 1 (GDH1) related to oxidative stress [110]. Another study also
showed that depression is associated with a decrease in magnesium concentrations in the
human body, which leads to an increase in GPX associated with oxidative stress [111].

3.3. Copper(Cu)

Copper is an important trace element required by essential enzymes. However, copper
also leads to the production of toxic reactive oxygen species due to its redox activity, so
copper uptake is strictly controlled [112]. It was reported that the serum of major patients
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with depression contains higher levels of copper compared to healthy subjects (1.55 ± 0.12
vs. 1.12 ± 0.13 mg/L, p < 0.01) [79]. And the same results were given by the Islam team [84]
and the Ni team [113]. A study found that women with lower levels of magnesium and
higher levels of Cu are more likely to suffer from depression [114]; while it is contradictory
that the correlation between serum copper and the severity of depression was not found in
another study [115].

Copper might influence depression via inflammation, oxidative stress, or synaptic
plasticity. Copper exposure increases depression-like behavior and activates inflammation-
related microglia in APOE4 transgenic mice [116]. Melatonin (Mel) attenuates CU-induced
oxidative stress and depression-like behavior by decreasing lipid peroxidation (LPO) and
nitric oxide (NO) levels and enhancing superoxide dismutase (SOD) and catalase (CAT)
activities in the rat hippocampus [117]. Liu et al. showed that copper levels are increased
in the hippocampus of stressed mice, which can affect synaptic function by inhibiting the
expression of GluN2B and PSD95 [118].

3.4. Iron(Fe)

Iron is an essential trace element for human growth and development and plays a
key role in ensuring normal brain development and function [119]. Several studies have
revealed that dietary iron deficiency increases the risk of depression [76,80,82,120,121]. In a
case-control study, mothers with postpartum iron deficiency were shown to be three times
more likely to develop postpartum depression [122]. Postpartum iron supplementation
helps reduce postpartum depression [123]. Serum iron concentration was significantly de-
creased in many patients with major depression compared to healthy subjects (1.02 ± 0.02
vs. 1.30 ± 0.03 mg/L, p < 0.05 mg/L) [84]. A survey study found that people with a
history of iron deficiency anemia have a higher risk of depression [124]. A study of type I
diabetes and depression found that patients with iron deficiency have a higher incidence of
depression [125]. Not only does iron deficiency increase the incidence of depression, but
iron excess is also associated with depression. A study indicated significant iron deposition
in the thalamus of patients with depression [126].

The mechanism by which iron induces depression is unclear, although it may be
partially related to the level of BDNF and oxidative stress. Brain-derived neurotrophic factor
(BDNF) is widely expressed in developing and adult mammalian brains and is associated
with development, neural regeneration, synaptic transmission, synaptic plasticity, and
neurogenesis [31,127]. Ceruloplasmin is a ferroxidase involved in iron metabolism by
converting Fe (2+) to Fe (3+). Texel et al. found that ceruloplasmin knock-out mice
produce anxiety-like behaviors with significantly decreased levels of Fe and BDNF in the
hippocampus [128]. Other studies have also shown that a low dose of iron is associated
with low BDNF expression in the rat hippocampus [129,130]. A high dose of iron, possibly
from iron accumulation, induces depressive-like behavior in rats [131]. Iron deposition is
closely related to depression, and the possible mechanism is that iron deposition leads to
increased production of reactive oxygen species, which in turn causes neuronal damage in
the brain [132,133].

As Table 1 showed, we summarize the serum or blood Levels of elements in healthy
subjects or major depressed patients and the possible mechanisms.
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Table 1. Summarize the possible mechanism for overdose or deficiency of macronutrients and mineral
elements to increase the risk of depression.

Category

How to
Increase the

Risk of
Depression

Serum or Blood
Levels in Healthy

Subjects

Serum or
Blood Levels

in Major
Depressed

Patients

Physiological Processes and Physiological
Components

Macronutrients

Dietary
sugars Overdose

FBG: 4.52 ±
0.43 mmol/L

FBG:4.73 ±
0.45 mmol/L **

[21]

1. Neural signals: 5-HT↓ [22]

2. Inflammation: pro-inflammatory factors such as
IL-6, TNF-α, etc. ↑ [24]; gut microbiota [27]

3. Synaptic plasticity: synapsin I and BDNF↓ [32];
Dendrite spines and dendritic branches↓ [33]

Dietary fat Overdose

TG: 1.08
[0.76–1.54] g/L

TG: 0.84
[0.63–1.32] g/L

* [39]

1. Neural signals: 5-HT↓ [45]; 5-HT
reabsorption↓ [46]; Intestinal 5-HT↑ [47]; GlutA2 and

GAD65↓ [48]; desensitization of GABAergic AgRP
neuron [49]; GLT-1↓ [50]

2. Inflammation: pro-inflammatory factors such as
IL-6, IL-1, TNF-α, etc. ↑ [45,46,51,52]

3. Oxidative stress: TABRS, CAT, GPX↑ [51]

HDL-C: 1.24 ±
0.30 mmol/L

HDL-C: 1.31 ±
0.32 mmol/L **

[21]

4. Synaptic plasticity: synapsin I and BDNF↓ [32];
βIII-tubulin, PSD-95, SNAP-25, and

Neurotrophin-3↓ [48]

5. Signaling pathway: Akt/GSK3β↓ [53];
cAMP/PKA↓ [54]; AMPK↓ [55].

6. Other related receptor proteins: LepRb↓ [58],
CNR1↓ [61]

Dietary
protein Deficiency TP: 68.72 ±

5.23 g/L
TP: 66.72 ±

5.10 g/L ** [21]
May be related to synthesis of 5-HT and

dopamine [71,72]

Mineral elements

Zinc Deficiency 0.96 ± 0.11 mg/L
0.72 ± 0.08

mg/L ** [83]

1. ZnT3↓ [89,91]; ZnT3 knockout induced decreased
hippocampal neurogenesis [92]

2. GPR39 knockout [95]; GPR39 knockout induced
decreased CREB and BDNF expression [96]

3. Oxidation/inflammation parameters: IL-1 and
TBARS↑ [98]

4. Neural signals: NMDAR(GluN2A,
GluN2B) ↑ [100,111]

Magnesium Deficiency 1.64 ± 0. 15 mg/L 1.10 ± 0.11
mg/L ** [83]

1. Gut microbiota [107]

2. Neural signals: GluN1↓ [109]

3. Oxidative stress: DDAH1, MnSOD, and
GDH1↑ [110]; GPX↑ [111]

Copper Overdose 1.12 ± 0.13 mg/L
1.55 ± 0.12

mg/L ** [83]

1. Inflammation↑ [116]

2. Oxidative stress: SOD and CAT↑ [117]

3. Synaptic plasticity: GluN2B, PSD95↓ [118]

Iron Deficiency/
overdose 1.30 ± 0.03 mg/L 1.02 ± 0.02

mg/L * [84]
May be related to BDNF↓ [129,130] and oxidative

stress↑ [133]

Note: ↓: indicates lower or reduced; ↑: indicates increase or promotion. Depressed patients compared to healthy
subjects, * p < 0.05; ** p < 0.01. Full name and abbreviation: fasting blood glucose (FBG), triglycerides (TG),
high-density lipoprotein cholesterol (HDL-C), total protein (TP), 5-hydroxytryptamine (5-HT), interleukin-6 (IL-6),
tumor necrosis factor-α (TNF-α), brain-derived neurotrophic factor (BDNF), glucose transporter A2 (GlutA2),
glutamic acid decarboxylase 65-kilodalton isoform (GAD65), gamma-aminobutyric acid (GABA), agouti-related
protein (AgRP), glutamate transporter 1 (GLT-1), interleukin-1 (IL-1), thiobarbituric acid reactive substances
(TBARS), catalase (CAT), glutathione peroxidase (GPX), postsynaptic density protein 95 (PSD-95), synaptosomal-
associated protein, 25 kDa (SNAP-25), protein kinase B (AKT), glycogen synthase kinase-3 (GSK3β), cyclic
adenylic acid (cAMP), protein kinase A(PKA), adenosine 5′-monophosphate (AMP)-activated protein kinase
(AMPK), leptin receptor (LepRb), cannabinoid receptor 1 (CNR1), zinc transporter 3 (ZnT3), G-protein coupled
receptor 39 (GPR39), cAMP response element-binding protein (CREB), N-methyl-d-aspartate (NMDA) receptor
2A (GluN2A), N-methyl-d-aspartate receptor 2B (GluN2B), N-methyl-d-aspartate receptor 1 (GluN1), N(G), N(G)-
dimethylarginine dimethylaminohydrolase 1 (DDAH1), manganese-superoxide dismutase (MnSOD), glutamate
dehydrogenase 1 (GDH1), superoxide dismutase (SOD).
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4. Appropriate Supplementation of Some Mineral Elements or as Medication Can
Help Alleviate Depression
4.1. Selenium(Se) Supplementation

Selenium is an essential trace element required for a variety of physiological functions,
including thyroid hormone metabolism, protection against oxidative stress, and immune-
related functions [134]. A cross-sectional study on US adults showed an inverse association
between dietary selenium intake and depressive symptoms [76,135]. A survey on a Chinese
rural elderly population [136] and a cross-sectional study on a Brazilian rural popula-
tion [137] also indicated that higher selenium levels are associated with a lower prevalence
of depression. The optimal doses for serum selenium in young Australians are between
∼82 µg/L and 85 µg/L, which results in a reduced risk of depressive symptoms [138].
Studies have shown that selenium supplementation may be an effective way to prevent
postpartum depression [139,140]. However, a study on US youth found the opposite:
higher selenium exposure levels are associated with increased depressive symptoms [141].
Therefore, selenium supplementation for depression requires the first measurement of
selenium levels in depressed people, and further clinical studies are required. Selenium
supplementation in rodents is beneficial for treating depression. The salt form of selenium,
sodium selenite, had antidepressant effects in rodents [142]. Sodium selenite can increase
the antidepressant effect of imipramine, fluoxetine, and tianeptine and reduce immobility
time on the forced swim test (FST) after the administration of antidepressants [143].

The regulatory mechanisms of selenium in the treatment of depression are limited
due to few experimental studies: 1. Anti-oxidative stress. Selenium can reverse arsenic-
induced deterioration, alleviate depressive-like behaviors in the rat hippocampus, and
reduce malondialdehyde levels and acetylcholinesterase activity [144]. Another study
demonstrated that selenium could inhibit LPS-induced oxidative damage by increasing
antioxidants [145]. 2. Anti-inflammatory. Fluoride treatment reduces dopamine and
norepinephrine secretion, activates inflammation in microglia, and leads to depression-
like behavior. While selenium treatment can activate the JAK2/STAT3 pathway, restore
dopamine and norepinephrine secretion, reduce IL-1β secretion, and increase the number
of viable cortical neurons, thus alleviating fluoride-induced depressive-like behavior [146].

4.2. Zinc(Zn) Supplementation

Section 2.1 of the article suggests that a zinc-deficient diet increases the risk of de-
pression, and in fact, appropriate zinc supplementation can help treat depression. Clinical
studies have shown that zinc supplementation, individually or in combination with an-
tidepressants, may help reduce depressive symptoms, and the dose and treatment course
of zinc in clinical trials were 25~220 mg for 6 to 12 weeks [147–149]. In chronic stress-
induced rodent models of depression, zinc supplementation can reduce depressive-like
behavior [150]. For depressed patients, zinc levels should be first measured. If zinc defi-
ciency occurs, appropriate supplementation should be carried out, and zinc levels should
be monitored during treatment.

The mechanisms of zinc treatment for depression are related to the levels of BDNF
and anti-inflammation. A study showed that zinc enhances the antidepressant efficacy of
imipramine by increasing the concentration of BDNF in the prefrontal cortex [151]. Kirsten
et al. reported that zinc can inhibit LPS-induced depression-like behaviors caused by
inflammation in rats and reduce the expression of inflammation-related factors IFN-γ [99].

4.3. Magnesium (Mg) Supplementation

Depressed patients with magnesium deficiency take 500 mg of magnesium oxide
tablets daily for ≥8 weeks to alleviate depressive symptoms [152]. It is effective that over-
the-counter magnesium chloride (248 mg of elemental magnesium per day) is taken by
adults with mild to moderate symptoms of depression for 6 weeks [153]. A recent clinical
study tracking the electroencephalogram in MDD patients showed that magnesium can
enhance fluoxetine treatment in response to depression treatment [154]. As with the other
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elements above, an initial measurement of magnesium levels is required in depressed
patients, followed by supplementing appropriately and monitoring magnesium levels
during treatment.

The following are possible mechanisms of magnesium therapy for depression: 1. 5-HT.
Poleszak et al. found that the antidepressant-like effects of magnesium are significantly
reduced in mice pretreated with serotonin synthesis inhibitors [155]. 2. Anti-inflammation.
Cyclophosphamide (CYP)-induced inflammation causes depression-like behaviors in rats
and increases the inflammatory factors TNF-α and IL6, while supplementation with mag-
nesium L-threonate could reduce the inflammatory response and depression-like behav-
iors [156]. 3. NMDA. Magnesium could treat depression-like behavior induced by chronic
mild stress in rats, and concomitantly restore the levels of GluN1 and GluN2A and increase
the levels of GluN2B and PSD-95 [157].

4.4. Lithium(Li) as a Psychotropic Medication

Lithium as a psychotropic medication has been used to treat bipolar disorder (BD) and
prevent suicidal and depressive/manic episodes [158]. Lithium also plays an important
role in the treatment of unipolar depression. Barroilhet et al. showed that a low dose of
lithium in the body can help prevent suicide caused by depression, but a higher dose (over
1.0 mmol/L) has specific toxic side effects [159]. Adding trace amounts of lithium to drink-
ing water may reduce suicide risk in the general population [160]. The addition of lithium
to both imipramine and fluvoxamine in phase II is more effective for treating depression
than the phase I drug alone [161]. Lithium has also been recommended in multiple depres-
sion medication guidelines [162]. Lithium is clinically effective as long-term monotherapy
and supplemental antidepressant therapy for depression [163]. A cohort study in Finland
reported that, compared to lithium combined with antidepressants, lithium alone has a
lower risk for patients with significant depression readmitted to the hospital [164]. Other
studies have also shown the benefits of lithium in treating depression [165,166]. Vázquez
et al. summarized the dose and treatment course of lithium in clinical trials as 600~1200 mg
for 1 to 6 weeks [167]. Since a higher dose (over 1.0 mmol/L) has specific toxic side effects,
in the clinic, the lithium content should be first detected in depressed patients and then
monitored regularly.

The possible physiological processes and mechanisms of lithium treatment for de-
pression are considered as follows: 1. Hippocampal neurogenesis. Hippocampal adult
neurogenesis is defined as new neurons generated in the dentate gyrus of the hippocampus
and integrated into neural circuits during adulthood, which can repair nerve damage
and increase neuroplasticity [168]. Hippocampal volume is reduced in the brains of de-
pressed patients but increases after 3 years of antidepressant treatment, suggesting that
antidepressants could induce hippocampal neurogenesis to alleviate depression [169]. In
rodents, impaired neurogenesis can induce depression-like behaviors in animals [170].
An experimental study showed that both lithium alone and combined with fluoxetine
could increase neurogenesis and eliminate depression-like behavior in resistant depression
models. Moreover, lithium combined with fluoxetine has fewer side effects than lithium
alone [171]. 2. BDNF. A survey has shown lithium can enhance serum BDNF levels in
depressed patients [172]. Another study showed that lithium exerts an antidepressant effect
by increasing BDNF and thereby increasing the firing activity of VTA-mPFC DA neurons
in depressive-like mice [173]. 3. The blood–brain barrier (BBB). Disruption of the BBB
leads to a disturbance of brain homeostasis that may be a key factor in the development of
depression [174]. Lithium exerts antidepressant effects by protecting against the destruction
of the BBB/neurovascular unit (NVU) in the chronic mild stress (CMS) rat model [175].

In Table 2, we summarize daily dose and course of mineral elements to treat depressed
patients in clinical trials and the possible mechanisms.
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Table 2. A summary of the benefits of proper supplementation with some mineral elements or as
medication that can help improve depression.

Category

Daily Dose and
Course of Treatment

in Depressed Patients
in Clinical Trials

Physiological Processes and Physiological
Components

Mineral
elements

Proper
supplementation

Selenium —
1. Anti-oxidative stress [144,145]

2. Anti-inflammatory: pro-inflammatory
factors IL-1↓ [146]

Zinc 25~220 mg for 8 to
12 weeks [147–149]

1. Anti-inflammatory: IFN-γ↓ [99]

2. BDNF↑ [151]

Magnesium
248~500 mg for 6 to

8 weeks [152,153]

1. 5-HT↑ [155]

2. Anti-inflammation: TNF-α and IL6↓ [156]

3. Glutamate signaling↑ [157]

Psychotropic
medication

1. Hippocampal neurogenesis↑ [171]

Lithium 600~1200 mg for 1 to
6 weeks [167] 2. BDNF↑ [172,173]

3. Protects the blood–brain barrier [175]

Note: ↓: indicates lower or reduced; ↑: indicates increase or promotion. —: not applicable. Full name and
abbreviation: brain-derived neurotrophic factor (BDNF), interleukin-1 (IL-1), interferon-gamma (IFN-γ), 5-
hydroxytryptamine (5-HT), tumor necrosis factor-α (TNF-α), interleukin-6 (IL-6).

5. Conclusions

Nutrients are indispensable to the human body and affect the normal physiological
functions of the human body. As shown in Table 1, nutrient imbalances, including macronu-
trients (dietary sugars, fat, and protein) and mineral elements (zinc, magnesium, copper,
and iron), may increase the occurrence of depression. Several clinical and non-clinical stud-
ies have shown that nutrients also affect the function of antidepressants. As summarized
in Table 2, appropriate doses of selenium, zinc, magnesium, and lithium are beneficial
for reducing depression. Magnesium and zinc deficiencies increase the risk of depression,
and appropriate magnesium and zinc supplementation can also help improve depression.
Therefore, as described in Figure 2, in addition to conventional drug treatment of depres-
sion, it also needs to pay attention to the level of the patient’s own nutritional elements,
the timely supplementation of the lacking nutritional elements, the control of excessive
nutritional elements, and the balance of these nutrients in the body. Moreover, nutritional
elements such as lithium, selenium, zinc, magnesium, etc., for depression treatment should
be based on elemental levels in the body and during treatment. Excessive elemental supple-
mentation may be harmful; therefore, supplementation should be appropriate and follow
the doctor’s advice and not be haphazard or uncontrolled.

In the serum or blood levels of depressed patients, fasting blood glucose, high-density
lipoprotein-cholesterol, and copper are significantly elevated, while total protein, zinc,
magnesium, and iron are significantly decreased [21,83,84], so further research should be
conducted on whether these elements can be used as indicators for the prevention and
treatment of depression.

This review summarizes the functions and mechanisms of some nutrients in depression
research. Nevertheless, further studies are still required. For example, the intake of
dietary sugar, fat, and protein in life also contains some additives such as sweeteners,
preservatives, and other ingredients, and their relationships with depression are not clear,
which should be addressed in follow-up studies. Furthermore, the nutritional elements
associated with depression not only include those summarized in the article but also involve
vitamins [176–178], folic acid [179], N-acetylcysteine [180], S-adenozylmetionine [181],
dietary fiber [182], etc., which also need to be considered. This article suggests that to better
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prevent and treat depression, people should gradually focus on the role of nutrients in
depression and their daily diet, such as low-sugar and low-fat diets.

In general, we summarized the involvement of some nutritional elements in depression
and elucidated their related regulatory mechanisms. It may inspire novel preventive and
therapeutic strategies for depression.
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Nowak, G. Study of the Serum Copper Levels in Patients with Major Depressive Disorder. Biol. Trace Elem. Res. 2016, 174, 287–293.
[CrossRef]

116. Xu, J.; He, K.; Zhang, K.; Yang, C.; Nie, L.; Dan, D.; Liu, J.; Zhang, C.-E.; Yang, X. Low-Dose Copper Exposure Exacerbates
Depression-Like Behavior in ApoE4 Transgenic Mice. Oxidative Med. Cell. Longev. 2021, 2021, 6634181. [CrossRef]

117. Lamtai, M.; Zghari, O.; Azirar, S.; Ouakki, S.; Mesfioui, A.; El Hessni, A.; Berkiks, I.; Marmouzi, I.; Ouichou, A. Melatonin
modulates copper-induced anxiety-like, depression-like and memory impairments by acting on hippocampal oxidative stress in
rat. Drug Chem. Toxicol. 2021, 45, 1707–1715. [CrossRef]

118. Liu, X.; Lin, C.; Wang, S.; Yu, X.; Jia, Y.; Chen, J. Effects of high levels of copper on the depression-related memory disorders. J.
Gerontol. A Biol. Sci. Med. Sci. 2022, 78, 611–618. [CrossRef]

119. Barks, A.; Hall, A.M.; Tran, P.V.; Georgieff, M.K. Iron as a model nutrient for understanding the nutritional origins of neuropsy-
chiatric disease. Pediatr. Res. 2019, 85, 176–182. [CrossRef]

120. Li, Z.; Li, B.; Song, X.; Zhang, D. Dietary zinc and iron intake and risk of depression: A meta-analysis. Psychiatry Res. 2017, 251,
41–47. [CrossRef]

121. Portugal-Nunes, C.; Castanho, T.C.; Amorim, L.; Moreira, P.S.; Mariz, J.; Marques, F.; Sousa, N.; Santos, N.C.; Palha, J.A. Iron
Status is Associated with Mood, Cognition, and Functional Ability in Older Adults: A Cross-Sectional Study. Nutrients 2020,
12, 3594. [CrossRef]

122. Hameed, S.; Naser, I.A.; Al Ghussein, M.A.; Ellulu, M.S. Is iron deficiency a risk factor for postpartum depression? A case-control
study in the Gaza Strip, Palestine. Public Health Nutr. 2021, 25, 1631–1638. [CrossRef] [PubMed]

123. Tian, Y.; Zheng, Z.; Ma, C. The effectiveness of iron supplementation for postpartum depression: A protocol for systematic review
and meta-analysis. Medicine 2020, 99, e23603. [CrossRef] [PubMed]

124. Hidese, S.; Saito, K.; Asano, S.; Kunugi, H. Association between iron-deficiency anemia and depression: A web-based Japanese
investigation. Psychiatry Clin. Neurosci. 2018, 72, 513–521. [CrossRef]

125. Bergis, D.; Tessmer, L.; Badenhoop, K. Iron deficiency in long standing type 1 diabetes mellitus and its association with depression
and impaired quality of life. Diabetes Res. Clin. Pract. 2019, 151, 74–81. [CrossRef] [PubMed]

126. Zhang, W.; Zhou, Y.; Li, Q.; Xu, J.; Yan, S.; Cai, J.; Jiaerken, Y.; Lou, M. Brain Iron Deposits in Thalamus Is an Independent Factor
for Depressive Symptoms Based on Quantitative Susceptibility Mapping in an Older Adults Community Population. Front.
Psychiatry 2019, 10, 734. [CrossRef] [PubMed]

127. Autry, A.E.; Monteggia, L.M. Brain-derived neurotrophic factor and neuropsychiatric disorders. Pharm. Rev. 2012, 64, 238–258.
[CrossRef]

128. Texel, S.J.; Camandola, S.; Ladenheim, B.; Rothman, S.M.; Mughal, M.R.; Unger, E.L.; Cadet, J.L.; Mattson, M.P. Ceruloplasmin
deficiency results in an anxiety phenotype involving deficits in hippocampal iron, serotonin, and BDNF. J. Neurochem. 2012, 120,
125–134. [CrossRef]

129. Tran, P.V.; Carlson, E.S.; Fretham, S.J.B.; Georgieff, M.K. Early-life iron deficiency anemia alters neurotrophic factor expression
and hippocampal neuron differentiation in male rats. J. Nutr. 2008, 138, 2495–2501. [CrossRef]

130. Tran, P.V.; Fretham, S.J.B.; Carlson, E.S.; Georgieff, M.K. Long-term reduction of hippocampal brain-derived neurotrophic factor
activity after fetal-neonatal iron deficiency in adult rats. Pediatr. Res. 2009, 65, 493–498. [CrossRef]

131. Mehrpouya, S.; Nahavandi, A.; Khojasteh, F.; Soleimani, M.; Ahmadi, M.; Barati, M. Iron administration prevents BDNF decrease
and depressive-like behavior following chronic stress. Brain Res. 2015, 1596, 79–87. [CrossRef]

279



Int. J. Mol. Sci. 2023, 24, 7098

132. Wang, F.; Zhang, M.; Li, Y.; Li, Y.; Gong, H.; Li, J.; Zhang, Y.; Zhang, C.; Yan, F.; Sun, B.; et al. Alterations in brain iron deposition
with progression of late-life depression measured by magnetic resonance imaging (MRI)-based quantitative susceptibility
mapping. Quant. Imaging Med. Surg. 2022, 12, 3873–3888. [CrossRef] [PubMed]

133. Youdim, M.B. H. Monoamine oxidase inhibitors, and iron chelators in depressive illness and neurodegenerative diseases. J.
Neural Transm. 2018, 125, 1719–1733. [CrossRef]

134. Baldessarini, R.J.; Tondo, L.; Vázquez, G.H. Pharmacological treatment of adult bipolar disorder. Mol. Psychiatry 2019, 24, 198–217.
[CrossRef] [PubMed]

135. Barroilhet, S.A.; Ghaemi, S.N. When and how to use lithium. Acta Psychiatr. Scand. 2020, 142, 161–172. [CrossRef]
136. Memon, A.; Rogers, I.; Fitzsimmons, S.M.D.D.; Carter, B.; Strawbridge, R.; Hidalgo-Mazzei, D.; Young, A.H. Association between

naturally occurring lithium in drinking water and suicide rates: Systematic review and meta-analysis of ecological studies. Br. J.
Psychiatry J. Ment. Sci. 2020, 217, 667–678. [CrossRef] [PubMed]

137. Birkenhäger, T.K.; van den Broek, W.W.; Mulder, P.G.; Bruijn, J.A.; Moleman, P. Comparison of two-phase treatment with
imipramine or fluvoxamine, both followed by lithium addition, in inpatients with major depressive disorder. Am. J. Psychiatry
2004, 161, 2060–2065. [CrossRef]

138. Taylor, R.W.; Marwood, L.; Oprea, E.; DeAngel, V.; Mather, S.; Valentini, B.; Zahn, R.; Young, A.H.; Cleare, A.J. Pharmacological
Augmentation in Unipolar Depression: A Guide to the Guidelines. Int. J. Neuropsychopharmacol. 2020, 23, 587–625. [CrossRef]
[PubMed]

139. Undurraga, J.; Sim, K.; Tondo, L.; Gorodischer, A.; Azua, E.; Tay, K.H.; Tan, D.; Baldessarini, R.J. Lithium treatment for unipolar
major depressive disorder: Systematic review. J. Psychopharmacol. 2019, 33, 167–176. [CrossRef]

140. Tiihonen, J.; Tanskanen, A.; Hoti, F.; Vattulainen, P.; Taipale, H.; Mehtälä, J.; Lähteenvuo, M. Pharmacological treatments and
risk of readmission to hospital for unipolar depression in Finland: A nationwide cohort study. Lancet Psychiatry 2017, 4, 547–553.
[CrossRef]

141. Maruki, T.; Utsumi, T.; Takeshima, M.; Fujiwara, Y.; Matsui, M.; Aoki, Y.; Toda, H.; Watanabe, N.; Watanabe, K.; Takaesu, Y.
Efficacy and safety of adjunctive therapy to lamotrigine, lithium, or valproate monotherapy in bipolar depression: A systematic
review and meta-analysis of randomized controlled trials. Int. J. Bipolar Disord. 2022, 10, 24. [CrossRef]

142. Rakofsky, J.J.; Lucido, M.J.; Dunlop, B.W. Lithium in the treatment of acute bipolar depression: A systematic review and
meta-analysis. J. Affect. Disord. 2022, 308, 268–280. [CrossRef] [PubMed]

143. Vázquez, G.H.; Bahji, A.; Undurraga, J.; Tondo, L.; Baldessarini, R.J. Efficacy and Tolerability of Combination Treatments for
Major Depression: Antidepressants plus Second-Generation Antipsychotics vs. Esketamine vs. Lithium. J. Psychopharmacol. 2021,
35, 890–900. [CrossRef] [PubMed]

144. Denoth-Lippuner, A.; Jessberger, S. Formation and integration of new neurons in the adult hippocampus. Nat. Rev. Neurosci.
2021, 22, 223–236. [CrossRef] [PubMed]

145. Frodl, T.; Jäger, M.; Smajstrlova, I.; Born, C.; Bottlender, R.; Palladino, T.; Reiser, M.; Möller, H.-J.; Meisenzahl, E.M. Effect of
hippocampal and amygdala volumes on clinical outcomes in major depression: A 3-year prospective magnetic resonance imaging
study. J. Psychiatry Neurosci. 2008, 33, 423–430. [PubMed]

146. Egeland, M.; Guinaudie, C.; Du Preez, A.; Musaelyan, K.; Zunszain, P.A.; Fernandes, C.; Pariante, C.M.; Thuret, S. Depletion of
adult neurogenesis using the chemotherapy drug temozolomide in mice induces behavioural and biological changes relevant to
depression. Transl. Psychiatry 2017, 7, e1101. [CrossRef]

147. Kin, K.; Yasuhara, T.; Kawauchi, S.; Kameda, M.; Hosomoto, K.; Tomita, Y.; Umakoshi, M.; Kuwahara, K.; Kin, I.; Kidani, N.;
et al. Lithium counteracts depressive behavior and augments the treatment effect of selective serotonin reuptake inhibitor in
treatment-resistant depressed rats. Brain Res. 2019, 1717, 52–59. [CrossRef]

148. Ricken, R.; Adli, M.; Lange, C.; Krusche, E.; Stamm, T.J.; Gaus, S.; Koehler, S.; Nase, S.; Bschor, T.; Richter, C.; et al. Brain-derived
neurotrophic factor serum concentrations in acute depressive patients increase during lithium augmentation of antidepressants. J.
Clin. Psychopharmacol. 2013, 33, 806–809. [CrossRef]

149. Liu, D.; Tang, Q.-Q.; Wang, D.; Song, S.-P.; Yang, X.-N.; Hu, S.-W.; Wang, Z.-Y.; Xu, Z.; Liu, H.; Yang, J.-X.; et al. Mesocortical
BDNF signaling mediates antidepressive-like effects of lithium. Neuropsychopharmacol. Off. Publ. Am. Coll. Neuropsychopharmacol.
2020, 45, 1557–1566. [CrossRef]

150. Wu, S.; Yin, Y.; Du, L. Blood-Brain Barrier Dysfunction in the Pathogenesis of Major Depressive Disorder. Cell. Mol. Neurobiol.
2021, 42, 2571–2591. [CrossRef]

151. Taler, M.; Aronovich, R.; Henry Hornfeld, S.; Dar, S.; Sasson, E.; Weizman, A.; Hochman, E. Regulatory effect of lithium on
hippocampal blood-brain barrier integrity in a rat model of depressive-like behavior. Bipolar Disord. 2021, 23, 55–65. [CrossRef]

152. Barchielli, G.; Capperucci, A.; Tanini, D. The Role of Selenium in Pathologies: An Updated Review. Antioxidants 2022, 11, 251.
[CrossRef]

153. Ghimire, S.; Baral, B.K.; Feng, D.; Sy, F.S.; Rodriguez, R. Is selenium intake associated with the presence of depressive symptoms
among US adults? Findings from National Health and Nutrition Examination Survey (NHANES) 2011–2014. Nutrition 2019, 62,
169–176. [CrossRef] [PubMed]

154. Gao, S.; Jin, Y.; Unverzagt, F.W.; Liang, C.; Hall, K.S.; Cao, J.; Ma, F.; Murrell, J.R.; Cheng, Y.; Li, P.; et al. Selenium level and
depressive symptoms in a rural elderly Chinese cohort. BMC Psychiatry 2012, 12, 72. [CrossRef] [PubMed]

280



Int. J. Mol. Sci. 2023, 24, 7098

155. Ferreira de Almeida, T.L.; Petarli, G.B.; Cattafesta, M.; Zandonade, E.; Bezerra, O.M.d.P.A.; Tristão, K.G.; Salaroli, L.B. Association
of Selenium Intake and Development of Depression in Brazilian Farmers. Front. Nutr. 2021, 8, 671377. [CrossRef]

156. Conner, T.S.; Richardson, A.C.; Miller, J.C. Optimal serum selenium concentrations are associated with lower depressive symptoms
and negative mood among young adults. J. Nutr. 2015, 145, 59–65. [CrossRef]

157. Leung, B.M.Y.; Kaplan, B.J.; Field, C.J.; Tough, S.; Eliasziw, M.; Gomez, M.F.; McCargar, L.J.; Gagnon, L. Prenatal micronutrient
supplementation and postpartum depressive symptoms in a pregnancy cohort. BMC Pregnancy Childbirth 2013, 13, 2. [CrossRef]

158. Mokhber, N.; Namjoo, M.; Tara, F.; Boskabadi, H.; Rayman, M.P.; Ghayour-Mobarhan, M.; Sahebkar, A.; Majdi, M.R.; Tavallaie,
S.; Azimi-Nezhad, M.; et al. Effect of supplementation with selenium on postpartum depression: A randomized double-blind
placebo-controlled trial. J. Matern. Fetal Neonatal Med. Off. J. Eur. Assoc. Perinat. Med. Fed. Asia Ocean. Perinat. Soc. Int. Soc. Perinat.
Obstet. 2011, 24, 104–108. [CrossRef]

159. Colangelo, L.A.; He, K.; Whooley, M.A.; Daviglus, M.L.; Morris, S.; Liu, K. Selenium exposure and depressive symptoms: The
Coronary Artery Risk Development in Young Adults Trace Element Study. Neurotoxicology 2014, 41, 167–174. [CrossRef]
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168. Misztak, P.; Sowa-Kućma, M.; Pańczyszyn-Trzewik, P.; Szewczyk, B.; Nowak, G. Antidepressant-like Effects of Combined
Fluoxetine and Zinc Treatment in Mice Exposed to Chronic Restraint Stress Are Related to Modulation of Histone Deacetylase.
Molecules 2021, 27, 22. [CrossRef]
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Abstract: The two-hit model has been proposed to explain the effects of diabetes on mothers who are
already in a putative subclinical damaged state and then undergo neuronal damage during the deliv-
ery process. However, the anatomical and pathophysiological mechanisms are not well understood.
Our overarching hypothesis in this review paper is that pregnant women who are diabetic have a
damaged peripheral nervous system, constituting the “first hit” hypothesis. The delivery process
itself—the “second hit”—can produce neurological damage to the mother. Women with diabetes
mellitus (DM) are at risk for neurological damage during both hits, but the cumulative effects of both
“hits” pose a greater risk of neurological damage and pathophysiological changes during delivery. In
our analysis, we introduce the different steps of our concept paper. Subsequently, we describe each
of the topics. First, we outline the mechanisms by which diabetes acts as a detrimental variable in
neuropathy by focusing on the most common form of diabetic neuropathy, diabetic distal symmetrical
polyneuropathy, also known as distal sensorimotor neuropathy. The possible role of macrosomia
in causing diabetic neuropathy and obstetric neurological injury is discussed. Second, we describe
how vaginal delivery can cause various obstetrical neurological syndromes and pathophysiological
changes. Third, we highlight the risk of obstetric neuropathy and discuss anatomical sites at which
lesions may occur, including lesions during delivery. Fourth, we characterize the pathophysiological
pathways involved in the causation of diabetic neuropathy. Finally, we highlight diabetic damage to
sensory vs. motor nerves, including how hyperglycemia causes different types of damage depending
on the location of nerve cell bodies.

Keywords: diabetic neuropathy; neurological damage during delivery

1. Introduction

Diabetes mellitus (DM) describes a state of chronic hyperglycemia that affects more
than 460 million individuals worldwide [1]. The number of patients with DM has been
projected to rise to 700 million worldwide by 2045 [2]. Two types of diabetes mellitus are
currently recognized based on their etiologies: Type 1 and Type 2. Type 1 DM describes
an autoimmune disease process in which pancreatic beta cells have been targeted for
destruction; therefore, there is insufficient insulin production, leading to hyperglycemia.
Type 2 DM has been characterized as hyperglycemia due to insulin resistance. Patients
with Type 2 DM produce insulin; however, the body does not respond appropriately [1].

Diabetic distal symmetrical polyneuropathy, or distal symmetrical sensorimotor neu-
ropathy (DSSPN), is the most common form of diabetic neuropathy [3,4]. It is responsible
for foot lesions, including ulcers and amputations [5]. The lesions manifest in a “stocking
and glove” pattern. This form of diabetic neuropathy begins by damaging the sensory
axons of the feet first and then the hands. Thus, the symptoms are correlated with the
length of the axon. This form disturbs sensory function first and then damages the au-
tonomic nervous system and somatic motor function. Pre-diabetic conditions exhibit a
similar pattern [6]. Chronic hyperglycemia damages Schwann cells, which are responsible
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for the myelination of axons in the peripheral nervous system. It has been noted that
there are features of demyelination in patients with severe cases of hyperglycemia. The
current literature has only determined that Wallerian degeneration is involved in signaling
pathways that induce axonal degeneration [4].

2. The Mechanisms of Diabetic Neuropathies Are Complex

The pathogenesis of diabetic neuropathy is complex [7]. Diabetic distal symmetrical
polyneuropathy (DSP) is a length-dependent polyneuropathy. It is generally considered
to be multi-factorial. DSP is considered to involve interactions between glycemic control,
the duration of diabetes, and neuronal attrition related to age, hypertension, and body
weight. Alterations seen in DSP include segmental demyelination, microangiopathy, and
Wallerian degeneration. Apoptosis of dorsal root ganglia is an important mechanistic
consideration that causes the loss of unmyelinated and myelinated fibers. Entrapment
neuropathies are also common in the diabetic population, affecting one in every three
patients [8,9]. Dellon [10] suggested three mechanisms that cause diabetic patients to be
more susceptible to peripheral neuropathy. The osmotic hypothesis [11] postulates that
there is an increase in the conversion of glucose to sorbitol in the diabetic population.
Sorbitol has hydrophilic characteristics, which increase water concentration in the nerves,
causing osmotic swelling. It has been shown that the median and tibial nerves in patients
with diabetes have significantly larger cross-sectional areas than in a healthy, non-diabetic
control group [12]. The swelling in a defined area, such as the carpal or tarsal tunnel,
can lead to compressive neuropathy (Figure 1). Second, an abnormal metabolic state
and high sorbitol concentration in diabetic patients can impair the nerve regeneration
pathway [13] (Figure 1). Lastly, hyperglycemia can produce high amounts of advanced
glycation end products (AGE) that can bind to collagen in the peripheral nerve and nearby
ligaments, altering the biomechanical AGE properties of both the nerve and ligament. The
hyperglycemic state is an additional mechanism that can cause compressive neuropathy
when swelling occurs in a restricted space [9,13]. A different concept involves the role
of inflammation and vascular complications, especially concerning pain [14]. Vascular
injury in diabetes is often mediated by the development of atherosclerosis (Figure 1).
Hyperglycemia leads to dyslipidemias, encouraging the formation of foam cells. These
cells contribute to the buildup of plaques in the blood vessels. These foam cells also
release cytokines that stimulate endothelial cells to produce reactive oxygen species (ROS).
ROS use the NF-κB pathways to cause leukocyte recruitment and apoptosis, leading to
inflammation, ischemia, and cellular nerve damage [15].

Diabetes mellitus targets the axons of sensory neurons, autonomic nervous system
neurons, and motor neurons [4]. Schwann cells are damaged in hyperglycemia, and in more
severe cases, demyelination of the axons occurs, which is reflected in the stocking-glove
pattern of damage (Figure 1). The axons of the neurons supplying the feet are longer than
those supplying the hand, so the most significant damage appears first in the feet (length-
dependent demyelination) [4]. Considering the role of Schwann cells in the maintenance
and repair of axons, damage to Schwann cells may play a key role in the failure of axons to
be maintained or repaired.
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Figure 1. Pathways Involved in diabetic neuropathy: hyperglycemia causes diabetic neuropathy
through several pathways. Elevated blood glucose leads to an increased conversion of glucose to
sorbitol. Sorbitol can cause osmotic swelling, causing compression neuropathy, and can inhibit
axonal repair mechanisms. Hyperglycemia can also cause direct damage to nerve cells through
the stimulation of the PTEN (phosphatase and tensin homolog) pathway. Hyperglycemia causes
Schwann cell toxicity, thereby producing advanced glycation end products (AGEs) and leading to
axonal demyelination. Macrophages are important for nerve repair and regeneration, but can be
inhibited by hyperglycemia. Hyperglycemia also leads to dyslipidemia and the formation of foam
cells from macrophages. These foam cells contribute to the formation of atherosclerotic plaques,
leading to vascular and endoneurial microvascular damage to produce reactive oxygen species (ROS).
ROS use the NF-κB pathways to cause leukocyte recruitment and apoptosis, leading to inflammation,
ischemia, and cellular nerve damage [16].

Diabetic neurons have an elevated expression of PTEN [17]. PTEN expression inhibits
the transduction pathways that are activated by growth factors and required for neuronal
regeneration [17,18]. PTEN gene expression persists after injury, thereby interfering with
neuronal regeneration. Inhibiting PTEN removes the roadblock to regeneration [18]. The
effects on sensory and motor neurons differ somewhat, modeling how general diabetic
neuropathy usually affects the functions of sensory neurons. Sensory neuron losses occur
first in diabetic mice [19], whose dorsal root ganglia exhibit an increased expression of
PTEN compared to littermate controls. This causes neuronal cell death in sensory neurons
by disrupting their repair processes. Motor neurons exhibit a distal loss of axon terminals
but no perikaryal dropouts (Figure 2). In diabetic mice, the result is the survival of motor
neurons but the loss of motor units and neuromuscular junctions, producing a loss of
motor function. It has been postulated that the differences between the sensory and motor
neurons in terms of the blood–brain barrier can explain the relative vulnerability of sensory
neurons compared to motor neurons (Figure 2). The cell bodies of sensory neurons are
located in the dorsal root ganglia. In contrast, the cell bodies of motor neurons are located
in the anterior horn of the spinal cord. The blood–neuron interface is less well-protected in
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the dorsal root ganglion than in the spinal cord [20–22]. It is noteworthy to point out that
surgical decompression can be an effective treatment for diabetic neuropathy [23].
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Figure 2. Diabetic damage to sensory vs. motor nerves: hyperglycemia causes different types of
damage, depending on the location of nerve cell bodies. Sensory nerve cell bodies are located in the
dorsal root ganglia, which are supplied by spinal segmental arteries. Hyperglycemia in this blood
supply causes axonal damage and cell body damage, leading to a loss of sensory input and perikaryal
dropout. Motor nerve cell bodies are located in the anterior horns of the spinal cord. The blood–spinal
cord barrier, similar to the blood–brain barrier, protects these cell bodies from the damaging effects
of hyperglycemia. However, the axons of motor nerves and their motor units can still be damaged,
leading to the loss of motor function.

Macrophages may play a role in the axonal damage associated with diabetes mel-
litus. Associated delays in macrophage invasion and the removal of macrophages have
been noted in diabetic mice (Figure 1). This raises the possibility that abnormalities in
macrophage participation in axonal regeneration following injury may be deficient or
defective since macrophage invasion and removal are different in diabetic mice compared
to littermate controls [24]. Alterations in energy metabolism caused by diabetes mellitus
may play a role in diabetic neuropathy. The substrate overload in diabetes mellitus leads
to the formation of acylcarnitines, which are toxic to Schwann cells and dorsal root gan-
glion cells [5]. Microcirculatory changes may also damage neurons since the dysfunction
of the microcirculatory system is strongly associated with diabetic neuropathy [25]. In
this concept, damage to the microcirculation leads to neuronal damage. The pathways
that damage this microcirculation are similar to those in other diabetes-associated vasculi-
tides [26]. Endoneurial capillary density is increased in diabetic patients, and findings
in rats support this concept [4]. Central nervous system (CNS) changes may also occur,
increasing sensitivity to pain [27].
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2.1. Macrosomic Babies Play a Role in Causing Diabetic Neuropathy and Obstetric
Neurological Injury

Gestational diabetes mellitus (GDM) occurs when a previously non-diabetic woman
becomes pregnant and develops diabetes mellitus during her pregnancy. Pregnancy places
metabolic stress on the mother and can contribute to a state of insulin resistance. As a
result, the pancreas will have to produce more insulin to compensate for the resistance of
cells to bring in glucose. When the pancreas cannot produce enough insulin, the mother
will be hyperglycemic, resembling Type 2 DM [1]. It is noted that approximately 4–14% of
pregnancies have complications related to GDM [27].

Diabetes mellitus, coupled with the delivery of a macrosomic baby (>4000 gm) in a
short (five feet or less in height) mother, increases the risk of postpartum femoral neu-
ropathy [28]. Diabetes during the gestational period is a known risk factor for causing
the development of macrosomic babies, which are risk factors for obstetric radiculopa-
thy, plexopathy, or neuropathy due to cephalopelvic disproportion [29] (Figure 3). The
mechanisms that precede fetal macrosomia have been shown to originate from maternal
glycemic impairment. High blood glucose levels can travel from the mother’s placenta into
fetal circulation. Thus, by the second trimester, the fetal pancreas can respond by releasing
insulin to combat the hyperglycemic state, leading to hyperinsulinemia in the fetus. The
coupling of the effects of hyperinsulinemia and hyperglycemia can lead to increased fat
and protein storage in the fetus and ultimately produce a macrosomic fetus [30].
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Figure 3. Two-hit hypothesis of diabetic neuropathy in pregnancy: The first hit is believed to be
caused by the pathways previously discussed, leading to cell body toxicity and nerve damage.
This damage may lead to subacute neuropathy with few symptoms. Diabetes is a common cause
of macrosomia, which increases the risk of compression neuropathies during vaginal birth. This
compression damage, combined with impaired nerve repair pathways, leads to the second hit,
causing the more frequent or severe radiculopathies and neuropathies seen in vaginal births with
diabetic mothers.
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2.2. Mechanism of Injury for Obstetric Lower Extremity Neuropathies
2.2.1. Vaginal Delivery can Cause Various obstetrical Neurological Syndromes

Several clinical neurological conditions are observed during the delivery process and
puerperium. These conditions are sometimes referred to as postpartum or intrapartum
obstetric neuropathies (sometimes plexopathies) and involve the pelvis and lower limb
of the patient. It is estimated that the incidence of such conditions is around 1% of all
births [31–33]. Specific types include femoral neuropathy, lumbosacral plexopathy, lateral
femoral cutaneous neuropathy, common fibular neuropathy, deep fibular neuropathy, and
radiculopathy. In addition, pregnancy can exacerbate the development of neuropathies in
women with insulin-dependent diabetes mellitus [33].

2.2.2. Obstetric Lesions of Direct Branches of the Lumbosacral Plexus

A lesion of the lateral femoral cutaneous nerve beneath the inguinal ligament is
integral to obstetric neuropathy at parturition [34]. Furthermore, this is one of the most
common lesions in the delivery process (38% of obstetric lesions [32,33]).

The femoral nerve is a major motor and sensory nerve that also passes beneath
the inguinal ligament. When the patient is in the dorsal lithotomy position for hours,
excessively abducting and flexing the hips, the inguinal ligament compresses the nerve as
it does the lateral femoral cutaneous nerve [35]. An obstetric femoral neuropathy causes
significant difficulty in trying to walk. Obstetric femoral neuropathy accounts for 35% of
obstetric lesions [33,35].

Two other neuropathies may arise, including (1) obturator nerve neuropathy and
(2) sciatic nerve neuropathy. A lesion of the obturator nerve in the delivery process accounts
for 5% of cases [32,33]. The sciatic nerve is a major posterior nerve of the lumbosacral
plexus. It passes out of the pelvis and divides into the common fibular and tibial divisions.
These then pass into the popliteal fossa to form the common fibular and tibial nerves. The
mechanism of injury of the sciatic nerve in delivery is uncertain. A lesion of the sciatic nerve
properly accounts for 3% of obstetric lesions [32,33]. One proposed mechanism leading
to the irritation of this nerve may be the prolonged spasming of adjacent musculatures,
such as the piriformis muscle [36,37]. Sometimes the common fibular division of the sciatic
nerve passes through the piriformis muscle. When the muscle becomes spastic, pain may
be felt along the distribution of the common fibular nerve [38].

2.2.3. Obstetric Lesions of Nerves That Supply the Leg and Foot

The sciatic nerve forms the common fibular nerve and the tibial nerve. The common
fibular nerve passes around the neck of the fibula, where it is subject to injury compression.
The common fibular nerve is at risk in obstetrical deliveries. When a woman lies in the
dorsal lithotomy position, she has the thigh bent (flexed) at the hip and the legs bent (flexed)
at the knee. This position puts pressure on the common fibular nerve. Sometimes the patient
or an attendant tries to hold the lower limbs in this position for hours during delivery.
These actions can cause compression of the common fibular nerve and the obstruction
of its blood supply [39,40]. Damage to the nerve can cause pain and numbness due to
hyperactivity of the small-diameter pain fibers and hypoactivity of the sensory fibers that
supply fine touch to the distribution area. The destruction of the large-diameter motor
fibers causes a loss of blood supply and death to the axon at the point of compression. The
most significant result is the presence of a foot drop. Common fibular nerve lesions account
for 5% of obstetric lesions [32,33].

3. Obstetrical Neuropathies
3.1. Compressive Neuropathies

In compression neuropathy, a structure such as the patient’s hand or the baby’s head
compresses the nerve, obstructing its blood supply. The resulting anoxia damages the
axons of the nerve. The larger fibers have a higher oxygen demand and die first. These
fibers mediate delicate touch. The smaller fibers mediate pain and temperature sensation.
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They take longer to die. The pain fibers may become hyperactive and cause pain [41]. The
axons die at the point of injury, continuing down the segments distal to the lesion. This
is termed Wallerian degeneration [42]. These changes have been studied using magnetic
resonance neurography [43]. Because the cell body in the dorsal root ganglion is still viable,
the axons will regenerate at a rate of 1–2 mm/day. The peripheral nervous system is noted
for its ability to undergo repair. The critical role of Schwann cells in repairing injured
axons makes them a prerequisite for nerve repair [19,44,45]. Injury causes Schwann cells
to de-differentiate, allowing them to initiate the activity of genes that underlie the repair
process. Unfortunately, aging and prolonged injury can limit the ability of Schwann cells to
initiate repair [46].

3.2. Diabetes-Potentiated Compression Injuries

The specific mechanism involved in the role of diabetes in postpartum neuropathy
is not well understood. Compared to matched controls (4.8%), pregnancies among pa-
tients with Type 1 diabetes exhibit a 10-fold increase in the prevalence of postpartum
neuropathy [31]. These diabetic individuals may have pre-existing (subacute) nerve dam-
age. The subacute injury has yet to manifest clinically; however, further insult can lead
to the overt manifestation of symptoms. This could represent anatomical sites already at
high risk of either nerve compression or nerve entrapment [32]. Additionally, diabetes-
potentiated compression injuries have previously been documented to occur with an
increased incidence involving the lateral femoral cutaneous, peroneal (fibular) nerves,
ulnar nerve, and median nerve [10]. It has also been suggested that diabetes may increase
the risk of femoral nerve compression [33]. Given this predisposition, the pre-existing dam-
age may become more severe when obstetric nerve damage occurs following the delivery
process. Such occurrences highlight the importance of further inquiry into the involvement
of diabetes in postpartum neuropathy.

4. How Diabetes Mellitus Produces Nerve Damage That can Be Potentiated by Any
Injury Occurring during Delivery
4.1. Hypothesis: Diabetes Mellitus Produces Nerve Damage That can Be Potentiated by Any Injury
Occurring during Delivery

One possibility is that parturition can potentiate nerve damage acquired from the
diabetic disease process through a double-hit model. The double-hit syndrome can be
observed with the first insult coming from the effects of diabetes [10], the mechanisms of
which have been outlined above. Subsequently, a second compressive insult may take place
as a result of a variety of factors. This could range from the prolonged placement of the
patient’s legs in the lithotomy position to the positioning of the fetal head and cephalopelvic
disproportion [30], as stated above. The additive consequences of the delivery process can
further potentiate damage to a nerve that is already impaired by diabetes. This theory can
be limiting as it implies compression is the only cause of nerve neuropathy. However, aside
from compression alone, different, multifaceted disease processes contribute to a nerve’s
susceptibility to damage.

4.1.1. Diabetes Mellitus Produces a More Severe Neuropathy through a Two-Fold
Pathological Process

First, the neurons of diabetics are injured directly by the disease process. The second
hit occurs during the attempt to repair the injured neurons, when the regeneration process is
subject to molecular blockade [17]. This process involves the PTEN (phosphatase and tensin
homolog) gene. PTEN regulates axonal growth by inhibiting the transduction pathway
through the P13K pathway, preventing neuronal regeneration. Following an axonal injury,
as in diabetes, PTEN expression continues, causing an ongoing regenerative block (second
hit) [17]. The regeneration of peripheral nerves is impaired in diabetic mice in which
diabetes was induced by treatment with streptozotocin [47]. Considerable delays of up to
8–10 weeks were observed in the regrowth of myelinated axons in diabetic mice [46,47].
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4.1.2. Support for the Two-Hit Hypothesis

The concept that neurological injury can be divided into a two-step (“hit”) process
has been advanced in different ways. The first example of a two-hit process involves the
concept that damage to a neuron by diabetes (“first hit”) can then interfere with the repair
process in the damaged neuron (“second hit”). The “first hit” in this concept involves the
effects of diabetes mellitus in altering the neurons themselves. In this model, the first hit is
the diabetic damage to the neuron that causes it to express elevated levels of PTEN (see
above). The “second hit” involves the expression of PTEN, which damages the regenerative
capacity of sensory neurons first and motor neurons afterward [14]. Mature neurons, such
as those exposed to diabetes mellitus, have a diminished capacity for regeneration [17],
which may involve the downregulation of receptors for growth factors.

4.1.3. A Second Example of a Two-Hit Process Involves the Neuronal Damage Caused
by Diabetes

In this concept, the first hit involves the effects of diabetes on the axons of the median
nerve in the carpal tunnel. The carpal tunnel is a “choke point” in which stressors such as
diabetes, pregnancy, and overuse syndromes can damage the axons of the median nerve,
causing pain in the distal branches of the median nerve. If the effects are severe enough,
motor disturbances can cause loss of function and even atrophy of the thenar muscles
of the thumb. Carpal tunnel syndrome is a compressive injury that affects the diabetic
population three times more often than the normal population. Although up to one-third of
the diabetic population may have carpal tunnel syndrome confirmed through electrophysi-
ological studies, only about 5.8% of these patients will present with clinical symptoms [10].
Therefore, it is likely that diabetic patients may experience different neuropathies, much
like that of the axons of the median nerve, without observable symptoms. However, these
preceding subclinical neurological conditions can exacerbate the injury during delivery.
The two-hit model we have proposed can explain the effects of diabetes on mothers who
are already in a putative subclinical damaged state [10] and then undergo neuronal damage
during the delivery process.

5. Summary and Conclusions

In this review paper, we discussed how the two-hit model can explain the effects of
diabetes on mothers who are already in a putative subclinical damaged state and then
undergo neuronal damage during the delivery process. In our review, we discussed
how pregnant women who are diabetic have a damaged nervous system, although the
condition may be subclinical. This constitutes the “first hit”. The delivery process may
cause damage to the nervous system of the mother during delivery. This constitutes the
“second hit”. Our hypothesis is that pregnant women who have diabetes mellitus are at
risk for neurological damage during both hits, but the cumulative effects of both “hits”
poses a greater risk of neurological damage during delivery. To support our hypothesis,
we discussed how diabetes mellitus produces a more severe neuropathy through different
pathological processes. We conclude that diabetic pregnant patients who may have clinical
or subclinical neuropathies can acquire a second insult during the delivery process that
can exacerbate the presentation of a previously damaged nerve, resulting in symptoms
that could interfere with their ability to carry out daily activities and maintain their quality
of life.
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Abstract: Huntington’s disease (HD) is a progressive neurodegenerative disease characterized by
mutations in the huntingtin gene (mHtt), causing an unstable repeat of the CAG trinucleotide, leading
to abnormal long repeats of polyglutamine (poly-Q) in the N-terminal region of the huntingtin, which
form abnormal conformations and aggregates. Alterations in Ca2+ signaling are involved in HD
models and the accumulation of mutated huntingtin interferes with Ca2+ homeostasis. Lysosomes
are intracellular Ca2+ storages that participate in endocytic and lysosomal degradation processes,
including autophagy. Nicotinic acid adenine dinucleotide phosphate (NAADP) is an intracellular
second messenger that promotes Ca2+ release from the endo-lysosomal system via Two-Pore Channels
(TPCs) activation. Herein, we show the impact of lysosomal Ca2+ signals on mHtt aggregation and
autophagy blockade in murine astrocytes overexpressing mHtt-Q74. We observed that mHtt-Q74
overexpression causes an increase in NAADP-evoked Ca2+ signals and mHtt aggregation, which was
inhibited in the presence of Ned-19, a TPC antagonist, or BAPTA-AM, a Ca2+ chelator. Additionally,
TPC2 silencing revert the mHtt aggregation. Furthermore, mHtt has been shown co-localized with
TPC2 which may contribute to its effects on lysosomal homeostasis. Moreover, NAADP-mediated
autophagy was also blocked since its function is dependent on lysosomal functionality. Taken
together, our data show that increased levels of cytosolic Ca2+ mediated by NAADP causes mHtt
aggregation. Additionally, mHtt co-localizes with the lysosomes, where it possibly affects organelle
functions and impairs autophagy.

Keywords: Huntington’s disease; lysosome; NAADP; two-pore channels

1. Introduction

Huntington’s disease (HD) is a rare autosomal dominant neurodegenerative disease
that affects 2.71 individuals per 100,000 [1,2]. HD is clinically characterized by a triad of
symptoms that includes motor changes, progressive cognitive loss and psychiatric disorders.
Choreic movements is the most characteristic symptom of the disease and consists of
involuntary, random and rapid movements in the distal extremities of the limbs [3]. In
most cases, HD affects patients aged between 30 to 50 years, and the neurodegeneration
progresses irreversibly over a period of 15 to 20 years [4,5].

HD is caused by mutation in the gene encoding huntingtin (Htt), resulting in an
expansion of the CAG trinucleotide on the short arm of chromosome 4p16.3 [6]. This
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mutation in the Htt gene leads to the abnormal expression of a long chain of polyglutamine
(poly-Q) in the N-terminal portion [7], which encodes the mutant form of huntingtin
(mHtt) [6]. CAG repeats are variable, while in the non-affected population it ranges from
9 to 35 repeats; in HD patients, these repetitions range from 36 to 55 (even more up to
100) [8].

The mechanisms that lead to neuronal death and the development and progression of
HD are related to a toxic gain in mHtt function [9]. It is known that mHtt is prone to form
protein aggregates, generate toxic fragments of the N-terminal region, interfere with gene
transcription and compromise protein degradation systems [10]. Additionally, HD is also
associated with deregulation of calcium (Ca2+) signaling and homeostasis [11–14]. Studies
have shown that mHtt can interact with different Ca2+ channels, such as voltage-gated
Ca2+ channels (VGCC) located in plasma membrane [15], and the type 1,4,5-triphosphate
receptor 1 (IP3R1) in the endoplasmic reticulum membrane [12]. Additionally, mHtt can
also interact with the outer mitochondrial membrane, affecting the mitochondrial Ca2+

buffering and leading to mitochondrial dysfunctions, which includes the opening of the
mitochondrial permeability transition pore, causing mitochondrial depolarization and,
eventually, the activation of apoptotic pathways of cell death [16]. In a previous study
performed by our group, glutamate-induced Ca2+ release is higher in cortical slices, corpus
callosum and striatum from transgenic R6/1 mice, an in vivo model of HD, when compared
to slices from control animals [17].

Lysosomes are acidic organelles whose main function is the degradation of macro-
molecules, participating in endocytosis, secretory pathways and autophagy [18–20]. Ad-
ditionally, lysosome and acidic organelles such as endosome play an important role in
Ca2-storage and intracellular signaling [21–23]. The efflux of Ca2+ from lysosomes is medi-
ated by ion channels present in the membrane, such as Two-Pore channels (TPCs), which
are channels belonging to a superfamily of voltage-gated ion channels [22]. Evidence has
revealed that TPCs are activated after their interaction with nicotinic acid adenine dinu-
cleotide phosphate (NAADP) [24–27]. NAADP is a pyridine nucleotide and a potent Ca2+

mobilizer that was identified through studies using sea urchin egg homogenates [28,29].
Evidence suggests that the Ca2+ mobilized by NAADP comes from acid Ca2+ stores. This
evidence is supported by the description of TPCs, as well as their location in acid stocks and
their permeability to Ca2+, suggesting them as candidates for NAADP-interacting recep-
tors, and, indeed, many studies have shown data consistent with this hypothesis [24,25,30].
Likewise, studies conducted by our group also contributed to describing NAADP as the
main agonist of TPCs, where gastric smooth muscle cells and astrocytes were stimulated
with NAADP, and the Ca2+ released was derived from lysosome and through the TPCs’
receptors [31–33]. In addition to its action on Ca2+ release, NAADP had a role in inducing
autophagy. Pereira and colleagues (2011) demonstrated that NAADP can modulate au-
tophagy in astrocytes through the activating TPC2 receptors since treatment with NAADP
promoted the accumulation of autophagic markers LC3-II and Beclin-1; moreover, overex-
pression of a non-functional TPC2 construct impaired the effects of NAADP [31]. In another
study, similar results were found in astrocytes after stimulation with glutamate, suggest-
ing that the induction of autophagy mediated by glutamate involves the participation of
NAADP/TPCs signaling [33].

In addition, several studies have correlated the involvement of NAADP with dysfunc-
tional autophagy in neurodegenerative diseases. For example, it has been reported that the
overexpression of the protein leucine-rich repeat kinase 2 (LRRK2) promotes the increase
of autophagy through Ca2+-dependent protein kinase. Kinase-β (CaMKK-β)/adenosine
monophosphate (AMP) activated the pathway of protein kinase (AMPK), which is Ca2+

dependent. These effects were similar to the addition of NAADP and were reversed with
Ned-19, an NAADP antagonist [34], or through overexpression of a non-functional con-
struct of TPC2 [35]. However, there is no published study that correlates NAADP and
HD-mediated Ca2+ signaling. Importantly, autophagy is the only mechanism that cells have
to remove protein aggregates, including mHtt; however, the impairment of autophagic
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function facilitates mHtt accumulation and aggregation, as well as its cytotoxic effects [36].
In this scenario, the NAADP-mediated autophagy could represent an alternative to rescuing
defective autophagy, enhancing degradation of mHtt and reducing its cytosolic levels.

Here, we investigated the effects of NAADP/TPC signaling on autophagy and hunt-
ingtin protein aggregation in astrocytes. For this purpose, the effect of NAADP in cells
overexpressing mHtt-Q74 and the link between TPCs receptors were studied. The effect on
mHtt aggregation and autophagy blockade, which may decrease and affect neuroprotection,
was also explored.

2. Results

2.1. Overexpression of mHtt-Q74 Enhances NAADP-Mediated Ca2+ Release

NAADP is a second messenger capable of interacting with TPCs receptors in acid
organelles and promoting Ca2+ release [32]. Several studies have associated alterations in
Ca2+ and NAADP signaling with neurodegenerative diseases; however, this correlation in
HD is still unknown. Here, to investigate the connection of NAADP/TPCs and mHtt-Q74
signaling, a murine astrocytes cell line overexpressing pEGFP-mHtt-Q74 or pEGFP (empty
vector as control) was loaded with Fura-2 AM. Cells were stimulated with the nicotinic
acid adenine dinucleotide phosphate, acetoxymethyl ester (NAADP-AM, 100 nM) in the
presence and absence of Ned-19 (1 µM), the antagonist of TPCs. Representative records
show that NAADP stimulation promoted an increase in cytosolic Ca2+ in astrocytes over-
expressing mHtt-Q74, when compared to the control group (Figure 1a). Quantification of
maximum Fura-2 fluorescence demonstrates increases of cytosolic Ca2+ in cells overexpress-
ing mHtt-Q74, whereas Ned-19 pre-treatment significantly reverses NAADP evoked-Ca2+

signals (Figure 1b).

2.2. NAADP Induces mHtt-Q74 Aggregation

Overexpression of mHtt-Q74 in astrocytes promoted changes in NAADP-mediated
Ca2+ signaling. Thus, we investigated the possible effect of NAADP on mHtt-Q74 ag-
gregation, as well as the participation of Ca2+ in this process. Astrocytes overexpressing
pEGFP-mHtt-Q74 were treated with NAADP-AM (100 nM, agonist of TPCs), Ned-19 (1 µM,
antagonist of TPCs) and BAPTA-AM (10 µM, cytosolic Ca2+ chelator) and analyzed under
a confocal microscopy. The treatment of NAADP-AM induced the aggregation of mHtt-
Q74, when compared to the untreated group (Figure 1c). A large amount of aggregates
were distributed in the cytoplasm and in the perinuclear region. To assess the role of
NAADP in mHtt-Q74 aggregation, astrocytes were pre-treated with Ned-19, followed by
the addition of NAADP-AM. Representative images demonstrate that Ned-19 reversed the
NAADP-mediated effect by inhibiting mHtt-Q74 aggregation compared to the NAADP-
treated group (Figure 1c). Finally, the role of Ca2+ in the aggregation of mHtt-Q74 was
also evaluated, using the Ca2+ chelator BAPTA-AM, pre-incubated for 30 min, followed
by NAADP-AM stimulation. Interestingly, mHtt-Q74 aggregation was suppressed in the
presence of BAPTA-AM, as no aggregate was observed in the analyzed cells (Figure 1c).
The quantification of mHtt-Q74 aggregates is shown in Figure 1d, where astrocytes stim-
ulated with NAADP-AM showed a significant increase in aggregates, when compared
to the control group. Likewise, a statistical difference was detected when the NAADP-
stimulated group was compared to groups pre-treated with Ned-19 and BAPTA-AM, which
suppressed mHtt-Q74 aggregation.

295



Int. J. Mol. Sci. 2023, 24, 5593

1 
 

 
Figure 1. NAADP mediates Ca2+ mobilization and mHtt-Q74 aggregation in astrocytes. Astrocytes were
transiently transfected with the pEGFP-mHtt-Q74 vector or pEGFP-empty vector, followed by evaluation
of Ca2+ mobilization and mHtt-Q74 aggregation. Additionally, mHtt-Q74 aggregation was analyzed in
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astrocytes overexpressing or silenced for the TPC2 channel. Astrocytes overexpressing pEGFP (empty
vector) or pEGFP-mHtt-Q74 were loaded with Fura-2 AM (5 µM), followed by stimulation with
nicotinic acid adenine dinucleotide phosphate, acetoxymethyl ester (NAADP-AM, 100 nM) in the
presence or absence of Ned-19 (1 µM), a TPCs antagonist. Fura-2 fluorescence was recorded for
30 min, considering the first minute of each experiment as basal fluorescence. (a) Representative
records of the Fura-2 fluorescence ratio (340/380) of pEGFP (green line) and pEGFP-mHtt-Q74-
(red line) overexpressing astrocytes. (b) Quantification of the maximum Fura-2 fluorescence ratio
after the stimulation with NAADP-AM (100 nM), in the presence or absence of the Ned-19 (1 µM),
normalized according to the basal fluorescence. n = 3. Data presented as mean ± SEM. One-way
ANOVA, followed by Bonferroni post hoc. * p < 0.05; # p < 0.05. (c) Confocal microscopy of astrocytes
overexpressing the pEGFP-mHtt-Q74 treated with NAADP-AM (100 nM) and Ned-19 (1 µM), both
in the presence or absence of BAPTA-AM (10 µM), used as cytosolic Ca2+ chelator. Images were
obtained using a Carl Zeiss LSM 780 confocal microscope (Carl Zeiss, Oberkochen, Germany), with
63×magnification. Scale bar: 10 µm. (d) Quantification of mHtt-Q74 aggregates (mean/cell) in the
studied groups. n = 3. Data presented as mean ± SEM. One-way ANOVA, followed by Tukey’s
post hoc. * p < 0.05; ** p < 0.01. To evaluate the participation of the TPC2 receptor in mHtt-Q74
aggregation, TPC2 was overexpressed or silenced in the astrocytes overexpressing pEGFP-mHtt-
Q74. (e) Representative autoradiograms from western blotting analysis of astrocytes overexpressing
pEGFP-mHtt-Q74 and silenced for TPC2 receptor, after incubation with anti-TPC2, anti-GFP or
anti-vinculin antibodies. (f) Confocal images of astrocytes overexpressing pEGFP-mHtt-Q74 treated
with NAADP-AM (100 nM), in control and silenced cells for the TPC2 receptor and (g) quantification
of mHtt-Q74 aggregates in the evaluated groups. n = 2. Data presented as mean ± SEM. One-way
ANOVA, followed by Tukey’s post hoc. * p < 0.05. Images were acquired using a Carl Zeiss LSM 780
confocal microscope, with 63×magnification. Scale bar: 10 µm.

Previous results from our group demonstrated that TPC2 is located mainly in lyso-
somes; in addition, NAADP-mediated Ca2+ release is greater in cells that overexpress the
TPC2 receptor than in cells overexpressing the TPC1 receptor [30–32]. Thus, to evaluate
the participation and role of the TPC2 channel in mHtt-Q74 aggregation, this channel was
silenced in astrocytes overexpressing mHtt-Q74, using the siRNA-TPC2 (5′-3′ sequence:
GGAAACCUCUUGUCUAUUUTT). Silenced TPC2 cells (Figure 1e) were treated with
NAADP-AM (100 nM), and pEGFP-mHtt-Q74 aggregation was evaluated by confocal
microscopy. As demonstrated in representative images (Figure 1f) and statistical analysis
(Figure 1g), in the astrocytes where TPC2 was silenced (siTPC2), the NAADP-AM did not
induce mHtt-Q74 aggregation. However, mHtt aggregation was observed in scramble cells.

2.3. mHtt-Q74 Colocalizes with TPC2 Receptor

It has been reported that mHtt overexpression and presence interact with Ca2+ chan-
nels, such as IP3R and RYR, modifying their function and cellular Ca2+ homeostasis [12,13].
Additionally, the data presented in Figure 1a,b demonstrate that mHtt-Q74 affects NAADP-
mediated Ca2+ release via TPCs channels. In this way, to verify mHtt-Q74’s co-localization
and interaction with TPC2 receptors, astrocytes overexpressing mHtt-Q74 were transfected
with the RFP-TPC2 construct and observed in confocal microscopy (Figure 2a). Confocal
images indicated that mHtt-Q74 partially colocalizes with TPC2 receptors, as demonstrated
in the merged and zoomed images. To quantify the colocalized eGFP and RFP fluorescence
pixels, the colocalization coefficient was applied, and the weighted colocalization coeffi-
cients were calculated. Data showed that mHtt-Q74 partially colocalizes with TPC2, when
compared to the control group (RFP-empty).
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of mHtt-Q74. To overexpress TPC2, astrocytes were transduced with the Myc-TPC2 con-
struct or mCherry (empty vector) if used as the control group. Western blot analysis 
demonstrated increased Myc expression in the group transduced with the Myc-TPC2 con-
struct, when compared to the control (mCherry) (Figure 3a). Astrocytes were treated with 
NAADP-AM (100 nM) for 1 and 2 h, in the presence or absence of E64d + Pep A (10 µg/mL) 
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Figure 2. Evaluation of colocalization between the TPC2 receptor and mHtt-Q74. Astrocytes were
transfected with pEGFP-mHtt-Q74 and RFP-TPC2 vectors, followed by evaluation of the cells in
a confocal microscope. (a) Representative images of astrocytes overexpressing mHtt-Q74 protein
(pEGFP-mHtt-Q74, green fluorescence) and TPC2 (RFP-TPC2, red fluorescence). The merged images
show both fluorescence signals, and digital zoom (2×) on specific areas of interest was applied to
demonstrate colocalization between the fluorescence signals. Images were obtained using a Carl Zeiss
LSM 780 confocal microscope, with 63×magnification. Scale bar: 10 µm and 5 µm. (b) Quantification
of colocalization between pEGFP-mHtt-Q74 (green fluorescence) and RFP-TPC2 (red fluorescence),
calculated according to the weighted colocalization coefficient. n = 3. Data presented as mean ± SEM.
Unpaired Student’s t test, **** p < 0.0001.

2.4. mHtt-Q74 Inhibits Autophagy in Astrocytes

TPC2 has been described as the NAADP receptor in acidic compartments, such as
the lysosomes [31,32]. Thus, the autophagic flux mediated by NAADP was evaluated in
non-transfected astrocytes, in order to analyze the activation of autophagy in the absence of
mHtt-Q74. To overexpress TPC2, astrocytes were transduced with the Myc-TPC2 construct
or mCherry (empty vector) if used as the control group. Western blot analysis demonstrated
increased Myc expression in the group transduced with the Myc-TPC2 construct, when
compared to the control (mCherry) (Figure 3a). Astrocytes were treated with NAADP-
AM (100 nM) for 1 and 2 h, in the presence or absence of E64d + Pep A (10 µg/mL) in
the last hour of treatment. The results demonstrated that the overexpression of TPC2
promoted the accumulation of LC3-II, which was potentiated after 1 h treatment with
NAADP-AM (Figure 3b,c). The groups treated in the presence of E64d + Pep A had a
robust accumulation of LC3-II when compared to the control. The p62 analysis showed no
statistical differences (Figure 3d). Once the role of TPC2 in the activation of the autophagic
flux was demonstrated, the same experiment was performed in astrocytes overexpressing
mHtt-Q74. Cells were treated for 1, 2 and 4 h with NAADP-AM (100 nM), in the presence
or absence of E64d + Pep A, followed by evaluation of autophagic flux. As demonstrated
in Figure 3e,f, NAADP-AM did not induce increases in the autophagic flux in astrocytes
overexpressing mHtt-Q74, even in cells treated with E64d + Pep A, indicating an autophagy
blockade in the degradative step of autophagy in this model. The p62 evaluation did not
demonstrate statistical differences (Figure 3g).

298



Int. J. Mol. Sci. 2023, 24, 5593

Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 7 of 14 
 

 

robust accumulation of LC3-II when compared to the control. The p62 analysis showed 
no statistical differences (Figure 3d). Once the role of TPC2 in the activation of the au-
tophagic flux was demonstrated, the same experiment was performed in astrocytes over-
expressing mHtt-Q74. Cells were treated for 1, 2 and 4 h with NAADP-AM (100 nM), in 
the presence or absence of E64d + Pep A, followed by evaluation of autophagic flux. As 
demonstrated in Figure 3e,f, NAADP-AM did not induce increases in the autophagic flux 
in astrocytes overexpressing mHtt-Q74, even in cells treated with E64d + Pep A, indicating 
an autophagy blockade in the degradative step of autophagy in this model. The p62 eval-
uation did not demonstrate statistical differences (Figure 3g). 

 
Figure 3. Evaluation of NAADP-induced autophagy in astrocytes overexpressing TPC2 or mHtt-
Q74. Western blot analysis of the autophagic flux of astrocytes overexpressing Myc-TPC2 or pEGFP-
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Figure 3. Evaluation of NAADP-induced autophagy in astrocytes overexpressing TPC2 or mHtt-Q74.
Western blot analysis of the autophagic flux of astrocytes overexpressing Myc-TPC2 or pEGFP-mHtt-
Q74 after treatment with NAADP-AM (100 nM), in the presence or absence of E64d/Pep A. Detection of
autophagy was performed by analyzing the levels of LC3 and p62 levels after 1, 2 and 4 h of treatment
with NAADP. (a) Representative autoradiograms of western blotting analysis of anti-myc and anti-
GAPDH antibodies, demonstrating Myc tag protein overexpression in astrocytes transfected with
the Myc-TPC2 construct. (b) Representative autoradiograms of western blotting analysis of anti-LC3,
anti-p62 and anti-GAPDH antibodies in the astrocytes overexpressing Myc-TPC2. (c) Quantification
of LC3-II and (d) p62 after treatments with NAAPD-AM in astrocytes overexpressing Myc-TPC2, both
in the presence or absence of E64d/pepstatin A. The experiments were normalized in relation to the
GAPDH internal control. n = 3. Data presented as mean± SEM, One-way ANOVA followed by Tukey’s
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post hoc. * p < 0.05; ** p < 0.01. The autophagic flux was also evaluated in astrocytes overexpressing
mHtt-Q74 after treatments with NAADP for 1, 2 and 4 h, in the presence or absence of E64d/pepstatin
A. (e) Representative autoradiograms of the western blotting analysis of anti-LC3, anti-p62 and anti-
α-tubulin antibodies. (f) Quantification of LC3-II and p62 (g) after treatments with NAAPD-AM in
astrocytes overexpressing mHtt-Q74. The experiments were normalized in relation to the α-tubulin
internal control. n = 3. Data presented as mean ± SEM, One-way ANOVA followed by Tukey’s
post hoc.

3. Discussion

The Ca2+ ion is an important intracellular second messenger, which is involved in
several physiological processes, and its homeostasis is essential to the maintenance of
cell functions and viability [37,38]. The intracellular concentrations of Ca2+ are finely
regulated through the action of pumps and exchangers located in membranes of the major
Ca2+-store’s organelle and through the action of intracellular second messengers, such as
NAADP [39]. Many studies have shown the involvement of acidic organelles and NAADP
in neurodegenerative diseases, such as Parkinson’s and Alzheimer’s disease [40,41], but the
involvement is still unknown for the Ca2+/NAADP signaling pathway in HD. Therefore,
this study investigates the role of NAADP-mediated Ca2+ signaling in an in vitro model of
HD and its effects on the aggregation of the mutated huntingtin protein Q74 (mHtt-Q74).

Our data demonstrated that astrocytes overexpressing mHtt-Q74 are more sensitive
and presented an increase in cytosolic Ca2+ levels after stimulation with NAADP-AM
(100 nM) (Figure 1a,b). A similar effect was observed by Pereira and collaborators, who
demonstrated that NAADP (100 nM and 1 µM) induced the release and, consequently, the
increase of intracellular Ca2+ in astrocytes in primary culture [31]. In addition, NAADP-AM
promoted a significant increase in mHtt-Q74 aggregates when compared to the control
group. However, the combination of NAADP-AM with Ned-19 or BAPTA-AM leads to
a reduction of mHtt-Q74 aggregates in astrocytes when compared to the group treated
with NAADP-AM. A similar effect was observed when TPC2 was silenced in astrocytes;
the formation of mHtt aggregates was reduced (Figure 1f–h). Together, these data suggest
the participation of Ca2+ in mHtt-Q74 aggregation, which was reverted in the presence of
calcium chelator (BAPTA-AM), as well as the possible participation of TPC receptors.

Deregulation in Ca2+ signaling is a common characteristic in neurodegenerative dis-
orders, such as Parkinson’s disease and Alzheimer’s disease [42,43]. In Huntington’s
disease, mHtt seems to interact with different types of Ca2+ receptors and channels, altering
their functioning and modifying the intracellular Ca2+ signaling [12,13,44,45]. Our results
demonstrated colocalization between mHtt-Q74 (pEGFP-mHtt Q74) and TPC2 channels
in astrocytes overexpressing RFP-TPC2 constructs. These data suggest a possible physi-
cal interaction of mHtt with this receptor, affecting its functioning (Figure 2a,b). Similar
results were obtained using the fibroblasts of a LRRK2 G2019S Parkinson’s patient, in
which lysosomal morphology defects were corrected with molecular TPC2-silencing or
pharmacological inhibition of TPCs [40].

It is well known that the interaction of NAADP with the TPCs can induce autophagy
in astrocytes [31,33]. In this way, the autophagic flux mediated by NAADP was investi-
gated in an in vitro model of HD. Initially, autophagic flux was evaluated in astrocytes
overexpressing the TPC2 channel (Myc-TPC2) to characterize the NAADP-AM response.
As expected, cells overexpressing TPC2 channels had an increase in the LC3-II autophagic
marker (Figure 3b,c). However, in astrocytes overexpressing mHtt-Q74 and Myc-TPC2,
no significant changes were detected in the levels of LC3-II and p62 proteins after the
treatment with NAADP-AM at different time-points, indicating the reduction of autophagy
in our model (Figure 3e,f). These data may indicate that mHtt affects autophagic signaling
and machinery, blocking autophagy in these cells, suggesting that autophagy-mediated
NAADP signaling is affected by mHtt. In fact, the reduction of autophagic activity is a
common feature in neurodegenerative diseases, where there is an accumulation of protein
aggregates [46,47].
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The correlation between autophagy and HD has been widely studied, as autophagy
induction is often proposed as a therapeutic target of HD in many studies [4,48–50]. The
evaluation of autophagy markers performed in patients with HD, the expression levels
of genes related to autophagy are increased, such as LAMP2A, LC3I and ULK2 [49].
Studies have shown that wild type Htt plays an important role in autophagy, and the
occurrence of mHtt interferes with normal huntingtin functions. This aspect was reported
by Wong and Holzbaur, where wild type Htt could act as a regulator of autophagosome
transport in neurons, and the depletion of wild type Htt or mHtt expression would lead
to dysregulation of this transport and, consequently, would affect and interfere with
autophagy degradation [51].

Taken together, our data demonstrated that mHtt-Q74 colocalizes with the TPC2
receptor in lysosomes, consequently affecting the physiological function of this channel,
and induces the release of Ca2+ from this organelle. Increased levels of Ca2+ originating
from the lysosome favor mHtt-Q74 aggregation. Additionally, data have demonstrated
that there is inhibition of autophagy in astrocytes overexpressing mHtt-Q74. These results
are compatible with the hypothesis that lysosomal homeostasis is important to inhibit the
mHtt aggregation and to consider autophagy as a potential neuroprotective system.

4. Materials and Methods
4.1. Cell Culture, Transfections and Retroviral Infection

Immortalized astrocytes were cultured in DMEM (Dulbecco’s modified Eagle’s medium)
with high glucose content, supplemented with 10% fetal bovine serum and 1% peni-
cillin/streptomycin and kept at 37 ◦C in 5% CO2 humidified atmosphere. Briefly, primary
astrocytes were obtained from 4-day-old Wistar rats and immortalized through overexpres-
sion of the T antigen [52].

To overexpress mHtt-Q74, astrocytes were transfected with the plasmid pEGFP-mHtt
Q74 (3 µg, Cat #40262, Addgene, Watertown, MA, USA) using Lipofectamine 3000 (6 µL),
according to the manufacturer’s protocol (Thermo Fisher Scientific, Waltham, MA, USA).
The control group was prepared with astrocytes transfected with the plasmid pEGFP-
empty (Cat #165830; Addgene, Watertown, MA, USA). As previously demonstrated in
other studies, the overexpression of nonpathogenic huntingtin (Htt-Q23) does not promote
protein aggregation or affect cellular viability, when compared to the mHtt-Q74 [53,54].
Therefore, in the present study, astrocytes transfected with the pEGFP-empty vector were
used as the control group. Similarly, astrocytes were also transfected simultaneously with
the pEGFP-mHtt Q74 (1.5 µg) and with the plasmid RFP-TPC2 (1.5 µg) using Lipofectamine
2000 (5 µL) according to the manufacturer’s protocol (Thermo Fisher Scientific). pEGFP-
Q74 was a gift from David Rubinsztein (Addgene plasmid #40262; http://n2t.net/addgene:
40262 accessed on 31 December 2022; RRID:Addgene_40262) and pEGFP was a gift from
Koen Venken (Addgene plasmid #165830; http://n2t.net/addgene:165830 accessed on 31
December 2022; RRID:Addgene_165830).

The myc-tagged, full-length, wild-type TPC1 and TPC2 constructs were kindly pro-
vided by Sandip Patel (UCL, London, UK) [24] and cloned into a modified version of the
pLPCX vector (Clontech, Mountain View, CA, USA) [55]. For virus production containing
pLPCX-Myc-TPC2, 15 µg retroviral vector was co-transfected with 5 µg expression plasmid
for the vesicular stomatitis virus G protein into the 293 gp/bsr cell line using the calcium
phosphate method. After 48 h, the supernatant containing the retroviral particles was
recovered and supplemented with 4 µg/mL polybrene and stored at −80 ◦C.

In addition to overexpression assay, TPC2 channel was also silenced in astrocytes
overexpressing the mHtt. For this purpose, 1.0 × 105 cells/well were co-transfected using
Lipofectamine RNAiMAX (Life Technologies, Carlsbad, CA, USA) (7.5 µL) with pEGFP-
mHtt Q74 (1.5 µg) and RNAi siTPC2 (20 nmol; Ambion, Life Technologies), corresponding
to TPC2 target sequence (sequence 5′-3′: GGAAACCUCUUGUCUAUUUTT). A scramble
sequence was used as a control.
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4.2. Ca2+ Measurements

To analyze the cytosolic Ca2+ mobilization, astrocytes were cultured in 25-mm glass
coverslips and loaded with the fluorescent ratiometric indicator Fura-2 AM (5 µM, Thermo
Fisher Scientific Cat# F1201) and Pluronic F-127 (20%, Sigma-Aldrich, San Luis, MO, USA)
for 30 min at 37 ◦C in fluorescence buffer (130 mM NaCl; 5.36 mM KCl; 1 mM MgSO4; 1 mM
Na2HPO4; 1.5 mM CaCl2; 2.5 mM NaHCO3; 1.5 mM albumin; 25 mM glucose and 20 mM
HEPES pH 7.4). Fura-2 fluorescence records were performed using a real-time fluorescence
microscope (Nikon TE300, Nikon, Tokyo, Japan) coupled to a Coolsnap high-resolution
digital camera (RoperSci, Princeton Instruments, Trenton, NJ, USA) at 40×magnification.
Fura-2 fluorescence was recorded for 30 min (300 images), with a 6 s interval between
images acquisition. The basal Fura-2 fluorescence was recorded in the first 2 min (20 images)
of each experiment. Following the establishment of the baseline, cells were stimulated
with NAADP-AM (100 nM), in the presence and absence of NED-19 (1 µM), that act as its
antagonist. The acquisition of images, data extraction and analysis of regions of interest
(ROIs) were performed using the Imaging software BioIP. Only the cells transfected with
the pEGFP-mHtt Q74 were analyzed. The data are presented as the maximum fluorescence
ratio of Fura-2, normalized according to basal fluorescence. Cells loaded with Fura-2 were
excited at 340 nm and 380 nm, and the fluorescence emission was detected at 510 nm.

4.3. Western Blotting

For protein extraction, cells were lysed in RIPA buffer (150 mM NaCl; 1% NP-40;
0.5% deoxycholic acid; 0.1% SDS; 50 mM Tris pH 8.0; 2 mM MgCl2), supplemented with
protease and phosphatase inhibitor cocktails, followed by centrifugation to remove cel-
lular debris. Total proteins were quantified using the Bradford assay, and samples were
prepared in NuPage LDS sample buffer (Thermo Fisher Scientific). A total of 15–40 µg of
each protein sample was subjected to SDS-polyacrylamide gel electrophoresis and trans-
ferred onto a nitrocellulose membrane. Immunoblots were blocked in 5% nonfat dry
milk for 30 min at room temperature, followed by overnight incubation with primary
antibodies: anti-GFP (1:200; Santa Cruz Biotechnology, Dallas, TX, USA; Cat# sc-8334,
RRID:AB_641123), anti-vinculin (1:1000; Cell Signaling Technology, Danvers, MA, USA;
Cat# 13901, RRID:AB_2728768), anti-LC3B (1:2000; Cell Signaling Technology Cat# 2775,
RRID:AB_915950), anti-SQSTM1/p62 (1:2000; MBL International, Woburn, MA, USA; Cat#
PM045, RRID:AB_1279301). For internal control, anti-α-tubulin (1:10,000; Sigma-Aldrich
Cat# T9026, RRID:AB_477593) and anti-GAPDH (1:10,000; Sigma-Aldrich Cat# G8795,
RRID:AB_1078991) were used. Secondary antibodies were incubated 1 h at room tem-
perature: anti-rabbit (1:5000; Thermo Fisher Scientific Cat# 31460, RRID:AB_228341) and
anti-mouse (1:5000; Thermo Fisher Scientific Cat# G-21040, RRID:AB_2536527), conjugated
with horseradish peroxidase (HRP). The membranes were developed with chemilumi-
nescent substrate (ECL, PerkinElmer, Waltham, MA, USA), and the luminescence bands
were captured in a high-resolution photodocumentation system (UVITEC Alliance 4.7,
Cambridge, UK). The protein bands were analyzed by densitometry through evaluation
of optical intensity using the Alliance software and normalized according each internal
control band. Data are presented as the relative expression, comparing to control group.

4.4. mHtt Q74 Aggregation Assay

To quantify the number of aggregates per cell, the astrocytes were plated on 25-mm glass
coverslips, and after transfection and/or treatment, the slides were observed. Images were ac-
quired using an LSM 780—Axiovert 200 M confocal microscope (Carl Zeiss, Inc., Oberkochen,
Germany) with a 63× oil immersion objective. For pEGFP-mHtt-Q74 visualization, excitation
and emission, filters of 488/505–550 nm were used. ZenBlue Lite software (version 2.6) was
used for data extraction. Approximately 10 images were acquired in each slide, and the fields
were randomly chosen. These images were analyzed in relation to the number of aggregates
that each cell presented.
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4.5. Colocalization of mHtt-Q74 and TPC2 Receptor

To evaluate the colocalization of pEGFP-mHtt Q74 with RFP-TPC2 receptors, as-
trocytes were cultured in 25-mm glass coverslips and transfected with the mentioned
plasmids. Live cells were observed with a confocal microscope (Zeiss LSM780 Axiovert
200 M, Carl Zeiss) in a 63×magnification. Images were acquired randomly from different
locations, and the colocalization evaluation was performed in each cell separately. The
analysis was performed using the software ZenBlue Lite software (ZEN Digital Imaging for
Light Microscopy, RRID:SCR_013672, version 2.6, Carl Zeiss, Inc., Oberkochen, Germany),
and the colocalization was calculated according to weighted colocalization coefficients.
Excitation/emission: pEGFP-mHtt-Q74 (488/505 nm) and RFP-TPC2 (543/615 nm).

4.6. Statistical Analysis

Data are presented as mean± standard error of the mean (SEM). All experiments were
performed with a minimum of three independent replicates. Graphical representation, data
and analysis were performed using GraphPad Prism (GraphPad Prism, Boston, MA, USA;
RRID:SCR_002798), version 5.1, using one-way ANOVA followed by Tukey’s post hoc or
Bonferroni post hoc or Student’s t test analysis. Differences between analyzed groups were
considered significant when p < 0.05.
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Abstract: H2O2-oxidized glyceraldehyde-3-phosphate dehydrogenase (GAPDH) catalytic cysteine
residues (Cc(SH) undergo rapid S-glutathionylation. Restoration of the enzyme activity is accom-
plished by thiol/disulfide SN2 displacement (directly or enzymatically) forming glutathione disulfide
(G(SS)G) and active enzyme, a process that should be facile as Cc(SH) reside on the subunit surface. As
S-glutathionylated GAPDH accumulates following ischemic and/or oxidative stress, in vitro/silico
approaches have been employed to address this paradox. Cc(SH) residues were selectively oxidized
and S-glutathionylated. Kinetics of GAPDH dehydrogenase recovery demonstrated that glutathione
is an ineffective reactivator of S-glutathionylated GAPDH compared to dithiothreitol. Molecular
dynamic simulations (MDS) demonstrated strong binding interactions between local residues and
S-glutathione. A second glutathione was accommodated for thiol/disulfide exchange forming a
tightly bound glutathione disulfide G(SS)G. The proximal sulfur centers of G(SS)G and Cc(SH) re-
mained within covalent bonding distance for thiol/disulfide exchange resonance. Both these factors
predict inhibition of dissociation of G(SS)G, which was verified by biochemical analysis. MDS also
revealed that both S-glutathionylation and bound G(SS)G significantly perturbed subunit secondary
structure particularly within the S-loop, region which interacts with other cellular proteins and
mediates NAD(P)+ binding specificity. Our data provides a molecular rationale for how oxidative
stress elevates S-glutathionylated GAPDH in neurodegenerative diseases and implicates novel targets
for therapeutic intervention.

Keywords: glutathione; oxidative stress; redox signaling; glyceraldehyde-3-phosphate dehydrogenase;
hydrogen peroxide; neurodegenerative disease; molecular dynamic simulation

1. Introduction

Exposure of vulnerable cells to reactive oxygen species (ROS) such as H2O2 is being in-
creasingly recognized as a common factor associated with the pathophysiology of vascular
and neurodegenerative diseases. The redox signaling enzyme glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) is involved at multiple levels of redox signaling [1–8]. In a com-
panion publication [9], we identified the mechanism through which H2O2 oxidizes GAPDH
to a metastable signaling conformer via a two-cysteine switch. Initially, H2O2 selectively
oxidizes the subunit catalytic cysteine residue Cc(SH) followed by oxidation of the vicinal
cysteine Cv(SH) (four residues downstream) to their respective sulfenic acids Cc,v(SOH).
The two sulfenic acids rapidly and irreversibly condense to form an interchain sulfinic
ester, inducing an intrachain conformational strain resulting in a new metastable subunit
conformer, which we propose forms pro-apoptotic signaling complexes with chaperone
proteins [9] that translocate to the nucleus and mitochondria (reviewed in [10,11]).

The major cellular antioxidant thiol, glutathione (G(SH)), reversibly reacts with
Cc(SOH) to form S-glutathionylated subunits, thereby blocking H2O2 oxidation of Cv(SH)
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and the formation of the putative signaling conformer [9]. Reactivation of CcS-glutathionylated
subunits is accomplished by either SN2 thiol-disulfide exchange by a second molecule of
G(SH) or deglutathionylation by a family of G(SH) transferases such as glutaredoxin and
thioredoxin. In a recent study [12], following H2O2 oxidation of h-GAPDH in vitro by the
addition of 5 mM G(SH) in the absence and presence of glutaredoxin for 24 h, a modest
increase in enzyme reactivation was observed compared to G(SH) on its own. In cellular
models of redox stress, the formation of S-glutathionylated GAPDH and its subsequent
reactivation has been reported [11,13–16]. S-glutathionylated GAPDH has been shown
to translocate to the nucleus and initiate apoptotic signaling via the GAPDH/SitT1/p53
pathway [17]. S-glutathionylated GAPDH is also found in tissues following ischemia reper-
fusion or chronic neurodegenerative disease [1,18–20], and S-glutathionylated GAPDH
in blood samples from patients with Alzheimer’s disease (but not healthy controls) was
elevated and this correlates with severity and disease progression [21].

In our companion study [9], we noted that the bimolecular rate constant for H2O2
oxidation of Cc(SH) located at the hydrophilic surface of the GAPDH subunits was no
different from that of cysteine (~10 M−1s−1). The elevated CcS-glutathionylated GAPDH
observed after H2O2 oxidative stress thus cannot be directly attributable to the enhanced
reactivity of GAPDH Cc(SH) to H2O2 and furthermore, subunit CcS-glutathionylation
would be expected to be readily reactivated by SN2 thiol-disulfide exchange by both
cellular G(SH) and by enzyme deglutathionylating G(SH) transferases.

For the above reasons, we designed this study with the primary goal of elucidating
which factors might contribute to the persistence of S-glutathionylated GAPDH in vari-
ous pathophysiological conditions. Using biochemical and in silico molecular dynamic
simulations (MDS) with a subunit of the crystal structure of human GAPDH (1u8F), we
established that the glutathione moiety of S-glutathionylated GAPDH at physiologically
relevant intracellular conditions (pH 7, 37 ◦C and 1–5 mM G(SH)) undergoes SN2 dis-
placement by a second glutathione molecule and this process is kinetically unfavorable
compared with enzyme activation of S-glutathionylated GAPDH with small alkyl thiols
such as β-mercaptoethanol. We demonstrate that this observation can be attributable to
tight binding interactions between charged and hydrogen donor/acceptor atoms of both
glutathione and glutathione disulfide (G(SS)G) and local residues of the GAPDH subunits
within the active site pocket. Both S-glutathionylation and accommodation of G(SS)G
within the active site results in significant reversable conformational subunit rearrange-
ment with pronounced changes in the cofactor and protein binding S-loop region [22]
of the subunit downstream from the active site. Given the central role of GAPDH in en-
ergy metabolism and redox signaling, developing a more complete understanding of the
biochemical mechanisms giving rise to modified GAPDH with S-glutathione and bound
G(SS)G and the consequences thereof may assist in the discovery of novel therapeutic
interventions for both acute and chronic vascular and neurodegenerative diseases.

2. Results
2.1. GAPDH Assay

GAPDH was assayed in this study using gluconeogenic substrates as the glycolytic
substrate because (D or (DL) glyceraldehyde-3-phoshate (G3P) was unavailable from any
vendor when we initiated the study. We encountered difficulty establishing reproducible
linear “initial rates” of NADH oxidation in a microtiter plate format (kinetic and equilibrium
barriers to substrate flux present in the gluconeogenic compared to glycolytic functions
of GAPDH [23] contribute to assay complexity). Therefore, analytical modelling of dose
response data for constructing standard curves were used and it yielded a monoexponential
decay-to-plateau model, as shown in Figure 1A. The calculated NADH oxidation rate
constants were directly proportional to the GAPDH concentration (Figure 1B) over the
range required for the sample analysis and the slopes of the linear fit were not significantly
different when measured over three separate days. Truncation of the data collection in
10 min segments from 60 min to 10 min did not significantly change the recalculated rate
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constants (Figure 1C), and their associated SEM was numerically the smallest at 60 min
(Figure 1D), so 60 min was adopted as the standard assay time. The exponential data
modelling is useful in a microtiter plate format as the NADH oxidation decay constant
for all samples is independent of the relative initiation time of the assay. Using the assay
parameters described above, measurements of the interference of the thiols referenced
in this study (Figure 1E) revealed that G(SH), cysteine, and dithiothreitol (DTT), had
no significant interference when observed over the concentration ranges, while a small
~10% interference was observed with ~1.13 mM β-mercaptoethanol (BME).

2.2. Iodosobenzoic Acid (IOB) Oxidation of GAPDH

The selective oxidation of the active site cysteine residues, Cc(SH) in each subunit of
the homotetramer of porcine GAPDH (p-GAPDH) results in thiol-reversible formation of
stabilized sulfenic acids Cc(SOH), with full recovery of dehydrogenase activity [24]. The use
of IOB for selective stoichiometric oxidation of Cc(SH) has been previously described [25].
Treatment of rabbit GAPDH (r-GAPDH) with IOB (8:1 mol IOB/mol r-GAPDH subunit)
at RT for 10 min at pH 7.0 inactivated > 95% of dehydrogenase activity. Restoration
of dehydrogenase activity following the removal of excess IOB by spin column buffer
exchange (SCBE) was observed to be ~95% after incubation of the oxidized enzyme for at
least 1 h following the initiation of oxidation, or after a freeze-thaw cycle prior to incubation
with 1 mM DTT for 15 min (requirements for use of this concentration of DTT to achieve
maximal enzyme reactivation are shown in Figure 1F).

2.3. Reaction of IOB-Oxidized GAPDH with G(SH)

After incubation of IOB-oxidized r-GAPDH with 1.2:1 mol G(SH)/mol GAPDH sub-
unit for 10 min measurement of S-glutathionylated subunits using the Promega Glo assay
(Methods and Materials) resulted in approximately four (3.7 ± 0.23, n = 4) mol G(SH)/mol.
100% recovery of GAPDH enzyme activity was observed after 15 min incubation with
DTT (Figure 1A green bar), and as with the IOB-oxidized enzyme, recovery of the S-
glutathionylated enzyme activity after DTT activation was not significantly different com-
pared to the reference native GAPDH activity obtained prior to freeze-thaw.

Recovery of the dehydrogenase activity of S-glutathionylated r-GAPDH was demon-
strated when incubated in the presence of 0–5 mM G(SH) in the presence or absence of
1 mM DTT for 15 min prior to the GAPDH assay (Figure 2A, red bars). The ability of
glutathione to reactivate the dehydrogenase activity of the S-glutathionylated enzyme was
augmented compared with DTT (Figure 2A, blue bars). At the highest concentration of
G(SH), 42 ± 1.6% dehydrogenase activity was recovered compared with the activation of
the IOB oxidized enzyme by 1mM DTT alone (Figure 2A, green bar). Surprisingly, the same
post S-glutathionylation concentrations of G(SH) also impaired the ability of 1 mM DTT to
dose-dependently reactivate the enzyme, as post-incubation with 5 mM G(SH) and 1 mM
DTT only restored 65.2 ± 2.1% to that of DTT alone (Figure 2A, blue bars).

The addition of 1 mM G(SH) ± 1 mM DTT following S-glutathionylation of oxidized
GAPDH was assessed at various time intervals for 1h. The data in Figure 2B shows
that incubation with G(SH) ± 1 mM DTT over 60 min resulted in a time-dependent
increase in recovery of dehydrogenase activity. The kinetics of post S-glutathionylated
enzyme activity recovery in the presence of 1 mM G(SH) ± DTT was sluggish, such that at
60 min, only 35.6 ± 2.6% and 69.1.6% was observed ± DTT, respectively. The approximate
intracellular physiological conditions under which reduction of S-glutathionylated of
GAPDH by G(SH) would be expected should be in the range of ~ 0.5–5 mM G(SH), pH 7,
37 ◦C. This demonstrates that, at least with respect to the major intracellular thiol-disulfide
SN2 exchange reaction by G(SH), GAPDH glycolytic activity is compromised after H2O2
oxidative stress by slow S-deglutathionylation. Since the low-mw dithiol, DTT was less
effective at reactivating S-glutathionylated enzyme in the presence of G(SH) than in its
absence, this indicates that steric factors may be responsible for these observations.
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Figure 1. (A) The gluconeogenic enzyme GAPDH assay standard curve data generated by following
the decrease in NADH absorption over a 60 min time window in the assay coupled to 3-PGA kinase
phosphorylation of 3-PGA. The absorption decrease in the absence of GAPDH (blank) was first fitted
using linear regression. The interpolated values at each timepoint were added to all concentrations
of GAPDH data points from the standard curve and the samples to be measured. (B) First, all data
sets were corrected for the time-dependent decrease in absorption of the blanks. The data were fitted
to a monoexponential decay measured on three separate days. The rate constants calculated from
the data in panel (A) are directly proportional to the amount of enzyme in the assay in the three
experiments, and the slopes are not significantly different. (C) As a test of the validity of the data fit
model, the 60 min data were truncated in steps of 10 min and the results each successive truncation
plotted. (D) The SEM’s for the rate constants for each truncation obtained from the exponential fit
successively declined from a maximum at 10 min to a minimum at 60 min, demonstrating that the
data modeling is robust. The value of the exponential rate constant is independent of the assay start
time, convenient for manual multiwell microtiter plate kinetic assays. (E) The four thiols used in this
assay (DTT, BME, G(SH), and Cysteine) are examined for interference in the GAPDH assay. BME
interference is observed and noted at concentrations used in the study. (F) IOB oxidized GAPDH is
reactivated by DTT at various concentrations. Reactivation by 500 µM DTT does not significantly
differ from full activation at 1 mM used to assess the % recovery of oxidized GAPDH under various
experimental conditions.
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Figure 2. (A) Dose response for reactivation of S-glutathionylated GAPDH by G(SH) in the absence
(red bars) and presence of 1 mM DTT (blue bars). (B) Time course of reactivation of S-glutathionylated
GAPDH by 1 mM G(SH) in the absence (red bars) and presence of 1 mM DTT (blue bars). (C) Dose
response of reactivation of S-cysteinylated GAPDH by cysteine in the absence (red bars) and presence
of 1 mM DTT (blue bars). (D) Dose response of reactivation of S-mercaptoethanolylated GAPDH
by either BME in the absence (red bars) and DTT (blue bars). The data (Mean ± SD, n = 3) are from
representative experiments. The green bars in Panels A, B and C represent incubation without G(SH)
in the presence of 1 mM DTT.

2.4. Reaction of IOB-Oxidized GAPDH with Cysteine

Qualitatively, similar results were observed following S-cysteinylation of IOB oxidized
GAPDH. However, in a post incubation experiment for 15 min with varying concentrations
of cysteine ± DTT recovery of S-cysteinylated GAPDH activity was more effective than that
observed with G(SH) (Figure 2C). Incubation with 5 mM cysteine restored S-cysteinylated
enzyme activity by 60.3 ± 5.15% (Figure 2C red bars. When 1 mM DTT was included in the
incubation with cysteine 86.2 ± 2.6% of dehydrogenase activity were recovered (Figure 2C
blue bars).

2.5. Reaction of IOB-Oxidized GAPDH with BME and DTT

A dose response study using S-mercaptoethanolated GAPDH was performed with a
15 min. post-incubation with various concentrations of BME or DTT prior to assay
(Figure 2D). Recovery of GAPDH activity was significantly increased at lower concen-
trations of BME or DTT than with either G(SH) or cysteine. 1.152 mM BME (Figure 2D,
red bars) restored enzyme activity to levels expected allowing for the small inhibitory
effect of BME at the highest concentration observed in Figure 1E, while DTT (Figure 2D
blue bars) fully restored GAPDH. A 50% reactivation of enzyme activity was achieved at
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~36 µM by both BME and DTT. These latter experiments confirm that both S-glutathionylated
and S-cysteinylated GAPDH are resistant to reduction by the two ubiquitous intracellular
thiols, G(SH) and cysteine. This observation is particularly relevant to G(SH), because
S-glutathionylated GAPDH has been consistently observed in pathological conditions as
noted in the introduction section.

2.6. Molecular Dynamic Simulations of G(SH) Docking in the Active Site of Oxidized GAPDH

The crystal structure of an isolated subunit of human GAPDH (h-GAPDH) PDB
1u8F was used for in silico analysis, with C152(CcSH) converted to C152(SOH) using the
MOE builder utility. A molecule of glutathione (ligand) was placed in the vicinity of
Cc152(SOH), and energy minimized. After 100 ps of molecular dynamics, the structure
was annealed, and energy minimized (MDS). The resulting ligand-receptor interactions,
the type of interaction, with atomic distances and interaction energies (∆E) for NAD+ and
G(SH) are listed in Supplementary Tables S1A and S2A, top panel. The 2D representation
of the docked ligand is shown in Figure 3A. The relationship between the ligand-receptor
value of ∆E and its binding affinity (Ka) is complex (the value of ∆E computed within
MOE is a thermodynamic quantity (Methods and Materials) whereas Ka is measured
directly from the kinetic equilibrium (Ka = kon/koff). It is useful to compare ∆E obtained
for G(SH) with that of the NAD+ cofactor obtained using the same MOE algorithms within
the native subunit as a comparator shown in Supplementary Table S1A. The intracellular
concentrations of G(SH) and NAD+ are within the same order of magnitude and both
values of ∆E are comparable and the values of Ka for NAD+ are between 10−11 and
10−5 M (see Ref. [26]). This indicates that G(SH) is tightly bound within the active site of
the enzyme.

The introduction of G(SH) (ligand) into the active site increased the total ∆E for NAD+

(ligand) and GAPDH between the non-bonded ligand hydrogen atoms and atoms of the
local side chains, the polypeptide backbone of the subunit, and solvent increased from
−60.5 kcal/mol to −73.2 kcal/mol (Supplementary Tables S1B and Table 1. The G(SH)
molecule docked with its sulfur atom at a distance of 4.4 Å (Figure 3A) from the sulfur
atom of C152(SOH), within van der Wall’s radius for disulfide bond formation ≤ (4.9 Å).
The individual ligand bonding energies are shown in Supplementary Table S2A, top panel,
with the total ∆E = −77.2 kcal/mol (Table 1). These factors indicate that the docking of
glutathione within the proximity of Cc152(SOH) orients the glutathione sulfur atom for
nucleophilic attack on C152(SOH) for the formation of mixed disulfide.

2.7. Molecular Dynamic Simulations of Atomic Interactions of S-Glutathione within
the Active Site

In the next step, the disulfide bond between the docked glutathione sulfur and Cc(SOH)
sulfur was formed within the MOE builder utility and was subject to a second round of MDS
and energy minimization. The resulting NAD+ and S-glutathione moiety interaction bind-
ing energies within the active site are shown in Supplementary Tables S1C and S2A, bottom
panel, respectively. The total ∆E for NAD+ docking (Table 1) decreased to −43 kcal/mol,
while the total ∆E docking for the docked S-glutathione moiety was 44.3 kcal/mol (Table 1).
The 2D representation of the interactions between the S-glutathione moiety and the active
site region is shown in Figure 3B.

2.8. Molecular Dynamic Simulations of the Atomic Interactions within the Active Site after
Introducing a Second Molecule of G(SH)

A second molecule of glutathione was readily accommodated within the locality of
the S-glutathionylated subunit within MOE. After MDS and energy minimization as before,
the two glutathione molecules aligned in an anti-parallel formation with respect to each
other, with their sulfur centers at 3.56Å, within the van der Waals distance for disulfide
bond formation. The G(SH) and the S-glutathionylated moiety and active site residue
individual bond ∆E values are listed in Supplementary Table S2B in the top and bottom
panels, respectively. The individually calculated total ∆E for the docking of G(SH) and for
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local interactions for the S-glutathione were 55.0 kcal/mol and 68.1 kcal/mol, respectively
(Table 1).

Figure 3. MDS ligand interactions within and around the active site of an isolated subunit of solvated
h-GAPDH (1u8F) represented in two dimensions. (A) A catalytic cysteine residue (C152(SH) GAPDH
subunit is converted to Cc(SOH), the initial step of the oxidation of GAPDH by H2O2 and a molecule
of G(SH) is added to the model. After MDS, the G(SH)-C152(SH) sulfur-sulfur are separated by 4.4 Å,
within range of the disulfide bond formation. The H-bond donor and acceptor network are shown in
green and blue dotted lines, and the bond lengths are obviously distorted by a 2D rendering. The
atomic bond distances and interaction energies are tabulated in Supplementary Tables S1 and S2. The
solid black line delineates the van der Walls molecular cross section of G(SH). (B) SN2 nucleophilic
attack by G(SH) on sulfenic acid is simulated by the formation of the disulfide bond in MOE, forming
C152S-glutathione. (C) A second molecule of G(SH) is placed within the active site pocket, and
after MDS it is docked in an antiparallel alignment with C152 S-glutathione. SN2 nucleophilic attack
by G(SH) on the S-glutathionylated structure forms a docked G(SS)G ligand and reducesC152(SH)
with their nearest sulfur-sulfur distance of 3.56 Å, such that the three sulfurs atoms can undergo
thiol-disulfide exchange resonance.

2.9. Molecular Dynamic Simulations of the Atomic Interactions within the Active Site after
Breaking the GAPDH S-Glutathione Mixed Disulfide Bond and Formation of Cystine (G(SS)G

The S-glutathione disulfide bond was broken and reformed between the two G(SH)
molecules, simulating the SN2 displacement reaction. This was followed by a third round
of MDS and energy minimization. The resulting 2D structure is shown in Figure 3C. The
types of interaction, with atomic distances and interaction energies for NAD+ and G(SS)G)
are shown in Supplementary Tables S1D and S2C, respectively. The calculated total ∆E for
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NAD+ was −44.1 kcal/mol, while the ∆E for the docked G(SS)G ligand and local amino
acid residues was −85.3 kcal/mol (Table 1).

Table 1. Total interaction energies (∆E) between all G(SH), G(SS)G, and NAD+ and the local active
site polypeptide backbone and side chain atoms within the GAPDH active site region summarized
from Supplementary Tables S1 and S2.

Total Ligand Interaction Energies (∆E kcal/mol) NAD+ G(SH) or G(SS)G

Native GAPDH −60.5 kcal/mol -

G(SH) docked in active site with Cc(SH) oxidized
to CcS(OH) −73.2 kcal/mol −77.2 kcal/mol

S-glutathionylated Cc(SS)G −43.0 kcal/mol −44.3 kcal/mol

G(SH) interactions docked for SN2 attack on Cc(SS)G Not calculated −55.6 kcal/mol

Cc(SS)G interactions with G(SH) docked for SN2
attack by G(SH) Not calculated −68.1 kcal/mol

Glutathione disulfide G(SS)G docked in active site −44.1 kcal/mol −85.3 kcal/mol

The sulfur-sulfur distances between the proximal G(SS)G sulfur atom and Cc152 sulfur
atom was 3.56 Å, well within the van der Wall’s sulfur-sulfur covalent bonding distance
(Figure 3C). These observations indicate that the docked G(SS)G and Cc152 can theoretically
participate in SN2 disulfide exchange resonance. The combination of the G(SS)G binding
interactions and thiol-disulfide exchange are likely to inhibit dissociation of G(SS)G from
the subunit active site and provides an explanation for why G(SH) is a relatively poor
reactivator of S-glutathionylated GAPDH.

2.10. Molecular Dynamic Simulations of Cysteine Docking in the Active Site of Oxidized GAPD

If atomic interactions within the active site of GAPDH participate in the slow deg-
lutathionylation process (at least by a thiol-disulfide exchange mechanism), then if the
relative atomic interactions within the active site of the enzyme after accommodation
of a cysteine molecule follow a similar pattern as G(SH), this would add credence to
the hypothesis.

Because of time and resource constraints, fewer parameters were explored with cys-
teine than with G(SH). After placement of a cysteine molecule within the active site re-
gion of h-GAPDH with C152 oxidized to C152(SOH), following a round of MDS and
energy the total binding interactions between cysteine and atoms within the active site was
−22.6 kcal/mol/ (Supplementary Table S3A). After forming the mixed disulfide bond
within MOE, the total interaction energies between the S-cysteinylated moiety and the
local active site atoms were −23.8 kcal/mol (Supplementary Table S3B). After breaking the
S-cysteinylated mixed disulfide bond and forming cystine (C(SS)C), the atomic interaction
energies between the dipeptide and local active site atoms increased to −97.1 kcal/mol
(Supplementary Table S3C), indicating that as with G(SS)G), C(SS)C was also tightly bound
within the active site of GAPDH.

2.11. Measurement of Time-Dependent S-glutathionylated and Non-Covalently Bound G(SH) and
G(SS)G to GAPDH

To provide biochemical support for the above conclusions drawn from MDS calcu-
lations, IOB oxidized S-glutathionylated r-GAPDH was incubated with 1 mM G(SH) for
a total 75 min, and samples withdrawn from the incubation very 15 min. Samples were
analyzed after SCBE to remove non-GAPDH associated G(SH) and G(SS)G). Denatura-
tion of the sample in the upper chamber of the Microcon® ultrafiltration device allows
centrifugal separation of the S-glutathionylated GAPDH remaining in the retentate, while
Non-Covalently bound G(SH) and G(SS)G associated with GAPDH can flow through into
the eluate. The ratios of oxidized and reduced G(SH) in the samples were then assessed
using the Promega Glo assay described in Methods and Materials.
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The results are shown in Figure 4 and the measured versus calculated values for
the parameters are described in the figure legend. The S-glutathionylation of GAPDH
subunits declined over time, whereas bound G(SH) and G(SS)G increased after ~10–15 min
incubation with 1 mM G(SH) and then remained relatively constant over the time course of
the experiment, which is reflected in the total bound [G(SH)] (Figure 4 top red filled circles),
and is calculated as follows: (i) denatured S-glutathionylated GAPDH in the washed
retentate and (ii) plus total [G(SH)] + 2 × [G(SS)G] recovered in the eluate. If the assumption
is made that the enzyme activity is completely abolished when each GAPDH subunit active
site harbors two molecules of G(SH (or 1 molecule of G(SS)G), it is enzymatically inactive;
this assumption is consistent with the data obtained in Figure 1A,B. The experimental data
indicate that when subunit active sites harbors a tightly bound molecule of G(SS)G or two
molecules of tightly bound G(SH) the enzyme activity is inactivated. This may also be true
of a single molecule of bound G(SH) in the native enzyme, although this seems unlikely
as incubation of native GAPDH with up to 10 mM G(SH) (Figure 1E) had no effect on
enzyme activity.

Figure 4. Distribution of S-glutathionylated and bound G(SH) and G(SS)G as a function of time of in-
cubation with 1 mM G(SH). G(SH) and G(SS)G were measured using the Promega oxidized/reduced
protocol and reagent kit. (a
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This was also true when the native enzyme was pre-incubated with 1 mM G(SS)G for
60 min and was assayed with 1 mM G(SS)G in the assay buffer (Supplementary Figure S1),
indicating that G(SS)G cannot bind to the native enzyme, so presumably the conformational
rearrangement induced when G(SS)G forms within the active site allows for G(SS)G to
dissociate and leave, but not to re-enter when the subunit is restored to its native state.

2.12. Comparison of Secondary Structural Motifs of S-Glutathionylated GAPDH

The entire subunit secondary structure of an S-glutathionylated subunit and one
with G(SS)G) bound to the active site of h-GAPDH were compared to that of a native
subunit. GAPDH subunits are broadly characterized as comprising two domains. The
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full 2D sequence alignment of the structural motifs (α-helix, β-sheet, turns, and random
coil) are shown linearized in Supplementary Figure S2 (NAD+ domain) and
Supplementary Figure S3 (catalytic domain). A common distinct feature of the comparisons
with the native enzyme shows that several α-helical domains within the subunit are inter-
rupted with turns. The results of the sequence alignment superposition matrix of the pair-
wise RMSD (root mean square distance) of the relative α-carbon atom coordinates showed
modest (4–6 Å) perturbations within the NAD+ binding domain. A major perturbation
(7.5–13 Å) was observed within the S-loop (residues 180–203) of the catalytic domain,
presumed to interact with cellular proteins [22], and it is also responsible for conferring
NAD(P)+ selectivity [27]. Truncated data from Supplementary Figure S3 are shown in
Figure 5 for emphasis, and the overall structural ribbon superpositions of the subunit are
shown in Figure 6, depicting the S-loop region, showing the short α-helix
(W196–G199) in the native subunit converted to turns in the two other superpositions.
The calculated averaged RMSD values for all of the amino acids in the subunits perturbed
by S-glutathionylation when compared with the native was 2.72 Å, while subunits per-
turbed by the accommodation of bound G(SS)G was 3.06 Å. The calculated averaged RMSD
values for all amino acids comparing the perturbations of subunits S-glutathionylated
and G(SS)G decreased to 1.36 Å. While there are secondary structural differences induced
by S-glutathionylated subunits and subunits with bound G(SS)G from the inspection of
Supplementary Figures S2 and S3, a commonality they share is that they both induce a
major perturbation in the S-loop region, evident in Figure 6.

Figure 5. The protein sequence alignment and structure superposition tool in MOE is used to
align the native h-GAPDH subunit structure with the output from MDS, and the energy minimizes
subunit structures for C152S-glutathionylated subunit (Panel [A]) and the native h-GAPDH sub-
unit structure with the output from MDS and the energy minimizes subunit structure for G(SS)G
subunit docked within the active site (Panel [B]). The figure shows a truncated version of the full
335-amino acid sequence data shown in Supplementary Figures S2 and S3, to emphasize the re-
gion of greatest perturbation and includes all residues in the S-loop region of the subunit (residues
180–203). The root mean square distance (RMSD) for each alignment column (i.e., residue pair) used
during the superposition. The RMSD value is represented by a black vertical bar above the pairwise
aligned sequences. Closely matching RMSD values are highlighted by a horizontal line cutoff below
2.0 Å, while a larger RMSD excursion (5–13 Å) indicates poor atomic coordinate superposition.
The linearized secondary structural features the following: Red α-helix; yellow β-sheet; and blue
2-5 residue turns; while no color is random coil for the three structure superpositions shown below
Panel [B].
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Figure 6. Ribbon diagram of the superimposed subunit structures of GAPDH (A) native, (B) S-
glutathionylated, and (C) a subunit with tightly bound G(SS)G in the active site. The figure shows
the clear transposition of the S-loop region (residues A180–L203) using of the two modified subunits
compared to the native enzyme. The indole side chain of tryptophane W196 is shown as a visual
marker for the residue displacement (native subunit is red, S-glutathionylated subunit is green,
subunit with G(SS)G bound is black). The short α-helix (W196–R200) in the native subunit is
converted to coil and turns in the modified subunits. The S-loop region is of interest because it is a
site of protein binding and also mediates NAD(P)+ cofactor binding selectivity.

3. Discussion

Full recovery of the enzyme activity of S-glutathionylated GAPDH was achievable
with excess DTT after a 60 min incubation at 37 ◦C, pH 7, both before and after a freeze-
thaw cycle, indicating that any subunit secondary structural perturbations induced by
S-glutathionylation or by the accommodation of G(SS)G within the active site pocket were
reversible. We used iodosobenzoic acid (IOB) to selectively oxidize Cc(SH) [25], rather than
H2O2, to avoid the complications introduced by more complex oxidation mechanisms of
Cv(SH) and the associated irreversible enzyme activation [9]. The relative ability of thiols
to partially reactivate GAPDH activity oxidized with H2O2 was first observed to be in the
order of G(SH) >>cysteine >BME/DTT [28], and our data are consistent with this result
and serve to illustrate that full enzyme activity is recoverable when IOB rather than H2O2
is used to oxidize Cc(SH).

The interaction of the S-glutathionylated moiety in GAPDH from Arabidopsis thalania
with local active site residues was first noted by Zafaginini et al. [29] using infusion of
GAPDH crystals with H2O2 and G(SH), and again with the caveat that H2O2 was used
rather than a selective oxidizing agent, provides support for our ab initio MDS analysis
and interpretation of S-glutathionylated h-GAPDH. An intriguing observation revealed
by MDS is that following SN2 displacement of S-glutathione by a second molecule of
G(SH), inhibition of the dissociation of G(SS)G from the active site may be augmented
by the additional binding interactions of the glutathione hexapeptide, and also by the
proximity of its sulfur atom closest to Cc152, creating a thiol-disulfide exchange resonance
between the protein and the hexapeptide atoms. While the limitations of interpreting ∆E
in terms of binding affinity are well known, the value obtained for the G(SS)G interaction
with the active site of GAPDH (~90 kcal/mol) indicates relatively tight binding. We
demonstrate that the results and conclusions drawn from the MDS data are recapitulated
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experimentally in vitro, as S-glutathionylation of r-GAPDH incubated with 1 mM G(SH)
reduced S-glutathionylated subunits over a 75 min incubation with the appearance of
non-covalently bound G(SS)G and G(SH), as predicted.

Reversible secondary structural changes induced by S-glutathionylation were first
demonstrated by Barinova et al. [12] through measurement of the relative thermal stabilities.
Again, H2O2 was used as the oxidizing agent and so the complexity of the interpretation
of the data with the native enzyme must be considered. However, smaller, but significant,
structural perturbations were also observed in the same study when the C156S mutated
enzyme was oxidized by H2O2 in the presence of G(SH) (where H2O2 oxidation of C156 is
absent), providing a more direct biochemical validation of our MDS data.

GAPDH modified by S-glutathionylation and bound G(SS)G) are of interest because of
the potential for the stabilized modified subunits to interact with cognate partner proteins
involved in redox signaling. An analysis of the secondary structure and pairwise amino
acid alignment of native h-GAPDH and modified with either S-glutathione or bound
G(SS)G within the active site region revealed that significantly large perturbations in the
secondary structure were especially apparent in the S-loop region (residues A180–L203)
containing the short α-helix (W196–R200). The large perturbed relatively unstructured
loop protrudes out from the center of the subunits and thus perturbation in this region is a
potential site for binding the intracellular cognate partner proteins involved in the redox
signaling pathways [22].

On the one hand, S-glutathionylation of partially oxidized GAPDH by H2O2 buffers
further H2O2 oxidation of Cv(SH), preventing irreversible enzyme activation and the adop-
tion of its redox signaling conformer [9]. On the other hand, S-glutathionylation of GAPDH
is comprised of glycolytic flux. In a cellular model of H2O2 oxidative stress, inhibition
of glycolysis was observed to contribute to the depletion of intracellular ATP, which was
almost entirely accounted for by GAPDH inactivation [30]. The cellular inactivation was
a result of both irreversible and reversible (S-glutathionylation) enzyme inactivation, as
well as of a decrease in NAD+ [31–33]. The physiological significance of S-glutathionylated
GAPDH and GAPDH with bound (G(SS)G identified in this study is difficult to evaluate
and obviously requires further investigation. In addition, it is likely to be dependent many
factors, including the type and of tissue, species and duration of redox stressor (other ROS,
nitric oxide etc.), prevailing intracellular G(SH) levels, relative contributions of enzymatic
deglutathionylation, and almost certainly many other factors.

The persistence of S-glutathionylated GAPDH has consistently been observed in cellu-
lar models of oxidative stress and in tissues from chronic degenerative diseases (introduc-
tion). Neurons are particularly dependent on both extracellular glucose and glial-derived
glucose and lactate to provide just enough metabolic energy to meet the demand. Inhibiting
glycolysis at the triose phosphate step reduces the overall cellular energy charge [30,34] by
decreasing mitochondrial substrate availability and by the non-productive consumption of
ATP following the phosphorylation of glucose transported into the cell [30]. This is signifi-
cant because falling neuronal ATP levels disrupt both cytoskeletal organization [35] and
integrin-mediated adhesion to the extracellular matrix [36], processes that may contribute to
initiating neurodegenerative disease. The pathophysiological reason(s) for the persistence
of S-glutathionylated GAPDH is certainly worthy of further investigation, particularly
because of its potential impact on vulnerable ischemia intolerant post-mitotic neurons.

At least with respect to non-enzymatic deglutathionylation, our experimental results
show (at least in part) the biochemical reasons why S-glutathionylated GAPDH is observed
in the tissues and plasma in both acute and chronic degenerative diseases, and we postulate
that enzymatic deglutathionylation may also be augmented for the same reasons, but this
remains to be investigated and highlights the need to explore the origins and consequences
of redox signaling for the identification of novel therapeutic targets to mitigate the devasting
impact of chronic neurodegenerative diseases [3,5].
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4. Methods and Materials
4.1. GAPDH Sample Preparation and Oxidation

Rabbit GAPDH (Sigma; Cat No. G2267, St. Louis, MO, USA) was prepared fresh as
needed for all of the experiments detailed in this work, using the methods below. First, the
dry powder was reconstituted at ~1 mg/mL in 1 mM DTT and 1 mM NAD+ in deionized
water and incubated for 30 min at room temperature. Then, the GAPDH samples were
centrifuged at 20,000× g for 5 min at room temperature to remove any insoluble material.
Next, to remove DTT, buffer exchange/desalting was accomplished using a 7000 MW
cutoff Pierce ZebaTM Spin Desalt Column resin (Pierce Biotechnology, Rockford, IL, USA),
packed in columns, and used according to the manufacturer’s instructions. This method
will be referred to from here on as Spin Column Buffer Exchange (SCBE). For all GAPDH
studies, SCBE was performed using columns equilibrated with 50 mM K+-HEPES, 1 mM K-
EDTA, and 0.1 mM NAD+ pH 7. Eluate protein concentrations free of DTT were measured
using the Pierce (Rockford, IL, USA) BCA protein assay kit, adjusted to 1 mg/mL, and
diluted 2.25-fold with K+-HEPES buffer containing a final eight-fold molar excess of the
oxidant, iodosobenzoic acid (IOB). After mixing briefly and incubation for 10 min at room
temperature, the resulting oxidized sample was again subjected to SCBE to remove the IOB
and the protein concentration was determined.

4.2. Reduction of Oxidized GAPDH

For all the experiments exploring the reduction of oxidized GAPDH, the samples,
prepared as described above, were further treated as follows, with either glutathione
(G(SH)), L-cysteine (CYS), β-mercaptoethanol (BME), or dithiothreitol (DTT). All of these
reducing agents were prepared as stocks in K+-HEPES buffer, added to oxidized GAPDH
to attain the final molar ratio indicated in the figures, and then incubated for 15 min at
37 ◦C. In the experiments where further treatment or higher concentrations were desired,
the reduced samples were further treated by adding 10× stock concentrations of reducing
agents to thin-wall PCR tubes and quickly adding the undiluted reduced sample to dilute
the agent to 1×. These tubes were mixed briefly then incubated at 37 ◦C for 10 min in
wells of a metal heat block for all concentration response experiments and at the duration
indicated for the time course experiments. Afterwards, these incubation samples were
analyzed starting as quickly as possible using the kinetic assay described below.

4.3. Kinetic Assay for GAPDH

In order to determine the effect of treatments on GAPDH activity, we prepared a
biochemical assay in which the β-NADH absorbance was monitored over time. GAPDH
reduced the amount of β-NADH as it was consumed. Therefore, by comparing unknown
samples to a standard sample (1 mM DTT and 1 mM EDTA, which was slow-frozen in
aliquots at 0.5 mg/mL using 0.2% alkylated BSA [9] and 50 mM trehalose as the cryopro-
tectant) the specific activity of the GAPDH samples were interpolated. The GAPDH assay
buffer (50 mM K+-HEPES, 130 mM KCl, 3 mM MgCl2, 1 mM K-EDTA, 1 mM potassium
phosphate dibasic, 0.1% alkylated BSA, 8 mM 3-phosphoglyceraldehyde, 2 mM β-NADH,
and 1.3 mM ATP, pH 7.0, measured at 37 ◦C) was prepared in a large batch without the
3-phosphoglycerol kinase (3-PGK) and frozen in aliquots. On the day of the assay, an
aliquot was thawed at room temperature. To reduce evaporation and start the assay as
rapidly as possible, 200 µL water was added to the perimeter wells to clear-bottomed
96-well plates (Greiner Bio One Cat. No. 655090, Monroe, NC, USA) and the plates were
warmed in a 37 ◦C incubator followed by the addition of 5 µL/well of sample or standard,
immediately followed by 70 µL of the assay buffer ± 1 mM DTT (also pre-equilibrated
to 37 ◦C). The assay was initiated by the addition of 75 µL/well of 0.5U 3-PGK enzyme
(also pre-equilibrated to 37 ◦C) as quickly as possible. The plate was transferred to a BioTek
Synergy HT plate reader (37 ◦C) and loss of NADH absorption was measured at 430 nm, at
30 s intervals for 60 min.
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4.4. Measurement of S-Glutathionylation, Bound G(SH), and Bound G(SS)G to r-GAPDH

IOB-oxidized r-GAPDH was prepared exactly as described in Section 4.1. Following
the removal of IOB by SCBE, the protein concentrations were determined. Then, the
oxidized enzyme was incubated for 15 min with 1:1.2 mol G(SH)/mol h-GAPDH subunit
followed by incubation with 1 mM G(SH). Both steps were conducted at 37 ◦C, pH 7. Then,
1 mL of sample was withdrawn from the incubation at time zero and at 15 min intervals for
75 min and was subject to SCBE to remove all non-associated G(SH) from the enzyme. Two
aliquots of 0.4 mL sample were added to two YM3 3000 mwco Microcon® centrifugal filters
(Millipore Corp, Bedford, MA, USA) followed by 0.1 mL of 0.1 % formic acid/acetonitrile
added with rapid pipette mixing to denature the enzyme. After the last time point, the
filtration devices were centrifuged at 14,000× g at 14 ◦C for approximately 120 min to for
separating the GAPDH subunits (>3000 kDa) in the upper chamber (retentate) from the
flow through eluate (lower chamber). The retentates (~15 µL) were reconstituted to 0.5 mL
in 0.1% formic acid/acetonitrile. The pairs of eluates’ volumes were measured and pooled.
The G(SH) content of S-glutathionylated r-GAPDH in the retentate was reduced (G(SH))
and the total bound (G(SS)G + G(SH)) was released following denaturation of the enzyme,
and were recovered in the eluates, which were measured using the Promega (Madison, WI,
USA) assay kit V6611.

4.5. h-GAPDH Active Site Computational Model Methods

The crystal structure of h-GAPDH (PDB1u8f) was used as an active site model. The
Molecular Operating Environment (MOE) 2020.09 was used to construct, solvate, display,
and energetically minimize the model. Merck’s Molecular Force Field (MMFF94s with all
MOE parameterization was used with a maximum non-bonded cutoff distance of 12.0Å.
The GB/VI generalized solvation model with implicit solvent electrostatics was used [37].
All bound water molecules as determined within the crystal structure were included and
immersed in a 6 Å spherical shell of TIP3 waters, and 0.175 M KCl was included for the
solvation. The complex was gently relaxed by tethering the backbone, then minimizing
to an RMS gradient of 0.05 Å. The addition or modification of bonds within the crystal
structure were re-parameterized using the Amber12:EHT force field because of its overall
increased accuracy, particularly for small molecules. Non-bonded interaction energies (∆E)
between introduced ligands (G(SH), G(SSH), and C152S-glutathione) and the polypeptide
chain were computed in MOE using the Extended Hückel Theory (EHT) hydrogen bond
model. The EHT output was sigma (qσ) and pi (qπ) partial charge per atom, along with
fractional π bond orders (bπ). These were used to derive donor (εdon) and acceptor (εacc)
strengths for interacting atoms and to predict the acidity of the hydrogen bond donors,
as well as the basicity of the hydrogen bond acceptors to compute the interaction energy
(∆E). These were combined with scores for the distance and angle between the groups
to generate the individual interaction energy ∆E. The sum of all ligand-solvated protein
non-bonding interactions yielded an estimate for free energy of the ligand docking process
to the protein and served as a useful predictor of ligand binding affinity.

The protein sequence alignment and structure superposition tool in MOE was used to
align the native h-GAPDH subunit structure with the output from the MDS and energy
minimized subunit structures for the C152S-glutathionylated as well as the subunit with
G(SS)G docked within the active site. As the aligned proteins had identical primary
sequences, the superposition calculations were for a fully populated alignment positions,
i.e., alignment positions with no gaps, and the peptide alpha carbon atom was used for the
supposition calculations. “The accent secondary structure matches” feature was enabled
to increase the weighting of residues with a matching α-helix and β-sheet. The root mean
square distance (RMSD) for each alignment column (i.e., residue pair) used during the
superposition is represented by a black vertical bar above the pairwise aligned sequences.
Closely matching RMSD values are highlighted by a horizontal line cutoff below 2.0 Å,
while larger RMSD excursion (5–11 Å) indicates a poor atomic coordinate superposition.
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Abstract: Deep brain stimulation (DBS)—through a surgically implanted electrode to the subthalamic
nucleus (STN)—has become a widely used therapeutic option for the treatment of Parkinson’s
disease and other neurological disorders. The standard conventional high-frequency stimulation (HF)
that is currently used has several drawbacks. To overcome the limitations of HF, researchers have
been developing closed-loop and demand-controlled, adaptive stimulation protocols wherein the
amount of current that is delivered is turned on and off in real-time in accordance with a biophysical
signal. Computational modeling of DBS in neural network models is an increasingly important
tool in the development of new protocols that aid researchers in animal and clinical studies. In
this computational study, we seek to implement a novel technique of DBS where we stimulate the
STN in an adaptive fashion using the interspike time of the neurons to control stimulation. Our
results show that our protocol eliminates bursts in the synchronized bursting neuronal activity of
the STN, which is hypothesized to cause the failure of thalamocortical neurons (TC) to respond
properly to excitatory cortical inputs. Further, we are able to significantly decrease the TC relay errors,
representing potential therapeutics for Parkinson’s disease.

Keywords: Parkinson’s disease; deep brain stimulation; adaptive stimulation; multi-site stimulation;
thalamocortical relay; basal ganglia model; local field potential

1. Introduction

Deep brain stimulation (DBS) is a therapeutic option for Parkinson’s disease (PD)
wherein a stimulating electrode is surgically implanted into the subthalamic nucleus (STN),
globus pallidus (GP), or thalamus (TC), depending on the more prominent symptoms. The
stimulating electrode sends electrical impulses to the targeted regions of the brain [1–3]. At
present, the most conventional DBS is done with open-loop methods involving constant
high-frequency stimulation (HF). On a neuronal level, the pathophysiology of PD is as-
sociated with changes such as increases in synchrony, firing rates, and bursting activity
in the basal ganglia [3–6]. DBS may achieve its therapeutic benefits when stimulation is
able to disrupt the pathological synchronized bursting in the basal ganglia [7–10]. While
this treatment has been effective, there are several drawbacks to HF DBS. In open-loop
methods, the stimulation parameters such as duration, amplitude, and frequency of the
pulse train are controlled by external forces that are not guided by the changes in the brain’s
electrical activity resulting from PD [11]. Conventional HF DBS, with high frequency
and nonadjustable parameters, may have adverse effects in the proximate region to the
stimulation site. Additionally, battery and device shelf-life concerns are present with higher
frequency and open-loop DBS [11,12].

A possible remedy is to develop a closed-loop, adaptive system that only adminis-
ters DBS as necessary. A closed-loop method is a system in which DBS is automatically
controlled in accordance with a recorded feedback signal from a targeted region. In this
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approach, stimulation is administered only when necessary and is, to an extent, dependent
on the measured neuronal activity [13]. Due to the desire for a closed-loop, adaptive
system, in vitro and in silico studies have been conducted. In 2013, Little et al. used
brain–computer interfaces to monitor the local field potential (LFP) of the STN and to
control the administration of DBS to patients with PD. Their results showed statistically
significant improvement in motor scores [14]. Later, de Castro et al. employed delayed
feedback control algorithms to disrupt unwanted pathological neuronal oscillations within
in vitro networks [15]. Current experimental studies aim to identify appropriate biological
feedback signals, such as neural oscillating or using the magnitude of the LFP [16–20].

Since other biological signals may be used to monitor and control the administration
of adaptive deep brain stimulation (aDBS), we turn to computational models to explore
potential avenues. Previous closed-loop computational modeling efforts at DBS have
focused on using the amplitude of LFP. In particular, Guo and Rubin studied a multi-site
delay feedback DBS in 2011 based on the LFP of the STN population [5,21–23]. Their multi-
site delayed feedback stimulation was found to be more beneficial compared to open-loop
HF. However, this method lacks an adaptive mechanism because the stimulation remains
on the entire time once it is turned on. The primary recent computational studies in aDBS
have focused on desynchronizing the STN neurons in parkinsonian networks [13,24–36].
Based on work conducted by Popovych and Tass in 2019, they concluded that using the LFP
as a signal to control aDBS can be more efficient in suppressing abnormal synchronization
than continuous stimulation [13]. Our work aims to look beyond the desynchronization of
PD networks using aDBS. Here, PD networks are computational models of neurons that
mimic neuronal patterns of PD in the basal ganglia.

We introduce two novel closed-loop aDBS techniques utilizing the interspike time of
model STN neurons to gauge PD neuronal activity and to determine when stimulation
is on and off. This will be applied to a small network of conductance-based STN, GP,
and TC neurons that, by design, generate parkinsonian activity patterns in the absence
of stimulation. While other authors have explored how adaptive stimulation techniques
desynchronize neuronal networks in studying PD, we find that our closed-loop aDBS is
able to both desynchronize and deburst parkinsonian networks. In our PD networks, we
incorporate TC neurons to evaluate the effectiveness of aDBS. Within the setup of our
PD networks, the TC fidelity is compromised, with many instances of the TC neurons
failing to respond in a one-to-one fashion to excitatory inputs [21,37]. We study how closed-
loop aDBS is able to improve TC relay fidelity when properly applied in PD networks.
This represents the first work in which the effectiveness of closed-loop aDBS is evaluated
based on TC relay fidelity. These results support the idea that adaptive stimulation of
STN utilizing an interspike time merits further consideration as a possible alternative to
standard forms of DBS for PD.

2. Results

We will be analyzing the proposed adaptive protocols under two different compu-
tational parkinsonian network configurations. The first configuration will consist of a
network receiving adaptive constant pulse DBS (acDBS) in which the STN neurons have a
four-spike burst with an initial TC error index (defined in Section 4.1.3) of 0.39 and 0.37 for
the first and second TC cells, respectively. The second network configuration will consist
of a network receiving adaptive local field potential DBS (aLFPDBS) in which the STN
neurons have a three-spike burst with an initial TC error index of 0.56 for both TC cells.
Throughout both computational studies, we will be applying stimulation in a time period
we call the treatment window, which will start at 2000 ms and last until 7000 ms. During
this time period, the stimulation will be turned on and off according to our adaptive proto-
cols. By using these two network configurations, we can determine how well the proposed
adaptive protocols would work in mild to moderate as well as advanced computational
parkinsonism. In evaluating the efficacy of acDBS and aLFPDBS, we will examine whether
each protocol is able to de-burst the network and under which settings we will see the
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largest improvement in the error index in the TC relay. Additionally, we will study how the
stimulation changes the total synaptic input of the internal segment of the globus pallidus
(GPi) to the TC cells. All model simulations were conducted using XPPAUT, and all model
simulation figures were made in MATLAB.

2.1. Adaptive Constant Pulse DBS

In Figure 1, we can see examples of the adaptive constant pulse stimulation profiles
when using a stimulation strength of a0 = −15 and an interspike time threshold parameter
intt = 200 ms.

Figure 1. acDBS delivered to STN Cells 1–4 during the time window of 2000 to 7000 ms. Note that
the top part of the curve represents the time when the stimulation is turned off, while the bottom part
of the curve is when the stimulation is turned on.

During the treatment window of 2000 to 7000 ms, the stimulation currents delivered to
neurons 1–4 are different. While not shown, it is the case that all 16 STN neurons will have
different times when the stimulation is turned on and off. As outlined in Section 4.2, we
use the interspike time—the time between successive STN firings—to determine when the
stimulation is turned on and off. This is determined by the threshold parameter intt. If the
interspike time is larger than the threshold parameter intt, then the stimulation is turned
off. Otherwise, the stimulation is turned on because we predict that a bursting dynamic
is occurring, which we wish to disrupt. Once the stimulation is turned on, the bursting
dynamic is broken, and the interspike interval becomes larger than the intt threshold and
will shut off again. This mechanism allows for neurons coming from the same synchronous
groups to receive an individual stimulation based on its own firing pattern. For instance,
neurons 1 and 2 belong to the STN11 subgroup, while neurons 3 and 4 STN12. However,
when studying the stimulation profiles shown in Figure 1, we can see that the times when
the stimulation is on and off vary by individual neuron.

When the acDBS protocol is applied to the STN neurons during the treatment window
of 2000 to 7000 ms, we observe that the stimulation is able to successfully break the
synchronized bursting dynamics observed in our computational parkinsonian state (shown
in figure in Section 4.1.3). We are only left with single spike activity at intermittent intervals.
An fexample of the membrane potential of STN1, with its corresponding stimulation profile,
is shown in Figure 2. In this instance, the adaptive protocol is working as intended.
Examining Figure 2, during the treatment window from 2000 to 7000 ms, bursting activity
is suppressed. Once the interspike time exceeds the threshold intt and stimulation is turned
off, it will remain off until we see the next STN spike and then the stimulation will turn
back on to disrupt any potential STN bursting. We apply this throughout the treatment
window until we shut the stimulation off at 7000 ms and we see the parkinsonian state of
the network resume.
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Figure 2. STN1 membrane potential (black) with corresponding adaptive stimulation received (red)
with parameters a0 = −16 and interspike time threshold parameter intt = 250 ms. Note that the top
part of the red curve represents the time when the stimulation is turned off, while the bottom part of
the curve is when the stimulation is turned on.

The overall impact of applying the acDBS throughout the entire 16 STN neurons,
along with the changes to the two TC neurons, is shown in Figure 3. Some intermittent
single-spike synchronization only occurs in a subgroup of STN neurons. Under the current
stimulation settings (a0 = −16, intt = 250 ms), the error index for each TC cell is 0.14 and
0.23 for cells 1 and 2, respectively. By changing the synchronized bursting pattern of the
STN neurons, we have substantially altered the total synaptic GPi (top traces in blue in
Figure 3) input to the TC cells. In Figure 3 (Panels B and C), examining the membrane
potentials of TC1 and TC2 (black traces) with the excitatory inputs (red traces), the number
of failures to respond in a one-to-one fashion in the parkinsonian state (see figure in
Section 4.1.3) is greatly improved in the treatment window.

Figure 3. Example of acDBS. (A) Spike times of 16 STN neurons. acDBS is on from 2000 to 7000 ms
with a0 = −16 and intt = 250 ms. Before stimulation, there are two synchronized clusters, as
shown in figure panel (a) in Section 4.1.3. During the stimulation period, the bursting dynamic is
largely eliminated, and the synchronized clusters no longer exist. Once stimulation is stopped, the
synchronized clusters reemerge. (B) Relay performance of TC1. (C) Relay performance of TC2. In
both (B,C), the top trace in blue is the total GPi synaptic input, the middle trace in red is the excitatory
signal, and the bottom trace in black is the TC voltage. TC relay performance noticeably improves
during the stimulation window.

The changes in STN firing behavior are further reflected in the histograms of sg1 and
sg2 corresponding to overall GPi synaptic input to the TC neurons (defined in Section 4.1.2).
The histograms in Figure 4 with the stimulation show that the distribution has more
elements in bin 1 and almost none in bins 5 and 6. Without stimulation, as shown in
figure in Section 4.1.2, the histograms have substantially more elements sorted into bins
5 and 6. In the parkinsonian configuration, the overall GPi synaptic input to the TC cell
is very phasic and bursty. This can be seen before the treatment window (1000–2000 ms)
and after the treatment window (7000–8000 ms) in Figure 4. During the stimulation period,
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the phasic and bursty firing pattern seen in the parkinsonian state is interrupted and
replaced with a more random pattern. This population-level phenomenon is the result
of downstream propagation of the debursted STN neurons. These results indicate that
we have significantly altered the firing of the GPi, replacing it with a more randomized
firing. The corresponding changes in total GPi synaptic input to the TC cells improve the
TC relay responses.

Figure 4. Total GPi synaptic inputs sg1 and sg2 (top traces) with corresponding histograms of sg1
(left) and sg2 (right) during the treatment window when acDBS was applied with a0 = −16 and
intt = 250.

Having successfully broken the network parkinsonian state, we next seek to determine
how robust this procedure is. Specifically, we seek to identify an effective range of values for
the parameters a0 and intt (the stimulation strength and the interspike time, respectively),
under which the network will respond to the stimulation and reduce the TC error index.
We are interested in finding a regime of optimal TC performance with relatively weak
stimulation amplitude.

As shown in Figure 5, we can see well-separated regions where the error-index is high
(0.5 and above), low (0.2 and below), and similar to the parkinsonian state (between 0.3
and 0.4). In contrast with previous work conducted by Guo and Rubin [21], there is a large
range of values of interspike threshold times and stimulation strengths that desynchronize
and deburst the STN neurons and therefore improve the TC performance. In general, the
favorable region of stimulation parameters can be observed in the lower right-hand corner
of Figure 5, with stimulation strengths ranging from −11 to −16 and interspike threshold
parameters of 250 to 400 ms. The (intt, a0) parameter pairs in this window behave similarly
to our results discussed above.
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Figure 5. (A) Error index values (color coded) for the first TC cell, TC1 over a range of interspike
threshold parameter values intt (75–400 ms, with increment 25 ms) and a0—stimulation strength
(−24 to −10, with increments of 1). (B) Error index values for the second TC cell, TC2 over a range
of values intt (75 to 400 ms, increment 25 ms) and a0 (−24 to −10, with increment 1). The favorable
region of (intt, a0) pairs is shown in the black box.

When studying Figure 5, we observe that pairing strong stimulation strength with
lower interspike interval parameters produces non-optimal results. In these instances, our
computational modeling shows that the stimulation to the neurons is occurring in a fashion
that induces a different STN bursting pattern, which results in poor TC performance. For
example, the (intt, a0) pair (75, −24) has an error index of 0.69 for TC1. In Figure 6, we
compare the firing of STN1 with its corresponding stimulation profile. Here we see that the
firing in the STN neuron now comes in regular succession. In fact, the new firing pattern is
directly induced from the stimulation provided to the STN cell, largely due to the strong
stimulation strength and the short interspike intervals.

Figure 6. STN1 membrane potential (black) with corresponding adaptive stimulation received (red)
with parameters a0 = −24 and interspike time threshold parameter intt = 75 ms. Note that the top
part of the red curve represents the time when the stimulation is turned off, while the bottom part of
the curve is when the stimulation is turned on.

To better understand the impact that the stimulation-induced firing has on TC perfor-
mance, we need to study how the induced firing impacts the total GPi synaptic input into
the TC neurons. Using the (intt, a0) pair (75, −24), we compute sg1 and sg2 and construct
the corresponding histograms. As seen in Figure 7, the total GPi synaptic input to TC1
and TC2 is indeed altered from the baseline parkinsonian network with no stimulation.
However, unlike the (intt, a0) pair (250, −16), during the treatment window, we observe
that the total synaptic GPi input is still clustered and synchronized. The histograms do not
have a pronounced shift in bin 6 to bin 1. While the distribution is shifted in comparison to
figure in Section 4.1.2, there are more entries in the middle bins 2–5.
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Figure 7. Total GPi synaptic inputs sg1 and sg2 (top traces) with corresponding histograms of sg1
(left) and sg2 (right) during the treatment window when acDBS was applied with a0 = −24 and
intt = 75.

This demonstrates that the TC performance is directly attributed to our choice of acDBS
parameters. Further, when studying Figure 5, it also suggests that there is a non-linear
relationship to how changes in the (intt, a0) space impact TC performance. In general, we
can conclude that there are many combinations of stimulation strengths and interspike
threshold parameters that are able to produce improved TC response in acDBS. We see that
when the interspike threshold parameter is larger, we can use lower stimulation strengths,
which is preferred. Conversely, pairing strong stimulation strengths with a short interspike
threshold parameter produces a new firing dynamic bad for TC performance. Thus, there
are numerous pairings of parameters, which may induce a theoretical therapeutic benefit.

2.2. Adaptive Multi-Site LFP Stimulation

Unlike the acDBS method discussed above, the adaptive LFP stimulation described
by Equation (19) represents a more sophisticated closed-loop DBS. While acDBS is able to
stimulate only when necessary, it is unable to adapt the stimulation strength to the amount
of abnormal neuronal synchronization. We overcome this limitation by incorporating the
recorded LFP signal of the STN neurons. Previous research has assessed the performance
of STN stimulation based on recorded LFP signals in terms of its desynchronizing effects
on model neurons [13,21,22,31]. This previous work shows that, while there is no clear
evidence on how the LFP is related to synaptic and ionic currents of a single neuron, such
stimulation is able to greatly reduce phase synchronization [13,22,30,31].

In Figure 8, we can see examples of the aLFPDBS profiles when using a stimulation
strength of a0 = 6 and an interspike time threshold parameter intt = 300 ms. As with the
acDBS results described previously, the stimulation current delivered to neurons 1, 4, 6,
and 11 is different during the treatment window of 2000 to 7000 ms. While not shown, it
is still the case that all 16 STN neurons will have different times when the stimulation is
turned on and off. These differences persist when the neurons are coming from the same
stimulation site (Neurons 1 and 6 of the STN11 block) or from a different stimulation site
but are part of the same synchronous group (Neuron 4 from the STN12 block and Neuron
11 from the STN21 block). In contrast with acDBS, the amount of current delivered during
the stimulation on period is now modulated by the filtered LFP on a delay as the signal is
shuffled through the four stimulation sites (see figure in Section 4.3 and Equation (19)).
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Figure 8. Adaptive local field potential stimulation delivered to STN Cells 1, 4, 6, and 11 arranged by
the synchronous group during the time window of 2000 to 7000 ms. Note that the top part of the
curve represents the time when the stimulation is turned off, while the bottom part of the curve is
when the stimulation is turned on.

When the aLFPDBS protocol is applied to the STN neurons during the treatment
window of 2000 to 7000 ms, we again observe that the stimulation is able to successfully
break the synchronized bursting dynamics described in Section 4.1.3, and we are left with
intermittent single spike activity. An example of the membrane potential of STN1 with its
corresponding stimulation profile (a0 = 10, intt = 325 ms) is shown in Figure 9. During the
treatment window, the amount of stimulation delivered is modulated by the stimulation
strength parameter a0 and by the value of the LFP shown in Figure 10. Throughout
the 2000–7000 ms period, the stimulation is turned off when the length between two
successive spikes is larger than the interspike time threshold parameter intt. This allows
for single spikes to occur before switching the stimulation on. When the length between
two successive spikes is less than the interspike time threshold intt, the stimulation is on to
prevent any potential bursting activity.

Figure 9. STN1 membrane potential (black) with corresponding stimulation received (red) with
parameters a0 = 10 and interspike time threshold parameter intt = 325 ms. Note that the top part of
the red curve represents the time when the stimulation is turned off, while the bottom part of the
curve is when the stimulation is turned on.

Figure 10. The total filtered local field potential of the 16 STN neurons from 1000 to 8000 ms with
aLFPDBS parameters a0 = 10 and intt = 325.

The overall impact of applying the aLFPDBS throughout the entire 16 STN neurons,
along with the changes to the two TC neurons, is shown in Figure 11. We are able to success-
fully deburst the network, and there is intermittent single-spike synchronization present in
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some subgroups of STN neurons. Under the stimulation settings a0 = 6, intt = 300 ms, the
error index for each TC cell is 0.13 and 0.2 for cells 1 and 2, respectively. This is a significant
reduction from the network parkinsonian state, which had an error index of 0.56 for both
model TC neurons.

Figure 11. Example of aLFPDBS. (A) Spike times of 16 STN neurons. acDBS is on from 2000 to
7000 ms with a0 = 6 and intt = 300 ms. Before stimulation, there are two synchronized clusters, as
shown in figure panel (a) in Section 4.1.3. During the stimulation period, the bursting dynamic is
largely eliminated, and the synchronized clusters no longer exist. Once stimulation is stopped, the
synchronized clusters reemerge. (B) Relay performance of TC1. (C) Relay performance of TC2. In
both (B,C), the top trace in blue is the total GPi synaptic input, the middle trace in red is the excitatory
signal, and the bottom trace in black is the TC voltage. TC relay performance noticeably improves
during the stimulation window.

The changes induced in the STN firing from the aLFPDBS are further reflected in the
histograms of sg1 and sg2 corresponding to the overall GPi input to the TC neurons. Before
the stimulation is turned on and the network is in the parkinsonian state, the GPi input
to the TC cells is phasic and bursty. When aLFPDBS is applied, this phasic and bursty
input is disrupted and replaced with a more random pattern consistent with what we
observed when applying acDBS. Comparing the histograms in Figure 12 and figure in
Section 4.1.2, we see that the distribution shifts from having more elements in bins 5
and 6 to more elements in bin 1, resulting in very few elements sorted into bins 5 and 6.
This is attributed to the aLFPDBS significantly altering the STN firing pattern producing
population-level neuronal changes. The debursting and desynchronization of the STN
neurons propagate through the STN-GPe loop to the GPi, which, in turn, feeds into the two
TC cells. By debursting and desynchronizing the STN neurons with aLFPDBS, we have
greatly improved TC relay during the treatment window.

Having successfully broken the parkinsonian bursting dynamic, we will proceed to
determine the robustness of aLFPDBS. We seek to identify an effective range of values for
the parameters a0 and intt under which the network will respond to the aLFPDBS and
reduce the TC error index. We are interested in finding a regime of optimal TC performance
with relatively weak stimulation amplitude.
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Figure 12. Total GPi synaptic inputs sg1 and sg2 (top traces) with corresponding histograms of sg1
(left) and sg2 (right) during the treatment window when aLFPDBS was applied with a0 = 6 and
intt = 300.

When studying Figure 13, we see well-separated regions where the error-index is high
(0.6 and above), low (0.2 and below), and similar to the network parkinsonian state (0.4
to 0.5). Consistent with our observations about acDBS, there is a large range of interspike
threshold times and stimulation strengths that desynchronize and deburst the STN neurons
and improves TC performance. The favorable region spans intt values from 250 to 400 ms
and stimulation strengths a0 ranging from 6 to 10. The (intt, a0) parameter pairs in this
window behave similarly to the example of aLFPDBS shown in Figures 8–12.

Figure 13. (A) Error index values (color coded) for the first TC cell, TC1 over a range of interspike
threshold parameter values intt (75 ms to 400 ms, with increment 25 ms) and a0—stimulation strength
(4 to 16, with increment 1). (B) Error index values for the second TC cell, TC2 over a range of values
intt (75 to 400 ms, increment 25 ms) and a0 (4 to 16, with increment 1). The favorable region of
(intt, a0) pairs is shown in the black box.

Under the aLFPDBS, pairing strong stimulation strengths with short interspike thresh-
old parameters produces a train of periodic STN spiking throughout the treatment window,
which results in pathological GPi outputs. For example, using the (intt, a0) pair of (100, 15)
results in an error index of 0.81 and 0.72 for TC1 and TC2, respectively. As shown in
Figures 14 and 15, using a strong stimulation strength largely alters the amplitude of the
LFP and disrupts the synchronized bursting of the STN neurons. However, the onset
of more frequent and regular spiking that the stimulation induces in the STN neurons
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results in phasic and bursty GPi inputs to the TC cells. This pattern of firing in the STN
and GPi corresponds to large error index values being observed. Another undesirable
scenario occurs when a0 is too small, for instance a0 ≤ 4. In this scenario, we observe
that aLFPDBS is not strong enough to break the bursting pattern. Furthermore, we lose
the adaptive nature of the stimulation because the stimulation is on for the entirety of the
treatment window.

Figure 14. STN1 membrane potential (black) with corresponding adaptive local field potential
stimulation received (red) with parameters a0 = 15 and intt = 100. Note that the top part of the red
curve represents the time when the stimulation is turned off, while the bottom part of the curve is
when the stimulation is turned on.

Figure 15. The total filtered local field potential of the 16 STN neurons from 1000 to 8000 ms with
aLFPDBS parameters a0 = 15 and intt = 100.

2.3. DBS for Heterogeneous TC Cells

To conclude our analysis of this computational study, we investigated the robustness
of the proposed adaptive protocols for restoring TC neuron relay responses. We aim to test
whether the adaptive stimulations produce the same restoration results with variations
of TC neurons. We completed this by generating 40 different model TC neurons with
heterogeneity in the parameters gL, gNa, and gT . Starting with the baseline values listed in
Appendix A, we independently selected new parameters from normal distributions with
standard deviations of 0.01, 0.05, and 0.08, as performed in [21,37]. All 40 different TC
neurons receive identical GPi inhibition from the upstream basal ganglia loop. For each
randomly generated set of parameters for TC neurons, we made a comparison between
the parkinsonian network without stimulation and with stimulation. Since we have two
parkinsonian networks under study, we paired the weaker parkinsonian configuration with
acDBS. The stronger parkinsonian configuration was then compared with the aLFPDBS. It
is critical to note that the parameter changes to the downstream TC neurons do not have
any impact on the network parkinsonian condition. Based on the network configuration
described in figure in Section 4.1, our model TC neurons do not connect back to the
upstream STN-GPe loop or the GPi. The TC neurons only receive input from model GPi
neurons. We would not expect underlying changes to our model TC neurons to impact the
synchronized bursting of the STN neurons.

The results of the heterogeneous TC cell studies are shown in Figure 16. The first
row displays the results of the acDBS study, while the second row displays the results
of the aLFPDBS study. As seen in Panels A and B, Panel A shows 40 trials for TC1 and
Panel B shows 40 trials for TC2. A majority of the trials for TC1 and TC2 show a moderate
reduction in the TC error index from the parkinsonian network without stimulation to the
network with acDBS. In Panels C (for TC1) and D (for TC2), the majority of the trials for the
aLFPDBS show a significant reduction in the TC error index. We observe that the TC error
index reduction in aLFPDBS is more significant than in acDBS. One possible explanation
for the differences in TC error reduction is due to the nature of the stimulation delivered to
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the STN neurons as defined in Equations (16) and (19). While both of these methods are
adaptive in that the stimulation is only turned on when necessary, the simplicity of acDBS
limits its effectiveness. Comparing Figures 3A and 11A, we observe that while acDBS is
able to deburst the STN, there is a degree of isolated single spike STN synchronization. In
comparison, when stimulating with aLFPDBS, the amount of isolated single-spike STN
synchronization is further reduced.

Figure 16. Error index values for 40 model TC neurons with heterogeneous TC parameter values. All
baseline values of the TC parameter are given in Appendix A. (A) TC1 heterogeneous error index
values without stimulation (red) and with acDBS, Equation (16) (blue). (B) TC2 heterogeneous error
index values without stimulation (red) and with acDBS (blue). (C) TC1 heterogeneous error index
values without stimulation (red) and with acLFPDBS, Equation (19) (blue). D TC2 heterogeneous
error index values without stimulation (red) and with aLFPDBS (blue).

3. Discussion

In this computational study, we investigated the effects of two different adaptive deep
brain stimulation techniques—adaptive constant stimulation (acDBS) and adaptive local
field potential stimulation (aLFPDBS)—and their effects on the thalamocortical relay. Here,
we consider a network of synaptically-connected, conductance-based model neurons from
the STN, GPe and GPi in the basal ganglia based on previous modeling work [21,37–39].
The model is parametrized to generate activity patterns featuring synchronized, rhythmic
bursts fired by clusters of STN neurons, with different clusters bursting in alternation, which
we take to represent a parkinsonian state. Outputs from the GPi are rhythmic (see figures in
Sections 4.1.2 and 4.1.3) and inhibit target model TC neurons that also receive excitatory
input trains. We observe that the TC neurons are unable to respond reliably to these inputs,
in agreement with earlier theory and simulations [21,37,39–49]. Using this framework, we
considered two parametrizations of the parkinsonian state. The first network configuration
consisted of a four-spike STN bursting pattern with a TC error index of 0.39 and 0.37 for
the first and second TC cells, respectively. This configuration, which represents a mild to
moderate state of computational parkinsonism, is used to investigate the acDBS mechanism.
The second network configuration consisted of a three-spike STN bursting pattern with
a TC error index of 0.56 for both model TC neurons. This configuration, representing
an advanced state of computational parkinsonism, is used to investigate the aLFPDBS
technique.

More recent computational studies on adaptive techniques have focused on stimu-
lation within the STN that desynchronizes the rhythmic bursting dynamics found in the
STN-GPe loop [13,24–29,31–36]. In this work, we demonstrate that the two proposed aDBS
mechanisms are able to deburst the parkinsonian state and improve the TC error index
while stimulation is applied. When these methods are properly tuned, the resulting model
STN neurons exhibit single spike firing during the stimulation window. It is apparent that
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desynchronization is important to developing effective closed-loop DBS mechanisms; how-
ever, our study suggests that desynchronization of the STN neurons alone is not enough to
improve thalamocortical relay in our PD networks. In our study, we found that debursting
was critical to improving TC relay. Because of the elimination of the bursting dynamic, the
combination of debursting and partial desynchronization of the single spikes of the STN
neurons is sufficient to restore the TC relay. For both methods under study, our simulations
demonstrate that the greatest improvements to the TC error index were achieved when we
debursted and desynchronized the STN neurons.

In the present study, all model STN neurons in our PD networks received the same
stimulation strength when testing both adaptive mechanisms. Further in silico studies
of interest would involve stimulating synchronized subgroups of the STN neurons while
leaving other parts of the network unstimulated. Similarly, conducting trials in which all
synchronized STN neurons receive different levels of stimulation strength would also be
of interest.

Another avenue of interest in aDBS methods is further investigating the detection
mechanism for controlling when the stimulation is on and off. Currently, we are deter-
mining when stimulation is turned on and off based on an interspike time method. When
the interspike time is above a preset threshold, the stimulation is turned off; otherwise,
the stimulation is on. This method is an initial investigation for predicting when the STN
neurons might exhibit a bursting dynamic we wish to interrupt. Finding novel ways to
detect parkinsonian firing is an open problem with many possible avenues of research.
Recently, work by Jung et al. in 2023 used whole-brain dynamic modeling and machine
learning for the classification of PD [50]. Their study uses a Jensen-Rit model type of
interacting excitatory and inhibitory neuronal populations. Their work demonstrates that
personalized whole-brain models can serve as an additional source of information relevant
to the diagnosis and possibly treatment of PD [50]. As aDBS becomes more widely utilized
in personalized medicine and targeted therapies, there will be an increased need to identify
beneficial biological feedback signals used in controlling the delivery of stimulation.

At the present moment, there is one commercially available brain stimulation system
that provides closed-loop DBS [11]. While research on aDBS is still in its early stages, the
preliminary findings suggest that aDBS is superior to the current standard open-loop HF
stimulation being used [51–53]. Meta-analysis of the existing studies has proven to be
challenging due to the heterogeneity of research methodologies and the small number of
studies that have been conducted [52]. The issues surrounding the amount and quality
of data available are not new and reflect a continuing challenge in studying STN DBS in
Parkinson’s disease [54]. While these challenges will persist, experimenters and clinicians
will increasingly need to rely on computational models to gain insights and correlations
between neuronal activity and physical symptoms.

4. Methods and Materials
4.1. The Network Model

To develop a biologically faithful PD network model, we will adopt the same Hodgkin–
Huxley model of basal ganglia thalamic network as in [21,37–39] with modifications to
incorporate a variety of adaptive stimulation protocols of the STN neurons. Neurons in the
basal ganglia and the thalamus communicate through various excitatory and inhibitory
synaptic connections and receive certain external inputs. The basal ganglia circuit consists
of GPe, GPi, STN neurons, and striatal input.

As depicted in Figure 17, both the GPi and GPe receive excitatory inputs from the
STN. The GPe and GPi are subject to an inhibitory striatal input. There is synaptic coupling
among inhibitory GPe neurons, and there is no coupling within the STN population and
the GPi population. The TC cell is a relay station whose role is to respond under the GPi
inhibition to incoming sensorimotor excitation via corticothalamic projections.
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Figure 17. Full network model, including the interconnections between the STN and GPe sub-
network neuronal populations. Each STN and GPe block represents 4 neurons, while the GPi 1 and
GPi 2 blocks represent 8 neurons that connect to a single TC cell. The solid lines represent strong
synaptic connections, while the dashed lines start from the STN block to the corresponding GPe
block, representing weak synaptic connections.

The network model consists of TC, STN, GPe, and GPi neurons. We will first describe
the equations of STN, GPe and GPi neurons in the model network [37–39]. We then
will present the TC neuron equations [37,39], which will be used to evaluate the DBS
effectiveness. All specifics of the functions and parameter values used for each type of
neuron in the model are given in Appendix A.

The STN voltage equation that we use takes the form

Cmv′Sn = −IL − INa − IK − IT − ICa − IAHP − IGPe→STN + Istim, (1)

and was introduced in [38]. All the currents and corresponding kinetics are the same except
that we make some parameter adjustments so that STN firing patterns are more similar to
those reported in vivo [55–57]. IGPe→STN is the inhibitory input current from GPe to STN.
Istim is the external stimulation applied to STN.

The voltage of each model GPe neuron obeys the equation

Cmv′Ge = −IL − INa − IK − IT − ICa − IAHP − IGPe→GPe − ISTN→GPe + Iapp(t), (2)

where IGPe→GPe is the inhibitory input from other GPe cells, ISTN→GPe is the excitatory input
from STN cells, and Iapp(t) is a time-dependent external current that represents hyperpo-
larizing striatal input to all GPe cells.

The voltage equation for each model GPi neuron is similar to that for the GPe
neurons, namely

Cmv′Gi = −IL − INa − IK − IT − ICa − IAHP − ISTN→GPi + IGPe→GPi + Iappi(t), (3)

where ISTN→GPi represents the excitatory input from STN to GPi, IGPe→GPi is the inhibitory
input from GPe to GPi, and Iappi(t) are time-dependent external inputs that represent
hyperpolarizing currents from the striatum to all GPi cells. The time-dependent external
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currents Iapp(t) and Iappi(t) are different from the constant inputs used in [21,37–39] and
will take the form of a square-wave pulse given by

Iappi(t) = q1H(sin(2π(t− to f f ,1)/tp,1)))(1− H(sin(2π(t− to f f ,1)/tp,1)), (4)

and
Iapp(t) = q2H(sin(2π(t− to f f ,2)/tp,2)))(1− H(sin(2π(t− to f f ,2)/tp,2)). (5)

Here, H is used to denote the Heaviside step function, such that H(x) = 0 if x < 0 and
H(x) = 1 if x > 0. The parameters q1 and q2 in Equations (4) and (5) represent the
amplitude of the square wave pulses and are consistent with the constant input values
used in [21,37]. The parameters to f f ,i and tp,i, i = 1, 2 are used to represent the period and
duration of the square-wave pulses and will take on the values to f f ,1 = 12 ms, tp,1 = 50 ms,
to f f ,2 = 6 ms, and tp,2 = 40 ms.

The model for each TC neuron takes the form

Cmv′ = −IL − INa − IK − IT − IGPi→TC + IE + c(t) (6)

h′ = (h∞(v)− h)/τh(v)

r′ = (r∞(v)− r)/τ(v)

In system (6), IL = gL(v − vL), INa = gNam3
∞(v)h(v − vNa), and IK = gK(0.75(1 −

h))4(v− vK) are leak, sodium, and potassium currents, respectively. We apply a standard
reduction in our expression for the potassium current to decrease the dimensionality of the
model by one variable [58]. The current IT = gT p2

∞(v)r(v− vT) is a low-threshold calcium
current, where r is the inactivation and p2

∞(v) is the activation. The membrane capacitance
Cm is normalized to 1 µF/cm2 in all the neural models included in the current work.

Additional terms in system (6) are inputs that the model TC neuron receives. One is
the inhibitory input current from the GPi, IGPi→TC, such that

IGPi→TC = gGPisGPi(v−VGPi), (7)

where gGPi is the constant maximum conductance and VGPi is the synaptic reversal potential.
sGPi satisfies the equation

s′GPi = αGPi(1− sGPi)S∞(v)− βGPisGPi, (8)

where S∞(x) = (1 + e−(x+57)/2)−1.
The other input to the model TC neuron, IE, represents simulated excitatory sensorimo-

tor signals to the TC neuron. We assume that these are sufficiently strong to induce a spike
in the absence of inhibition and therefore may represent synchronized inputs from multiple
presynaptic cells. We tune the parameters so that the TC cell yields spontaneous spikes at a
rate of roughly 12 Hz in the absence of both inhibitory GPi and excitatory synaptic inputs.
The parameter values chosen place the model TC neuron near the transition from silence to
spontaneous oscillations. In the model, IE = gEs(v− vE), where gE = 0.018 mS/cm2 , and s
satisfies equation

s′ = α(1− s)exc(t)− βs (9)

where α = 0.8 ms−1 and β = 0.25 ms−1. The function exc(t) controls the onset and offset
of the excitation: exc(t) = 1 during each excitatory input, whereas exc(t) = 0 between
excitatory inputs. The periodic exc(t) takes the following form:

exc(t) = H(sin(2πt/p))(1− H(sin(2π(t + d)/p))), (10)

where the period p = 50 ms and duration d = 5 ms, and H(x) is the Heaviside step
function, such that H(x) = 0 if x < 0 and H(x) = 1 if x > 0. Hence, exc(t) = 1 from
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time 0 up to time d, from time p up to time p + d, from time 2p up to time 2p + d, and
so on. A similar periodic function was used in previous work [37,39]. A baseline input
frequency of 20 Hz is consistent with the high–pass filtering of corticothalamic inputs
observed in vivo [59]; at this input rate, the model TC cells rarely fire spontaneous spikes
between inputs.

In the following subsections, we focus on three aspects of the PD network model: the
coupling structure in the STN–GPe loop, the averaged GPi synaptic input going into a TC
relay neuron, and the TC relay error index.

4.1.1. Architecture of Coupling between Individual Neurons

As shown previously in [38], the STN and GPe sub-network can generate both irregular
asynchronous and synchronous activity [38,60,61]. Our model builds off of [37], where each
STN, GPe, and GPi group includes 16 neurons. We incorporated two relay TC neurons into
the parkinsonian network to evaluate the performance of DBS [37,39]. The network model
mimics the pathological neuronal activity observed in the basal ganglia in parkinsonian
conditions, such as increased firing rate, bursting patterns, and synchronization in STN
and GPi neurons [40–49]. We consider this rhythmic clustered regime in STN and GPi as
the parkinsonian state and refer to the network in this state as the parkinsonian network.
In our simulation results that are presented throughout, we will discard the first 1000 ms to
ensure that the network is in the parkinsonian state.

We designed the structure of the STN-GPe loop in the model following the work
on clustered rhythms in [38] so that the STN cells will segregate into two rhythmically
bursting clusters, with synchronized activity within each cluster. The detailed structure of
connections between STN and GPe neurons, along with their connections to the remaining
GPi and TC cells, is depicted in Figure 17. In the STN and GPe sub-network, there are both
strong and weak synaptic connections built into the architecture of the network. This is
reflected in Figure 17 by duplicating the 16 STN and GPe neurons to show the symmetry
present in building the strong and weak connections necessary to create two synchronized
groups of neurons. We use Kij, where K=GPe or STN, i = 1, 2, and j = 1, 2, to denote sub-
population j within the i-th cluster of type K neurons. For example, the first sub-population
of STN cluster one, STN11, sends excitation to the first sub-population of GPe cluster two,
GPe21. The same sub-population of STN neurons are also weakly coupled with the other
half of the same GPe cluster, GPe22. Each sub-population of STN neurons is connected
with two GPe sub-populations in an analogous way. Each sub-population of GPe neurons
inhibits one group of STN neurons, as is also illustrated in Figure 17. Within each GPe
sub-population GPeij, there are also local inhibitory connections.

The model also includes 16 GPi neurons, each receiving input from a single corre-
sponding STN neuron. Thus, the rhythmic, bursty, synchronized outputs of each STN
cluster induce rhythmic, bursty, synchronized activity in a corresponding group of GPi
neurons. These GPi activity patterns mimic those seen experimentally in parkinsonian
conditions. The network architecture is set up so that members of each such synchronized
GPi group (GPi1 or GPi2) send synaptic inhibition to the same TC neuron, and hence
each TC neuron receives a rhythmic inhibitory signal in the parkinsonian network (see
Figure 17), which disrupts the fidelity of TC relay responses to excitatory inputs.

4.1.2. Averaged GPi Synaptic Input to TC

In our network model, the synaptic input from the GPi to a TC neuron, IGPi→TC, comes
from a subgroup of GPi neurons. As illustrated in Figure 17, the first GPi subgroup maps to
the first TC cell and the second GPi subgroup maps to the second TC cell. Following [21,37],
we will let vTCj denote the membrane potential of the j-th TC cell. It follows that this input
will take the form

IGPij→TC = gGPi(vTCj − vGPi) ∑
k∈Ωj

sk
GPij

, j = 1, 2, (11)
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where each Ωj is an index set for the neurons in the GPi group, gGPi is the maximal
conductance, and vGPi is the synaptic reversal potential for inhibition from the GPi group.
Each sk

GPij
in Equation (11) satisfies the equation

s′GPi = αGPi(1− sGPi)S∞(ṽ)− βGPisGPi, (12)

where S∞(x) = (1 + e−(x+57)/2)−1 and ṽ represents the membrane potential of the k-th GPi
neuron from subgroup GPij.

Based on the structure of Equation (12), we can see that each sk
GPij

is between 0 and 1.
We define the quantities sg1 and sg2 by

sg1 = ∑
k∈Ω1

sk
GPi1 , (13)

and
sg2 = ∑

k∈Ω2

sk
GPi2 . (14)

Since each sk
GPij

is between 0 and 1, it follows that sg1 and sg2 are each between 0 and 8.
In our computational study, we use the variability of the time-average of each sgi as an
indicator of GPi rhythmic bursting activity. We do this by constructing histograms based
on the frequency with which each sgi time series, averaged over 25 ms time windows, takes
different values in bins that cover the range of [0, 8]. In analyzing both the parkinsonian
state and the adaptive stimulation protocols, we will construct the histograms over the
time window during which stimulation is applied from 2000 to 7000 ms. Specifically, we
display six bins centered at 1 through 6, respectively, and each represents a subinterval of
1 ms/cm2, except that all values less than 1.5 are placed in the 1 bin and all values greater
than 5.5 are placed into the 6 bin. In the parkinsonian network without external stimulation,
the average sgi values fall into the 1 and 6 bins, as seen in Figure 18.

This result occurs because the GPi firing is both rythmic and bursty (see the top traces
in Figure 19). Studying the top traces in blue in Figure 19 in panels B and C, we see that
the GPi synaptic output is high during each bursting episode and low in between bursting
events. A few values will be sorted into the middle bins 2 through 5 in Figure 18 due to
the transition between bursting and quiescent phases. We will show that very different
results emerge when our adaptive stimulation protocols are applied to the STN neurons
(Figures 4, 7 and 12).

Figure 18. Histograms of sg1 (left) and sg2 (right) in the parkinsonian network, in ms/cm2. Both
histograms include two dominant bins, centered at 1 and 6, due to the quiescent and bursting phases,
respectively, of GPi activity.
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4.1.3. TC Relay Responses and Error Index

Based on the network architecture described above, the synaptic input from the GPi to
the target TC cells is both rhythmic and bursty (see Figure 19 Panels B and C, top curve).
While there are instances where the TC neuron fires a single spike in accordance with
the excitatory input that it receives (see Figure 19 Panels B and C, middle curve), other
excitatory inputs to the TC neuron either result in no spiking activity or firing multiple
spikes in response to a single excitatory input. This failure in one-to-one response between
excitatory input and TC response is how we will characterize and define TC relay fidelity.

Figure 19. STN clusters in the parkinsonian network. Panel (A) shows that the 16 model STN neurons
form two synchronized clusters. Panels (B,C) show the membrane potentials of the two TC neurons
(bottom curve, black) responding to excitatory sensorimotor signals (middle curve, red), along with
the total synaptic input the corresponding TC cell receives from eight GPi neurons (top curve, blue).

In our computational study, we quantify the relay performance of each TC neuron
using a simple error index, which is computed by dividing the total number of errors—
instances in which the TC cell either does not fire or fires multiple spikes in response to a
single excitatory input—by the total number of excitatory inputs. That is, we define

error index =
b + m

n
, (15)

where n is the total number of excitatory inputs. In Equation (15), b will represent the
number of excitatory inputs in which the TC neuron gives a bad response consisting of
more than one spike. Typically this will be in the form of a bursting episode but will
also include a single-spike response followed after a delay, but before the next input,
by additional spikes [37]. The number m in Equation (14) will represent the number of
excitatory inputs that are “missed” by the TC neuron. That is, it is the number of excitatory
inputs to the TC neuron that results in no corresponding spiking activity during a detection
window [37]. Consistent with [37,39], the detection window used in our study extends
from the beginning of each excitatory input to 18 ms after each input. This error index was
first introduced in [39] and was used previously with the same error detection algorithm
to quantify how different patterns of inhibitory GPi signals obtained from experimental
recordings of normal and parkinsonian monkeys, with and without DBS [62], affect the TC
relay response [37].

Adaptive deep brain stimulation (aDBS) is a closed-loop and demand-controlled
method where DBS is turned on and off according to a feedback signal. In this approach,
stimulation is administered only when necessary and to an extent dependent on the
measured neuronal activity or symptoms [13]. Examples of stimulation trigger events or
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biophysical markers include action potentials from the targeted region of the brain and the
amplitude of the beta-band local field potential (LFP) of the subthalamic nucleus (STN)
measured via implanted electrodes [13]. In this study, we used the interspike time—the
time between successive spikes—of the STN neurons to monitor the amount of ongoing
abnormal neuronal activity to determine when stimulation will be applied to the network.
We chose to use the interspike time between successive STN spikes as our biological signal
due to several considerations. First, in our biophysical model, it is not difficult to detect
when the action potential occurs. Second, this measurement is coming from the targeted
region for stimulation and thus will form a closed feedback loop in the network. This
feedback loop will help modulate the stimulation in real-time. Additionally, the use of the
interspike time of successive STN neurons as a biological signal to control the adaptive
delivery of stimulation has not been studied yet. Using this as our detection method, we
aim to not only desynchronize the bursting dynamics of the parkinsonian network but
to provide stimulation in such a way that the bursting dynamic of the STN neurons is
eliminated completely, and we seek to improve the TC relay performance. The stimulation
patterns that we will be testing under this adaptive scheme are constant pulse DBS (acDBS)
and local field potential DBS (aLFPDBS) with coordinated reset shuffling.

4.2. Adaptive Constant Pulse DBS

The acDBS is given by the formula

Istim
k =

Nk

∑
i=1

a0H(t− ti,1)(1− H(t− ti,2)), (16)

where a0 denotes the amplitude of the constant pulses, and H is the Heaviside function,
where the times ti,1 and ti,2 are determined from the spiking mechanism of the STN neurons.
These times are identified to track the interspike interval. For the adaptive protocol, if the
interspike interval is larger than a preset threshold parameter, then the stimulation is turned
off. After the stimulation has been turned off, stimulation will resume if the interspike
interval is even smaller than the preset threshold. The corresponding turn-on time is ti,1,
and the off time is ti,2. That is, when t = ti,1, H(t− ti,1) = 1 and 1− H(t, ti,2) = 1, and
thus, the stimulation is on, and when t = ti,2, H(t− ti,1) = 0, and thus, the stimulation will
be off.

4.3. Adaptive Multi-Site LFP Stimulation

Local field potentials (LFP) are transient electrical signals generated in nervous and
other tissues by the aggregate electrical activity of the individual cells in that tissue (e.g.,
neurons). Since the LFP reflects the activity of many neurons in the vicinity of the recording
electrode, it is therefore useful in studying local network dynamics.

Extracellular potentials are generated by transmembrane currents, and in the presently
used volume conductor theory, the system is envisioned as a three-dimensional smooth
extracellular continuum where the transmembrane currents are represented as volume
currents [63]. In volume conductor theory, the fundamental formula for the contribution of
extracellular potential φ(r, t) from the activity in an N-neuron model is given by

φ(r, t) =
1

4πσ

N

∑
n=1

In(t)
|r− rn|

. (17)

Here, In(t) denotes the transmembrane current in compartment n positioned at rn, and σ is
the extracellular conductivity.

The measured raw LFP(t) is filtered online by applying a linear damped oscillator

ẍ + aẋ + bx = µLFP(t). (18)
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In the equation above, b approximates the frequency of the LFP oscillations and is expressed
by b = 2π/T where T is the mean period of the LFP. The parameters a and b are chosen in
such a way that a2 < 4b to guarantee that Equation (18) represents a harmonic oscillator.
The parameter µ controls the strength of the stimulation. We first choose the values of
a = 0.0025 and b = 0.00136 so that the period of the harmonic oscillator is the same as the
natural frequency of the bursts present in the STN clusters.

The aLFPDBS is given by the formula

Istim
k =

µ

n

Nk

∑
i=1

4

∑
k=1

H(t− ti,1)(1− H(t− ti,2))e−2dist(j,k)xk(t− (k− 1)τ), (19)

where n is the number of STN cells, dist(j, k) is the distance between the jth neuron and
the kth stimulation site, and xk(t− (k− 1)τ) is the time-delayed signal from Equation (18)
that is delivered at the kth stimulation site, where τ is the delay and k = 1, 2, . . . 4. Here,
we calculate the distance in a two-dimensional Euclidian space. For instance, the distance
between STN cell 2 and stimulation site 4 is given by dist(2, 4) =

√
0.252 + 0.52. As before,

the times ti,1 and ti,2 will be identified from the spiking mechanism of the STN neurons to
track the interspike interval needed to control the delivery of the adaptive stimulation.

This formula is applied to the STN neurons through four stimulation sites, as illus-
trated in Figure 20. The 16 model STN neurons are represented by solid circles arranged
in a four-by-four grid centered at the plus in the center. The first row on the square
grid is STN1, STN2, STN3, and STN4 from left to right. STN5–STN8, STN9–STN12, and
STN13–STN16 are in rows 2, 3, and 4, respectively. These neurons are spaced in such a way
that the horizontal and vertical distance between any two neurons is 0.1. The four small
boxes in Figure 20 are the stimulation sites, numbered 1, 2, 3, and 4, proceeding clockwise
from the left. These sites are arranged to be at the center of a smaller two-by-two block
formed by the four nearest STN cells.

Figure 20. Sixteen STN cells (solid circles) on a square grid with the center (plus sign) where an
electrode can measure the local field potential. The four square boxes are the stimulation sites where
the signal will be shuffled through in a clockwise fashion. The signal will be on a time delay of
τ through each site. In the acDBS protocol (Equation (16)), there is no delay and no shuffling of
the stimulation.
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Abbreviations
The following abbreviations are used in this manuscript:

aDBS adaptive deep brain stimulation
acDBS adaptive constant pulse deep brain stimulation
aLFPDBS adaptive local field potential deep brain stimulation
DBS deep brain stimulation
GP globus pallidus
GPe external segment of the globus pallidus
GPi internal segment of the globus pallidus
HF conventional high-frequency stimulation
PD Parkinson’s disease
LFP local field potential
STN subthalamic nucleus
TC thalamacortical neurons

Appendix A

In the following text, we use gi to denote conductance in mS/cm2 and vi to denote
reversal potentials in mV, where the subscript i is from the set {L, Na, K, Ca, AHP, T,
E, GPi, GPe → GPe, GPe → STN, GPe → GPi, STN → GPe, STN → GPi}. τ with a
subscript or both a superscript and a subscript is a time constant in units of ms. All α and β
with subscripts are rate constants in units of ms−1. Other parameters are either constants
without units or with units given in the following text.
Functions for TC neurons in system (6):

m∞(v) = 1/(1 + e−(v+37)/7), p∞(v) = 1/(1 + e−(v+60)/6.2),
h∞(v) = 1/(1 + e(v+41)/4), r∞(v) = 1/(1 + e(v+84)/4),
τh(v) = 1/(ah(v) + bh(v)), τr(v) = 0.4(28 + e−(v+25)/10.5),
ah(v) = 0.128e−(46+v)/18, bh(v) = 4/(1 + e−(23+v)/5).

Parameters for TC neurons:
gL = 0.14, gNa = 3, gK = 5, gT = 5, gE = 0.018, gGPi = 0.009,
vL = −72, vNa = 50, vK = −90, vT = 90, vE = 0, vGPi = −85,
p = 50 ms, d = 5 ms, wino f f = 18 ms.

GPi currents:
IL(v) = gL(v− vL), INa = gNa(m3

∞(v))h(v− vNa), IK = gKn4(v− vK),
IT = gTa3

∞(v)r(v− vCa), ICa = gCas2
∞(v)(v− vCa),

IAHP = gAHP(v− vK)([Ca]/([Ca] + k)),
ISTN→GPi = gSTN→GPisSTN→GPi(v− vSTN→GPi), where sSTN→GPi is listed under STN

equations, and
IGPe→GPi = gGPe→GPisGPe→GPi(v − vGPe→GPi), where sGPe→GPi is listed under

GPe equations.
Iappi = −1 µA is a constant applied current.

GPi equations and functions:
n′ = φn(n∞(v)− n)/τn(v), h′ = φh(h∞(v)− h)/τh(v), r′ = φ(r∞(v)− r)/τr,
[Ca]′ = ε(−ICa − IT − kCa[Ca]), s′Gi = α(1− sGi)S∞(v)− βGisGi, where S∞(v) is given

in Section 2.2.
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X∞(v) = 1/(1 + e−(v−θX)/σX ), where X = m, n, h, r, a, s, and
τX(v) = τ0

X + τ1
X/(1 + e−(v−θτ

X)/στ
X ), where X = n, h.

GPi parameters:
gL = 0.1, gNa = 120, gK = 30, gT = 0.5, gCa = 0.1, gAHP = 30, gSn→Gi = 0.5,

gGe→Gi = 1,
vL = −55, vNa = 55, vK = −80, vCa = 120, vGPe→GPi = −100, vSTN→GPi = 0,
τ0

n = 0.05, τ1
n = 0.27, τ0

h = 0.05, τ1
h = 0.27, τr = 30,

φr = 1, φn = 0.1, φh = 0.05,
k1 = 30, kCa = 15, ε = 0.0001 msec−1,
θr = −70, θm = −37, θn = −50, θh = −58, θa = −57, θs = −35, α = 2, θτ

n = −40,
θτ

h = −40,
σm = 10, σn = 14, σh = −12, σr = −2, σa = 2, σs = 2, στ

n = −12, στ
h = −12,

βGPi = 0.08, kCa = 15.

STN currents:
IL, INa, IK, ICa, IAHP are as given above for the GPi neuron, and IT = gTa3

∞(v)b∞(r)(v−
vCa). The synaptic currents from GPe to STN are the following:

IGPe→STN = gGPe→STN ∑j∈Λ sj
GPe→STN(v− vSTN→GPe), where Λ is a subgroup of GPe

cells and sGPe→STN is given in GPe equations.
For the stimulation current Istim, see details in Sections 4.2 and 4.3.

STN equations and functions:
n, h, r, [Ca] equations and functions X∞(v), τX(v) are the same as given above for the

GPi neuron, except there is no r∞(v) used and we introduce b∞(r) = 1/(1 + e(r−θb)/σb)−
1/(1 + e−θb/σb).

The synaptic input from STN to GPe and GPi is described as:
s′STN→GPe = αSTN→GPe(1− sSTN→GPe)s∞(v− 30)− βSTN→GPesSTN→GPe,
s′STN→GPi = αSTN→GPi(1− sSTN→GPi)s∞(v− 30)− βSTN→GPisSTN→GPi.

STN Parameters:
gL = 2.25, gNa = 37.5, gK = 45, gT = 0.5, gCa = 0.5, gAHP = 9, gGPe→STN = 0.9,
vL = −60, vNa = 55, vK = −80, vCa = 140, vGPe→STN = −100,
τ0

n = 1, τ1
n = 100, τ0

h = 1, τ1
h = 500, τ0

r = 7.1, τ1
r = 17.5,

φr = 0.5, φn = 0.75, φh = 0.75,
k1 = 15, kCa = 22.5, ε = 5× 10−5,
θr = −67, θm = −30, θn = −32, θh = −39, θa = −63, θs = −39, θb = 0.25,
θτ

n = −80, θτ
h = −57, θτ

r = 68,
σm = 15, σn = 8, σh = −3.1, σr = −2, σa = 7.8, σs = 8, σb = 0.07
στ

n = −26, στ
h = −3, στ

r = −2.2,
αSTN→GPe = 5, αSTN→GPi = 1, βSn→Ge = 1, βSTN→GPi = 0.05, wk = 0.45.
PHFS parameters: ρ1 = 0.7, a1 = 0.9, a0 ∈ [36, 100], τ0 ∈ [16.5, 60.5].
LFP parameters are all given in the text.

GPe currents:
IL, INa, IK, ICa, IAHP are modeled as given above for the GPi neuron. The synaptic

currents to GPe are:
ISTN→GPe = gSTN→GPe ∑j∈Λ sSTN→GPe(v− vSTN→GPe), where Λ is a subgroup of STN

neurons and sSTN→GPe is given under STN equations.
IGPe→GPe = gGPe→GPe ∑j∈Λ sGPe→GPe(v− vGPe→GPe) where Λ is a subgroup of STN

neurons and sGPe→GPe is the same as sGPe→STN given under GPe equations.
Iapp = −1.2 is a constant applied current.

GPe equations and functions:
n, h, r, [Ca] equations and function X∞(v), τX(v) are as given above for the GPi neuron.
The synaptic input from STN to GPe and GPi is described as:
s′GPe→STN = αGPe→STN(1− sGPe→STN)s∞(v− 20)− βGPe→STNsGPe→STN ,
s′GPe→GPi = αGPe→GPi(1− sGPe→GPi)s∞(v− 20)− βGPe→GPisGPe→GPi.
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GPe parameters:
Most parameters for GPe are the same as those for GPi. We only list those that have

different values and the additional ones not present in the GPi model.
gSTN→GPe = 0.18, gGPe→GPe = 0.01, vSTN→GPe = 0, vGPe→GPe = −80,
αGPe→STN = 2, αGPe→GPi = 1,
βGPe→STN = 0.04, βGPe→GPi = 0.1.
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Abstract: Alzheimer’s disease (AD) is an incurable, progressive neurodegenerative disorder. AD is a
complex and multifactorial disease that is responsible for 60–80% of dementia cases. Aging, genetic
factors, and epigenetic changes are the main risk factors for AD. Two aggregation-prone proteins play
a decisive role in AD pathogenesis: β-amyloid (Aβ) and hyperphosphorylated tau (pTau). Both of
them form deposits and diffusible toxic aggregates in the brain. These proteins are the biomarkers
of AD. Different hypotheses have tried to explain AD pathogenesis and served as platforms for AD
drug research. Experiments demonstrated that both Aβ and pTau might start neurodegenerative
processes and are necessary for cognitive decline. The two pathologies act in synergy. Inhibition
of the formation of toxic Aβ and pTau aggregates has been an old drug target. Recently, successful
Aβ clearance by monoclonal antibodies has raised new hopes for AD treatments if the disease is
detected at early stages. More recently, novel targets, e.g., improvements in amyloid clearance from
the brain, application of small heat shock proteins (Hsps), modulation of chronic neuroinflammation
by different receptor ligands, modulation of microglial phagocytosis, and increase in myelination
have been revealed in AD research.

Keywords: Alzheimer’s disease; toxic amyloids; Aβ; tau; genetics; amyloid clearance; vascular
dysfunction; neuroinflammation; heat shock proteins; drug targets

1. Introduction

Neurodegenerative diseases (NDDs) represent a big part of neurological disorders.
NDDs are characterized by the loss of synapses and neurons in the central nervous system
(CNS). Neuronal loss often generates the decline of cognitive functions and dementia. Many
NDDs have a common central neuropathological event: misfolded, toxic protein aggregates
(amyloids) are accumulated in the CNS. NDDs can be regarded as protein homeostasis
disorders: the level of several aggregation-prone proteins is increased, and subsequent small
conformational changes result in the accumulation of pathogenic, β-structured amyloid
proteins. Many amyloid protein structures are self-replicating, display prionoid character,
and their aggregated form is propagated from cell to cell (transmissible pathology) [1].
The prionoid propagation of several amyloids (e.g., tau protein and α-synuclein) has
been proven. The precise molecular mechanism of the conversion of a nontransmissible
protein to the pathogenic prionoid form is not completely understood. Although the native,
functionally-folded proteins possess important physiological functions, their misfolded
amyloid aggregates are toxic to brain cells. The amyloid structure fundamentally differs
from the globular state of these proteins and has remarkable similarities in the molecular
and supramolecular organization [2]. Medical research has revealed common disease
pathways among NDDs [3]; the most important of them is the accumulation of toxic,
misfolded proteins.
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Distinct NDDs are coupled to the accumulation of different misfolded amyloid pro-
teins: AD to β-amyloid (Aβ), hyperphosphorylated tau (pTau) and other proteins, Parkin-
son’s disease (PD) to α-synuclein (α-syn), Huntington’s disease (HD) to huntingtin, amy-
otrophic lateral sclerosis (ALS) to SOD-1 or TDP-43, and prion diseases to prion proteins.
Amyloid accumulation may also occur in the parenchymal organs of the periphery (e.g.,
heart and kidneys) and cause the progress of serious diseases. Existing treatments for
NDDs are limited and mainly address symptoms rather than causes of the disease. Very
recent studies have shown that these diseases are complex and multifactorial, presenting
hurdles for discovering novel therapies. In the recent genomic era, novel experimental
results have opened up the opportunity for using genetic, epigenetic, transcriptomic, pro-
teomic, metabolomics, and lipidomic data for designing novel drugs for the treatment of
NDDs. Developing preventive and, ultimately, disease-modifying therapies for slowing the
progression of neurodegeneration in AD and other NDDs seems to be one of the greatest
medical needs of our time.

The present review first summarizes our most important knowledge of AD (pathology,
genetic background, different hypotheses of the progression of AD, and novel methods for
early diagnosis). In the second part, we show novel targets for preventing and/or slowing
the progress of AD (e.g., increase in amyloid clearance, inhibition of amyloid formation
and accumulation, and modulation of neuroinflammation).

2. Alzheimer’s Disease
2.1. Pathology and Classification of AD. Aging and Dementia. The Main Risk Factors of AD

Presently, AD is an incurable and progressive neurodegenerative disorder character-
ized by mixed proteinopathy, progressive dysfunction and loss of synapses, behavioral
dysfunction, memory loss, and rapid cognitive decline [4]. Clinicopathologically, AD is
a heterogeneous, multifactorial disease with different pathobiological subtypes. AD is
rather a spectrum, a continuum from the preclinical, asymptotic phase via mild cognitive
impairment to severe AD dementia [4]. Extremely complex, interrelated, and destructive
processes lead to cell death and dementia. Novel strategies emphasize the importance of
multitarget therapies for AD treatment due to the heterogeneity of the disease [5].

Excellent reviews based on the results of systematic postmortem analyses summarize
the pathology of AD [5–9]. The two most important pathological hallmarks of AD brains
were described by A. Alzheimer in 1907. These are the formation of extracellular Aβ
deposits (plaques) and intracellular neurofibrillary tangles (NFTs). Different Aβ deposits
have been found in the brain and cognitively normal individuals. The distribution of
amyloid plaques represents the major difference between cognitively normal individuals
and AD patients. All types of cerebral, nonvascular Aβ deposits are referred to as “senile
plaques.” Cerebral Aβ deposition shows different phases [10]. Diffuse plaques occur in
brain regions in β-amyloidosis at early stages, and cored neuritic plaques only occur in
later stages of Aβ deposition. Diffuse plaques appear in all phases of deposition. The
presence of diffuse plaques is not coupled to AD, while neuritic plaques have been shown
to be associated with dementia. Aβ deposits mainly have a complex structure that contains
several coaggregating proteins (Apolipoprotein E: APOE, Cathepsin D, and Clusterin), as
well as dystrophic neurites and microglia. Other morphological hallmarks are vascular
amyloid deposits, neuroinflammation, neuronal loss, and astrogliosis.

AD is classified into early onset (EOAD) and late-onset (LOAD) forms. Both forms
possess common pathological features. The symptoms appear before the age of 65 in EOAD
and after 65 in LOAD. The different clinical forms of AD have been classified into four
subtypes based on the distribution of tau pathology and neuronal loss: typical, minimal
atrophy, limbic predominant, and hippocampal spearing subtypes. Deposition of Aβ to
extracellular plaques follows different pathways and shows distinct patterns. The specific
pattern of tau pathology correlates better than that of Aβ deposition with the clinical
symptoms of AD patients (cognitive impairment and memory loss). AD starts when both
amyloid and tau pathologies overlap [11]. Several other heterogeneous AD variants have
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recently been identified based on the atrophy of different neuronal networks. Age-related
copathologies are also frequent (e.g., Lewy bodies and hippocampal sclerosis), which makes
it difficult to understand the pathomechanism of AD in individual cases [9].

The neuropathological staging of AD was already performed in 1991 [12] based on
the development of tau (NFT) pathology in the brain (stages I to VI). Braak stages show
some correlation to the clinically observed severity of dementia. Thal and coworkers
demonstrated that the spreading of amyloid deposits in the brain could be predicted
and occurs in five stages [13]. Aβ plaques appear in the neocortex in phase 1 (cognitive
functions, working memory, speech perception, and language skill). Later, Aβ deposition
also occurs in allocortical brain regions (phase 2). Subcortical areas (striatum and basal
cholinergic forebrain nuclei) are involved in further depositions (phase 3). In phase 4,
several brainstem nuclei (vital functions and relaying neuronal impulses) are affected by
the deposition of a high density of plaques, and their level is in good correlation with
the symptoms of dementia. Finally, phase 5 is characterized by amyloid depositions in
the cerebellum (movement coordination). Biomarkers can monitor the deposition of Aβ
plaques and tau in living patients. These studies demonstrate that Aβ and tau pathologies
already start decades before symptoms of cognitive decline in AD patients (biomarker-
based diagnosis of the preclinical stage, see Section 2.5).

AD is the most common cause of dementia. Although the basic pathophysiological
mechanism of AD is not yet clear, many indications address the importance of aging, as
well as genetic and environmental factors. Aging seems to be the most important risk factor
of AD (“the neurobiology of aging and AD is walking down the same road”) [6]. Some of
the hallmarks of aging (e.g., mitochondrial dysfunction, low-grade chronic inflammation,
and loss of proteostasis) overlap with the hallmarks of AD. Aging, genetic background,
and epigenetic changes are the main risk factors for AD.

Normal aging of the brain induces many changes. There are gross and microscopic
alterations in the brain structure and metabolism (e.g., volume loss, demyelination, en-
largement of ventriculi, dysfunction of the cholinergic system, decreased ligand binding
affinity of several receptors, alteration in gene expression, a decrease in synaptic function,
lipofuscin accumulation, disturbances of the blood-brain-barrier (BBB) function, an increase
in cellular waste, etc.) [14]. Tissue atrophy, alteration in certain neurotransmitters, and
dyshomeostasis of the cellular environment accompany normal aging and ultimately result
in cognitive decline [14].

Dementia, a common sign of NDDs, is not a part of normal aging. It is very different
from the cognitive decline that manifests during normal aging. Dementia is a syndrome of
acquired, progressive cognitive impairment, frequently accompanied by depression, loss of
memory, orientation, etc., which symptoms result in disruption of basic self-care. There are
several modifiable risk factors for dementia, e.g., smoking, diabetes, obesity, depression,
and physical inactivity [15].

Aging is accompanied by more and more frequent misfolding and aggregation of
proteins [16,17]. Active balancing of protein synthesis and degradation are critical processes
in the cells [18]. An adaptive network of functions called protein quality control (PQC)
has evolved over millions of years to maintain cellular protein homeostasis (proteostasis).
Different chaperones (e.g., heat shock proteins, Hsps) control the correct folding and
aggregation of proteins. The vulnerability of the aging brain tissue may be demonstrated
by the presence of suboptimal levels of proteostasis components (low levels of aggregation
protectors and high levels of aggregation promoters) [19]. If PQC fails, a misfolding
process results in the formation of pathogenic aggregates that are divided into two groups:
unordered amorphous and rather ordered fibrillar amyloids [16]. Several disease-related
amyloids (e.g., β-amyloid peptides) possess a high propensity for irreversible aggregation.
It has been uncovered that age-dependent protein aggregation is a common feature of
aging [17]. Structural alteration of the peptidic backbone might be one of the reasons for
protein aggregation [20]. Spontaneous isomerization and epimerization of the aspartyl
residue to D-Asp and L- and D-isoAsp results in modified protein structures with high
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protease resistance [21,22]. Hundreds of proteins become highly insoluble during the aging
process [23]. Results of systematic postmortem analysis of AD brains demonstrated that
two amyloid proteins play a decisive role in the development of AD: Aβ (mainly the 1–40
and 1–42 amino acid peptides) and pTau (see Section 2.3).

2.2. Genetic Background of AD, the Multiplex Model

Both forms of AD show high heritability [24]. The estimated heritability is over 90% for
EOAD, and it is in the range of 60–80% for LOAD. Mutations in the amino acid sequence
of the amyloid precursor protein (APP) and presenilin (PS) genes (presenilin 1 and 2
proteins are important for APP processing to Aβ) are causative factors for EOAD [8]. About
60 highly penetrant APP mutations have been discovered that are involved in the progress
of EOAD. (Interestingly, a protective mutation of APP that decreases Aβ aggregation was
found in the Iceland population [25]). PSEN mutations are responsible for 80% of EOAD
cases. Over 350 mutations have been identified so far. The amyloid hypothesis is based on
the strong genetic evidence of EOAD and Down syndrome. Altered APP processing and
Aβ overproduction are in the background of AD.

The genetics of LOAD is much more complex than that of EOAD, and it is the result
of combined influences of multiple genetic loci or polygenic effects. Genetic studies have
demonstrated that AD is a multicomponent disease [26]. Until 2020, over 50 genetic risk
factors have been identified that are responsible for LOAD (multiplex model of AD) [26].
APOE4 was proven to be the strongest single risk factor for LOAD (cholesterol synthesis
and transport). It has recently been demonstrated that ApoE4 significantly increases tau
pathogenesis and tau-associated neurodegeneration. Global ApoE deficiency is strongly
protective [27]. Very recently, it was found that deletion of neuronal ApoE4 drastically
reduces tau pathology in pTau overproducing PS19-ED mice [28]. These studies provide
evidence that ApoE4 influences a multitude of events in AD progression (Aβ and tau
accumulation, neuronal hyperexcitability, and myelin deficits). It was also reported that
ApoE4 does not directly drive neurodegeneration, but microglia may mediate the effect
of ApoE4 [29]. Interestingly, the majority of the genes/loci are associated with immune
functions. For example, the TREM2 (triggering receptor expressed on myeloid cells 2) gene
was identified to play a key role in microglia and macrophage function [30]. Genome-wide
association studies (GWAS) enable the study of tens of thousands of patients and millions
of genetic variations [31]. A two-stage GWAS was performed with 111,326 clinically diag-
nosed AD patients and 677,663 control individuals [32]. In these studies, 75 AD risk loci
were found, of which 42 were new. Over 130 AD-associated loci were identified by GWAS,
among them APOE4, TREM2, CR1, CD33, CLU, BIN1, CD2AP, PICALM, SORL1, SP11,
RIN3, and more genes in another study [33]. Pathway analysis methods were used for
studying genomic associations for identifying disease-relevant processes [33]. It was found
that the majority of the genes are associated with immune functions. According to the
multiplex model, besides immunity and inflammation, other pathways (for example, endo-
cytosis, cholesterol metabolism and transport, Aβ clearance, tau processing, autophagy, and
vascular factors) also participate in AD initiation. Genetic approaches have provided the
first convincing evidence that the immune system plays a decisive role in the progression
of AD.

Beyond inherited genetics, somatic mutations and diverse epigenetic mechanisms
(DNA methylation, histone modification, chromatin remodeling, and long, noncoding
RNAs) may participate in aging and neurodegeneration of the brain [34].

2.3. Amyloid Structures. Physiological and Pathophysiological Role of the Aβ and Tau Proteins

Amyloidogenic processing of APP provides a heterogeneous mixture of Aβ peptides
of 37 to 43 amino acids. The physiological (neuroprotective) role of the monomeric Aβ
1–42 peptide has been widely reviewed [35–37]. Very recently, a Special Issue of Fron-
tiers in Molecular Neuroscience has been published dealing with the physiological and
pathological role of Aβ in detail [38].
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Monomeric Aβ 1–42 is a neuropeptide, a physiological neuroprotector. Aβ 1–42
regulates synaptic function, neural circuitry, organelle trafficking, neurogenesis, neuroin-
flammation, and cognitive processes in picomolar concentrations [38]. Aβ 1–42 in low
concentration suppresses microbial infections and can seal leaks in the blood-brain barrier,
BBB (“vascular plug”) [37,39]. In physiological concentrations, Aβmaintains angiogenesis
and vascularization, protects the BBB, promotes recovery after brain injury, and acts as
a tumor suppressor [39]. Aβ can be produced intracellularly by APP cleavage. External
Aβ can enter the cells by receptor-mediated internalization [40]. Aβ monomers start to
aggregate into different Aβ oligomers over a critical concentration [41]. Intracellular Aβ
also participates in neurodegenerative processes [42]. The aggregation process provides
different Aβ assemblies; in the first step, oligomers (oAβ):

native Aβmonomer→ partially folded monomer→ transient oAβ→ protofibrils (β-sheet
→ structured oAβ→ fibrils (cross-β)→ big aggregates, plaques.

Amyloid aggregation has been experimentally studied under in vivo conditions [43].
Amyloid proteins interact with other proteins (cross-seeding) [44]. It was found that
cross-seeding plays a key role in amyloid formation. Lipids (e.g., gangliosides and choles-
terol) and divalent metal ions (e.g., zinc, copper, and iron) are good nucleators for Aβ
(Section 2.4) [45]. Experiments (TEM studies of Aβ aggregates) demonstrated that several
D-amino acids (D-Ala, D-Phe, D-Glu, and D-Asp) and DL-selenoMet initiate Aβ aggre-
gation (enantiomeric-induced aggregation [46]). Most of the L-amino acids did not affect
amyloid aggregation. Selenium nanoparticles inhibited enantiomeric-induced amyloid
aggregation and could be beneficial compounds for AD treatment.

It was demonstrated that protein insolubility and aggregation might be critical for
mediating the pathogenesis of NDDs in older ages. Thus, inhibition of the aggregation pro-
cess seems to be a good target of drug design against NDDs. The very recent development
of techniques, such as cryo-EM (cryo-electron microscopy), solid-state NMR (solid-state
nuclear magnetic resonance), and AFM (atomic force microscopy), has opened up new
ways of understanding amyloid structure [2,47]. Cryo-EM data can be integrated into
comparative morphometric AFM image analysis of amyloid fibrils [48]. Cryo-EM studies
demonstrated the complex structure and peptide conformation of Aβ fibrils isolated from
the brain of AD patients [49–51].

Animal studies demonstrate that oAβ is sufficient and necessary for AD-associated
neurodegeneration [52,53]. Aβ oligomers have toxic effects on the brain [41]). They were
shown to inhibit axonal transport, cause synaptic damage and dysfunction of neuronal
plasticity, Ca2+-dyshomeostasis, oxidative stress, ER stress (endoplasmic reticulum stress),
and selective neuronal death. One of the most important effects of oAβ is the promotion of
tau-hyperphosphorylation. Oligomeric Aβ interacts with the lipid membrane components
(e.g., ganglioside GM1) and directly binds to different receptors [54]. Not all the binding
proteins are genuine receptors since Aβ has an intrinsically disordered structure and can
associate with many proteins.

The most important pathogenic events induced by toxic oAβ are (1) stimulation of
tau-hyperphosphorylation, (2) impairment of mitochondrial function, (3) disruption of
Ca2+ and protein homeostasis, and (4) induction of autophagy dysfunction. [40].

Another key player in AD progression is the tau protein. Alternative splicing of
the human microtubule-associated protein tau (MAPT) gene provides six tau isoforms,
which may aggregate into oligomers and filaments [41]. Tau shows a large number of
post-translational modifications [55].

The physiological role of tau proteins is widely reviewed [56,57]. As a multifunctional
protein, tau plays an important role in physiological processes [41,58]. Tau participates
in maintaining DNA integrity, protects and regulates microtubules and axonal transport,
interacts with cytoskeletal proteins (e.g., actin and spectrin), and regulates the shape of the
cells [39]. Native tau is necessary for normal myelination and also regulates transcription at
the cell nucleus. Tau is also a synaptic protein. Very recently, it has been demonstrated that
tau plays a basic role in accelerating spine formation, dendritic elongation, and synaptic
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plasticity [59]. Native tau modulates NMDA (N-methyl-D-Aspartate) receptor signaling
and influences intracellular Ca2+ levels. Native tau is a highly soluble protein and not
prone to aggregation in its monomeric form. Phosphorylation of tau proteins in specific
sites (Thr 231 and Ser 235, 262, 293, 324, and 356) results in the formation of pathological
hyperphosphorylated proteins. In a cellular model, Aβ addition was shown to catalyze
tau-hyperphosphorylation via activation of protein kinases DYRK1 and Fyn. Hyperphos-
phorylated tau dissociates from the microtubules and forms toxic assemblies:

abnormally phosphorylated monomer (pTau)→ dimer, trimer→ small soluble oligomers
(oTau)→ granular oligomers→ straight filaments→ paired helical filaments→ neurofib-
rillary tangles.

The monomeric form, filaments, and tangles are probably not toxic; however, the
diffusible oligomers are toxic [60]. Recently, several cryo-EM studies have revealed the
structure and peptide chain conformation of the helical filaments isolated from an AD brain
at the atomic level [61].

Hyperphosphorylated tau aggregates possess several pathophysiological actions:

• Disaggregation and collapse of microtubules. Big tau assemblies may cause a direct
physical blockade of axonal transport.

• Loss of DNA protection at the nucleus.
• Increased excitability of neurons.
• Tau may bind to synaptic vesicles and disrupt the synaptic cytoskeleton causing

synaptic loss and disturbances of neural circuits.
• Tau causes neuroinflammation.
• Prion-like propagation: tau is able to spread cell to cell, most likely via macropinocy-

tosis and not by receptor support [62]. Several authors propose that AD may be an
infectious disease of the brain [63].

It is widely accepted that Aβ and tau proteins have a synergistic effect in the progres-
sion of AD: “Aβ is the trigger and tau is the bullet driving AD” [64,65]. It has recently been
demonstrated that the presence of both Aβ and tau is necessary for memory decline at the
beginning of AD [66]. Aβ and tau crosstalk shows that the two proteins are coupled in the
progression of AD.

2.4. The Ever-Changing and Developing Amyloid (and Tau) Hypotheses. Alternative Hypotheses
of AD

The importance and complexity of AD triggered the elaboration of a very large num-
ber of hypotheses dealing with the pathogenesis of the disease. Strong neuropathological
and genetic evidence support the mainstream concept of the amyloid hypothesis of AD.
According to the hypothesis, an imbalance in the production and clearance of Aβ results
in its overproduction and formation of toxic amyloid assemblies. Aβ accumulation and
deposition are the critical initial steps, the central events, and driving factors of the progress
of AD [67]. Synaptic loss, chronic neuroinflammation, microgliosis, astrocytosis, neuritic
dystrophy, tau-hyperphosphorylation, and formation of NFTs are the consequences of amy-
loid deposits. The hypothesis has been changed several times over the decades. Originally,
the amyloid plaques were proposed to be the culprits of the disease [67], followed by hy-
pothesizing such a role for Aβ oligomers [68]. Although inconsistencies and controversies
have been observed, the hypothesis has received continuous support for three decades in
the field of AD drug development.

Several experimental studies demonstrated that a pool of intracellular Aβ exists in the
brain at the very early stage of AD that may interact with subcellular organelles, thereby
affecting their normal function [69]. Novel evidence has suggested that extracellular Aβ
has a small impact on AD pathology, and the plaques alone cannot be responsible for the
whole pathological process [70]. The “intracellular Aβ (iAβ) hypothesis” assumes that
accumulation of iAβ in the brain cells is the earliest sign of AD. The toxic iAβ assemblies
trigger tau pathology and the formation of NFTs. The formation of extracellular plaques
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only occurs at later stages of the disease [71,72]. Indeed, a series of experiments have proven
the formation and accumulation of iAβ, e.g., observation of iAβ by light and fluorescent
microscopy, as well as by EM [73]. iAβ is selectively resistant to enzymic degradation and
accumulates in a nonfibrillar form in lysosomes [74]. The release of lysosomal proteases is
one of the earliest events of iAβ neurotoxicity [75].

The tau hypothesis. Several studies have demonstrated that tau hyperphosphorylation
and NFT formation are early events in the development of AD. It was found that pTau
cannot bind to the microtubules aggregates to NFTs after truncation of the polypeptide
chains [76]. NFTs are toxic and shift APP processing to elevated Aβ production. Exper-
iments demonstrated that pTau is a self-propagating protein with a prionoid character,
spreading from cell to cell [77]. The tau (or tau-propagation) hypothesis proposes that pTau
dissociates from the microtubules and aggregates to NFTs; this process precedes Aβ plaque
formation and drives AD development. It was observed that tau pathology in the brain
showed a good correlation with cognitive decline. Moreover, the formation of pTau proved
to be the common pathway of different, altered molecular signals [70,78]. According to the
tau hypothesis, pTau plays a central role in AD and is the diagnostic and therapeutic target
of AD research. Indeed, a shift from the physiological to the pathological level of tau was
observed in AD synapses [79].

Most attempts to develop Aβ-targeted drugs for treating AD ended in failure for many
years. As a consequence, an inevitable discussion, or rather a debate, started, whether
misfolded Aβ or tau amyloids are the culprits, upstream pathogenic causes for driving AD
progress. The problems of the amyloid hypothesis in understanding the pathomechanism
of LOAD led to a change in the target of drug research from Aβ to tau. However, the
experiments with the GSK-3 enzyme inhibitors, such as tideglusib and anti-aggregating
agents (methylene blue derivatives: Trx0014 and LMTM), resulted in controversial results,
and, thus, did not support the tau hypothesis. As Aβ and tau have neuroprotective effects,
it is possible that their overproduction is only a protective response to cellular stress
and damage.

Several research groups tried to unify the two hypotheses [79–81]. The “dual pathway
hypothesis” of Small and Duff tried to reconcile the two hypotheses. Other research groups
“revitalized” the tau hypothesis and provided an integrative model of AD pathogenesis [82].
However, the debate has not ended yet.

The metal ion hypothesis connects the two main Alzheimer’s hypotheses. Several
transition metal ions participate in physiological processes. They play important roles
in the maintenance of brain functions and may regulate the development of AD [83].
Postmortem analysis of amyloid plaques demonstrated the accumulation of copper, iron,
and zinc by 5.7, 2.8, and 3.1 times compared to the levels of normal brains, respectively [81].
Heavy metal ions can be bound to the His residues of Aβ (His6, His13, and His14) and to
pTau [84]. Metal ion imbalance induces Aβ and tau pathologies [85]. Zinc, copper, and
iron ions enhance the production of Aβ and subsequently bind to Aβ and tau, promoting
their aggregation. The misbalance of these metal ions is connected to the main factors of
the pathogenesis of AD (oxidative stress, protein aggregation, mitochondrial dysfunction,
energy deficiency, and neuroinflammation) [86]. Accumulation of iron and copper ions
can promote cell death by ferroptosis or cuprostosis [87]. Therefore, metal ion chelators as
therapeutic agents have been used for treating AD (Section 3). Metal ion chelators are also
potential drug candidates for modulating neuroinflammation in AD.

In addition to the above processes, many other factors can affect the occurrence of AD.
The results of novel experiments with rhesus monkeys connect the tau and glutamatergic
dysregulation hypothesis [88]. Accordingly, vulnerable glutamatergic neurons are responsi-
ble for Ca2+-dysregulation, and this event induces the formation of pTau and NFTs. As a
consequence, tau pathology might be the key initiating factor for LOAD and suggests that
future AD drugs should reduce tau pathology.

The most detailed hypothesis of the initiation and progress of AD was introduced by
De Strooper and Karran [89]. The AD continuum includes three stages. First, clearance
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problems and proteostasis failure lead to abnormal Aβ and tau formation (biochemical
phase). Several genes participate in this process (e.g., APOE4, LRP1, ABCA7, SORL 1,
PICALM, and AQP4). In the second phase, each type of brain cell (neurons, microglia,
astrocytes, oligodendrocytes, the glioneuronal unit, and the neurovascular unit) partic-
ipates in the progress of degeneration (cellular phase). These changes result in chronic
neuroinflammation, chronic imbalances in neuronal circuitry, cell failure, and cell death.
The clinical phase is characterized by hippocampal shrinkage, MRI changes in the brain,
alterations of CSF, and dementia. The whole process may take two to three decades.

The history and development of the various AD hypotheses and clinical trials have
been excellently reviewed in [90]. The short list of the hypotheses is as follows:

1. Aβ, very probably iAβ, is the initiating factor of AD [66].
2. Loss of cholinergic neurons and neurotransmission are causing factors of AD [91].
3. Deficit of the glutamatergic system [88] triggers tau overproduction.
4. Abnormal phosphorylation of tau proteins is in the background of AD initiation and

progress [76].
5. According to the dual cascade hypothesis, cellular processes in the brain cortex

simultaneously drive tau and Aβ pathology [80].
6. Metal ion hypothesis: several transition metal ions accelerate amyloid aggrega-

tion [84,85].
7. Mitochondrial dysfunction starts a cascade of pathological events in brain cells [92].
8. Chronic neuroinflammation is responsible for the initiation of damage to neurons [93].
9. According to the vascular dysfunction hypothesis, impaired brain circulation and

endothelial-mediated processes play central roles in AD pathogenesis [94,95].
10. Impaired amyloid clearance (BBB and glymphatic clearance) is the main cause of

amyloid accumulation in AD [96].
11. Aβ peptides are generated in the periphery and enter the brain via the BBB [97].
12. Aging is the main driver of sporadic AD pathogenesis. Each type of brain cell

(microglia, astrocytes, and brain vasculature cells) participates in pathophysiological
events [89].

We propose that distinct hypotheses might be valid and applicable to understand-
ing the pathology of different forms of AD. In EOAD, the priority of Aβ has already
been demonstrated. Well-known mutations of APP, PS1, and PS2 are responsible for the
formation of toxic Aβ species, and the familial disease shows autosomal dominant in-
heritance [98]. The other form of AD, LOAD, is a very heterogeneous disease. It is very
probable that not only toxic Aβ can initiate the formation of the “bullet” via tau hyperphos-
phorylation and NFT formation [64]. Experimental and clinical data have resulted in the
consensus that AD is an amyloid-provoked tauopathy. It is agreed that both Aβ and pTau
are necessary for cognitive decline [66]. Tau-originated toxic NFT is the common pathway
in all subtypes of AD [78]. It can be accepted that either pTau or NFTs alone are able
to start AD pathology, e.g., after dysfunction of the glutamatergic system or other stress
conditions [88]. However, experimental evidence demonstrates that Aβ (very probably
iAβ, which seems to be the earliest sign of pathological events in AD) is the primary factor
in starting AD progress in most cases. Figure 1 shows a short summary of the diversity
of the possible initiating factors and the pathophysiological processes resulting in cellular
dyshomeostasis and cell death.
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challenging task so far. It is supposed that AD can be diagnosed based only on biomarker 
abnormalities [101]. In other words, AD diagnosis can be based purely on biology, with-
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Figure 1. The funnel model of AD. It shows the interrelated destructive processes acting in vicious
circles, leading to widespread cell death. In familial AD cases (left side), mutations in APP, presenilin
1 and 2 (PS1 PS2) genes induce Aβ overproduction and formation of toxic aggregates. In the
sporadic form (LOAD), aging, unfavorable gene combinations, epigenetic changes, and various
environmental factors induce slow changes in the brain. Vascular and autophagy dysfunctions, BBB
injury, proteostasis, and clearance disturbances lead to Aβ accumulation and subsequent formation
of toxic Aβ and tau assemblies in vicious circles. Microtubular collapse results in synaptic failure,
dysfunction, and death of neurons. Aβ and tau act in synergy in the pathological cascades.

2.5. Early Diagnosis of AD, Molecular Biomarkers

Early diagnosis at the preclinical stages of AD is an important issue since amyloid
accumulation in the brain begins more than two decades before cognitive decline. AD
continuum means that the progress of cognitive decline has several steps [99]:

chronic stress→ subjective cognitive decline (SCD)→mild cognitive impairment (MCI)
→ AD dementia.

Reversal of AD dementia is not possible yet. Contrary, MCI can be reverted to the
normal condition [99]. A very early diagnosis may facilitate preventive pharmacological
and nonpharmacological treatments before dementia manifests.

Finding and validating standard clinical diagnostic biomarkers is not an easy task,
partly owing to the complexity of AD. The diagnostic process has several subsequent
steps from detection of cognitive impairment until treatment (laboratory tests, genotyping,
neurological examination, cognitive and functional tests, then brain structural imaging, CSF
and blood biomarker analysis, and finally diagnosis) [100]. Prediction of AD progression
would be essential for planning treatment and medication. However, it has remained a
challenging task so far. It is supposed that AD can be diagnosed based only on biomarker
abnormalities [101]. In other words, AD diagnosis can be based purely on biology, without
cognitive tests.

Diagnostic tools [102]. Brain imaging and fluid biomarker analysis are the most fre-
quently used assays for the detection and staging of the disease. During the last decade,
there was a great development in the field of neuroimaging [103]. Precise detection of both
Aβ and tau in the blood and brain are essential tools for AD diagnosis. The leading neu-
roimaging methods have been PET and MRI; less frequently used are CT and SPECT, the
latter being a nuclear imaging technique [104]. Functional MRI (fMRI) indirectly measures
brain activity and the integrity of brain networks in the MCI stage. Multimodal MRI can be
effectively used for the prediction of AD progress [103]. The application and evaluation
of different tau biomarkers (tau-PET, CSF- and blood-based markers) have been recently
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reviewed [105]. The use of second-generation tau-PET tracers improved our understanding
of the heterogeneity of AD and helped for staging the disease. The application of brain
imaging techniques is reviewed in the World Alzheimer Report 2021 [106].

It is not rare that cognitively normal patients have degeneration in the cholinergic
white matter [107,108]. It is assumed that the integrity of cholinergic pathways might be a
good indicator of early changes in AD progress. Individuals without cognitive decline but
possessing abnormal Aβ and tau PET images (plaques and NFTs) are also at a high risk of
AD [109]. When both Aβ and tau are present in the brain, it can no longer be considered a
risk factor but rather a diagnosis [105]. Other approaches, such as electroencephalography
(EEG), have also been used for early diagnosis of MCI and AD [110].

The levels of fluid biomarkers of AD (mostly Aβ and tau) can be measured in the
cerebrospinal fluid (CSF) and blood. CSF analysis has a disadvantage: it needs invasive
treatment (lumbar punction). The routine analytical methods are quantitative measure-
ments of Aβ 1–42, pTau 181, and the ratio of pTau 181/Aβ 1–42 by immunoassay [111,112].
CSF concentration of Aβ peptides can also be measured by the automated tandem mass
spectrometry method (HPLC-MS/MS) [113]. The U.S. FDA has recently granted marketing
approval for a novel CSF-test (Lumipulse G-amyloid ratio(1–42/1–40) as a cheap alternative
to PET for early detection of amyloid accumulation in AD brains [114]). (The Aβ 1–42/1–40
ratio in CSF strongly correlates with the PET status of the brain).

The application of a new blood test, a not complicated binding assay, has recently been
published for very early detection of soluble toxic Aβ peptides (SOBA) [115]. Further stud-
ies should demonstrate the suitability of the SOBA method for identifying patients at risk of
cognitive decline. Parallel work was performed for the detection of Aβ oligomers in mouse
brains using a new PET-tracer (a 64Cu-labeled aza-peptide) [116]. This approach gave
unbelievably early detection of oAβ increase compared to the standard 11C-PET method.

A radical improvement in blood tests for AD diagnosis has been developed [117]. It
was demonstrated that measuring the levels of multiple blood biomarkers (pTau 231; pTau
231 and Aβ 42/40 together) was sufficient for identifying AD pathology. Blood tests were
performed with a group of 242 patients and repeated for up to 6 years, along with MRI and
cognitive testing. Evaluation of the experimental data gave interesting results: only pTau
217 was related to typical AD pathology over the 6-year testing period. Thus, pTau 217
may be an ideal biomarker in the clinical phases of AD for monitoring disease progression
and the protective effects of drug candidates. “The novel blood test will revolutionize the
diagnosis of AD” [117].

3. Conventional and Novel Targets for Slowing and/or Preventing the Progress of AD

There are no disease-modifying drugs for AD treatment yet. Existing drugs, e.g.,
cholinesterase inhibitors (donepezil) and NMDA receptor modulators (memantine), only
show a palliative effect. There are serious problems in target identification for the devel-
opment of AD drugs. Both amyloid proteins (Aβ and tau) possess essential physiological
functions in their native state. Therefore, the full blockade of their biosynthesis may cause
very severe side effects [118]. The molecular heterogeneity of Aβ and tau assemblies makes
target identification very problematic: which species should be targeted to stop neurode-
generation? If aging is the most dangerous risk factor for AD, how can we slow down the
natural aging processes? Finally, the lack of a good animal model for AD causes difficulties
in translating the results of animal experiments.

Various biochemical pathways that suppress or remove aggregated proteins are now
targeted and examined after a series of failed clinical studies with old AD-drug candidates.
Several of these pathways of AD are summarized in Figure 1. The application of multitarget
Alzheimer’s drugs has very recently been widely reviewed [119]. Intracellular Aβ is also a
therapeutic target [120].
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3.1. Inhibition of the Formation of Toxic Amyloid Aggregates
3.1.1. Decreasing Aβ Production

The first approaches to AD drug development were focused on the partial inhibition
of the formation Aβ peptides. Inhibitors of γ- and β-secretases, the key enzymes of
amyloidogenic APP processing, have reached phase 2 and phase 3 steps in clinical trials.
Although β-Secretase 1 (BACE 1) inhibitors reduced Aβ production, the drug candidates
were not able to slow down cognitive decline [118]. γ-Secretase inhibitors (e.g., avagacestat
and semagacestat) caused cognitive loss and other severe side effects.

Activation of the nonamyloidogenic pathway of APP procession by activation of α-
secretase might be another approach for decreasing Aβ biosynthesis. Unfortunately, the α-
secretase enzyme activators also gave discouraging results in the clinical application [121].

3.1.2. Blocking Aβ Aggregation

The mechanism of amyloid protein aggregation has been recently reviewed [122–124].
Targeting Aβ aggregation is a very frequently used strategy in AD drug development [125].
Many natural or synthetic small molecules, peptides, and peptidomimetics were studied for
their modulatory effect on Aβ aggregation [118]. Polyphenols, tetracyclines, anthracyclines,
and sterols have been used as anti-amyloid compounds [125].

The neuroprotective effect of several natural polyphenols (resveratrol, epigallocat-
echin, epigallocatechin-3-gallate (EGCG), myricetin, curcumin, and quercetin) has been
studied [126]. Myricetin inhibits Aβ nucleation, while resveratrol, curcumin, quercetin,
and EGCG inhibit fibril elongation. Resveratrol and curcumin also decrease the hyperphos-
phorylation and aggregation of tau protein. Most of the polyphenols (besides inhibiting
amyloid aggregation) have an antioxidant effect scavenging free oxygen radicals and pro-
tecting DNA from oxidative damage. Resveratrol also modulates neuroinflammation and
induces adaptive immunity. Unfortunately, the bioavailability of resveratrol and curcumin
is very low. Recently resveratrol was combined with selenium nanoparticles (formation of
ResSeNPs). The novel combination has good absorption and might improve resveratrol
application in AD treatment [127]. Chitosan-containing selenium nanoparticles (Ch-SeNPs)
also inhibited D-amino acid enantiomeric-induced amyloid aggregation [46].

Multifunctional metal chelators of the different chemical structures have been de-
signed as potential anti-AD drugs as metal dyshomeostasis contributes to the onset and
progression of neurodegeneration [128,129]. Clioquinol, a metal-protein attenuating com-
pound, chelates copper and zinc ions and decreases amyloid aggregation in the brain [130].
PBT2, a clioquinol-related second-generation drug, has been used in clinical studies for the
treatment of AD. The Phase 2 study in 42 prodromal AD or mild AD patients gave negative
results. However, novel metal chelators might have a better chance. Recent studies with a
BBB-permeable silica-cyclen nanochelator gave positive results in a cellular assay [131].

Native state stabilization in a highly crowded cellular environment [124] seems to be
a novel method of choice for inhibiting the formation of toxic Aβ aggregates. Peptides
designed for mimicking the Aβ amyloid core (ACM-peptides) coaggregate with Aβ 1–42
and form nontoxic nanofibers. Proteases easily degrade these fibers, and thus, ACMs might
be ideal anti-amyloid drug candidates ([132]. On the contrary, medin, a known protein,
promotes the formation of amyloid aggregates and deposits by coaggregation with Aβ.
Researchers hope that medin inhibitors could block the formation of amyloid deposits and
may behave as anti-amyloid agents [133]. It has been published very recently that 14-3-3
proteins also bind amyloids, and thus, they can also be targeted as an anti-aggregation
approach [134].

3.1.3. Blocking Tau Biosynthesis

Enzyme inhibitors: Tideglusib, a selective inhibitor of the tau-phosphorylating enzyme
GSK-3β, was planned to reduce tau-hyperphosphorylation, leading to pTau aggregation
and propagation. Tideglusib and similar compounds were able to reduce the amyloid
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formation and neuroinflammation. However, the clinical trials have not shown any bene-
fits [118].

3.1.4. Inhibiting Tau Aggregation and Fibrillation

Small molecules, such as a leukomethylene blue derivative (LMTM), have been used
as a tau aggregation inhibitor. The treatment was unsuccessful in a group of 800 patients
with mild AD in phase 3 clinical trials [135]. Several compounds have been recently studied
for inhibiting tau-fibrillation, till now without success [123].

3.1.5. Other Tau-Directed Potential Approaches

Inhibition of the retromer complex, a cargo-sorting protein assembly, increased the
toxicity of human tau via increased tau-truncation in an animal model [136]. Retromer
deficiency was also connected with tau pathology in Down syndrome patients [137]. There
is hope that these results can be translated into AD drug design. Bassoon (BSN), a synaptic
scaffold protein, also has an interesting effect: it interacts with tau seeds and contributes
to tau propagation and neurotoxicity [138]. In mice, BSN downregulation reduced pathol-
ogy and propagation by decreasing the stability of tau seeds. The inhibition of BSN-tau
interactions might be a novel therapeutic approach for treating AD and other tauopathies.

3.2. Improvement of Amyloid Clearance. Vascular Dysfunction, BBB, and the Glymphatic System

Increased concentration of soluble Aβ (sAβ) in the brain is highly correlative with the
severity of neurodegeneration [139], as sAβ seems to be responsible for the deterioration
of synaptic function [140]. Two processes contribute to Aβ accumulation in the brain: Aβ
production by APP cleavage and transport via the BBB.

3.2.1. Passive Immunotherapy with Monoclonal Antibodies (mAbs)

Passive immunotherapy uses exogenous humanized monoclonal or for the promotion
of Aβ clearance from the brain ([141,142]. Several mAbs (Bapineuzumab, Gantenerumab,
Aducanumab, Donanemab, Solanezumab, and Crenezumab) have been developed for
targeting amyloid plaques against different epitope regions of Aβ [143]. Recently, six mAbs
have entered phase 3 trials, and Aducanumab (Biogen) was approved by the U.S. FDA for
marketing [142]. However, the European Medicine Agency (EMA) refused the approval of
Aducanumab, and it is not authorized in Europe. Aducanumab got approval for 4 years
for performing a postapproval confirmatory trial (phase 4 trial). As for the neuroprotective
action of humanized mAbs, they target amyloid plaques and not monomers. The main
therapeutic hypothesis for the application of hmAbs is that reduction in Aβ and clearance
of amyloid plaques would be required for restoring homeostasis in the brain. Aducanumab
showed a robust decrease in amyloid burden and full removal of amyloid plaques. Unfor-
tunately, the drug shows a dose-related adverse effect: one-third of the patients showed
“amyloid-related imaging abnormalities” (ARIAs) that can be fatal.

Lecanemab (Eisai) treatment, designed to neutralize toxic Aβ protofibrils, has given
the best results in clinical studies till now. The phase 3 Clarity trial was performed with
1800 individuals (10 mg/kg mAb infusion every two weeks, 18 months study with early
AD patients). This treatment resulted in promising changes in the brain (reduced Aβ
and tau scan). However, cellular death was unaffected, and slowing the progress of
dementia was modest (only a 0.45 score on the cognition rating scale) [144]. Bleeding in
the brain as a potential risk of the lecanemab treatment was present in 22% of patients.
The pharmaceutical enterprise Eisai applied for accelerated approval of the drug to the
U.S. FDA, and the decision on January 6th this year was “full approval”. The success of
lecanemab was a big step in AD drug research but initiated a hot debate owing to the
modest effect and the risks of application.

358



Int. J. Mol. Sci. 2023, 24, 5383

3.2.2. Clearance by the BBB and Activation of the Glymphatic System

Dysfunction of the neurovascular unit (NVU) may play a decisive role in AD
progress [95]. NVU is a complex system of pial arteries, penetrating arterioles, intra-
parenchymal arteries, and small capillaries. BBB is a specific brain composition of endothe-
lial cells in NVU, together with pericytes, basement membrane, and astroglial end feet.
NVU dysfunction is an essential element of AD pathogenesis and a molecular target for
AD therapies by prevention and repair of NVU damage.

Age-related declining efficacy of BBB/proteolytic pathways causes a decrease in CSF-
based Aβ clearance in humans [96].

In the late stage of AD patients, the production of Aβ peptides is relatively constant.
However, Aβ clearance is impaired. Brain capillary endothelial cells mediate Aβ clearance,
leading to Aβ accumulation in the brain. Aβ binding transport proteins, e.g., ApoE and
clusterin, as well as receptors (e.g., low-density lipoprotein receptor (LRP1), the receptor for
advanced glycosylation end product (RAGE), P-glycoprotein transporter (Pgp or ABCB1))
are expressed in BBB and control Aβ efflux and influx across the BBB.

Aβ deteriorates the components of NVU, and it induces endothelial cell injury by
promoting free radical (reactive oxygen species—ROS and reactive nitrogen species—
RNS) formation. Deposition of Aβ in BBB contributes to the damage of BBB [145]. Aβ
induces the release of inflammatory cytokines and chemokines (that leads to chronic
neuroinflammation), impairs BBB, and decreases blood flow by up to 40%. Endothelial
cell receptors and transporters may serve as potential therapeutic targets for increasing Aβ
clearance [146]. Reduction in RAGE activity and upregulation of LRP1 and Pgp expression
will increase Aβ clearance from the brain [146]. Endothelins (ETs, distinctive peptides of
21 amino acids) are well-known vasoconstrictive agents [147]. Endothelin is a novel target
of AD drug research: ET-receptor agonists and antagonists proved to be effective for the
prevention of AD in preclinical studies [147].

The glymphatic system (GS) is a unique fluid-transport pathway in the brain as it
provides access to all brain regions. It uses the network of tunnels created by astrocytes,
the interstitial space between cells such as the lymphatic system. GS pathway plays an
important role in cleaning waste from the brain [148]. If the GS does not work properly,
toxic waste (e.g., Aβ and pTau peptides) is not removed from the brain. ApoE plays a
decisive role in removing Aβ assemblies by the glymphatic system. Epigenetic changes
(reduced methylation of the APOE gene) are linked to AD progress. Aquaporin 4 (AQP4)
water channel is also an important factor for the GS: the loss of polarity of AQP4 reduces GS
functions. BBB and the GS interact in solute waste clearance in the late stages of AD [149].

GS fluid transport is suppressed in acute and chronic neuroinflammation [150]. Modu-
lation of brain fluid transport may be a novel target for developing new drugs to fight acute
and chronic inflammation in the brain. There is evidence that the presence of increased
wasteosomes (or corpora amylacea i.e., amyloid bodies) is an indicator of chronic failure of
the GS activity [151]. Chronic lymphatic insufficiency is a risk factor for NDDs, and thus,
improvement of the GS is a novel target of AD drug strategies.

3.3. Modulation of Chronic Neuroinflammation
3.3.1. Chronic Neuroinflammation

Chronic neuroinflammation (NI) begins in the second phase of AD progress, in the
cellular phase [89]. NI is a protective response against different factors causing CNS
damage. NI plays an essential role in AD pathogenesis. The innate immune system
represents the first line of defense. It was published in 2015 that chronic comorbidities (e.g.,
arthritis, atherosclerosis, obesity, and metabolic diseases), as well as low-grade systemic
inflammation, are risk factors for subsequent dementia [152]. IL-1β, TNF-α, and other
proinflammatory mediators may drive hypothalamic dysfunction, impair neurogenesis,
and cause cognitive functional decline [93,152]. Cytokine and chemokine signaling play a
decisive role in inflammatory diseases, and therefore, they can drive the processes of AD
development [153]. Neuroinflammatory markers [154,155] are very important indicators
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of pathological processes of NDDs [154]. External pathogens activate the brain’s innate
immune system (e.g., microglia and astrocytes) for the protection of brain cells. However,
overactivation of the immune cells results in the release of proinflammatory factors (TNF-α,
IL-1β, IL-18, NO, and others). Neuroinflammation begins in the cellular phase of AD and is
a potential risk for dementia [156,157]. Soluble oAβ can also activate microglia, producing
inflammatory cytokines, besides external pathogens [158]. Aβ activates several microglial
receptors, such as CD36, and thereby, it triggers the secretion of proinflammatory cytokines,
chemokines, and ROS.

Aβ assemblies can trigger the formation of the inflammasome NLRP3, lysosomal
disruption, and release of cathepsin-B [158]. Inflammasomes are sensors and regulators of
cellular injury and inflammation. Chronic triggering of inflammasomes in the brain tissue
leads to an increased level of IL-18 family cytokines [159]. Autophagy dysfunction may be
associated with AD pathology, and autophagy activation may suppress neuroinflammation
by degrading inflammasomes [160]. The development of small molecular autophagy in-
ducers represents a pharmacological opportunity for the protection of neurons in AD [161].

Microglia (MG) are central players in AD progress [162]. MG has an essential task in
the brain which is the perpetual active surveillance of synapses. Since MG are phagocytic
cells, they clean the brain tissue from terminally injured neurons, cellular corpses, and
debris [163]. MG also has a decisive role in the maturation of the brain by phagocytosis.
Deteriorated senescent neurons may cause NI in the AD brain if microglial cleanup does
not work properly [164]. Impairment of normal microglial function causes serious effects
on normal brain development. MG also regulates myelin growth and integrity in the
CNS [165]. MG interacts with neurons and modulates neuronal activity [166]. Absence
of MG results in significantly increased brain injury [167]. GWAS studies demonstrated
that many of the LOAD risk genes are mainly expressed in MG and not in neurons [168].
“Different AD risk factors converge on the activation response of microglia” [27–29,169].

MG has a mesodermal origin and myeloid nature [170]. Physiological and pathological
forms of MG have remarkable morphological diversity. Interleukins activate MG resulting
in morphological changes and upregulation of many pro- and anti-inflammatory cytokines.
There are several forms of MG: (1) resting and quiescent, homeostatic MG with ramified
morphology, (2) disease-associated, pro-phagocytic MG, and (3) dystrophic or primed,
aberrant MG, deramified with shortening and loss of branches [171]. Drug researchers
should find a suitable form of MG that could serve as a target for neuroprotection.

Astrocytes are the other important immune cells that participate in the neuroinflam-
matory process and maintain plasticity in the adult brain. Astrocytes serve as targets of
future AD drugs [172].

3.3.2. Neuroinflammation and Glial Cells as Targets for AD Drug Development

Modulating neuroinflammation and the activity of glial cells are novel targets in
AD research (reviewed in [172,173]). Therapeutic strategies include the use of different
anti-inflammatory drugs (e.g., indomethacin, VX-745, OTI-125, candesartan, celecoxib,
etanercept, and atomoxetin) in different clinical phases. The newest clinical trials are
summarized in [172]. Five experiments are in phase 1, nine in phase 2, and one in phase 3
trial. The following potential drug targets have been identified:

1. TNFαmodulation [174].
2. Activation of spleen tyrosine kinase (SYK) for increasing the clearance function of

MG [175].
3. Activation of the CX3CR1 (C-X3-C Motif Chemokine Receptor 1) gene for improved

MG phagocytotic activity [176].
4. Activation of TREM2 microglial protein for slowing down pTau accumulation and

cognitive loss [177].
5. Activation of the PLCG (Phospholipase C γ1) enzyme for promoting the protective

function of microglia [178].
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6. Mitigation of neuroinflammation by increasing the scavenger functions of MG by
targeting INPP5 (Inositol Polyphosphate-5-Phosphatase) enzyme [179].

7. Modulation of astrocyte activity for Aβ degradation and clearance, as well as BBB
protection [180].

8. Creating antioxidant molecules for protecting the brain from the degrading effect of
ROS by activation of mucosal-associated invariant T-cells (MAIT-cells) [181].

9. Lowering or removing ApoE4 from neurons for decreasing aberrant microglia activa-
tion [27–29]

The results of future preclinical and clinical studies will decide which targets prove to
be successful in AD drug development.

4. Conclusions and Outlook

An old dream has been to find a master gene or gene combination whose modulation
would slow down the aging process, thereby helping to avoid age-related dementia. This
type of master gene has not been found yet. AD drug research has reached a turning
point now. The novel targets for biomarker and drug research are not amyloid plaques but
intracellular proteins (iAβ and oTau) or biochemical pathways. The newest approaches
of precise fluid biomarker determinations by cheap clinical mass spectrometry provide a
means for the diagnosis of MCI and AD in a large population. It has been widely accepted
in recent years that both amyloids (Aβ and pTau assemblies) participate in the progress
of AD. In addition, a drug combination ought to be used for reversing MCI or slowing
down the development of AD. Novel protein targets (e.g., medin, BSN, PAR-5) should be
used for the prevention of amyloid overproduction and the formation of toxic assemblies.
Small molecular inducers of small, neuroprotective Hsps (e.g., crystallines: Hsp B4/5) will
be used for inhibiting the formation of toxic amyloid aggregates. Increased Aβ clearance
with the help of monoclonal Abs might be reached by increasing the penetration of big
proteins across the BBB and the cell membrane by specific transporters. Special drugs may
be developed to augment the effectivity of oAβ and oTau clearance by the BBB and the
glymphatic system from the aging brain. The dangerous effect of chronic inflammation on
neuronal death might be inhibited via novel anti-inflammatory agents (e.g., Sig-1R ligands).
Microglia, a double-edged sword in the maintenance of brain homeostasis in a suitable form,
might be ideal for phagocytotic clearance of brain waste. Identification of the biochemical
markers of activated microglia and the main mediators of neuroinflammation provide
novel methods for the selective manipulation of microglia in the future. Novel approaches
using rejuvenated immune cells and glial phagocytosis by astrocyte-like Bergman glial
cells might also increase Aβ clearance. Regulation of ApoE4 effect on cholesterol transport
and myelination may help AD patients who have a special ApoE4 gene signature. It is
expected that physical methods, e.g., transcranial magnetic stimulation, may also prove to
be successful in treating AD.

Currently, there are over 120 different potential new medications for AD in clinical
trials. We conclude that over 30 years of intensive experimental work has not provided
a genuine breakthrough in AD treatment. A good and suitable animal model of AD for
preclinical experiments would be needed. Development of such kind of rodent model
mimicking the changes during aging (BBB dysfunction, decreasing Aβ clearance, Aβ and
tau overproduction, and NI) could be reached by transgenic techniques [182]. The efficacy
of Aβ binding mAbs will be improved during the next years, but their disadvantage is that
they only target the extracellular amyloid plaques. The spectrum of drug targets should
be widened.

The development of small molecular oral agents for intracellular targets and biological
processes (amyloid aggregation, clearance, Hsp, autophagy induction, inflammasomes,
etc.) will be the focus of future AD drug research. The development of β- and γ-secretase
inhibitors will be abandoned. In the near future, the selection of endangered individuals
using genome sequencing and the identification of bad genetic signatures may become
feasible. The earliest possible diagnosis (latest in MCI stage) will be necessary for successful
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AD treatment as aging is the most important risk factor of AD. We suggest that a single drug
cannot be expected to treat all stages of AD. A drug combination strategy with multiple
molecular targets should be considered. It may take a couple of years to developing
successful AD treatments.
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