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Preface

Unraveling the environmental conditions of early Earth, where life first emerged, is a challenge

that has captivated scientists for decades. Traditionally, the vast majority of prebiotic chemistry

research has consisted of experiments focused on the behavior of a restricted spectrum of organic

molecules, usually studying the components of life separately, where the results are limited by the

simulated scenario, also described as ”clean and isolated” experiments. However, research on the

origin of life needs to think big and outside the box in order to enable continuous progress in the

field. Considering the prebiotic Earth four billion years ago (a messy atmosphere, in other words), a

chaotic mélange of diverse starting materials appears realistic. As prebiotic chemists and origin-of-life

researchers, we must modify our current approach and consider more chemical and geological

scenarios in which both physical processes and driving forces towards primitive life formation are

examined.

In this Special Issue, we present a collection of original research articles, reviews,

communications, opinions, hypotheses, and concept papers that demonstrate and summarize

advances related to the origin of life in various complex chemical and prebiotically feasible

environments.

We are honored to have led this endeavor and are excited to invite you to join us in rethinking

the origin of life, considering the prebiotically plausible and messy environmental conditions.

Ranajay Saha and Alberto Vázquez-Salazar

Editors

vii
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Review

Origins of Life Research: The Conundrum between Laboratory
and Field Simulations of Messy Environments

David Deamer

The Department of Biomolecular Engineering, University of California, Santa Cruz, CA 95064, USA;
deamer@soe.ucsc.edu

Abstract: Most experimental results that guide research related to the origin of life are from laboratory
simulations of the early Earth conditions. In the laboratory, emphasis is placed on the purity of
reagents and carefully controlled conditions, so there is a natural tendency to reject impurities and
lack of control. However, life did not originate in laboratory conditions; therefore, we should take into
consideration multiple factors that are likely to have contributed to the environmental complexity
of the early Earth. This essay describes eight physical and biophysical factors that spontaneously
resolve aqueous dispersions of ionic and organic solutes mixed with mineral particles and thereby
promote specific chemical reactions required for life to begin.

Keywords: origin of life; messy conditions; laboratory simulations

1. Introduction

Virtually all experimental results that guide research related to the origin of life are
from laboratory simulations of the early Earth conditions. How good are the simulations,
and how confident can we be that the results are applicable to understanding the process
by which life began 4 billion years ago in chemically complex and messy environments?
One way to think about this question is to ask what we mean by “messy.” In the laboratory,
emphasis is placed on the purity of reagents and carefully controlled conditions, so there is
a natural tendency to reject impurities and lack of control. The reason is obvious: scientists
want their results to be repeatable by others.

Another meaning of messiness refers to environments that incorporate multiple biolog-
ical and non-biological compounds [1–3]. An example is Bumpass Hell, a hydrothermal site
on the Mount Lassen volcano in northern California (Figure 1). The image shows extensive
deposits of clay, a common mineral in hydrothermal pools associated with volcanism. The
pool is acidic, with pH 3, due to sulfur dioxide dissolved in the water, and the temperature
is maintained at 91 ◦C by residual heat from the underlying magma that powered the
eruption. It seems improbable that life could begin in such conditions, which, yet, are
ubiquitous in volcanic regions of today’s Earth and presumably on the prebiotic Earth
4 billion years ago.

That brings us to the question being addressed in this essay: How could orderly
structures and functions emerge that led to the first forms of life? The answer must involve
physical and chemical processes that occur even in messy conditions. We will refer to
the result of such processes as resolution, meaning that relatively pure compounds are
produced and then concentrated in such a way that they can react despite the complexity
of their surroundings. However, it is helpful to realize that messiness can be divided into
chemical and physical components, and that there are synergistic combinations in which
certain physical conditions can promote specific chemical reactions. Each of the following
sub-topics are examples of such interactions.

Life 2022, 12, 1429. https://doi.org/10.3390/life12091429 https://www.mdpi.com/journal/life1



Life 2022, 12, 1429

 

Figure 1. A messy, complex environment: Bumpass Hell on Mount Lassen, CA, USA. Credit: author.

2. Physical Self-Assembly Processes Tend to Resolve Complex Mixtures

A number of concerns arise when a chemist considers a natural environment in com-
parison to a laboratory one. Some of these are related to the composition of a mixture, while
others come from physical variations such as temperature, pH, ionic solutes, adsorption
to mineral surfaces and concentration, all of which are controlled in the laboratory. Let us
begin with a few examples of such concerns:

1. Desired reactions cannot occur if a solution is composed of so many solutes that the
reactants are diluted.

2. Side reactions interfere with yields if other solutes are present as potential reactants.
3. If the temperature is too low, there will be insufficient activation energy, while too

high temperatures will result in what a chemist refers to as tar [4,5]. Rather than
controlled condensation reactions that synthesize specific bonds such as esters and
peptides, elevated temperatures and high activation energy drive the formation of
multiple, random bonds that produce the intractable polymers called asphalt and tar.

4. Extreme pH ranges markedly affect the kinds of reactions that can occur and their yields.
5. High salt concentrations, particularly, of divalent cations such as calcium, precipitate

anions that are essential for life. Calcium, for instance, reacts with phosphate to form
the insoluble mineral apatite.

How can we address these concerns? The approach described here is to realize that
certain physical properties of complex mixtures can add order to a disorderly system,
thereby promoting specific chemical reactions. For example, hydrothermal vents have
been proposed as a site conducive to the origin of life [6], and the hot seawater flowing
through alkaline vents is a highly complex mixture with available free energy and reducing
power [7,8]. The effluent is produced by a serpentinization reaction, and ionic solutes
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precipitate as mineral crystals when the hot fluid encounters the cooler seawater bathing
the vents. The minerals are mostly calcium carbonate, which illustrates an important point.
Ionic compounds in a solution are disordered and in a high entropy state, but when a hot,
alkaline solution is mixed with cool seawater the solubility limits of calcium and carbonate
are exceeded, and crystallization begins. Crystals are the most ordered state of ionic solutes;
therefore, simply mixing a vent fluid with seawater leads to a vast reduction of the entropy
of the system when relatively pure calcium carbonate crystals precipitate.

3. Three Conditions Are Key to Resolving Messy Reaction Mixtures

Here, we will focus on three conditions that are ubiquitous in the laboratory but seldom
invoked as solutions to deal with messy conditions on the early Earth. The conditions
are related to concentration, water activity and temperature. For instance, when organic
chemists synthesize an ester, they will mix pure, highly concentrated solutions of organic
acids and alcohols rather than dilute solutions in an aqueous phase. The obvious reason is
that water is a product of the condensation reaction that forms ester bonds, so the highest
yields require that the water activity is low. The chemist will also heat the reaction mixture
to provide activation energy that increases the rate of the reaction.

An important question is how linking bonds could be synthesized on the prebiotic
Earth to provide the more complex molecules required for life to begin. Examples that have
been explored in the laboratory include polyesters [9], peptides [10] and depsipeptides [11].
Taking a lesson from organic chemistry, the potential reactants must be concentrated, dry
and at an elevated temperature. There is only one natural environment that meets these
requirements: hydrothermal pools on subaerial volcanic land masses [12]. Precipitation
provides fresh water distilled from a salty ocean, and the water in hydrothermal pools
undergoes continuous cycles of evaporation and rewetting. If organic solutes are in the
water, they will become extremely concentrated films on mineral surfaces during the dry
phase of a cycle and then redissolve in the wet phase. Finally, the temperature is elevated,
but typically less than the 100 ◦C boiling point of water because of the lower atmospheric
pressure at higher altitudes. An important point is that even though a variety of solutes
might be present in a messy solution, only those solutes capable of self-assembly or forming
linking bonds will serve as reactants for polymerization, while the other solutes will be
inert. Given the significance of concentration, we can now consider processes that can
increase the local concentration of potential reactants.

4. Polar vs. Non-Polar: Oils and Monolayers at the Air–Water Interface

We tend to focus on water-soluble polar and ionized solutes when we think about
constituents of messy mixtures, but we should also consider non-polar compounds such as
aliphatic and aromatic hydrocarbons and their derivatives. One of the simplest resolutions
in a messy environment is the fact that oils are relatively insoluble in water and are also
less dense. Hydrocarbon oils therefore tend to separate spontaneously from other solutes
and float on water surfaces. Furthermore, some of the hydrocarbons present in unrefined
oil are likely to be amphiphilic compounds that have both polar and non-polar moieties
in their structure. Amphiphiles are classified as surfactants because they spontaneously
accumulate at air–water interfaces as monomolecular films and reduce the surface tension
as a result.

Fatty acids are common amphiphiles that take their name from the fact that biological
fat is a triglyceride with three fatty acids attached to a glycerol molecule by ester bonds.
When the fatty acids are released from fat by hydrolysis of the ester bonds in alkaline
solutions, the result is a natural detergent called soap. Palmitic acid is a 16carbon non-polar
hydrocarbon chain with the terminal carbon in the form of a hydrophilic carboxyl group:

CH3(CH2)14-COOH � CH3(CH2)14-COO− + H+ (1)

It is an organic acid because the terminal carboxy group can either be protonated
(-COOH) or become anionic (-COO−) when it releases the proton in an aqueous solution.

3



Life 2022, 12, 1429

If a crystal of palmitic acid is placed on the surface of water in a beaker, not much will
happen, but if it is warmed to approximately 63 ◦C, the crystal will melt and suddenly
spread to form a monomolecular layer that fills the available surface area. At the molecular
level, the hydrophilic carboxyl head group is interacting with the aqueous phase, while the
hydrophobic hydrocarbon chains are standing vertically, each occupying around 0.2 nm2

of surface area. A measurement of surface tension will show an immediate decrease from
72 mN/m of water to approximately 57 mN/m. The difference between these two values—
15 mN/m—is referred to as the surface pressure.

Now we can consider an example demonstrating how the surfactant effect can resolve
a complex system. The Murchison meteorite is a mixture of silicate mineral grains with
approximately 0.1% by weight of soluble organic compounds that include monocarboxylic
acids, amino acids, alcohols, polycyclic aromatics such as pyrene and fluoranthene and
even some purines such as adenine. Figure 2 shows a result reported by Mautner et al. [13]
in which 20 mg of Murchison powder in 2 mL aqueous buffer was heated briefly to 100 ◦C
at low and high pH ranges. The initial surface pressure was near zero mN/m at room
temperature but increased dramatically to 8.1 mN/m when the powder was heated at pH
2, then increased further to 10.3 mN/m when heated at pH 11. The heat allowed small
amounts of surface-active compounds to escape from the mineral powder and form a
monolayer at the air–water interface. This represents a purification of the amphiphilic
compounds by simply heating the original mixture in an aqueous solution. When the
surface was cleaned, the surface pressure decreased but then rapidly increased as more
surfactant molecules migrated to the interface and formed a monolayer.

Figure 2. Monolayer assembly of amphiphilic compounds in the Murchison meteorite [13].

Why might the assembly of surfactant monolayers and oils at air–water interfaces
be significant for the origin of life? The reason is that ultraviolet light was likely to be
an important energy source driving photochemical reactions, and polycyclic aromatic

4
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hydrocarbons (PAH) are pigments that are elevated to excited states when they absorb UV
photons. Oils and amphiphiles that accumulate on aqueous surfaces would be exposed to
UV light, and a variety of photochemical reactions would then occur. It has been proposed
that such reactions could have served as a primitive version of photosynthesis involving
electron transfer from a PAH such as pyrene to an acceptor such as benzophenone [14].

5. Bilayer Membranes Form Compartments by the Self-Assembly of Amphiphilic
Compounds

Figure 3 illustrates how an increasing concentration can drive the self-assembly of
amphiphilic compounds into membranous compartments. The amphiphile is decanoic acid,
a monocarboxylic acid with a 9-carbon hydrocarbon chain and a carboxyl head group. In a
dilute solution, the acid is present as individual molecules dissolved in an aqueous phase
(A). If the concentration increases, for instance by evaporation, at some point the critical
micelle concentration (CMC) is exceeded, and micelles begin to form (B). When the critical
vesicle concentration (CVC) is exceeded, the micelles fuse into vesicles bounded by bilayers
(C). At the highest concentration near dryness, the vesicles fuse into a multilamellar matrix
(D), but then reassemble into vesicles upon rehydration (E).

 

Figure 3. Self-assembly processes in solutions of amphiphilic molecules such as fatty acids.

This is another example of orderly structures emerging from disorderly, messy con-
ditions. Membrane-bounded compartments were essential prerequisites for the origin of
cellular life, and it seems likely that micelles and vesicles were abundant in the prebiotic
environment [15]. Assuming that various polymers were also being synthesized, the mi-
croscopic membranous compartments would be able to encapsulate random peptides and
oligonucleotides to generate protocells. Although protocells are not alive in the usual sense,
they represent an essential step toward life. Each protocell differs in composition from all
the rest and represents a microscopic experiment. Most are inert, and their components
would be recycled, but a few might happen to have properties that allowed them to survive
stresses imposed by the environment. Populations of protocells would therefore undergo
the first stages of selection and evolution [12,16].

6. Adsorption as an Organizing Factor

Many physical and chemical processes cannot occur in the absence of a threshold
concentration; so, a physical process that specifically increases the local concentration of
a potential reactant can act as a catalyst. Clays are aluminum silicate minerals that have
an enormous capacity to adsorb polar and ionic solutes. As shown in Figure 4, they are
microscopic particles that are often present as layered structures called smectic phases.

5
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Various clays have surface areas ranging from 100 to 400 square meters per gram to which
solutes can bind. James Ferris and co-workers tested whether clay surfaces could promote
the polymerization of activated nucleotide monomers. In their initial studies, they reported
that when the nucleotides saturated the surface of montmorillonite clay, oligomers ranging
up to 10 nucleotides could be detected [17]. Later research demonstrated chain lengths as
long as 30–50 nucleotides [18].

 
Figure 4. Scanning electron micrograph of clay crystals. The bar corresponds to 10 μm, equivalent
to the diameter of a human red blood cell. Photograph courtesy of Evelyne Delbos, the James
Hutton Institute.

A chemist accustomed to reactions in aqueous solutions might be disappointed by the
lack of polymerization in a solution of activated nucleotides, but then would be surprised
to see polymers appear when the solution becomes more complex and “messier” with the
addition of clay. The catalytic effect of clay minerals is an example of why messy conditions
should be explored more extensively. There may be other surprises in store.

7. Eutectic Phases

The most common eutectic phase occurs when an aqueous solution freezes. As
ice crystals form, they tend to exclude solutes, which become highly concentrated films
between the crystals. The concentrating effect is similar to evaporation because reactions
can occur that cannot proceed in a dilute, disordered solution. The power of eutectic phases
to promote reactions was demonstrated by Monnard et al. [19] who froze complex mixtures
of nucleotides at −18 ◦C. The nucleotides were chemically activated as imidazole esters and
spontaneously formed ester bonds to polymerize into strands 5 to 14 nucleotides in length.
Attwater et al. [20] also tested freezing temperatures as a way to promote the non-enzymatic
polymerization of RNA. They used in vitro selection to evolve a cold-adapted ribozyme
that was capable of catalyzing the template-directed synthesis of a 206-nucleotide RNA
sequence. The reaction was markedly promoted by a cycle of freezing that concentrated
the reactants in a eutectic phase.

Bada et al. [21] proposed that the early Earth may have passed through a “snowball”
phase related to decreased solar luminosity at the time. They speculated that freeze–thaw
cycles related to bolide impacts may have promoted reactions that synthesized organic
compounds required for life’s origin. Eutectic phases associated with freezing would have

6
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played a role by concentrating reactants such as HCN, NH3 and aldehydes that would then
undergo Strecker synthesis to form amino acids. Although this idea remains speculative,
it does illustrate how another physical process, freezing and thawing in this case, has the
potential to resolve specific reactions in complex conditions.

8. Duplex Structures of Nucleic Acids—Stacking and Base Pairing

Although three-dimensional crystals are common, and crystallization often serves
to purify specific compounds from complex mixtures, the assembly of compounds into
one-dimensional linear crystals is less familiar. We tend to take it for granted that the
double helix of DNA is primarily stabilized by Watson–Crick base pairing between the
two strands, but in fact stacking of the base pairs is even more important in terms of
stabilization. Guanine monophosphate (GMP) quadruplexes are examples of spontaneous
stacking that produces a linear crystal [22]. Figure 5 shows how four guanines form a
quadruplex stabilized by eight hydrogen bonds indicated as dashed lines.

Figure 5. Guanine monophosphate assembles into a quadruplex structure stabilized by hydrogen
bonding, indicated by dashed lines. The R groups represent the ribose phosphates linked to the
guanine by N-glycoside bonds. One of the guanines is indicated by red fonts.

Atomic force microscopy can be used to visualize the linear crystals produced when a
solution of GMP and cytidine monophosphate (CMP) is concentrated by evaporation at
room temperature on a freshly cleaved mica sheet (Figure 6A). The GMP stacks into long,
linear crystals that exclude the CMP. The linear crystals are adsorbed to three axes of the
mica crystal, which accounts for their obvious alignment along three axes at 60◦. Signifi-
cantly, if the solution of GMP and CMP is evaporated on mica at 80 ◦C to provide activation
energy, long polymeric strands emerge from the mixture [23], presumably composed of
GMP and CMP linked by ester bond synthesis (Figure 6B).
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Figure 6. Linear strands of stacked guanosine monophosphate quadruplexes are shown in (A). The
strands assemble when a mixture of GMP and CMP is dried on a freshly cleaved mica surface at room
temperature, but CMP is excluded when the GMP forms quadruplexes aligned with the crystalline
surface of the mica substrate. A different result occurs if the mixture is exposed to three wet–dry
cycles at 80 ◦C (B). Instead of linear crystals, long strands of apparent polymers emerge, presumably
composed of GMP and CMP linked by ester bonds [23].

This is an example of how two physical processes can drive a significant chemical
reaction. The first process is evaporation that concentrates potential reactants on a mica
surface so that one of the reactants forms quadruplexes and linear crystals. The second pro-
cess is heating the mixture to provide activation energy that drives a condensation reaction
leading to polymerization. These are conditions that are rarely used in the laboratory but
common in hydrothermal sites associated with volcanism.

9. Thermodynamics, Kinetics and Wet–Dry Cycles

An important test of any chemical reaction proposed to be relevant to prebiotic chem-
istry is whether it is feasible in terms of thermodynamic principles [24]. A simplified
description of the primary thermodynamic principle is that the free energy (ΔG) available
to drive a reaction is a function of the change in enthalpy (ΔH) and entropy (ΔS) terms:
ΔG = ΔH − TΔS. If heat can be released by a reaction, and disorder increases, the Gibbs
free energy (ΔG) is negative, and the reaction is spontaneous.

If one visits volcanic regions on today’s Earth, a striking feature is that precipitation
constantly supplies water to hydrothermal sites. A well-known example is Yellowstone
National Park, but similar sites can be found in Kamchatka, Russia, New Zealand and
Iceland. We refer to these as prebiotic analogues because similar sites would have been
abundant on the early Earth 4 billion years ago before life began. A characteristic of hy-
drothermal sites is that the pools and hot springs undergo continuous cycles of evaporation
and rewetting. There are two important properties of the wet–dry cycles that go beyond
traditional laboratory methods. First, as a solution of potential reactants is concentrated to
dryness, it makes chemical free energy available through the favorable changes in enthalpy
and entropy described earlier. The enthalpy change is due to the reduction in water activity
which draws the equilibrium of a condensation reaction to the right. The entropy change is
favorable because as the reactants in a dilute solution become concentrated, they have an
increased probability of interacting and losing water to the environment.

Finally, in the laboratory a typical reaction undergoes a single cycle in which reactions
proceed downhill to products. However, multiple cycles available in natural conditions
can take advantage of kinetic traps in which a forward reaction can be fast, but a back
reaction is slow. For instance, the synthesis of ester bonds during the dry phase of a cycle

8
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can be very fast, but the spontaneous hydrolysis of polymers is slow. As a result, polymers
accumulate in a steady state away from the thermodynamic equilibrium [24,25].

10. Stepping Out of the Laboratory into the Wild

A given reaction can work under carefully controlled laboratory conditions using pure
reagents, buffered solutions at a specific pH and ionic solutes such as Mg2+ that may be
required, but how valid is the assumption that it would have also been able to proceed
on the prebiotic Earth? There is one way to become more confident of this assumption,
which is to test whether a significant experiment also works in a prebiotic analogue site on
today’s Earth. If the reaction is sufficiently robust, it will be reproduced even though such
analogue sites are, by definition, messy and complex.

A few preliminary studies have been undertaken, and it is worth describing them
here so that others might accept the challenge. Given that liquid water is essential for the
origin of life, we should first note that on the Earth today there are two types of water
that have been proposed as sites for the origin of life. Over 99% of the Earth’s water is
salty seawater with 580 mM NaCl, 53 mM MgCl2 and 10 mM CaCl2; therefore, a common
assumption is that life must have begun in the ocean. The assumption was supported when
hydrothermal vents called “black smokers” were discovered, in which abundant microbial
life used the reducing power of hydrogen sulfide (H2S) as a source of chemical energy [7].
The second type consists of the alkaline vents described earlier that emit a strongly alkaline
solution containing up to 10 mM hydrogen gas in solution, which may serve as a source of
reducing power [26].

The other 1% of the Earth’s water is distilled from salty seawater and falls as precipi-
tation on subaerial continental land masses and volcanic islands like Hawaii and Iceland.
Today, most of the freshwater is in the form of ice covering Antarctica and Greenland,
but 4 billion years ago such extensive ice would have been absent when the global tem-
peratures were estimated to be 55–80 ◦C. However, active volcanoes were likely to have
been emerging from the ocean, and distilled water falling as precipitation would become
incorporated into hydrothermal hot spring sites resembling those we see today.

Freshwater hot spring sites are an alternative to salty seawater for several reasons:

1. The concentration of soluble cations is very low, in the range of a few millimolar [27].
2. Because of sulfur dioxide emissions that dissolve in the water, the solution is in the

acidic range, with pH 2–4.
3. Cycles of evaporation and rewetting serve to concentrate potential reactants as films

on mineral surfaces.

Hydrothermal fields such as those illustrated in Figure 1 are accessible prebiotic ana-
logue sites which can be used to test the assumption that laboratory simulations represent
processes and reactions expected to occur 4 billion years ago. A few such tests have been
performed. For instance, Milshteyn et al. [28] asked whether membrane-bounded vesicles
could assemble in hot spring conditions. Water samples were taken from Yellowstone hot
spring pools at acidic and neutral pH ranges. Because contemporary membrane lipids
such as phospholipid and cholesterol are products of metabolism, neither would have been
available on the prebiotic Earth. Therefore a 1:1 mole ratio mixture of 12-carbon lauric acid
and its monoglyceride was used to model the kinds of amphiphiles likely to be present.
It was observed that vesicles readily formed in the hot spring water but not in seawater
(Figure 7) because divalent cations of Ca2+ and Mg2+ caused the fatty acid to crystallize.
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Figure 7. Membranous compartments assemble from a mixture of lauric acid and its monoglyc-
eride exposed to hot spring water at pH 7.5 (A), but not in seawater at pH 8.1 (B). Image from
Milshteyn et al. [28].

Similar experiments were performed by Joshi et al. [29] using a mixture of 40 mM
decanoic acid and 20 mM monoglyceride exposed to hot spring water samples from
the Puga region of Ladahk, India. Vesicles ranging from 5 to 10 μm in diameter were
abundant, so it seems reasonable to assume that membranous compartments were present
in freshwater hot springs on volcanic land masses emerging from the global ocean 4 billion
years ago.

11. Conclusions

It is worth keeping in mind that a living cell is the messiest environment we can imag-
ine, yet somehow, the biochemical reactions of metabolism proceed smoothly despite the
incredible complexity of the cytoplasm. This is possible because enzymes catalyze specific
reactions that allow those reactions to follow metabolic pathways established by several
billion years of evolution. A second reason is that biophysical forces arrange structures
within cells to optimize those functions. A prominent example is the self-assembly of
biological membranes involved in electron transport and ATP synthesis. Although the
kinds of lipids composing the membranes are under genetic control, the assembly process
is not.

Another point is that the reaction of a pure, well-defined single reactant can generate
what most researchers would call messy products. A classic example is the formose reaction
in which hundreds of compounds are produced when formaldehyde (CHCO) reacts with
itself in alkaline solutions. Another is the spontaneous polymerization of alpha hydroxy
acids [9]. For instance, glycolic acid exposed to drying at 80 ◦C forms oligomers up to
12 subunits in length, with most between 3 to 6.

Although it is generally a good idea to use pure reagents and controlled conditions in
the laboratory, it is also useful to realize that if we limit ourselves to the laboratory, we might
miss an important ingredient or physical process. Which laboratory simulations of reactions
related to the origin of life could be expected to proceed in prebiotic analogue conditions?
This is a challenge to origins of life research because few investigators have been bold
enough to perform such experiments in the field. The factors described here—concentration,
crystallization, self-assembly of monolayers and bilayers, adsorption, eutectic phases,
stacking and base pairing—can all occur in prebiotic environments and have the potential
to promote desired reactions even in messy, complex conditions. Some of them, either
singly or in combination, may provide significant clues to understand prebiotic chemistry
that are not obvious in laboratory simulations.
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B.A. Synthetic Connectivity, Emergence, and Self-Regeneration in the Network of Prebiotic Chemistry. Science 2020, 369, eaaw1955.
[CrossRef] [PubMed]

4. Schwartz, A.W. Intractable Mixtures and the Origin of Life. Chem. Biodivers. 2007, 4, 656–664. [CrossRef]
5. Benner, S.A.; Kim, H.-J.; Carrigan, M.A. Asphalt, Water, and the Prebiotic Synthesis of Ribose, Ribonucleosides, and RNA. Acc.

Chem. Res. 2012, 45, 2025–2034. [CrossRef]
6. Corliss, J.B.; Baross, J.A.; Hoffman, S.E. An hypothesis concerning the relationship between submarine hot springs and the origin

of life on Earth. Oceanol Acta 1981, 4, 59–69.
7. Martin, W.; Russell, M.J. On the origins of cells: A hypothesis for the evolutionary transitions from abiotic geochemistry to

chemoautotrophic prokaryotes, and from prokaryotes to nucleated cells. Philos. Trans. R. Soc. B Biol. Sci. 2003, 358, 59–85.
[CrossRef]

8. Hudson, R.; de Graaf, R.; Rodin, M.S.; Ohno, A.; Lane, N.; McGlynn, S.E.; Yamada, Y.M.A.; Nakamura, R.; Barge, L.M.; Braun, D.;
et al. CO2 reduction driven by a pH gradient. Proc. Natl. Acad. Sci. USA 2020, 117, 22873–22879. [CrossRef]

9. Chandru, K.; Guttenberg, N.; Giri, C.; Hongo, Y.; Butch, C.; Mamajanov, I.; Cleaves, H.J. Simple prebiotic synthesis of high
diversity dynamic combinatorial polyester libraries. Commun. Chem. 2018, 1, 30. [CrossRef]

10. Mayer, C. Spontaneous Formation of Functional Structures in Messy Environments. Life 2022, 12, 720. [CrossRef]
11. Fialho, D.M.; Karunakaran, S.C.; Greeson, K.W.; Martínez, I.; Schuster, G.B.; Krishnamurthy, R.; Hud, N.V. Depsipeptide Nucleic

Acids: Prebiotic Formation, Oligomerization, and Self-Assembly of a New Proto-Nucleic Acid Candidate. J. Am. Chem. Soc. 2021,
143, 13525–13537. [CrossRef] [PubMed]

12. Damer, B.; Deamer, D. The Hot Spring Hypothesis for an Origin of Life. Astrobiology 2020, 20, 429–452. [CrossRef]
13. Mautner, M.N.; Leonard, R.L.; Deamer, D.W. Meteorite organics in planetary environments: Hydrothermal release, surface

activity, and microbial utilization. Planet. Space Sci. 1995, 43, 139–147. [CrossRef]
14. Escabi-Perez, J.R.; Romero, A.; Lukac, S.; Fendler, J.H. Aspects of artificial photosynthesis. Photoionization and electron transfer

in dihexadecyl phosphate vesicles. J. Am. Chem. Soc. 1979, 101, 2231–2233. [CrossRef]
15. Walde, P. Surfactant Assemblies and their Various Possible Roles for the Origin(S) of Life. Orig. Life Evol. Biosph. 2006, 36, 109–150.

[CrossRef] [PubMed]
16. Sarkar, S.; Das, S.; Dagar, S.; Joshi, M.P.; Mungi, C.V.; Sawant, A.A.; Patki, G.M.; Rajamani, S. Prebiological Membranes and Their

Role in the Emergence of Early Cellular Life. J. Membr. Biol. 2020, 253, 589–608. [CrossRef]
17. Ferris, J.P.; Ertem, G. Oligomerization of Ribonucleotides on Montmorillonite: Reaction of the 5′-Phosphorimidazolide of

Adenosine. Science 1992, 257, 1387–1389. [CrossRef]
18. Ferris, J.P. Montmorillonite-catalysed formation of RNA oligomers: The possible role of catalysis in the origins of life. Philos.

Trans. R. Soc. B Biol. Sci. 2006, 361, 1777–1786. [CrossRef]
19. Monnard, P.-A.; Kanavarioti, A.; Deamer, D.W. Eutectic Phase Polymerization of Activated Ribonucleotide Mixtures Yields

Quasi-Equimolar Incorporation of Purine and Pyrimidine Nucleobases. J. Am. Chem. Soc. 2003, 125, 13734–13740. [CrossRef]
20. Attwater, J.; Wochner, A.; Holliger, P. In-ice evolution of RNA polymerase ribozyme activity. Nat. Chem. 2013, 5, 1011–1018.

[CrossRef]
21. Bada, J.L.; Bigham, C.; Miller, S.L. Impact melting of frozen oceans on the early Earth: Implications for the origin of life. Proc. Natl.

Acad. Sci. USA 1994, 91, 1248–1250. [CrossRef] [PubMed]
22. Davis, J.T. G-Quartets 40 years later: From 5′-GMP to molecular biology and supramolecular chemistry. Angew. Chem. 2004, 43,

668–698. [CrossRef] [PubMed]
23. Hassenkam, T.; Deamer, D. Visualizing RNA polymers produced by hot wet-dry cycling. Sci. Rep. 2022, 12, 1–11. [CrossRef]

[PubMed]
24. Ross, D.S.; Deamer, D. Dry/Wet Cycling and the Thermodynamics and Kinetics of Prebiotic Polymer Synthesis. Life 2016, 6, 28.

[CrossRef]

11



Life 2022, 12, 1429

25. Higgs, P.G. The Effect of Limited Diffusion and Wet–Dry Cycling on Reversible Polymerization Reactions: Implications for
Prebiotic Synthesis of Nucleic Acids. Life 2016, 6, 24. [CrossRef]

26. Sojo, V.; Herschy, B.; Whicher, A.; Camprubí, E.; Lane, N. The Origin of Life in Alkaline Hydrothermal Vents. Astrobiology 2016,
16, 181–197. [CrossRef]

27. Deamer, D.; Damer, B.; Kompanichenko, V. Hydrothermal Chemistry and the Origin of Cellular Life. Astrobiology 2019, 19,
1523–1537. [CrossRef]

28. Milshteyn, D.; Damer, B.; Havig, J.R.; Deamer, D. Amphiphilic compounds assemble into membranous vesicles in hydro-thermal
hot spring water but not in seawater. Life 2018, 8, 11. [CrossRef]

29. Joshi, M.P.; Samanta, A.; Tripathy, G.R.; Rajamani, S. Formation and Stability of Prebiotically Relevant Vesicular Systems in
Terrestrial Geothermal Environments. Life 2017, 7, 51. [CrossRef]

12



Citation: Ikehara, K. How Did Life

Emerge in Chemically Complex

Messy Environments? Life 2022, 12,

1319. https://doi.org/10.3390/

life12091319

Academic Editor: Bruce Damer

Received: 27 June 2022

Accepted: 25 August 2022

Published: 26 August 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

life

Hypothesis

How Did Life Emerge in Chemically Complex
Messy Environments?

Kenji Ikehara 1,2

1 G&L Kyosei Institute, The Keihanna Academy of Science and Culture (KASC), Keihanna Interaction Plaza,
Lab. Wing 3F, 1-7 Hikaridai, Seika-cho, Souraku, Kyoto 619-0237, Japan; ikehara@cc.nara-wu.ac.jp;
Tel.: +81-774-73-4478

2 International Institute for Advanced Studies, Kizugawadai 9-3, Kizugawa, Kyoto 619-0225, Japan

Abstract: One of the problems that make it difficult to solve the mystery of the origin of life is
determining how life emerged in chemically complex messy environments on primitive Earth. In this
article, the “chemically complex messy environments” that are focused on are a mixed state of various
organic compounds produced via prebiotic means and accumulated on primitive earth. The five
factors described below are thought to have contributed to opening the way for the emergence of life:
(1) A characteristic inherent in [GADV]-amino acids, which are easily produced via prebiotic means.
[GADV] stands for four amino acids, Gly [G], Ala [A], Asp [D] and Val [V], which are indicated
by a one-letter symbol. (2) The protein 0th-order structure or a [GADV]-amino acid composition
generating water-soluble globular protein with some flexibility, which can be produced even by the
random joining of [GADV]-amino acids. (3) The formation of versatile [GADV]-microspheres, which
can grow, divide and proliferate even without a genetic system, was the emergence of proto-life.
(4) The [GADV]-microspheres with a higher proliferation ability than others were able to be selected.
Proto-Darwin evolution made it possible to proceed forward to the creation of a core life system
composed of the (GNC)n gene, anticodon stem-loop tRNA or AntiC-SL tRNA (GNC genetic code),
and [GADV]-protein. (5) Eventually, the first genuine life with a core life system emerged. Thus,
the formation processes of [GADV]-protein and the (GNC)n gene in chemically complex messy
environments were the steps to the emergence of genuine life.

Keywords: GADV hypothesis; origin of life; protein 0th-order structure; origin of protein; [GADV]-
microsphere; origin of gene: the core life system

1. Introduction

Human beings have tried for many years to determine how life emerged on primitive
Earth. In other words, human beings are interested in the origin of life. In addition, there is
another significance to life-origin research. For example, answers to fundamental about
genes and proteins, such as “why are there four types of nucleotides or bases in RNA and
DNA?”, and similarly, “why are modern proteins made up of 20 types of amino acids?”,
could be obtained if the mystery of the origin of life was solved. However, irrespective of
the strenuous efforts of many researchers, the mystery of the origin of life remains unsolved.
The main reasons for this are as follows.

A. Difficulties elucidating the establishment process of the fundamental life system

The most important point for solving the mystery of the origin of life is to clarify the
fundamental life system establishment process, which involves six members (gene, genetic
code, tRNA, metabolism, cell structure and protein) [1] (Chapter 2). However, it has been
difficult to understand this establishment process for the following reasons.

1. The “chicken–egg relationship” between genes and proteins: The so-called “chicken–
egg relationship” has made it difficult to solve the mystery of the origin of life for many
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years. In such a situation, the RNA world hypothesis, which assumes that first life arose
from the RNA world, which was formed by the self-replication of RNA, was proposed by
Gilbert in 1986 [2]. However, it would be principally impossible to solve the mystery from
the standpoint of this hypothesis because any gene encoding a mature protein could never
be formed in the absence of a target protein or in the absence of protein, even if RNA could
be produced on primitive Earth.

On the other hand, I proposed the [GADV]-protein world hypothesis (in short, the
GADV hypothesis) approximately 20 years ago [1,3,4], assuming that the first life emerged
from the [GADV]-protein world, which was formed by the pseudo-replication of [GADV]-
proteins [5]. I believe now that the mystery could be solved based on the GADV hypothesis.
[GADV] represents four amino acids, Gly [G], Ala [A], Asp [D] and Val [V]. The square
brackets ([ ]) are used to discriminate the one-letter symbols of amino acids, particularly
Gly [G] and Ala [A], from the one-letter symbols of nucleobases guanine G and adenine A.

2. The emergence of life under random processes: This theory suggests that any
occurrences on primitive Earth proceeded as random processes. However, it is easily
supposed that a mature gene and a mature protein with an ordered sequence could never
be formed through a random process at one stroke, because the sequence diversities of gene
encoding a protein composed of 100 amino acids and the protein itself are extraordinarily
large at (43)100 = ~10180 and 20100 = ~10130, respectively [1] (Chapter 3) [6]. Regarding this
problem, I believe that the question of how a gene acquired the genetic information of a
mature protein could be solved if the question were considered from the standpoint of the
GADV hypothesis [1] (Chapter 8), as explained in detail later.

B. The problem of a research strategy based on experiments

1. The mystery of the origin of life could not be solved with experiments only:
Needless to say, experiments are quite important or even crucial in studying the origin of
life. However, it would be impossible to solve the mystery with experiments only, because
the events that occurred on primitive Earth approximately 4 billion years ago could never
be reproduced by experiments carried out in a present-day laboratory.

2. The establishment process of the core life system, composed of gene, genetic code
(tRNA) and protein [1] (Chapter 2), could not be determined using bottom-up approaches
only: In order to clarify the origin of life, it is undoubtedly important to answer the
questions regarding what happened on primitive Earth to lead to the emergence of life.
Therefore, many researchers have conducted studies for many years according to bottom-up
approaches in a bid to discover where and what kind of organic compounds were produced
on primitive Earth. However, it would probably be impossible to solve the mystery of
the origin of life this way, because the establishment process of the core life system would
never be made clear by simply using bottom-up approaches, unless newly born life or
RNA/DNA containing the most primitive genetic information for protein synthesis could
be found from rocks approximately 4 billion years ago.

3. The difference between an experimental condition in a laboratory and a primitive
Earth situation: Experiments confirming nucleotide synthesis on primitive Earth have
been carried out by many researchers, and results showing that nucleosides were actually
produced with ribose and nucleobases are frequently reported in scientific journals [7–12].
However, it seems that it would be impossible to apply these results to the real occurrences
on primitive Earth, as the experimental conditions, such as the concentrations and purity
of reactants, are always very different from the situation on primitive Earth. Therefore,
I consider that a parallel use of both bottom-up approaches, which have been carried out
thus far, and top-down approaches, for example, using database analyses of modern genes
and proteins, could hold one of the keys to solving the mystery of the origin of life [13].

C. The issue of how genes and proteins, which are composed of relatively small types
of components, could be produced in chemically complex messy environments on
primitive Earth
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As described in the “Special Issue Information” of the Special Issue (Origin of Life in
Chemically Complex Messy Environments), “Considering the prebiotic Earth four billion years
ago (a messy atmosphere, in other words), a chaotic mélange of diverse starting materials
appears realistic”, there is another problem that makes it difficult to solve the mystery
of the origin of life. Biopolymers as genes and proteins, composed of only four types of
nucleotides and twenty types of amino acids, respectively, are used in extant organisms.
However, such biopolymers must have been formed in chemically complex messy en-
vironments on primitive Earth. Therefore, how such biopolymers, using small types of
components, could be formed in the messy environments of primitive Earth is an issue.
When the mechanism producing genes and proteins, which uses a relatively small types
of components, was acquired by something, that something would become the first life.
Therefore, understanding the steps to the emergence of life should lead to the discovery
of the correct answer to the question of how genes and proteins could be produced in
chemically complex messy environments.

In this paper, I would like to discuss the processes of how biopolymers, composed
of rather small types of relatively simple monomers, were formed in chemically messy
environments from the standpoint of the GADV hypothesis [1,3,4]. For this purpose, it is
necessary to understand the processes through which first life emerged on primitive Earth.
Then, I will explain only the main points regarding how the GADV hypothesis could be
proposed, as my ideas on the origin of life have already been described in detail in the book,
Towards revealing the origin of life: Presenting the GADV hypothesis, which was published last
year by Springer [1]. Thereafter, I will explain how genes and proteins were formed during
repeated random reactions in chemically messy environments using small types of the
respective components, and I will attempt to answer the third question (C) regarding how
genes and proteins could have been produced using small types of, respectively, selected
monomers from the messy environments.

Therefore, this article is described as providing an answer to the question that has been
proposed in the Special Issue: “Origin of Life in Chemically Complex Messy Environments”.
In other words, I discuss in the article how a small types of amino acids or nucleotides were
selected from the chemically complex messy environments of primitive Earth based on the
GADV hypothesis, which I propose. The answer to the question described in the article is
the novelty aspect of this paper.

2. The Key to Solving the Mystery of the Origin of Life (Protein 0th-Order Structure:
[GADV]-Amino Acids)

The most important concept in the GADV hypothesis is one of protein 0th-order
structures or [GADV]-amino acid composition [14]. First, I will explain the significance of
protein 0th-order structure in solving the mystery of the origin of life (Figure 1).

Figure 1. A polypeptide chain, which is obtained by joining amino acids randomly selected out from
a pool (a protein 0th-order structure) containing roughly equal amounts of [GADV]-amino acids,
should be folded into a water-soluble globular structure with some flexibility. The protein, actually
aggregates of [GADV]-peptides, has a pluripotency that makes it possible to exhibit many catalytic
activities owing to the structure flexibility. The wavy lines surrounding the gray circle and the thin
yellow curved lines within the circle represent the flexible structure of an immature [GADV]-protein.
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Consider here the problem based on the GADV hypothesis, how a gene, which
encodes one amino acid sequence of a mature protein, was created. It is well known that it
is impossible to produce one mature protein like a precise polymer machine through the
random joining of even simple [GADV]-amino acids at one stroke, because the amino acid
sequence diversity of a protein composed of only four types of one hundred [GADV]-amino
acids is extraordinarily large (4100 = ~1060) [1] (Chapter 3).

How were the genes that encoded mature proteins formed? For this purpose, one
immature water-soluble globular protein with some flexibility, produced by the expression
of one double-stranded (ds)-RNA encoding one essentially random [GADV]-amino acid
sequence in the protein 0th-order structure, is indispensable for the formation of the gene
(Figure 2). An RNA with a random (GNC)n codon sequence could be formed by the random
joining of GNC anticodons carried by AntiC-SL RNAs [1] (Chapters 7 and 8).

Figure 2. Every mature protein must be generated by the maturation of an immature protein,
produced by the expression of an RNA strand encoding a random (GNC)n sequence for the immature
protein. This is because a substrate binding site (a key hole) must be formed as accumulating
appropriate mutations to adjust the site to fit closely to a substrate (a key). For this purpose, the protein
0th-order structure is indispensable for producing an immature protein with some flexibility. The
brown wavy lines surrounding the immature protein and the blue curved lines represent the flexible
structure of the immature [GADV]-protein. The curved gray lines and the blue line indicate random
(GNC)n RNA strands and a (GNC)n RNA gene encoding a mature [GADV]-protein, respectively.

Specifically, every gene that encodes a mature protein has been formed as a result of
maturation from an immature or incomplete water-soluble globular protein with some flex-
ibility, which generates various weak catalytic activities or demonstrates pluripotency [1]
(Chapter 3), to a mature protein with a rigid structure and high catalytic activity.

This means that the formation of a mature protein always requires an immature
protein, because the formation of a mature protein must always be led by the elevation
of the weak catalytic activity of the immature protein, which is easily understood as the
relationship between a key and a key hole (Figure 2). This is one of the reasons why the
mystery of the origin of life has not been solved using the RNA world hypothesis; that is,
RNA never acquires genetic information for mature protein synthesis independently of
an immature protein, even if RNA could first be produced by a random process or by the
random joining of nucleotides in prebiotic environments.

As described above, both an immature [GADV]-protein and ds-RNA are required to
form the first RNA gene (Figure 2). At present, an essentially random codon sequence
similar to a random (SNS)n codon sequence or a non-stop frame on an antisense strand of a
GC-rich gene is used as the field for creating an entirely new gene [15]. On primitive Earth,
immature [GADV]-proteins were produced using a [GADV]-amino acid sequence encoded
by a random (GNC)n codon sequence on one of two RNA strands, which were formed
by the random joining of GNC anticodons carried by four AntiC-SL tRNAs (Figure 2) [1]
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(Chapters 3 and 8) [4]. The reason it was possible is because one amino acid sequence
randomly selected from a [GADV]-amino acid pool (protein 0th-order structure) is essen-
tially the same as one amino acid sequence arranged by a random (GNC)n RNA sequence.
Thus, the GADV hypothesis, which I have proposed, is an idea based on one of the protein
0th-order structures or [GADV]-amino acid composition.

3. Possible Steps from Chemical Evolution to the Emergence of First Life

Next, explicitly consider the steps to the emergence of first life on primitive Earth
according to the GADV hypothesis (Figure 3) [1]. The reason why the steps to the emergence
of life must be described here is that these steps are intimately related to the establishment
process of the core life system composed of genes, genetic code (tRNA) and proteins, and
to the formation process of proteins composed of four types of [GADV]-amino acids, which
were encoded by the (GNC)n RNA gene composed of four types of nucleotides. In other
words, the emergence of a genuine life was intimately related to the formation process of
the (GNC)n RNA gene and [GADV]-protein using a relatively small type of components in
chemically messy environments on primitive Earth.

Figure 3. Possible steps from chemical evolution to the emergence of life, deduced from the [GADV]-
protein world hypothesis (GADV hypothesis). All the steps are related to [GADV]-amino acids or
[GADV]-protein, including GNC genetic code and the (GNC)n gene, both of which encode [GADV]-
amino acids and [GADV]-protein, respectively. The steps to the emergence of life can be reasonably
explained using the GADV hypothesis, assuming that life emerged as the piling up of the six members
(protein, cell structure, metabolism, tRNA, genetic code and gene) in order from [GADV]-protein to
(GNC)n gene encoding a mature [GADV]-protein.

Next, I explain the main object of this article regarding how biopolymers (genes and
proteins) composed of small types of the respective monomers were formed in chemically
messy environments on primitive Earth.

In this section, the steps from chemical evolution to the emergence of the first genuine
life, equipped with the fundamental life system composed of six members, are discussed
as divided into three (Table 1): the first part—from chemical evolution to the formation of
the [GADV]-microsphere (proto-life); the second part—from the formation of the [GADV]-
microsphere to the formation of AntiC-SL RNA; and the third part—from AntiC-SL RNA
to the emergence of the first genuine life. The processes are discussed in three parts because
the aspect of selection or of evolution changed before and after the formations of the
[GADV]-microsphere. In addition, the second and third parts are separated because the
use of nucleotides is restricted for the first time into four, A, G, U and C, by the formation
of AntiC-SL RNA, which is folded with base pairs, A-U and G-C. On the other hand,
the number of amino acids could not still be restricted to four at the time point as the
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establishment of the core system, composed of genes, tRNA (genetic code) and proteins,
made it possible to use the four [GADV]-amino acids for the first time.

Table 1. Steps from chemical evolution to the emergence of life, which are discussed in this article as
dividing into three parts, I, II and III.

Part I: From chemical evolution to formation of [GADV]-microsphere

1. [GADV]-amino acid synthesis with prebiotic means
2. Formation of [GADV]-microspheres ([GADV]-protein world)
3. Selection and evolution of [GADV]-microsphere

Part II: After formation of [GADV]-microsphere to formation of AntiC-SL tRNAs

1. Formation of proto-metabolism in [GADV]-microsphere [GADV]-amino acid and
[GADV]-peptide syntheses, Nucleotide synthesis with immature [GADV]-proteins (actually
aggregates of [GADV]-peptides)

2. Formation of AntiC-SL tRNAs

Part III: After formation of AntiC-SL tRNAs to the emergence of life

1. Formation of a ss-(GNC)n RNA
2. Formation of a ds-(GNC)n RNA
3. Formation of the first ds-(GNC)n RNA gene
4. The emergence of life

In addition, only random processes should have been naturally repeated before the
first genuine life emerged or in the absence of any gene encoding an ordered amino acid
sequence of a [GADV]-protein. Therefore, it is also essential to clarify how [GADV]-proteins
with an ordered amino acid sequence were formed or how genes encoding the amino acid
sequence were formed during the repetition of random processes in order to solve the
mystery of the origin of life.

3.1. Part I. Steps from Chemical Evolution to Formation of [GADV]-Microsphere
([GADV]-Protein World)

Many studies on chemical evolution have been carried out to clarify what types of
organic compounds can be synthesized from inorganic compounds under what condi-
tions [16,17]. In these studies, the types of biomolecules that can be synthesized, such as
amino acids, sugars, nucleobases, etc., which are necessary for first life to emerge, were
mainly investigated.

As can be easily understood from previous studies, messy organic compounds, in-
cluding various organic acids and amines in addition to various non-natural amino acids,
should be produced via prebiotic means. Steps to the emergence of life proceeded through
reaction processes, with the compounds selected from messy organic compounds. However,
it would be quite difficult to select out only the necessary organic compounds, for example,
only [GADV]-amino acids, from messy mixtures of organic compounds (Figure 4). In this
Part I, I aim to explain a principle that can advance towards a solution to the problem from
perspective of the GADV hypothesis.
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Figure 4. The organic compounds that were synthesized from inorganic compounds on primitive
Earth via various prebiotic means were, naturally, chemically complex messy organic compounds.
Therefore, a pool containing only [GADV]-amino acids did not exist on primitive Earth as expected
by the GADV hypothesis. Therefore, one important question regarding how immature water-soluble
globular [GADV]-proteins, which is a prerequisite in the GADV hypothesis, could be produced arises.
Presenting an answer to the questions of how [GADV]-amino acids were selected and how immature
[GADV]-protein could be formed is the main purpose of this article.

3.1.1. Preferential Synthesis of [GADV]-Amino Acids via Prebiotic Means

In previous studies, it was confirmed that simple organic compounds, such as amino
acids and nucleobases with a small number of carbon atoms, were synthesized via various
prebiotic means, as described below:

(1) Electric discharge into the primitive atmosphere (Miller-type experiments) [16,17];
(2) Catalytic reactions on pyrite, clay, hydrothermal vents, and so on [18–20];
(3) Organic synthesis via heavy bombardments of meteorites or asteroids [21,22];
(4) Introduction of organic compounds via meteorites, asteroids, space dust, and so on,

from space [23,24].

Thus, various organic compounds including, especially, oxygen atom(s) were syn-
thesized through physical and physico-chemical reactions, and messy compounds were
introduced from space, accumulating on primitive Earth.

Amino acids were produced with organic compounds, which were selectively syn-
thesized and accumulated in large amounts on primitive Earth via prebiotic means. Note
that, at this point in time, a type of selection among organic compounds had been carried
out during the synthetic processes of the organic compounds based on the nature of the
chemical compounds themselves used as reactants, as described below.

Preferential Synthesis of α-Amino Acids

Amino acids were produced using prebiotic methods more easily than fatty acids and
hydrocarbons, of which constituent atoms are connected chiefly with inactive carbon-carbon
and carbon–hydrogen bonds. In fact, Miller describes in his book that there is no good
method for fatty acid synthesis via prebiotic means [16]. On the contrary, glyoxylate and
pyruvate must be rather easily produced via prebiotic means, as those keto-acids carrying a
small number of carbon atoms have active carbon atoms with a localized electron, although
it must be confirmed experimentally that glyoxylate and pyruvate could be synthesized
via prebiotic means. Furthermore, it is well known that α-amino acids were obtained in
larger amounts than β-amino acids in Miller’s experiments [16]. These results indicate
that α-amino acids were rather easily synthesized via prebiotic means and accumulated in
large amounts.

3.1.2. Direct Random Joining of [GADV]-Amino Acids

Described next is the mechanism or principle of how only [GADV]-amino acids could
eventually be selected out at a relatively high rate for primeval protein synthesis in the
messy mixture of various organic compounds containing non-natural amino acids. The
reasons why α-amino acids could be preferentially selected for the synthesis of protein are
as follows.
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[GADV]-proteins, actually aggregates of [GADV]-peptides, could be also produced
via prebiotic means in messy organic compounds, which accumulated in large amounts
on primitive Earth, although the proteins were incomplete in the sense that various amino
acids other than [GADV]-amino acids were contained in the proteins.

Preferential Polymerization of [GADV]-Amino Acids

Amino acids should be selectively linked with each other during repeated wet-drying
processes, as amino acids have both positive and negative charges in the molecules to
facilitate easy association in water and to create a peptide bond between two amino
acids [25,26]. Nevertheless, various organic compounds other than [GADV]-amino acids
were naturally incorporated into [GADV]-proteins or [GADV]-peptide aggregates during
the direct random joining of [GADV]-amino acids.

Preferential Association of [GADV]-Peptides Containing Val

All four [GADV]-amino acids with a rather simple structure were easily synthesized
via prebiotic means. However, the synthetic amount of Val, which has a more complex
molecular structure, should be much less than that of the other three amino acids, Gly, Ala
and Asp. Nevertheless, the lesser amount of Val could be compensated for through the
formation of [GADV]-peptide aggregates, owing to the high hydrophobicity of Val, because
peptides containing a larger amount of Val could be preferentially associated with each
other through large hydrophobic interactions. This also contributed to the formation of
more active immature [GADV]-proteins.

3.1.3. Preferential Synthesis of [GADV]-Amino Acids by Immature [GADV]-Proteins

It should be considered that various organic compounds, especially [GADV]-amino
acids, could be preferentially synthesized using simple organic compounds with functional
groups as glyoxylate and pyruvate, even by immature [GADV]-proteins with weak catalytic
activities, and [GADV]-proteins also could be produced by the random joining of [GADV]-
amino acids under the protein 0th-order structure [1] (Chapters 3, 5) [14]. On the contrary,
it must be difficult to synthesize hydrocarbons with immature [GADV]-proteins. It is
considered that the selective synthesis of [GADV]-amino acids by immature [GADV]-
proteins, which was performed before cell structure formation, further advanced the steps
to the emergence of life at a faster rate than before.

On the other hand, many inactive and useless [GADV]-peptides could also be pro-
duced during the direct random joining of [GADV]-amino acids, because of the incorpora-
tion of various organic compounds into the peptides. In the reaction, [GADV]-peptides
with sufficiently high catalytic activity could always be produced as a result of a wide distri-
bution of [GADV]-peptides, which were synthesized through a random process, although
the formation rate of active [GADV]-proteins might be low [26]. This made it possible to
proceed towards the emergence of life at a faster rate than in the era of chemical evolution
without immature [GADV]-peptide catalysts.

3.1.4. Incorporation of Non-Natural Amino Acids into Immature [GADV]-Proteins

Various α-amino acids and β-amino acids, other than [GADV]-amino acids, such as
2-aminobutylic acid (2-ABA), 2-aminopentanoic acid, β-alanine and so on, could be also
produced via prebiotic means. Therefore, various amino acids other than [GADV]-amino
acids would also be incorporated into immature [GADV]-proteins during the polymer-
ization of [GADV]-amino acids, because non-natural amino acids could not be effectively
excluded during simple polymerization among amino acids with both positive and nega-
tive charges in the molecule. Thus, it would be significant to form [GADV]-microspheres
facilitating chemical evolution, as described below.

20



Life 2022, 12, 1319

3.2. Part II. Steps from Formation of [GADV]-Microsphere to AntiC-SL RNA Formation
3.2.1. Significance of Cell Structure as a [GADV]-Microsphere for Facilitating
Chemical Evolution
Incorporation of Various Organic Compounds into [GADV]-Microspheres

After sufficient amounts of [GADV]-amino acids accumulated on primitive Earth,
[GADV]-microspheres were formed, for example, by repeated wet-drying processes in de-
pressions of rocks on primitive Earth [1] (Chapter 4). The [GADV]-microspheres inevitably
contained large amounts of [GADV]-peptides in the cell structure so that the [GADV]-
peptides were synthesized by immature [GADV]-proteins in the microspheres. The suppo-
sition that the immature [GADV]-proteins could synthesize [GADV]-peptides is supported
by the fact that even Gly-Gly and Gly-Gly-Gly have peptide synthetic activity [27]. The
formation of [GADV]-microspheres made it possible to hold oligomeric [GADV]-peptides,
which were synthesized in the microsphere, owing to the semi-permeable [GADV]-protein
membrane. The accumulation of [GADV]-peptides in the [GADV]-microsphere gener-
ated higher osmotic pressure to induce the further incorporation of low molecular weight
organic compounds as glyoxylate and pyruvate into the microsphere (Figure 5).

Figure 5. Possible steps from the formation of immature [GADV]-proteins to the formation of AntiC-
SL RNA [1]. [GADV]-microspheres surrounded by [GADV]-protein membranes could be formed
with [GADV]-peptides during repeated wet-drying processes. A [GADV]-protein world was formed
in the [GADV]-microsphere. [GADV]-amino acids and nucleotides were synthesized by immature
but pluripotent [GADV]-protein catalysts through proto-metabolism in the microsphere. Successively,
AntiC-SL RNA was produced by the repeated random polymerization of nucleotides and their degra-
dation. The core life system was established in [GADV]-microspheres, with a higher proliferation
ability generated through the processes and, eventually, the first life arose on primitive Earth.

However, such proteins, into which amino acids other than [GADV]-amino acids were
incorporated at a higher rate, would be gradually excluded, because [GADV]-microspheres
using [GADV]-peptides composed of a higher rate of [GADV]-amino acids would be
selected at a higher probability during proliferation followed by evolution. The selection
became possible because [GADV]-amino acid composition is one of the protein 0th-order
structures, and the incorporation of non-natural amino acids into [GADV]-proteins caused
malfunction of the [GADV]-proteins. For the same reason, 2-ABA was excluded from
natural amino acids as [GADV]-amino acids in order to avoid the duplicate use of Ala and
2-ABA, both of which are α-helix-forming amino acids [28]. The most important aspect
of [GADV]-microsphere formation would be growth and proliferation, induced by high
osmotic pressure accompanied by [GADV]-peptide synthesis (as shown in Figure 6).
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Figure 6. Evolution of [GADV]-microspheres without the genetic system. Random joining of
amino acids carried out in the protein 0th-order structure inevitably generates [GADV]-peptides or
[GADV]-proteins with a large distribution due to the random process. Therefore, at least part of
[GADV]-proteins always had sufficiently high catalytic activities, which should have been effective
for proceeding to the emergence of life. Thus, [GADV]-proteins with a higher catalytic activity
than before could be generated in the microspheres. The steps to the emergence of life were the
processes for the acquisition of [GADV]-proteins with higher catalytic activity than before, step-
by-step. Changes in the distribution of [GADV]-microspheres from lower to higher functions are
indicated in order from blue to red curves.

Selection of [GADV]-Microspheres with a High Proliferation Ability

In fact, at first, incomplete [GADV]-peptides containing non-natural amino acids
would be produced at a high probability. However, [GADV]-microspheres containing non-
natural amino acids at a lower rate could grow, proliferate and evolve faster than others to
leave more descendants even before the establishment of the genetic system, because the
[GADV]-microspheres containing at a higher rate of [GADV]-amino acids could acquire
[GADV]-proteins with the higher function necessary to proceed to the emergence of life
(Figure 6). Thus, [GADV]-microspheres containing lesser amounts of non-natural amino
acids than others were consequently selected and proliferated. Furthermore, the formation
of [GADV]-microspheres or [GADV]-protein membranes made it possible to protect against
the dissipation of [GADV]-amino acids into environments, because immature [GADV]-
proteins, produced with [GADV]-amino acids, could not ooze out through the [GADV]-
protein membrane. This also contributed to a more efficient chemical evolution.

Growth, Division, Proliferation and Inactivation of [GADV]-Microspheres

[GADV]-microspheres with a higher ability for growth, division and proliferation
could be consequently selected out from among many [GADV]-microspheres, as described
above (Figure 6). The selected [GADV]-microspheres could leave more descendants and
evolve further, even if the microspheres did not hold any genetic system. Contrasted
with that, many other microspheres, which were defeated in the struggle for existence,
disappeared, leaving many inactive bodies, for example, in the depressions of rocks on
primitive Earth. However, those inactive bodies were reused for the growth and prosperity
of the selected [GADV]-microspheres. This situation is similar to that observed on the
present Earth where components of withered plants and dead bodies of animals are usually
reused by presently living organisms after they have been degraded by various organisms,
including bacteria.

Formation of Proto-Metabolic Pathways for [GADV]-Amino Acid Synthesis

As described above, [GADV]-amino acids with a sufficiently high stability were easily
produced and accumulated in large amounts on primitive Earth. In addition, it was easy
to refill [GADV]-amino acids, even if the amino acids were exhausted upon consumption
for growth, because [GADV]-amino acids could be synthesized with simple organic com-
pounds as glyoxylate and pyruvate, which accumulated on primitive Earth in large amounts
and could be easily supplied from the environments into the microspheres (Figure 5) [1]
(Chapter 5). Thus, [GADV]-amino acids were optimal compounds for advancing the steps
to the emergence of life on primitive Earth.
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Even such [GADV]-amino acids, which supported the proliferation of [GADV]-
microspheres, would be depleted from inside of the microspheres and the proliferation
of the [GADV]-microspheres would terminate soon after the deprivation due to the ex-
ponential growth of [GADV]-microspheres. The only way to avoid the situation was the
construction of a proto-metabolic system for the synthesis of [GADV]-amino acids in the
microspheres that were growing exponentially [1] (Chapter 5).

Proto-metabolic reactions using immature [GADV]-proteins started, in [GADV]-
microspheres, to produce [GADV]-amino acids and [GADV]-peptides, just after the forma-
tion of [GADV]-microspheres. This would have been supported by the fact that [GADV]-
amino acids can be synthesized using glyoxylate and pyruvate as the starting materials
in a few reaction steps in modern metabolic pathways (Figure 7A). Inversely, the cycle
of growth, division and proliferation of [GADV]-microspheres would terminate if the
proto-metabolic pathways were not formed in the [GADV]-microspheres, and if suffi-
cient osmotic pressure could not be maintained. Therefore, it can be considered that only
[GADV]-microspheres, which had a high synthetic ability to produce [GADV]-peptides,
were evolutionally selected and could leave more descendants than others. From these
considerations, it can be concluded that the cell structures, which were indispensable to
selection and evolution and in which [GADV]-peptides were synthesized to maintain high
osmotic pressure, is the most essential function for life, not the genetic system.

Figure 7. (A) Proto-metabolic pathways for [GADV]-amino acid synthesis. Four [GADV]-amino
acids were produced from glyoxylate and pyruvate as starting materials through the proto-metabolic
pathways. (B) Proto-metabolic pathways for nucleotide synthesis. Four nucleotides were produced
with ribose 5-phosphate, which was synthesized from glyceraldehyde 3-phosphate as a starting
material through the proto-metabolic pathways.

As is well known, modern cell membranes are composed of phospholipids and mem-
brane proteins. Membrane proteins, but not phospholipids, exhibit various membrane
functions. On the contrary, phospholipids are used for filling the gaps among membrane
proteins and for expediting the migration of membrane proteins to express membrane
functions more efficiently. Therefore, it would be valid to consider that phospholipids were
inserted into [GADV]-protein membranes after the formation of phospholipid synthetic
pathways via proto-metabolism in [GADV]-microspheres.

Formation of Proto-Metabolic Pathways for Nucleotide Synthesis

On the contrary, nucleotides, which are necessary to produce RNA, could not be syn-
thesized in large amounts via prebiotic means because of the complex chemical structures
of nucleotides. It can be seen from previous studies that nucleotides could not be produced
by Miller’s experiments [16,17] and that nucleotides have not been found in meteorites. It
is still controversial whether or not nucleotides and nucleosides were actually synthesized
using the reactants of simple inorganic compounds via prebiotic means, although some
experimental results show that nucleotides and nucleosides could be produced with ribose-
5-phspate or ribose and nucleobases, respectively, have been reported [9,29,30], because
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the concentrations and purity of the reactants used in the experiments are usually quite
different from the conditions on primitive Earth.

Even papers showing that nucleosides and nucleotides were synthesized from for-
mamide with meteorite catalysts under proton irradiation, were published [31,32]. Nev-
ertheless, nucleotides must be depleted from the surroundings of [GADV]-microspheres,
which proliferated exponentially. This means that proto-metabolism for nucleotide syn-
thesis must be established in [GADV]-microspheres before deprivation of nucleotides. To
establish the core life system, sufficient amounts of nucleotides necessary to synthesize
RNA must be produced with previously existing immature [GADV]-proteins. For this
purpose, proto-metabolic pathways, through which nucleotides could be synthesized, must
be formed (Figure 7B). Needless to say, the formation of metabolic pathways in the absence
of genes must rely on random processes.

Therefore, I consider that nucleotides could be produced through proto-metabolism us-
ing glyceraldehyde as a starting compound for ribose 5-phosphate synthesis [1] (Chapter 5).
It is supposed that glyceraldehyde, having three electronically localized carbon atoms,
could accumulate in large amounts, similar to glyoxylate and pyruvate, although it must
be confirmed that glyceraldehyde could be synthesized via prebiotic means. Furthermore,
nucleotide synthetic pathways could be formed with immature [GADV]-proteins because,
in addition to the pluripotency of the immature [GADV]-proteins [1] (Chapter 3), [GADV]-
microspheres, which acquired more favorable metabolic pathways for proliferation than
others, even accidentally, could leave more descendants than others. I would like to name
this phenomenon as “proto-Darwin evolution”. In this way, during the evolutionary pro-
cess, metabolic pathways, including nucleotide synthesis, which were favorable for the
proliferation of [GADV]-microspheres, were formed in the microspheres.

However, many researchers may consider that nucleotides could never be synthesized
from glyceraldehyde with immature [GADV]-proteins if they do not know the significance
of the pluripotency of immature [GADV]-proteins, which could be synthesized by the
direct random joining of [GADV]-amino acids under the protein 0th-order structure [1]
(Chapter 3). Therefore, I would like to stress that the mystery of the origin of life will never
be solved as long as they rely on nucleotide synthesis via prebiotic means only. Similarly, it
would be reasonable to consider that the RNA world could never be formed on primitive
Earth, as it would be impossible to produce a sufficient amount of RNA leading to the
emergence of life without nucleotide metabolic pathways.

3.2.2. Formation of [GADV]-aa-AntiC-SL tRNA
Evolution of Activated [GADV]-Amino Acids

Initially, the synthesis of [GADV]-peptides in [GADV]-microspheres was carried
out with [GADV]-amino acids by immature [GADV]-proteins, which were produced
by the direct joining of [GADV]-amino acids, such as through wet-drying processes in
the depressions of rocks on primitive Earth [25,26]. However, [GADV]-peptides could
be produced at a much faster rate by using activated [GADV]-amino acids as [GADV]-
adenosine monophosphate ([GADV]-AMP) than with the direct use of [GADV]-amino acids.
Subsequently, activated [GADV]-amino acids were used for the more efficient synthesis of
[GADV]-peptides in the order below, although there was no difference between the direct
joining of [GADV]-amino acids and [GADV]-peptide synthesis with activated [GADV]-
amino acids, except the difference in reaction rate.

1-1. Use of [GADV]-aminoacyl (aa)-AMP: [GADV]-aa-AMPs were synthesized with
immature [GADV]-proteins (actually [GADV]-peptide aggregates) to accelerate peptide
synthesis after adenosine triphosphate (ATP) was synthesized and accumulated in large
amounts in [GADV]-microspheres. At this point in time, it is supposed that the activated
[GADV]-amino acids were exclusively used for peptide synthesis with immature [GADV]-
proteins owing to the accumulation of ATP in the microspheres

1-2. Use of [GADV]-aa-3′-ACC: [GADV]-aa-3′-ACCs were successively used for the
synthesis of [GADV]-peptides. The stability of single-stranded (ss)-trinucleotide, CCA-3′,
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against the RNase activity of immature [GADV]-proteins made it possible for use in the
synthesis. It is easy to understand that the ss-3′-ACC is stable against the RNase activity,
because the 3′-ACC end of modern tRNA is also stable against RNase. Needless to say,
the synthesis of [GADV]-peptides with activated [GADV]-amino acids was carried out
non-specifically, because such activators, as AMP and 3′-ACC, cannot generate specificity to
the respective [GADV]-amino acids. However, the use of [GADV]-aa-3′-ACCs contributed
to a more efficient synthesis of [GADV]-peptides, as more sites of 3′-ACC than ATP, itself,
could be used for binding with immature [GADV]-protein enzymes.

Of course, not only amino acids, but also other organic compounds might be activated
with ATP and 3′-ACC. In the case of peptide synthesis with activated amino acids too,
messy organic compounds could be incorporated into the peptides (Figure 4). However, it
is supposed that activated organic compounds other than [GADV]-amino acids did not
eventually contribute to the emergence of life, because the functions of [GADV]-peptides
containing meaningless organic compounds would be lowered.

1-3. Use of 3′-ACC-AntiC-SL RNA: After the use of 3′-ACC, [GADV]-peptide syn-
thesis was carried out using 3′-ACC-AntiC-SL RNA (Figure 8). One of the reasons why
AntiC-SL RNA was used for the activation of [GADV]-amino acids is that AntiC-SL RNA,
which was produced during cycles of oligonucleotide synthesis and degradation of the
oligonucleotides, was the smallest but was a sufficiently stable RNA against hydrolysis by
immature [GADV]-proteins [33]. In addition, the association of two AntiC-SL tRNAs side
by side through base pairing between U and A in the two AntiC-loop RNAs facilitated the
peptide bond formation between two amino acids bound to the 3′-ACC-end [1] (Chapter 7).

Figure 8. Formation process of the ds-RNA gene. The ds-RNA gene was formed through ss-
(GNC)n RNA and ds-(GNC)n RNA. The ss-(GNC)n RNA was formed by the random joining of GNC
anticodons carried by AntiC-SL RNAs. The use of amino acids was restricted to four [GADV]-amino
acids accompanied by the establishment of GNC primeval genetic code and the ds-(GNC)n RNA
gene for the first time.

The AntiC-SL RNA primitive tRNA hypothesis is supported by the fact that base
pairs between two complementary GNCs are stable [34], as well as the fact that any base
in an anticodon loop of three AntiC-SLs, except Asp-tRNA modified with queuosine and
2-methyladenosine, out of four modern Escherichia coli [GADV]-aa-tRNAs is not chemically
modified [35].

3.3. Part III. Steps from Formation of AntiC-SL RNA to the Emergence of Life
3.3.1. Formation of ds-(GNC)n RNA Gene
Establishment of the Core Life System in [GADV]-Microspheres

Of course, the initial [GADV]-proteins, which were produced with immature [GADV]-
proteins in a [GADV]-microsphere, were not literally [GADV]-proteins, meaning that
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[GADV]-proteins contained non-natural amino acids other than [GADV]-amino acids.
The synthesis of such impure polypeptides should always occur before the formation of
the first gene or in the absence of genes on primitive Earth. However, even the impure
and immature [GADV]-proteins could advance catalytic reactions in the microspheres,
although the activities were low. Therefore, literal [GADV]-proteins could not be produced
until the GNC primeval genetic code and the (GNC)n gene were formed. Inversely, the
selection of [GADV]-microspheres with purer [GADV]-protein with higher catalytic activity
made it possible to form the first gene, leading to the synthesis of pure [GADV]-proteins.
Consequently, the genetic system or the core life system composed of the (GNC)n gene,
AntiC-SL tRNA (GNC code) and [GADV]-protein was invented to improve [GADV]-protein
functions through the complete exclusion of non-natural amino acids [1] (Chapter 6). Thus,
the genetic system was formed to establish the most primitive, but pure, [GADV]-protein
synthesizing system.

Needless to say, the first gene encoding the first mature [GADV]-protein with an
ordered amino acid sequence must have been generated through an evolutionary process
containing at least one random process, as described below.

(1) Synthesis of ss-(GNC)n RNA: In this case, the key point is to understand the process
of how the first ss-(GNC)n RNA was formed, because an RNA with a random (GNC)n
codon sequence could be formed by the random joining of GNC anticodons carried by
the four AntiC-SL RNAs, although it must be confirmed that ss-(GNC)n RNA could
be formed as I expected. [1] (Chapters 7 and 8). Note that the synthetic process of an
immature [GADV]-protein with a random [GADV]-amino acid sequence through a
random (GNC)n codon sequence is essentially the same as [GADV]-protein synthesis
by the direct joining of [GADV]-amino acids. Then, how was the ss-(GNC)n RNA
formed? I consider the formation process as follows [1] (Chapter 8).

1-1. Two pairs of two AntiC-SL tRNAs, which were bound in a column using
two complementary GNC anticodons, were further aligned side-by-side to make a tetramer
of four AntiC-SL RNAs (Figure 8).

1-2. Two anticodons of the two AntiC-SL tRNAs, which were aligned side-by-side,
were connected by a phosphodiester bond. Thus, a random (GNC)n RNA sequence encod-
ing a random [GADV]-amino acid sequence was created (Figure 8).

However, many researchers may doubt whether the ss-(GNC)n RNA could be formed
as described above. My answer to the question is as follows.

1-3. The consecutive codons on mRNA have been actually read by two anticodons of
two adjacent modern tRNAs.

1-4. The serial reading mechanism of the codon sequence on mRNA with the anticodon
of tRNA clearly indicates that it is reasonable from a stereochemical viewpoint to consider
that a ss-codon sequence (mRNA) can be produced by the joining of tRNA anticodons.
That is the reason why a successive codon sequence can be read by the anticodons of two
tRNAs tightly bound side-by-side. However, it would be difficult for two tRNAs to read
a successive codon sequence if the codon sequence was formed independently of tRNA.
The genetic sequence on mRNA was translated by AntiC-SL tRNA as the reverse process
of the formation of the (GNC)n codon sequence in [GADV]-microspheres (Figure 8) [1]
(Chapter 8). Thus, the fact that a comma-less codon sequence can be translated by tRNAs
indicates that a genetic sequence was formed by the random joining of the anticodons
carried by tRNAs.

Note that the random (GNC)n codon sequence is the simplest but most meaningful
sequence, able to be produced through a random process and also able to be used for
immature [GADV]-protein synthesis. This also indicates that the formation of a (GNC)n
codon sequence via the random joining of the GNC anticodons of AntiC-SL tRNA is only
one way under which an immature but meaningful [GADV]-protein could be produced
through the RNA sequence, formed by an essentially random process.
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(2) Formation of a ds-(GNC)n RNA: Successively, a ds-(GNC)n RNA was formed by the
complementary strand synthesis of the ss-(GNC)n RNA.

(3) Formation of the first ds-(GNC)n RNA gene: Finally, the first (GNC)n RNA gene was
formed. The formation of the first (GNC)n gene was triggered by the synthesis of
an immature [GADV]-protein from one strand of the ds-RNA. The (GNC)n codon
sequence encoding a random [GADV]-amino acid sequence evolved to one ds-RNA
gene encoding a mature [GADV]-protein as led by the promotion of the activity on
the immature [GADV]-protein (Figures 2 and 8).

Thus, ds-(GNC)n RNA genes encoding a mature [GADV]-protein were formed as the
most effective means for producing mature [GADV]-proteins with high catalytic activity.
It should be noted again that the steps towards the formation of the first gene were the
processes for selecting only [GADV]-amino acids more efficiently from chemically complex
messy environments. Thus, the key to the first ds-(GNC)n gene formation was the formation
of ss-(GNC)n RNA with a random GNC codon sequence through a random process.

Thus, the synthesis of mature [GADV]-proteins composed of only [GADV]-amino
acids became possible for the first time after the ds-(GNC)n RNA gene was acquired and
the translation system using four types of [GADV]-aa-tRNAs was established. Note that
all members needed to execute both mRNA synthesis and the translational process had
already been created at the point in time when the first ds-RNA gene was created, as both
the use of the transcription and translation systems had already become possible, just after
not the ds-(GNC)n RNA gene, but ds-(GNC)n RNA was formed [1] (Chapter 6).

The Emergence of Life

(1) Genuine life arose after the acquisition of various (GNC)n genes through the creation
of new homologous genes and entirely new (GNC)n genes, which were derived from
sense strands [36] and antisense strands [15] of previously established (GNC)n genes,
respectively [1] (Chapter 8).

(2) The first life emerged not at one moment, but during consecutive changes. In other
words, any critical moment of the emergence of the first life did not exist. The
emergence of life would have been such a gradual change as it can be confirmed that
a typical life had arisen after a point in time. Finally, ds-(GNC)n RNA genes encoding
a mature [GADV]-protein were formed as the most effective means for producing
mature [GADV]-proteins with high catalytic activity. It should be noted again that
the steps towards the formation of the first gene were the processes for selecting only
[GADV]-amino acids more efficiently from chemically complex messy environments.
Thus, the key to the first ds-(GNC)n gene formation was the formation of ss-(GNC)n
RNA with a random GNC codon sequence through a random process.

4. Discussion

It is difficult to provide an answer to the question of how life emerged in “chemically
complex messy environments”. The problem is essentially the same as the question of
how the most primitive core life system, which is composed of [GADV]-protein, AntiC-SL
tRNA (GNC primeval genetic code) and the (GNC)n RNA gene using the respective small
number of monomers, as four types of [GADV]-amino acids and four types of nucleotides,
was established in those complex messy environments, because an answer to the mystery
of the origin of life is, simultaneously, the answer to the question of how the small types
of monomers were selected out from the chemically complex messy environments on
primitive Earth. Therefore, it is necessary to consider focusing the discussion on how
life arose using the core life system on primitive Earth in order to find the answer to the
question of how life emerged in chemically complex messy environments.

The answer to the question is given based on the GADV hypothesis on the origin of
life by considering several factors comprehensively, as described below.
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1. Small types of, not so many, organic compounds including [GADV]-amino acids
were able to be synthesized from inorganic compounds with prebiotic means on
primitive Earth.

2. [GADV]-polypeptides composed of mainly four types of [GADV]-amino acids were
able to be produced through a random process on primitive Earth. This is because
[GADV]-amino acids, having both positive and negative charges in the molecule,
pulled against each other, owing to the electrostatic attraction. Immature [GADV]-
proteins, actually aggregates of [GADV]-peptides, which were produced by the joining
of [GADV]-amino acids randomly selected from [GADV]-amino acid composition
or one of the protein 0th-order structures, were able to be folded into water-soluble
globular structures with some flexibility to exhibit various weak but effective func-
tions [26].

The reason the four types of [GADV]-amino acids were chosen as components of the
most primitive protein is not only because the [GADV]-amino acids were able to be easily
produced via prebiotic means and accumulated in large amounts on primitive Earth, but
also because [GADV]-amino acids satisfy the four conditions (hydropathy, α-helix, β-sheet,
turn/coil formabilities) for forming water-soluble globular proteins, which were obtained
based on amino acid compositions [3,4]. In fact, it was confirmed that [GADV]-proteins,
actually aggregates of [GADV]-peptides, which were obtained by repeated wet-dry cycles
of [GADV]-amino acids, have various catalytic functions [26].

3. [GADV]-microspheres were able to be formed with immature [GADV]-proteins, ac-
tually [GADV]-peptide aggregates. The formation of [GADV]-microspheres, which
demonstrated individuality, made it possible for growth, proliferation and evolution.
It is supposed that lipids were incorporated into [GADV]-protein membranes to en-
hance the membrane function through an increase in membrane fluidity during the
evolution of [GADV]-microspheres.

4. Furthermore, metabolic pathways for [GADV]-amino acid synthesis using simple
organic compounds as glyoxylate and pyruvate, which accumulated on primitive
Earth, were able to be formed using immature [GADV]-proteins in the microspheres
([GADV]-protein world). The formation of the [GADV]-amino acid metabolic path-
ways assured the continuous growth, division and proliferation of [GADV]-microspheres
through the synthesis of [GADV]-peptides.

It may be a matter of speculation whether or not [GADV]-amino acids were able to
be synthesized with immature [GADV]-proteins using, as starting compounds, glyoxylate
and pyruvate. The reason [GADV]-amino acid synthetic pathways were able to be formed
is because such immature [GADV]-proteins, which have various catalytic activities or
pluripotency as catalysts, could be used as biocatalysts [1] (Chapter 3) [26,27].

5. The metabolic pathway for the synthesis of four types of nucleotides was also able to
be formed using immature [GADV]-proteins in [GADV]-microspheres, similar to the
case of the synthetic pathways of [GADV]-amino acids.

6. Further, it is considered that AntiC-SL tRNAs were formed with four types of nu-
cleotides synthesized through metabolic pathways. Thus, the use of nucleotides were
restricted for the first time into four, adenine (A), guanine (G), uracil (U) and cytosine
(C), because two base pairs, A-U and G-C, were indispensable to folding RNA strands
into AntiC-SL through hydrogen bonds with high directionality.

7. Next, the GNC primeval genetic code, which determines the framework composed
of four [GADV]-amino acids and four GNC codons, was established, although the
corresponding relationships between [GADV]-amino acids and the GNC codons were
accidentally determined and frozen, as assumed by the GNC code frozen-accident
theory [1] (Chapter 7).

8. Eventually, the first genuine life emerged on primitive Earth after (GNC)n RNA genes
were formed successively in order of ss-(GNC)n RNA, ds-(GNC)n RNA and the ds-
(GNC)n RNA gene, and the core life system was established.
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Thus, the first genuine life using biopolymers composed of small types of components
emerged in the chemically complex messy environments on primitive Earth approximately
4 billion years ago. I believe that such steps to the emergence of life were inevitable, and
there was no way to the emergence of life. In this way, it can be reasonably explained, based
on the GADV hypothesis on the origin of life, how the core life system is composed of the
(GNC)n gene, AntiC-SL tRNA and [GADV]-proteins, all of which are composed of small
types of components, could be established in complex messy environments on primitive
Earth. This indicates that the GADV hypothesis is a valid concept for explaining the steps
to the emergence of life.

In addition, the GADV hypothesis is testable. Therefore, in order to further confirm
the validity of the GADV hypothesis experimentally, I propose several experiments at the
end of this article described below:

1. A structural analysis and measurement of the various catalytic activities of a pluripo-
tent immature [GADV]-protein with a random amino acid sequence;

2. Confirmation of the growth, division and proliferation of [GADV]-microspheres,
formed by the repeated wet-drying cycles of [GADV]-amino acids;

3. Syntheses of [GADV]-amino acids and nucleotides with immature pluripotent
[GADV]-proteins.

4. Formation of AntiC-SL RNA during repeated random joining of nucleotides and
its degradation.

5. Formation of ss-(GNC)n RNA by random joining of anticodons carried by four AntiC-
SL RNAs.

6. Establishment of the core life system accompanied by ds-(GNC)n RNA gene, etc.

In the abstract of a recent review article about the Hot Spring Hypothesis on the origin
of life of Damer and Deamer [37], it is described that “a continuity is observed for biogenesis
beginning with simple protocell aggregates, through the transitional form of the progenote, to robust
microbial mats that leave the fossil imprints of stromatolites so representative in the rock record. A
roadmap to future testing of the hypothesis is presented”. I want to pay attention to the future
development of the Hot Spring Hypothesis.
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Abstract: Even though prebiotic chemistry initially deals with simple molecules, its composition
rapidly gains complexity with oligomerization. Starting with, e.g., 20 monomers (such as the
20 proteinogenic amino acids), we expect 400 different dimers, 3,200,000 pentamers, or more than
1013 decamers. Hence, the starting conditions are very messy but also form a very powerful pool of
potentially functional oligomers. A selecting structure (a “selector” such as membrane multilayers
or vesicles) may pick and accumulate those molecules from the pool that fulfill a simple function
(such as the suitability to integrate into a bilayer membrane). If this “selector” is, in turn, subject to a
superimposed selection in a periodic process, the accumulated oligomers may be further trimmed to
fulfill more complex functions, which improve the survival rate of the selectors. Successful oligomers
will be passed from generation to generation and further improved in subsequent steps. After
thousands of generations, the selector, together with its integrated oligomers, can form a functional
unit of considerable order and complexity. The actual power of this process of random formation and
selection has already been shown in laboratory experiments. In this concept paper, earlier results are
summarized and brought into a new context.

Keywords: messy environments; order; complexity; function; selection; origin of life

1. The Creative Potential of Messy Prebiotic Chemistry

If we talk about a chemically messy environment, we usually have complex, chaotic
systems in mind that contain a large variety of chemical compounds [1,2]. In principle, the
full chemical space of small organic molecules, even with some restrictions in molecular size
and contributing elements, contains millions of molecules [3,4]. Oligomers and polymers
consisting of repetitive units with some limited variety form an interesting fraction of
this chemical space [5]. This fraction is very likely to have special relevance for prebiotic
chemistry for the simple reason that recent biological systems still make extensive use of it;
proteins, nucleic acids, and carbohydrates are the most prominent examples. Other types of
such polymers may have contributed in the past [6]. An interesting example is polyesters
possibly formed by a variety of hydroxycarboxylic acids in analogy to proteins assembled
from different amino acids [7,8]. In any case, we know that different types of polymers are
actually the basis for the chemical variability of life.

Therefore, in order to find a potential way out of prebiotic “messiness”, a good starting
point is to think of a basic set of chain-forming molecules. If we choose the 20 proteino-
genic amino acids for this purpose, we can expect 20 × 20 = 400 different dimers after
the first condensation reaction. A further 4 condensation reactions lead to 205 = 3.2 ×
106 pentamers, and 9 condensation reactions lead to more than 1013 different decamers.
Hence, by oligomerization, the corresponding subset of the chemical space explodes into
a huge variety. On the other hand, one has to consider the low concentrations of the
oligomers in the thermal equilibrium. With knowledge of the average rate constants of
condensation (kc) and hydrolysis (kh), these equilibrium concentrations cn for oligomers
with n repetitive units are determined by a set of differential equations [9]. For a situation
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with up to six units, the reactions that summarize all steps of formation and degradation
for each oligomer An—with A1 being the amino acid monomer—are listed in the following
(water as a reaction partner is omitted in all cases for simplicity):

condensation reactions (with rate constant kc) hydrolysis reactions (with rate constant kh)
A1 + A1 -> A2 x2 (1) A2 -> A1 + A1
A1 + A2 -> A3 x2 (1) A3 -> A1 + A2 x2 (2)

A1 + A3 -> A4 x2 (1) A4 -> A1 + A3 x2 (2)

A1 + A4 -> A5 x2 (1) A4 -> A2 + A2
A1 + A5 -> A6 x2 (1) A5 -> A1 + A4 x2 (2)

A2 + A2 -> A4 x2 (1) A5 -> A2 + A3 x2 (2)

A2 + A3 -> A5 x2 (1) A6 -> A1 + A5 x2 (2)

A2 + A4 -> A6 x2 (1) A6 -> A2 + A4 x2 (2)

A3 + A3 -> A6 x2 (1) A6 -> A3 + A3

(1) These reactions have to be considered with a factor of two since each amino acid (or
peptide) on the left side of the equation offers two possible reaction sites, -COOH and
–NH2.

(2) These reactions have to be considered with a factor of two since the hydrolysis can
occur at two different positions, each leading to an equivalent pair of products.

This reaction network leads to a set of differential equations, each characterized by
averaged (second-order) rate constant kc for the condensation reactions and a correspond-
ing (pseudo-first-order) rate constant kh for the hydrolysis reactions [9]. These coupled
differential equations can be numerically solved, leading to a time development of the
concentrations cn, as shown in Figure 1. If we start with c1(t) = c0 at t = 0, the concentration
c1(t) of the monomers hardly changes over time; the reduction by approximately 20%
with respect to the starting concentration c0 is hardly visible on the logarithmic scale. The
concentrations of the oligomers, on the other hand, vary dramatically. They start out at
zero, then increase in the course of the condensation reactions, and finally approach the
equilibrium values asymptotically over time. For the given settings of the rate constants,
the equilibrium concentrations decrease by approximately an order of magnitude for each
additional monomer unit. For the dimer, the equilibrium concentration c2 may still be
in the range of 0.1 c0, which in practical experiments could be easily detected by NMR
spectroscopy [10]. The equilibrium value for the hexamer, on the other hand, is expected
near c6 = 3 × 10−6 c0, where in practice, it can only be observed by sensitive analytics.

Based on this estimation, one may be tempted to disregard the presence of the hex-
amers that only form about one-millionth of the mass of the total organic constituents in
the given model system. However, this fraction has something like a powerful creative
potential. It contains a theoretical set of 206 = 64,000,000 different sequences. With ongoing
condensation and hydrolysis processes, it forms a dynamic pool of potentially functional
peptides. Even though their individual concentration may be astronomically small, they
may be selected and accumulated out of the dynamic pool, while they will be constantly
resupplied by the full set of equilibrium reactions summarized in Equations (1)–(6) in
Ref. [9]. The situation could be seen as a representation of the infinite monkey theorem [11];
it is like a herd of monkeys repeatedly typing six consecutive letters representing the amino
acid sequence of the hexamers. At this point, it just needs an efficient selector to pick out
the meaningful or functional ones. Over time, the functional sequences will be typed again
and again and just need to be collected.
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Figure 1. Time development of the relative concentrations of monomer (c1) and oligomers (c2–c6) ac-
cording to the given reaction network, starting with a monomer solution at t = 0 [9]. The approximated
time scale is dferived from NMR experiments at 120 ◦C [10], where kc = 5.24 × 10−3 L/(mol·min)
and kh = 5.76 × 10−2 L/min.

Creative pools of this kind are especially active in high-temperature environments,
such as near primordial volcanic islands [12], in hot springs [2,13,14], or tectonic fault
zones [15–17]. The formation of chain molecules by condensation is significantly accelerated
by periodic variation of the water activity. Such a repetitive switching between high and
low water concentration can be induced by wet–dry cycling (as it would naturally occur at
the shores of a hot pond in a daily rhythm) or by pressure variations connected to a phase
transition of carbon dioxide resulting in a corresponding change in water solubility [16].
Caused by the periodic change of the water activity, the system remains in a constant
non-equilibrium state, with longer oligomers being favored under dry conditions.

2. The Potential Nature of a “Selector”

Which system could have the power to actively select useful sequences out of this
creative pool? In principle, any structure capable of molecular recognition and somehow
complementary to this sequence would be suitable [2]. Selectively binding to an oligomer
with a particular sequence, such a “selector” could form a stable complex that prevents hy-
drolysis of the oligomer and, therefore, efficiently removes it from the cycle of condensation
and hydrolysis [13,14]. Consequently, the oligomer with this particular sequence would
accumulate and reach concentrations far above the equilibrium values depicted in Figure 1.
Of course, the question remains: where should the complementary sequence come from?
It necessarily must have at least the same degree of complexity as the collected oligomer.
Consequently, it would have to be formed by a separate process in advance.

Alternatively, and with significantly reduced selectivity, the growing oligomer could
be encapsulated or bind to the surface of a mesoscopic structure formed by amphiphiles.
Membrane structures such as multilayers, micelles, or vesicles could have this capability
and act as efficient selectors for specific sequences of biopolymers such as polypeptides or
nucleic acids [18–25].
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Another principle for selection could be simple amphiphilic interactions between
the selector and the particular oligomer. Membrane multilayers, micelles, or vesicles
tend to integrate those oligomers that reflect the amphiphilicity profile of their main
constituents [9,16,26]. With a suitable geometry of the hydrophilic and hydrophobic part of
the oligomer chain, intermolecular interactions build-up and a negative enthalpy change
occurs; hence the integration process would be energy driven. The dissipation of this energy
would compensate for the loss in entropy that is connected to i) the integration process and
ii) the selection of a particular fraction of the oligomers (the latter would correspond to the
entropy of mixing that would occur if this fraction returns into the original pool). Integrated
oligomers reside in a protected environment, being efficiently shielded against hydrolysis
or elution. Consequently, they are being selected and accumulated, while the others either
remain part of the cycle of hydrolysis and condensation or cross-phase boundaries [9]. An
example of such a selector, membrane vesicles in a two-phase environment of supercritical
CO2 and water in a high-pressure environment, is shown in Figure 2.

Figure 2. Example of a membrane structure acting as a selector for amphiphilic oligomers. Left:
oligomers primarily made up of hydrophilic units (blue) form a cycle of condensation and hydrolysis
in the aqueous phase. Right: oligomers made up primarily of hydrophobic units (red) tend to transfer
into a hydrophobic environment, e.g., a separate phase of supercritical carbon dioxide. Center:
amphiphilic oligomers integrate into membrane vesicles where they are protected against hydrolysis
and phase transfer and accumulate over time.

Membrane multilayers, micelles, and membrane vesicles are mesoscopic structures
that form spontaneously whenever amphiphilic molecules occur at a suitable concentra-
tion [27,28]. Under hydrothermal conditions, the occurrence of those molecules is very
likely. The simplest pathway to their prebiotic generation would be the formation of
aliphatic chains with an oxidized initial methyl group by Fischer–Tropsch chemistry [29].
Molecules of this kind were detected in meteorites [30] as well as in recent tectonic fault
systems [31] and in remnants of very old hydrothermal environments [17]. Therefore, one
can consider membrane multilayers, micelles, or membrane vesicles as especially likely first
selectors for prebiotic oligomers. This is even more so since all these structures are highly
dynamic [27]. They easily form and disintegrate under cyclic conditions such as wet–dry
cycling or periodic phase transitions [26], and they may have even undergone steps of
self-organization on their own [32,33]. In addition, and this may be the most important
aspect, they themselves can be subject to a second stage of selection.
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3. The Selection of the Selector

Thus far, the accumulation of the oligomers would just follow one predetermined
selection principle: the amphiphilicity profile. In this case, the selected oligomer would be
of the same complexity as the selector itself, so no progress would be achieved. However,
the selector itself may be subject to a superimposed selection process [9,26]. In the simplest
case, its thermal stability could depend on the interaction with the integrated oligomer. This
interaction may follow three different stages of complexity in its development (Figure 3):

Figure 3. Three stages of the influence of the integrated oligomer on the survival of the membrane
vesicle: (a) destabilizing effect, (b) stabilizing effect, (c) additional stabilizing function, e.g., the
formation of pores leading to the relaxation of osmotic pressure [26].

(a) Oligomers with sequences of type (a) have a destabilizing effect on the membrane
multilayer, the micelle, or the vesicle. In this case, the amphiphilic structure would
come apart sooner than the competing ones, the amphiphiles would assemble at other
surfaces, and the oligomers would be released. In the following, they are subject to
hydrolysis just like the other oligomers in the pool and gain only a small temporary
advantage.

(b) Oligomers with sequences of type (b) stabilize the membrane multilayer, the micelle, or
the vesicle. The increase in thermal stability could derive from particular interactions
between the oligomer and the adjacent amphiphiles. In this case, the lifetime of the
structure would be extended, leading to extended protection of the oligomers with
sequences of type (b) due to the reduced access of water molecules [26]. Hence, the
sequences (b) would accumulate much more efficiently than the sequences (a).

(c) Oligomers with sequences of type (c) induce a more complex stabilizing function on
the membrane multilayer, the micelle, or the vesicle. This effect goes beyond a simple
thermodynamic stabilization by selective interactions. Instead, it compensates for de-
structive influences that shorten the lifetime of the amphiphilic structure. An example
may be osmotic pressure, which regularly occurs during membrane formation. If an
oligomer with a sequence (c) is capable of forming a transmembrane pore [26], this
osmotic pressure can be released, leading to extended membrane longevity. Other spe-
cific functions may be the induction of a specific membrane curvature, the induction
of a specific membrane mobility, or the accumulation of charges on the membrane
surface. All these functions induced by sequences (c) could further extend the lifetime
of the selector and hence give them an additional selective advantage.

The accumulation of the sequences (b) and (c) over time raises the chance that they will
combine by condensation, leading to longer oligomers with superior survival strategies for
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the amphiphilic structures. After the stabilized selectors finally disintegrate, the oligomers
of types (b) and (c) will be released into the pool, from where they will (at least partially)
be collected by newly created selectors, creating a short-term molecular memory for the
stabilized and functional structures. In all cases, the selection of the selectors leads to an
increase in complexity far beyond the one that is observed for the basic selector itself and
the oligomers that are initially accumulated.

The actual power of the overall development lies in the superposition of two selection
processes (Figure 4). The original “creative pool” of oligomers (Figure 4, center) perma-
nently delivers random sequences but also contains some chemical memory for successful
stabilization and functionalization. The selector (in Figure 4, represented as membrane vesi-
cles) picks out and integrates suitable oligomers and, by itself, is submitted to a selection
process. In the course of this development, the selector develops more and more complex
survival strategies.

Figure 4. Superposition of two selection processes on the example of membrane vesicles. The vesicles
(“selectors”) collect oligomers from a central pool of condensation and hydrolysis. At the same time,
they themselves are being selected for stability. “Successful” selectors accumulate oligomers with
stabilizing and functional properties. In the end, a function like the relaxation of a given concentration
gradient (triangles) may even become a source of free energy, representing a starting point for energy
metabolism.

In laboratory experiments, these conditions led to three kinds of effects caused by a
particular selected oligomer with the sequence KSPFPFAA [26]:

(i) Thermal stabilization of the vesicle membrane;
(ii) An increase in the permeability of the vesicle membrane;
(iii) A decrease in the vesicle size.

All these effects can be interpreted as possible survival strategies for the vesicles.
This is obvious in the case of the effect (i). In the case of (ii), the selection advantage
may be given by the relaxation of the destructive osmotic pressure. In the case of (iii),
the vesicles may reduce the risk of being mechanically destroyed by bubble formation
and shear. A molecular dynamic simulation of the resulting membrane structure with the
selected peptide KSPFPFAA is shown in Figure 5 [34]. Within a period of less than 0.5 μs,
the oligomers form intra-membrane clusters with a hydrophilic pore in the center. This
pore facilitates the passage of water molecules and, possibly, ions through the membrane,
thereby reducing the osmotic pressure load.
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Figure 5. Membrane structure resulting from an experiment with superimposed selection processes
in a molecular dynamics study [26,34]. Within 450 ns, the particularly successful oligomer KSPFPFAA
adopts a stretched-out conformation across the membrane (a), starts to agglomerate in clusters (b),
and forms pores with increased water permeability (c) [34].

4. Spontaneous Formation of Order and Complexity

The peptide cluster shown in Figure 5 is already of remarkable structural complexity.
Nevertheless, it is obviously being formed in a spontaneous process from comparably
simple molecules, all of them typical for a hydrothermal environment. It represents
experimental evidence for the power of the described combination of random formation of
oligomers with a two-step selection process.

The thermodynamic driving force is basically the increase of the overall entropy, its
rate dS/dt given by a balance equation [35]:

dS
dt

=
diS
dt

+
deS
dt

(1)

where diS/dt stands for the entropy increase of internal irreversible processes connected to
periodic phase transitions together with all the chemical reactions they induce while the
reaction mixtures inside the system are permanently kept in a non-equilibrium state. The
term deS/dt denotes the entropy flow rate due to the exchange of matter and energy with
the environment, which is positive as well since processes like water evaporation or carbon
dioxide flow are spontaneous on a large scale even if no internal processes occur.

In the proposed superimposed two-stage process, a tiny fraction of this overall entropy
gain dS/dt is being sacrificed to generate local structural order by small-scale selection.
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Focusing on this small local structure, the overall progress regarding complexity and
order [36] may be illustrated, as shown in Figure 6. The molecules formed initially by
hydrothermal chemistry (1) are low in complexity and occur in a diluted and mixed state,
so they are low in structural order as well. As soon as those molecules form oligomers
(2), the complexity rises dramatically (according to Kolmogorov’s definition of complexity,
more bytes are needed for their description [37]), whereas the structural order remains
more or less unchanged. This is basically the messy environment we are starting with. At
this point, a primary selection process by a “selector” (3) reduces complexity but at the
same time increases order (represented by a suitable sequence), the increase corresponding
to the negative mixing entropy. The secondary selection process of the “selector” itself
(4) follows the same pattern, leading to an even more significant increase in order due to
the formation of distinct membrane structures, as illustrated in Figure 5. Eventually, even
the most stable vesicles will disintegrate, thereby losing a large part of the original progress
in complexity and order (5). However, some of the successful oligomers will remain in
the pool; therefore, the following sequence will not have to start from scratch. Instead, the
next step will begin at position (5) in the diagram. If the superimposed selection process
is repeated in numerous subsequent generations, the overall development will follow the
path (6), indicated on the right of Figure 6. Therefore, the endpoint of the superimposed
selection will gradually shift along the diagonal in the diagram. In essence, it is this
development of rising order and complexity along this diagonal which can lead to specific
survival mechanisms and, eventually, to something like a primitive functional unit [36].
Peptides grown by the condensation of randomly formed short oligopeptides [38] may
further support the early functionality, especially since they may have developed catalytic
functions [39].

Figure 6. Representation of the effect of superimposed selection processes on a system’s order and
complexity. A single generation of selectors follows positions (1) to (5). The effect of subsequent
generations is shown at position (6). For a detailed description of positions (1) to (6), see text.
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5. Conclusions

The described interaction between two superimposed selection processes has a con-
siderable power to turn a “messy” environment (in a chemical sense) into a system that
contains complex functional structures. During this process of random formation and
selection, the system’s order and complexity increase gradually, eventually leading to
structural functionality. The overall driving force is represented by the entropy increase
of the vast majority of system components, which is only slightly reduced by the selected
fractions of increased structural order. Overall, the superimposed selection process can
lead to a significant degree of complexity and function of local structures.
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Abstract: The origin of life on Earth required myriads of chemical and physical processes. These
include the formation of the planet and its geological structures, the formation of the first primitive
chemicals, reaction, and assembly of these primitive chemicals to form more complex or functional
products and assemblies, and finally the formation of the first cells (or protocells) on early Earth,
which eventually evolved into modern cells. Each of these processes presumably occurred within
specific prebiotic reaction environments, which could have been diverse in physical and chemical
properties. While there are resources that describe prebiotically plausible environments or nutrient
availability, here, we attempt to aggregate the literature for the various physicochemical properties of
different prebiotic reaction microenvironments on early Earth. We introduce a handful of properties
that can be quantified through physical or chemical techniques. The values for these physicochemical
properties, if they are known, are then presented for each reaction environment, giving the reader a
sense of the environmental variability of such properties. Such a resource may be useful for prebiotic
chemists to understand the range of conditions in each reaction environment, or to select the medium
most applicable for their targeted reaction of interest for exploratory studies.

Keywords: origin of life; chemical evolution; reaction microenvironments; physical chemistry;
geochemistry

1. Introduction

The early Earth was like a laboratory but without an intervening chemist. That is
to say, early Earth possessed a variety of chemicals, reaction vessels/compartments, and
conditions [1], generating complex chemical systems without a target, but which managed
to self-organize into life. For many of these scenarios, interdisciplinary studies have been
carried out to qualify and quantify their prebiotic plausibility. For example, the origins of
life community have considered different geological settings (i.e., hot springs or oceans)
as plausible “reaction vessels” on early Earth [2–5]. However, these geological settings,
while informative about constraining the potential reaction environments, conditions, and
chemicals, are mostly still at large length scales of centimeters, meters, or kilometers.
Less attention has been paid to early Earth environments at the microscopic level, the
length scales that have the potential to directly affect the dynamics of chemical reactions,
self-assembly, and cellular/protocellular processes.

Indeed, within larger geological settings, a variety of physical and chemical environ-
ments exist at smaller length scales. These smaller ‘microenvironments’, which are as small
as the microliter or micron scale, could vary significantly in physical and chemical proper-
ties. Examples include the widely varying temperature and pH conditions in hot springs [6]
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or the simultaneous existence of both aqueous environments as well as supercritical liquid
carbon dioxide (CO2) in the deep ocean [7].

Here, we consider a number of prebiotic microenvironments on Earth and discuss their
physical and chemical characteristics and subsequent impact on primitive reactions and/or
self-assembly. The intention is to create a resource that researchers can use to guide their
laboratory reactions toward more realistic geological conditions or to use specific reaction
microenvironments to constrain what prebiotic processes can take place. This review focuses
on condensed phase reactions including but not limited to aqueous phase chemistry, interfacial
chemistry, and hydrothermal/geochemical synthesis (Figure 1) [1]. We refer the reader to
reviews of gas-phase chemistries and in particular, gas-phase photochemistry [8–10].

Figure 1. A variety of chemical processes could have occurred on early Earth. Prebiotic reactions
could have occurred in the gas phase (atmospheric synthesis), the aqueous phase, or on material
interfaces, just to name a few. Other reactions could have occurred extraterrestrially, followed by
delivery to Earth; in this review, we particularly focus on condensed phase reactions on Earth. Figure
adapted and reprinted with permission from [9] under a Creative Commons license.

The scope of this paper is primarily on environments generated purely from and/or
residing in geological formations, although a number of potential environments generated
from self-assembled primitive molecules (such as in the interior of vesicle bilayers [11] or
within phase-separated polymer droplets [12,13]) are briefly mentioned. Although a number
of reaction environments exist extraterrestrially such as methane surface lakes or ammonium-
rich sub-surface lakes on Titan [14], we restrict the environments covered here to only those
thought to have occurred on Earth. In the future, we hope to expand this analysis to more
extraterrestrial environments as more concrete information on the chemical and physical
properties of such environments becomes known, following additional planetary science
studies and missions such as the Titan Dragonfly mission [15]. We refer the interested reader to
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papers discussing prebiotic chemistry in extraterrestrial environments such as meteorites [16],
interstellar ice [17] or gas [18], or other planetary bodies [2,19–21].

2. Prebiotic Microenvironments and Where to Find Them

The goal in this section is to take a physicochemical perspective and categorize spe-
cific reaction microenvironments available on early Earth, which may be found within
a number of (macroscopic) geological environments and scenarios. The overview of the
physicochemical properties is expected to help point to opportunities that different environ-
ments present. For completeness, we encourage the reader to consider how the geological
context is inextricable from prebiotic chemistry by reading the excellent works on the topic
(e.g., [1,22–25]).

We start our overview with bulk polar and non-polar environments. Within these
broad categories, different colloidal structures are discussed. Finally, we end with a brief
discussion of molten and solid rocks.

2.1. Aqueous Environments

Living processes depend on water. One reason is that liquid water is important for
diffusion, thus allowing reactants to meet. Water also hosts acid and base chemistries, and
is a polar protic solvent that can readily solubilize ionic compounds and hydrogen bond
with solutes. Bulk water’s highly polar environment is responsible for the hydrophobic
effect [26], liquid–liquid phase separation [27], and promotes amphiphile self-assembly
into micelles, membranes, or other structures [28].

On early Earth, just as in the present day, there would have been sources of fresh
water including streams, ponds, lakes, hot springs as well as salt water such as oceans
and hydrothermal systems containing brines. The range of different salinities is covered
in Section 3.1.

2.1.1. Bulk Aqueous Solution

In bulk systems there are still microenvironments that should be taken into account.
One important factor to consider is the temporal stability of the aqueous environment.
Surficial systems can be subjected to wet/dry or freeze/thaw cycles, and while this is not
applicable to larger bodies of water, turbulent mixing still creates temporal instability in
any aqueous system where the length scales are larger than the Reynolds number. That
said, ocean stratification can broadly lead to different zones of stable salt/density and
temperature, with other variables such as nutrient content potentially varying during
mixing [29]. If the relevant length scales are small and the velocities are slow such as in
rock pores or narrow channels [30], the flow could easily be laminar, and other types of
transport processes such as thermophoresis [30,31] or diffusiophoresis [32] could begin
to dominate.

2.1.2. Sea Spray (Aqueous Aerosols)

Another form of liquid aqueous environments is in aerosol droplets [33], which could
have formed on early Earth due to turbulent waves or wind acting on different bodies of
water. While the volumes of water in aerosols are small, the high surface area to volume ra-
tio and ample exposure to sunlight means that surface-based processes and photochemistry
can generate new molecules potentially not synthesizable in other environments [33,34]
affording, for example, cross-linked lipids [35].

2.1.3. Gels and Other Hygroscopic Environments

Aqueous environments can also exist in forms that are intermediates to the solid and
liquid phases. Siliceous hot-spring deposits, which likely would have been present on
early Earth, contain hydrophilic amorphous silica that can retain water [36]. Mixtures of
organic molecules likely present on early Earth have also been shown to form gels [37,38].
Hygroscopic salts also sequester water [39]. These environments enable unique aqueous-
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phase chemistries such as the synthesis of polymer-supported zinc sulfide nanocrystals [40]
or photochemical phosphorylation [38], and can also reduce evaporation rates and prevent
total desiccation.

2.1.4. Ice

The final form of an aqueous-derived environment considered here is ice, which could
have been derived from the freezing of liquid aqueous solutions in different bodies of
water on early Earth. While carbon-cycle modeling reveals that early Earth is thought to
have been temperate [4], fluctuations in conditions could have potentially created sub-zero
temperatures and thus ice. Eutectic phases in ice provide aqueous environments that
are concentrated in solutes, leading to reactions that are unfavorable in a dilute aqueous
environment; we cover eutectic phases in Section 2.2.1.

2.2. Alternative Liquid Environments
2.2.1. Non-Aqueous Solvents

Aside from water, other liquid environments on early Earth could have been in
the form of non-aqueous solvents. Many reactions in prebiotic chemistry are formally
known as condensations, which are reactions that covalently join together two compounds
while eliminating a molecule of water in the process. The polymerization of amino acids
and ribonucleotides into peptides and RNA, respectively, are examples of condensation
reactions. In water, these condensations tend not to be spontaneous, partly as a consequence
of Le Chatelier’s principle, since water as a solvent is present in large excess and pushes
the equilibrium towards the reactants. Hence, non-aqueous solvents (i.e., those based on
organic compounds) have the potential to make condensation reactions more favorable.

While the modern synthetic organic laboratory has a large variety of non-aqueous
(organic) solvents at its disposal, the majority would almost certainly not have been abun-
dantly available on early Earth. One reason is simply the lack of prebiotically plausible
synthetic pathways to achieve reservoir amounts of these organic compounds necessary to
act as solvents, many of the chemical structures of which can be relatively complex. Another
reason is that the temperature and pressure conditions of early Earth limit what potential
solvents could have accumulated, even if endogenous prebiotic synthetic pathways were
producing them in large quantities. The boiling points could be too low to exist as liquids
at room temperature or be significantly lower than that of water so that their concentration
from aqueous solutions is not realistic. Only organic liquids that have a higher boiling
point than water could have accumulated to excess amounts, a circumstance required for a
compound to act as a solvent. With these constraints in mind, it is conceivable, however,
that some organic liquids could have accumulated in relatively large excess.

For example, an organic solvent that may have accumulated in certain early Earth
geological scenarios is formamide. A formal hydration product of hydrogen cyanide
(molecular formula: HCONH2), formamide has a boiling point of 210 ◦C under standard
pressure and has limited azeotropic associations with water [41]. Formamide could have
been produced through multiple pathways [42] including mechanisms that involve at-
mospheric spark-discharge [43], ionizing radiation such as proton irradiation [44], UV
irradiation [45], pyrolysis [46], or thermal reactions promoted by catalysis [47]. While it
is unclear whether very large pools of formamide could have existed on early Earth (at
least in comparison to aqueous pools), even transient accumulation of small volumes of
formamide in different microenvironments on early Earth such as those that could occur in
rock pores or on mineral surfaces following radiolytic synthesis and dehydration could
have produced segregated organic formamide microenvironments that housed chemical
reactions at the microscale [42].

2.2.2. Deep Eutectic Solvents

Deep eutectic solvents (DESs) have also been recently considered as alternative non-
aqueous liquids in prebiotic chemistry and could have formed readily, for example, within
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different ice–water systems on early Earth [48]. A eutectic solvent is a liquid made from a
specific mixture of two or more substances that taken individually exist as solids, but as a
mixture forms a liquid that has a single melting point lower than either of its individual
components. The eutectic is the specific ratio of component compounds that exhibits the
lowest melting point. A deep eutectic solvent is a mixture of solids whose melting point
becomes so depressed that it exists as a liquid at room temperature. For example, a 1:2
ratio of choline chloride (melting point = 302 ◦C) to urea (melting point = 133 ◦C) has a
melting point of 12 ◦C, and thus is a liquid at room temperature [49]. The mechanism of
melting point depression is thought to involve hydrogen bonds, and so the majority of
known DES mixtures involve hydrogen bond donors and acceptors [50]. DESs have the
characteristics of high viscosity, low volatility, and are typically polar enough to dissolve
high concentrations of ionic compounds. These non-aqueous solvents have been shown
to promote various prebiotic condensation reactions including phosphorylation [51] and
peptide bond formation [51,52]. Some of the components of typical DES mixtures [53,54]
such as urea [55], glycerol [56], or acetamide [57] are also organic molecules thought to be
generally available in prebiotic chemical systems.

2.2.3. High Pressure Supercritical Fluids (CO2, H2O)

One alternative non-polar environment is supercritical fluids, found in the high pres-
sure environments of deep ocean ridges and hydrothermal systems that likely also existed
on early Earth [7]. Whilst supercritical CO2 has traditionally been thought of as rather
non-polar by some in the scientific community, this, in fact, is incorrect; the polarity of
supercritical CO2 can be tuned, and CO2 in this phase can also act either as a Lewis acid or a
Lewis base depending on the specific conditions [58]. Conversely, water when supercritical
becomes as non-polar as 1-dodecanol [59].

2.2.4. Tars

Non-polar environments can also be found in tars, which can be made as a product of
polymerization reactions containing prebiotically available organics, and result in thick,
sticky substances that exhibit extremely slow diffusion times that, even in the presence of
rainfall or aqueous solutions, is practically impossible to dilute [60,61]. From a microscopic
perspective, it is a reaction environment that is ‘hard to leave’, but offers high concentrations
and extremely complex reaction environments. Some molecules, however, are able to exit
through the surface by sublimation or slowly leach out into surrounding fluids.

2.2.5. Inside Lipid Bilayers and Related Interfacial Assemblies

The polar nature of water can induce amphiphilic molecules to self-assemble into a
variety of phases including micelles, cubic phases, lamellar phases, and liposome or lipid
bilayer vesicles. Vesicles and micelles, in particular, have been proposed to be primitive
compartments that were precursors to modern cells (i.e., protocells) that could have as-
sembled on early Earth, and the presence of such amphiphilic molecular assemblies on
early Earth means that an aqueous environment can host non-polar compounds and thus
non-aqueous chemistries. For a review of how these environments could affect different
reactions, please see [62].

Amphiphilic molecules can also reduce surface energies [63] by adsorbing onto sur-
faces such as that of mineral particles [64] or exist at liquid–gas interfaces [35]. The
importance of creating such layers is apparent in chemistry. Lipid monolayers have been
shown to nucleate mineral growth [65], and surfaces can assist in creating desirable lipid
membrane structures [66,67]. The intermembrane spaces could also be a potential site
for a range of reactions, including RNA polymerization [68], where confinement to two
dimensions and a non-aqueous environment is beneficial.
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2.2.6. Condensed Droplet Microenvironments

Non-amphiphilic molecules can also self-aggregate via non-covalent interactions
into condensed phases. These condensed phases could form due to a process known as
liquid–liquid phase separation, a common phenomenon in cells that forms membraneless
organelles [13]. Such phase separation could have also occurred on early Earth and would
have yielded membraneless droplets that can form associatively such as coacervation
between nucleic acids and cationic peptides [12,69–71], or dissociatively such as aqueous
two-phase systems [72–74] or polyester microdroplets [75–77]. These droplets can host and
thus concentrate molecules via similar forces as the forces that lead to condensation [78,79].
The interior of such droplet microenvironments can also vary from apolar (mainly) polymer-
based environments such as in polyester microdroplets [75] to polar aqueous (but polymer-
rich) environments such as in coacervates [70].

2.3. Minerals/Rocks
2.3.1. Solid Mineral Surfaces

Solid minerals are found all over the Earth’s crust in rock or suspended colloidal forms,
and would have been present in abundance very early on in Earth’s history. They are capa-
ble of increasing the local concentration of molecules via adsorption due to electrostatics or
by reducing interfacial energies [80–83]. Mineral surfaces can also preorganize molecules
while precluding water to increase reaction rates [84]. As a physical environment, minerals
can contain large surface area to volume ratios, with much of the area being internal 2D
interlayers such as in clays, or narrow networks of rock pores that are shielded from light
as well as turbulent flow. For an overview of the importance of minerals for prebiotic
chemistry, we refer readers to [85–90].

Minerals are also an important source of elements essential to prebiotic chemistry such
as phosphorous [91,92]. Consequently, minerals create local microenvironments that can
not only enrich molecules by adsorption, but also leach out materials to their surroundings.
In particular, we note that most chemical reactions involving minerals will occur at the
mineral surface, i.e., a mineral-air or mineral-water interface such as within mineral pores
or cracks [87,93,94]. However, there are some mineral-based chemical processes that
could occur exclusively in the solid phase, such as metamorphic changes in rocks at high
temperature and pressure, which could affect the availability of certain minerals.

2.3.2. Mantle

Earth’s solid mantle, which would also have formed very early on in Earth’s history, is
a source of minerals and gases that can partake in other chemistries once ejected/erupted
onto the Earth’s surface [95], and undergoes solid-state convection, a key to plate tecton-
ics [96]. The oxidation state of the mantle is possibly driven by the disproportionation
of Fe2+ [97], with metallic iron sinking and Fe3+ persisting in the mantle, rendering it
oxidizing [98]. It is the high viscosity and physical inaccessibility of the mantle that enables
it to be transiently out of equilibrium with the ocean, atmosphere, and crust. As a result,
the oxidation state, not to mention the temperatures and pressures, can differ vastly from
other regions of Earth, and enable novel (inorganic) chemistries within the mantle [99,100].

3. Physicochemical Properties

In this section, we broadly introduce the relevant physicochemical characteristics that
have wide variability amongst the reaction environments introduced above. The aggregated
data showing the values of each physicochemical characteristic serve to guide the design
of future prebiotic chemistry studies as a way for researchers to better understand the
relevance of each reaction environment to different chemical processes.

3.1. Ionic Strength

Ionic strength is, simplistically, the total concentration of charge (both positive and
negative) contributed by all dissolved ions in a given solution [101]. Ionic strength contri-
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butions are proportional to the square of the charge on the ion, and are thus greater for
divalent ions compared to monovalent ions.

Ionic strength affects the solubility of electrolytes, inter- and intramolecular supramolec-
ular interactions, the dissociation constant of acids (which can result in more dissolved
protons in solution and lower pH [102]), and the strength of electrostatic interactions [103].
It can also impact the osmotic pressure of semipermeable systems. It may be significant that
no living cell today has an intracellular concentration of 0.6 M NaCl, the sodium chloride
concentration of the ocean. Instead, most cells use active transport to maintain the internal
concentration of NaCl at 0.015 M, while KCl is maintained at approximately 0.15 M within
the cell [104].

High ionic strengths could result in the dissociation of molecular complexes bound
through charge-charge interactions such as peptide-nucleotide complexes that form primi-
tive phase separated coacervates upon binding [69]. Salt can also inhibit the self-assembly
of phospholipids into vesicles.

Here, we report the range of ionic strengths found in each of the prebiotic reaction
environments introduced above (Table 1).

Table 1. The ionic strength of different reaction environments.

Environment Ionic Strength Range (M) References

Aqueous solution

0.1–0.8 (oceans)
0.002–6 (lakes)

0.1–17 (lagoons)
0.1–7 (seas)

0.7–6 (hydrothermal brines)

[105]

Sea spray Up to 6 (marine aerosol) [106]

Gels
Variable, depending on components.

Salt can dramatically alter gel
properties.

[107,108]

Deep eutectic solvents
Ranges from 0 to >1, but ionic

strength may not be the relevant
principle.

[109,110]

Pure formamide
0.024 (commercially available pure
formamide contains a significant

amount of ionic impurities)
[111]

Lipid bilayer vesicle lumens
(interior)

0–0.6, depends on the solution in
which the amphiphilic molecules

self-assemble.
[112,113]

Condensed droplet
microenvironments Up to 15 (within coacervate droplets) [79]

Solid mineral surfaces No ionic strength for solid mineral surfaces, surface charge
density may be the more relevant parameter.

3.2. Surface Effects

When considering microenvironments, surface effects must be taken into account
because of the large surface area to volume ratios of such environments compared to the
bulk. Whether that interface is solid-gas, liquid-gas, liquid-solid, or liquid-liquid, the
interface could be a non-negligible site that concentrates materials and increases chemical
reactivity [63]. This concentration mechanism could be relevant to prebiotic chemical
reactions where the reactants are highly diluted in a mixed reactant pool and would
otherwise not react to any appreciable degree [114]. The reactions that occur at the air–
water interface of an aerosol or droplet could therefore be more important than reactions in
the bulk of the aerosol/droplet [33,115] (Figure 2).
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Figure 2. In a droplet system (blue) containing pinonic acid (PA), sodium dodecyl sulfate (SDS),
and hydroxyl radicals (OH) in both aqueous and gas phases (green), various reactions can occur
in the droplet (volume-dominated process), the gas phase (volume-dominated process), or the gas-
droplet interface (surface-dominated process). For example, SDS participates only in reactions with
OH (oxidation) at surface-dominated processes due to its high surface activity (as an amphiphile).
However, PA can react with OH (oxidation) both at the air-droplet interface (surface-dominated
process) as well as inside the bulk droplet (volume-dominated process) due to its lower surface
activity than SDS. OH can also participate in reactions in the gas phase, the liquid phase, or at the
interface. Reprinted with permission from Huang, Y. et al. “Probing the OH Oxidation of Pinonic Acid
at the Air-Water Interface Using Field-Induced Droplet Ionization Mass Spectrometry (FIDI-MS)”. J.
Phys. Chem A. 122(31), 6445–6456 (2018). [115] Copyright 2018 American Chemical Society.

There are several mechanisms by which materials can accumulate at liquid interfaces.
A hydrodynamic mechanism is the ‘coffee ring effect’. For example, gas bubbles within
heated rock pores have been shown to concentrate catalytic nucleic acids at the bubble
interface and increase catalytic activity [116]. This effect can also be driven by surface
tensions. Because any surface or interface has a non-zero interfacial tension at the boundary
(e.g., the air-water interface being ~72.8 mN/m at room temperature), materials have a
propensity to adsorb to the boundary layer, which results in an overall lower free energy.
Take, for example, amphiphilic molecules, which form monolayers at the liquid-liquid
interfaces that can decrease the interfacial energy by an order of magnitude [63]. Finally,
surfaces can adsorb molecules directly. Those studying chemical reactions in/around
rock pores need to consider the effects of the mineral surface (e.g., roughness, chemical
properties) on each species participating in the reaction [93,117].

Surface features and effects are specific to each system and are not explicitly presented
here. Large surface areas are also implicit in microenvironments. For more information, we
refer the interested reader to the interfacial catalysis literature [118–120].

3.3. Viscosity

Chemical reactions in solution are either diffusion-limited (where reactants will react
instantaneously upon contact with each other, and the reaction is thus controlled by the
speed at which the reactants diffuse toward each other in solution) or reaction-limited (e.g.,
due to some energetic barrier) [121].

For diffusion-limited reactions, the viscosity of materials will control the speed of
the reaction with higher viscosities typically slowing down reaction rates. In some cases,
high viscosity may aid reactions by limiting how far molecules can diffuse from each other.
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Highly viscous media have been shown to support the replication and catalysis of primitive
nucleic acids [48,122].

Here, we report the typical viscosities found in each of the prebiotic environments
introduced above (Table 2). It should be noted that the rheology of materials (how materials
deform and flow) depends on the applied stresses and strains, the temperature, and the
length scales considered. Gels, for instance, can appear solid at larger length scales but
still support flow inside their pores. Some materials exhibit viscous propreties at long-time
scales, and elastic behavior at short-time scales.

Table 2. The viscosity of different reaction environments.

Environment Typical Viscosity (mPas) References

Aqueous solution

0.89–1.00 (freshwater at room
temperature)

Up to 1.3 (seawater at room
temperature, depending on salinity)

[123–125]

Sea spray
Ranges from 1 (sea water) to

10–10,000 during evaporation or in
presence of organics

[126]

Gels Ranges from 1 up to 2 × 106

(colloidal silica gel)
[127]

Ice 1015 [128]

Deep eutectic solvents Variable; >100 and as high as 1700
possible [129,130]

Formamide 3.23 [131]

High pressure supercritical
fluids

0.02–0.16 (CO2, depending on
pressure)

2.98 (water)
[132–134]

Tars 10–over 1010 [135]

Inside lipid bilayers 2D diffusion ~100–1000
1–1500 (heterogeneous) [136]

Condensed droplet
microenvironments 100 (coacervate) [137]

Solid mineral surfaces <1.0× 1028 (crust) [138]

Mantle 2.8 × 1025 [138]

3.4. Specific Heat Capacity

Specific heat capacity is the amount of energy needed to increase the temperature of
one kg of a material by one degree K. In other words, it can be used as a measure of the
energy that it takes for a volume of a material to heat or cool down to a given temperature
or the insulation or conduction ability of the material [139], and depends on a material’s
temperature and phase.

The specific heat capacity is important where temperature stability (or fluctuations) is
critical. Given that the heat capacity of water (a good insulator) [140] and solids such as
rocks (which could be good heat conductors) [141] are quite different, their close proximity
in the form of water-rock interfaces (such as in hydrothermal vent environments or hot
springs [142]) leads to significant heat transfer and could potentially affect processes
such as self-assembly [87], geoelectrochemistry [143], transport in thermal gradients [30],
evaporation, or even mineral composition [144].

Here, we report on the range of specific heat found in each of the prebiotic environ-
ments introduced above (Table 3).
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Table 3. The specific heat of different reaction environments.

Environment Specific Heat (kJ/Kg K) References

Aqueous solution 4.18 (freshwater)
3.6–4.18 (saltwater), at room temperature. [124,125,145,146]

Sea spray Aerosols readily evaporate; specific heat is not very relevant.

Gels

0.8–1.10 (silica gel)
Specific heat for hydrogels depends on

water level and temperature, for example,
up to 30.

[147,148]

Ice 0.4873–0.3496
(from 0 to −80 ◦C, respectively) [149]

Deep eutectic solvent 1.5–1.8 (example of salt eutectic) [150]

Formamide 2.39 [151]

High pressure supercritical
fluids

3–30 (CO2, depending on pressure)
27–690 (water, depending on pressure) [152,153]

Tars 1.25–2 [154]

Inside bilayers 0.3–0.9; higher near melting temperature [155,156]

Condensed droplet
microenvironments 1.483 [157]

Solid mineral surfaces 0.180 (bromyrite) to 1.510 (epsomite);
however, most are between 0.3 and 0.9 [158]

Mantle 1.250 [159]

3.5. pH

Because pH is defined as a solution property, only liquids can exhibit a pH. pH is
usually defined in terms of the autoionization of water, but the concept of pH can also
be extended to neat nonaqueous solvents as long as they have some ability to donate a
proton [160]. The solution pH affects chemical properties such as the protonation state
of molecules in the solution and hence their potential to participate in chemical reactions
or assembly into supramolecular structures. For example, pH fluctuations could give
rise to the cyclical assembly and disassembly of coacervate droplets due to changes in
the charge states of the constituent polymers [161], while pH changes also modulate
RNA base-pairing, resulting in the ability to affect strand separation [162] and vesicle
self-assembly [163]. While the pH of a solution is generally uniform, there are some cases
where the pH within an environment exhibits changes and is not uniform such as in certain
terrestrial lakes [164] or water mixing zones [165].

Here, we report on the range of pH found in each of the prebiotic environments
introduced above (Table 4).

Table 4. The pH range of different reaction environments.

Environment pH Range References

Aqueous solution

6.3–7.2 (4.0 Ga ocean)

[4,166–168]

6.5–7.7 (2.5 Ga ocean)
8.2 (modern ocean)

6–8 (freshwater)
Pure water is 7.0

Hot spring environments have more
variability, and can range from very
acidic (less than pH 3) to somewhat

alkaline (as high as pH 10).

50



Life 2022, 12, 1595

Table 4. Cont.

Environment pH Range References

Sea spray Around 8.0 [169]

Gels Variable, depending on components. [75,170–173]

Deep eutectic solvents

1.2–13.5 (eutectic at room temperature;
pH varies greatly between eutectics,
and also changes with temperature,

down to pH 0)

[174,175]

High pressure supercritical
fluids 2.80–2.95 (of water around scCO2) [176]

Inside lipid bilayers pH can be of a variety of ranges such as low as pH 2 or lower
[177] or as high as pH 12 [178].

Condensed droplet
microenvironments

Highly dependent on the components, and especially their
charge states at different pH (i.e., pKa).

Solid mineral surfaces

Aqueous solutions containing solid
mineral surfaces are mostly acidic.

However, some have been found that
were alkaline (pH 8.7–9.6).

[179]

Mantle

Mantle-derived igneous rocks can be
alkaline, while mantle-derived minerals
on the seafloor (around hydrothermal

systems) can be around pH 9–11

[180,181]

3.6. Density

The density of reaction environments is important to consider, because differences in
density could lead to the physical separation of different components, a process that occurs
during ocean stratification or hydrodynamic sorting.

While solids are generally more dense than liquids, which are more dense than gases,
there are cases where this is inverted such as tungsten hexafluoride gas [182] being at least
10 times denser than graphene aerogel solid [183] or solid pumice being able to float on
water. The density of a material will increase upon increasing pressure (decreasing the
volume due to pressure-driven compression (Section 3.10)), while increasing temperatures
will usually, but not always [184], cause a density decrease. Some materials are non-
uniform (e.g., rocks or minerals [185]), leading to different microenvironments even within
the same material.

Here, we report on the density of each of the prebiotic environments introduced
above (Table 5); however, as there are different environments on early Earth with variable
temperatures (such as hot springs [6]) and pressured (such as near hydrothermal vent
systems in the deep ocean [186]), the densities reported here may change accordingly.

Table 5. The density of the different reaction environments.

Environment Density (g/mL) References

Aqueous solution

0.9999749 (freshwater at 4 ◦C); 0.9970470
(freshwater at 25 ◦C)

1.025 (seawater, average; can be up to
1.09 depending on salinity)

[124,125,187]

Sea spray 1.12–2.16 (at room temperature) [188,189]

Gels Lower bound is that of the solvent for dilute gels.

Ice 0.84–0.91 (sea ice) [190]

Deep eutectic solvent 0.8–1.8 (example of a eutectic between 5
and 100 ◦C) [174,191]

51



Life 2022, 12, 1595

Table 5. Cont.

Environment Density (g/mL) References

Formamide 1.129 (at 25 ◦C) [131]

High pressure supercritical fluids

0.1–1 (CO2, depending on temperature
and pressure)

~0.1–0.326 (water, depending on
temperature and pressure)

[134,192,193]

Tars 1.1–1.23 [194,195]

Lipid bilayers

~0.9 for the lipid bilayer itself (e.g.,
decanoic acid density is 0.893 g/cm3)
In the aqueous lumen, values as per

‘aqueous solution’.

[196]

Condensed droplet
microenvironments 1.18–1.92 [197]

Solid mineral surfaces
1.2 (kerogen) to 10.969 (uraninite);

however, most are typically between 2
and 7

[158,198]

Mantle 3.4 (mantle surface, and gets larger
deeper) [198]

3.7. Dielectric Constant

A general adage in chemistry is that “like dissolves like”; polar solvents are more
likely to dissolve charged solutes or solutes with high dipole moments (i.e., polar com-
pounds) [199]. This is because the ability of a solvent to disrupt solute-solute interactions
depends on the specific intermolecular forces involved.

One parameter used to estimate solvent polarity is the zero-frequency component of
the dielectric constant (ε). While other measures such as hydrogen bonding capacity, dipole
moment, and acidity/basicity are also important, the dielectric constant remains a good
rule of thumb for estimating the polarity of the solvent as well as how miscible solvents
are with each other [200]. Formally, ε is the relative permittivity of a material compared to
vacuum and is defined as the amount of polarization that a material will experience (i.e.,
the magnitude of dipole moments) when an electric field is applied to it [199,201]. This
means that ε is a measure of the polarizability of a solvent, with solvents having ε � 10–20
defined as polar. As points of reference, apolar organic solvents have a relatively low ε~2,
while polar water has an ε~80 [202]. Solvents with similar dielectric constants are generally
miscible.

Given the wide variety of chemistries thought necessary for the origin of life [203], it
could have been possible for a variety of aqueous and nonaqueous media to contribute
to the potential prebiotic reaction space. Polar solvents can be divided further into protic
solvents (able to hydrogen bond or donate hydrogen) and aprotic solvents, which can be
determined by looking at the solvent molecule’s structure.

Here, we report the ε of each of the prebiotic environments introduced above (Table 6).

Table 6. The dielectric constant (ε) of different reaction environments.

Environment ε (unitless) References

Aqueous solution
~70–80 (decreases with increasing

temperature and salinity; seawater may
be slightly lower than freshwater)

[204,205]

Sea spray 2.5–50 [206]

Gels 1.008–1.9 (silica gel, depending on
density) [207]
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Table 6. Cont.

Environment ε (unitless) References

Ice 30–130 (ice) [208]

Deep eutectic solvent 22.8 (one example) [109]

Formamide 105–113 (room temperature) [209,210]

High pressure supercritical fluids 1.07–1.46 (CO2, depending on
temperature and pressure) [211]

Tars Up to 8 (coal tar) [195,212]

Inside bilayers 2–3, can be higher for membranes that are
more permeable than phospholipids [213,214]

Condensed droplet
microenvironments 40–50 [215]

Solid mineral surfaces 4.9–7.5 [216]

Mantle ~38 (water in the upper mantle at 300 km
and 1000 K) [217]

3.8. Boiling, Melting/Freezing Temperatures

At higher pressures such as in the deep ocean [7], different phase transitions can occur
such as the direct sublimation of ice to water vapor upon increasing temperature [218].
Additionally, hysteresis, such as in rock pores, has also been observed (i.e., the freezing
temperature is not identical to the melting temperature [219]).

Knowing the phase transition temperatures of materials is important for several
reasons. Phase transitions accessible to the temperatures and pressures on early Earth
impact the abundance of solvents. Additionally, materials in different phases have very
different properties. Carbon dioxide gas and supercritical liquid carbon dioxide will have
different affinities for various prebiotically plausible chemicals [203,220,221], resulting in
differences in the reactivities or plausible chemistries residing within such environments.
Furthermore, it has been shown that freeze-thaw cycles in water could have contributed to
primitive genetic biopolymer (i.e., RNA) replication and assembly [222,223].

Here, we report on the boiling (liquid to gas transition) and melting (solid to liquid tran-
sition) temperatures of each of the prebiotic environments introduced above at atmospheric
pressure as a point of reference (Table 7). However, as there were different environments
on early Earth with variable pressure such as near hydrothermal vent systems in the deep
ocean [186], the temperatures reported here will change accordingly (and at pressures
below the triple point, there may only be one phase-transition temperature, i.e., subli-
mation, physically possible). Additionally, for some systems such as condensed droplet
microenvironments, “melting” may refer to the transition from the condensed phase to the
uniform phase, as increasing temperatures will inhibit the non-covalent bonds required for
the structure to form, and depends on the composition of the system [69,224,225].

Table 7. The boiling and melting/freezing temperatures of different reaction environments.

Environment Boiling Temperature Melting/Freezing Temperature References

Aqueous solution

Freshwater (100 ◦C);
As high as 102 ◦C

(seawater, depending
on salinity)

Freshwater (0 ◦C);
As low as –2 ◦C (seawater, depending

on salinity)
[124,125,226–228]

Sea spray 70–100 ◦C Close to 0 ◦C [229,230]

Gels 2230 ◦C (silica gel) 1710 ◦C (silica gel) [231]
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Table 7. Cont.

Environment Boiling Temperature Melting/Freezing Temperature References

Ice (eutectic) In solid form, same as water (depending on salinity).

Formamide 210 ◦C 2–3 ◦C [232,233]

High pressure
supercritical fluids See footnote *

Tars 190–400 ◦C [234]

Inside lipid bilayers See footnote ˆ

Solid mineral surfaces N/A 700–900 ◦C [235]

Mantle N/A ~3600 ◦C near the core–mantle boundary [236]

* Typical “boiling” and “melting/freezing” transitions may not be applicable. Rather, the supercritical fluid to
liquid, solid, and/or gas transition temperatures will depend on the pressure and is unique to each system based
on the phase diagram. For example, scCO2 will transition to the liquid state below 304 K at 100 bar, but will
transition to the solid state below 304 K at 10,000 bar [220]. Supercritical water will transition to the liquid state
below 647 K at any pressure above 22.1 MPa; supercritical water cannot directly transition to the solid form
under any circumstances [237]. Neither scCO2 nor supercritical water can transition to the gas phase based on
temperature changes and can only transition to the gas phase upon decreasing pressure. ˆ The lipid bilayer
itself may not boil (as boiling requires the bilayer to vaporize, effectively resulting in the loss of the bilayer
structure). However, the boiling point of the lipids that compose the bilayer vary depending on lipid composition.
Typically, the boiling point increases with an increasing chain length; for example, caproic acid (C6 saturated)
has a boiling point of 205.8 ◦C, while stearic acid (C18 saturated) has a boiling point of 376.1 ◦C [238]. The
“melting” of a bilayer refers to the solid (gel) to liquid transition, and not the melting of the lipid components
themselves. This also depends on the lipid composition; longer chain lipids typically have a higher phase
transition temperature [239,240].

3.9. Vapor Pressure

Vapor pressure is related to the volatility of a material (i.e., the amount of gas that is
released from a material at any given point) with the boiling point being defined as when
the vapor pressure of the liquid material is equivalent to the ambient pressure (Section 3.8).
Extreme cases include the highly volatile ammonia [241] and non-volatile mineral oil [242].
Higher temperatures will result in higher vapor pressure as per the Antoine relation [243].
Vapor pressure is also applicable to solids that sublimate (e.g., dry ice) [244]. A related
concept is Henry’s law for mixtures of gases, which relates the amount of a dissolved gas
to the partial pressure of that gas.

The volatility of a prebiotic material impacts whether that reaction environment is
stable at a given temperature, or whether it will spontaneously (and quickly) change form
into a gas, even below the boiling point. For example, it has been reported that the vapor
pressure of fatty acids [245] and fatty acid esters [246] decreases with increasing chain-
length. This suggests that fatty acids on early Earth, which could undergo liquid-phase
reactions at high temperatures such as in hot spring environments [6], may have been more
biased toward longer-chain fatty acids, as shorter chain fatty acids would likely have been
volatilized into the gas phase.

Here, we report on the vapor pressure of each of the prebiotic environments introduced
above (Table 8).

Table 8. The vapor pressure of different reaction environments.

Environment Vapor Pressure (kPa) References

Aqueous solution
2.3–4.2 (freshwater, room temperature)

2.1–3.9 (seawater, room temperature, depending
on salinity)

[124,125]

Gels ~0.13–2.3, depending on the gel formulation
and conditions. [247]
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Table 8. Cont.

Environment Vapor Pressure (kPa) References

Ice
6.1 (ice at 0 ◦C), but decreases with decreasing
temperature (for example, 0.1 at −20 ◦C and

0.0014 at −100 ◦C).
[248]

Deep eutectic solvent

1.48 (CaCl2 eutectic in water at 20 ◦C).
However, vapor pressure of other eutectics may

vary depending on composition
and temperature.

[249,250]

Formamide 0.008 [233]

Inside bilayers

Vapor pressure will be related to the vapor
pressure of the bilayer components; vapor

pressure typically decreases with increasing
chain length (at constant temperature).

[251,252]

Condensed droplet
microenvironments

Very low to negligible vapor pressure
(ionic liquids) [253]

Solid mineral surfaces
Around 0.05–0.25 (melted minerals >1900 K)

Vapor pressure of solid mineral surfaces
is negligible

[254]

3.10. Compressibility and Stiffness

For solids, one measure of deformability is the Young’s Modulus (E) (Figure 3a).
Materials with lower E are more compressible (less stiff), and vice versa. The E of coal is
about 10 times less than limestone [255,256]. The Young’s modulus is only applicable to
solids, as fluids (such as liquids and gases) require zero force to change in size lengthwise.

Bulk modulus (K) is defined as the amount of pressure (equally from all sides) required
to effect a resulting volume change on a material (Figure 3b) and is defined for both fluids
and solids. A typical gas has a very low K of <0.1 GPa [255] whereas quartz or clay has a K
of 20–40 GPa [255].

While not immediately obvious, the compressibility and stiffness of materials become
relevant on early Earth either in high-pressure environments, or when environments en-
counter high pressures resulting from a large external force. Examples include pressure
from water deep in the ocean [186] or the late heavy bombardment during impacts [257].
The temporary deformation or compression of surface minerals with low E, for exam-
ple, could have affected primitive mineral-driven processes such as mechanochemical
sugar [258] or peptide [94,258] synthesis, possibly within mica sheets [259].

Here, we report the K and E of each of the prebiotic environments introduced
above (Table 9).

Table 9. The Young’s (E) and bulk (K) modulus of different reaction environments.

Environment E (GPa) * K (GPa) References

Aqueous solution - 2.1 [260]

Gels 0.05–10 (of a silica aerogel,
depending on gel density)

4–20 (of an alkaline-calcium silica
hydrogel, depending on pressure) [261,262]

Ice 8.6–12 (depends on the plane) 8.5–11.5 (depends on temperature) [263,264]

High pressure supercritical fluids -

1 (water at room temperature and
pressure)

0.1–0.7 (CO2, depending on
temperature and pressure)

[192,265,266]

Inside bilayers 0.02–0.03 0.6–0.9 (depending on temperature
and location) [267–269]
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Table 9. Cont.

Environment E (GPa) * K (GPa) References

Condensed droplet
microenvironments

These values will all depend on the droplet composition; “aging” is also an issue in
these droplets.

Solid mineral surfaces 6.38–288 (depending on the
mineral and pressure)

40–120 (depending on mineral
and pressure) [270–272]

Mantle 150–720 (depending on depth) 100–600 (depending on depth) [272]

* The Young’s modulus is not defined for liquids and gases.

Figure 3. A physical description of the direction of forces used to calculate (a) the Young’s modulus
(E) and (b) bulk modulus (K). Reprinted with permission from Burtch, NC, et al. “Mechanical Proper-
ties in Metal-Organic Frameworks: Emerging Opportunities and Challenges for Device Functionality
and Technological Applications”. Adv. Mater. 30(37), 1704124 (2018). [273] Copyright 2018 Wiley.

3.11. Exposure to Radiation

Radiation is the process of energy transmission in the form of photons or massive
particles and includes electromagnetic radiation (radio waves, microwaves, infrared, visible
light, ultraviolet, X-rays, and gamma radiation) and particle radiation (e.g., alpha and beta
particles, neutrons). Electromagnetic waves carry radiant energy as photons wherein the
wavelength determines the energy, whereas particle radiation is the result of fast-moving
subatomic particles whose energies can vary depending on their mass and velocities.
Radiation is further classified as non-ionizing versus ionizing depending on the energy of
the photon or particle. The energy of ionizing radiation is broadly defined to be between 10
and 33 eV, which is typically enough to ionize molecules and break chemical bonds (the
energy of a C–C bond, for example, is about 3.6 eV). The region of electromagnetic radiation
including higher energy ultraviolet, X-rays, and gamma radiation as well as typical particle
radiation (alpha radiation, beta radiation and neutron radiation) are all considered types of
ionizing radiation.

On early Earth, UV radiation would have been a strong driver of chemical synthesis
and evolution. While the presence of ozone on modern Earth can absorb all ionizing and
98% of non-ionizing UV light, the surface of early Earth was exposed to much higher
fluences of UV light (in particular, wavelengths longer than ~200 nm) prior to the build-up
of atmospheric oxygen and thus ozone. In addition, while the young Sun was about 25%
less luminous than today [274], its output in the UV region was likely larger. UV radiation
has been demonstrated to play a key role in the synthesis of prebiotic molecules [275]. For
example, the Sutherland group reported a UV radiation-driven photosynthesis of simple
sugars from HCN [276], while UV radiation has also been shown to produce amino acids
in the atmosphere [277]. However, UV radiation is also a double-edged sword, and has
been shown to induce the degradation or structural/configurational alteration of organic
molecules including DNA [278], proteins, and lipids [279].

Radiolysis from ionizing radiation is also employed in prebiotic chemistry as a syn-
thetic mechanism [57]. Ionizing radiation could have been present through multiple sources
such as cosmic rays and radioactive minerals. Cosmic rays consist of high-energy protons
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and atomic nuclei originating from the Sun or outside of the Solar System [280]; the energy
spectrum of primary cosmic rays is between 1016 eV (2.31 × 1017 kcal/mol or 3.89 × 1017 kT,
at 298 K) and 1018 eV (2.31 × 1019 kcal/mol or 3.89 × 1019 kT, at 298 K) [281]. Cosmic rays
impact Earth’s upper atmosphere to produce showers of secondary photons and particles.
A higher output of solar energetic particles from the young Sun via more frequent solar
flares and coronal mass ejections has been proposed to have exposed the atmosphere of the
early Earth to significantly higher fluxes of radiation in comparison to today [282]. Ancient
radioactive mineral deposits containing, for example, monazite and uraninite [283], could
also have provided locally high fluxes of alpha, beta, or gamma radiation on their sur-
faces [284]. Under the primordial conditions of the Hadean eon when the 235U isotope was
much more abundant, so-called natural nuclear reactors that can promote self-sustaining
nuclear fission chain reactions may have been relatively commonplace and produced highly
radioactive local environments [285]. Over a dozen individual fission zones are known
from the Oklo locality in Gabon [283]. A typical fission zone comparable in size to those
found at Oklo are thought to produce ~10 kilowatts of power output (radiolysis and heat)
wherein ~13% of this power is composed of γ or β rays that can penetrate substantial
distances beyond their host minerals [283,284].

The availability of radiation in prebiotic reaction environments is determined by how
far the radiation is able to penetrate a given material and the characteristics of the radiation
source. Gamma radiation, arising from the radioactive decay of atomic nuclei, is charac-
terized by short-wavelength electromagnetic waves (~10–11 m) with the highest photon
energies above 100 keV. Gamma radiation is capable of penetrating materials to significant
depths, requiring thick layers of high-density materials to block it. In comparison, alpha
radiation with a fast-moving helium-4 nucleus is halted by a sheet of paper, and beta
radiation consisting of high-velocity electrons can be stopped by an aluminum plate. The
spectrum of the young Sun and attenuation of UV light by gases and aqueous media is
covered thoroughly by Ranjan and Sasselov [275].

4. Conclusions

Here, we introduced some important physicochemical properties of various prebiotic
reaction environments, with some brief examples of relevant prebiotic processes that could
have been modulated by those physicochemical properties. Correlating physicochemical
properties with reaction environments, while considering such properties during the design
of prebiotically plausible reactions is highly relevant to the origins of life field. However,
values of physicochemical characteristics in some environments still remain to be elucidated.
This work serves as a request for the community to contribute to “filling in the blanks” in
future works, so that researchers in the field can have a more holistic understanding of the
prebiotic geochemical reaction environment. We also acknowledge the fact that experiments
that fill in these blanks could be rather tedious and may not lead to high-profile publications;
however, such studies are essential to pursue.

From this overview, it is evident that an extremely wide range of physicochemical
conditions can be accessed through the early Earth environment, which further supports
the widely accepted notion that a large repertoire of chemical reactions were taking place on
early Earth. Likewise, the prebiotic chemical repertoire is also highly diverse, with reactions
or processes that may have had a range of tolerances to a wide variety of conditions and
others that did not. The fact that modern biology, especially in the form of extremophiles,
is also tolerant to a wide variety of conditions could be an artifact of the chemical reactions
or processes that led to the life’s origins.

Generally speaking, the robustness/tolerance of the entire prebiotic chemical reaction
repertoire to changes in conditions is at present not well-understood due to the large
parameter space. In future, probing the “limits” of a wide range of prebiotic processes is
necessary to gain a better understanding of which prebiotic environments could have plau-
sibly hosted certain prebiotic chemical reaction networks. By aggregating this type of data,
it will also be possible to conjecture which groups of prebiotic chemical processes/reactions
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could have been co-localized with each other as well as those which likely could not have
occurred simultaneously under the same conditions in the same location.

The environments, properties, and examples of prebiotic processes provided here
are but a brief and general overview of the entire prebiotic chemical milieu, and are not
meant to be an exhaustive or comprehensive resource. A number of parameters for many
primitive environments are not known (and as such, cannot be presented here), which
behooves the field to continue characterizing the unknown physicochemical properties of
all reaction environments. We further look forward to the field’s continuing exploration of
extraterrestrial reaction environments, which could also provide insights into the possible
reaction conditions on early Earth.
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93. Gözen, İ. Did Solid Surfaces Enable the Origin of Life? Life 2021, 11, 795. [CrossRef]
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Abstract: The in-fall of meteorites and interstellar dust particles during the Hadean–Archean heavy
bombardment may have provided the early Earth with various reduced oxidation state phosphorus
compounds and minerals, including phosphite (HPO3

2−)([Pi(III)]). The ion phosphite ([Pi(III)])has
been postulated to be ubiquitous on the early Earth and consequently could have played a role in
the emergence of organophosphorus compounds and other prebiotically relevant P species such
as condensed P compounds, e.g., pyrophosphite ([PPi(III)]) and isohypophosphate ([PPi(III–V)]).
In the present study, we show that phosphite ([Pi(III)]) oxidizes under mild heating conditions
(e.g., wet–dry cycles and a prebiotic scenario mimicking a mildly hot-evaporating/drying pool on the
early Earth at 78–83 ◦C) in the presence of urea and other additives, resulting in changes to orthophos-
phate ([Pi(V)]) alongside the formation of reactive condensed P compounds (e.g., pyrophosphite
([PPi(III)]) and isohypophosphate ([PPi(III–V)])) through a one-pot mechanism. Additionally, we
also show that phosphite ([Pi(III)]) and the condensed P compounds readily react with organics
(nucleosides and organic alcohol) to form organophosphorus compounds.

Keywords: phosphite; phosphorus; organophosphorus compounds; origin of life; condensed
phosphates; condensation; phosphorylation; wet–dry cycles

1. Introduction

Phosphorus (P, hereafter) is a key biologic element that is ubiquitous in biochemistry
because phosphorylated biomolecules play central roles in many life-sustaining processes
such as replication and information (as an essential component in RNA and DNA), in
metabolism (as ATP and NADPH, etc.), and cellular structure (as phospholipids) [1]. It
exists in various inorganic chemical forms including orthophosphate ([Pi(V)]), pyrophos-
phate ([PPi(V)]), triphosphate ([PPPi(V)]), phosphite ([Pi(III)]), phosphine ([Pi(III)]), and
hypophosphite ([Pi(I)]). Living organisms use these various forms of inorganic P for the
formation of organophosphorus compounds with C-O-P and C-P type linkages by utiliz-
ing various enzymes [1]. Orthophosphates ([Pi(V)]) (mainly in the form of minerals) are
considered to be the major carriers of P on the surface of the Earth [1,2].

The geochemistry of P on the Hadean Earth may have been significantly altered by
the meteoritic mineral schreibersite (Fe,Ni)3P ([Pi(0)]), which is believed to have been
supplied by meteorites during the heavy bombardment period on the early Earth [3–5].
This mineral is found in many types of meteorites and in interplanetary dust particles [6]
and readily reacts and corrodes into water to give inorganic P species such as phosphate
([Pi(V)]), condensed phosphates, and reduced oxidation state P compounds (simply called
reduced P, hereafter), including phosphite ([Pi(III)]) and even hypophosphite ([Pi(I)]) [7,8].
This extraterrestrial mineral would have supplied a significant amount of P to the early
Earth [9,10]. The total mass of reduced P that the late accretion period could possibly have
delivered to Earth from 4.50 Ga to 3.50 Ga is estimated to be around 1.32 × 1019 kg [9].
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In addition, for high-velocity impacts of large extraterrestrial objects (>100 m in
diameter), the projectile partially evaporates and is distributed to the surroundings as fine-
grained particles [1,11]. During the heavy bombardment period, the whole Earth could have
been covered by mafic and metallic particles, both extremely reducing in nature relative to
the surface of the Earth [12]. Furthermore, the vapor plume of the material resulting from an
impact is also postulated to be reducing in nature and could potentially reduce phosphates
present in the target material to their reduced form as phosphides [1]. The evidence to
support this phenomenon is the detection of vast amounts of P as schreibersite in Lunar
melts [13]. This indicates that a substantial amount of P delivered during meteoritic impacts
was in a reduced form and also that the impact process itself could also have reduced
phosphates to phosphides [14].

The possibility of such reduced P compounds being relevant to early Earth is further
supported by the occurrence of phosphonic acids in the Murchison meteorite [15] and phos-
phite in ancient Archean marine carbonates [16], in natural glasses called fulgurites [17],
in hydrothermal systems [18], in natural waters [19], and by the geochemical reduction of
phosphates into phosphite [20].

Addison Gulick was the first to propose that reduced P compounds such as hypophos-
phite ([Pi(I)]) and phosphite ([Pi(III)]) could plausibly have been more relevant to the
origin of life on the early Earth than phosphates [21]. These reduced P compounds tend
to be around 103 to 106 times more soluble in water as compared to orthophosphate in
the presence of certain common divalent cations [22,23]. The reduced P compounds are
released from the aqueous corrosion of schreibersite and can react with organic compounds
to form C-O-P and C-P type compounds, thus establishing this mineral as highly relevant
to the prebiotic chemistry and the origin of life [6–8,16,24,25].

Recent studies have shown that despite its reactivity, phosphite ([Pi(III)]) can be stable
enough to be detected in various natural environments [26]. It is therefore highly likely
that this reduced P compound would have played an important role in the prebiotic P
chemistry. Kee and colleagues suggested that phosphite ([Pi(III)]) would have played a
significant role in the formation of reactive condensed inorganic P compounds including
pyrophosphite ([PPi(III)]), isohypophosphate ([PPi(III–V)]), and pyrophosphate ([PPi(V)]),
with the more energetically accessible pyrophosphite ([PPi(III)]) enabling the formation
of pyrophosphate ([PPi(V)]) via an isohypophosphate ([PPi(III–V)]) intermediary [27].
Condensed P compounds, including pyrophosphate ([PPi(V)]), play an important role
in biochemistry.

In the present study, starting with phosphite species, we report the formation of
pyrophosphite ([PPi(III)]) in the presence of urea, various salts, and other additives such
as minerals/clays, as potentially plausible condensation agents under mild conditions
(78–83 ◦C, 1 atm) and through wet–dry cycles. In some reactions where phosphite ([Pi(III)])
condensed, we also observed the formation of inorganic phosphate possibly from the
auto-oxidation of phosphite ([Pi(III)]) during heating through the wet–dry cycles or heating
leading to dryness, which was primarily facilitated by the presence of urea. Besides urea,
we also studied various other additives to test their potential roles in the formation of
various prebiotically relevant P compounds. The additives included prebiotically relevant
cations, e.g., Ca2+, Mg2+ [28–30], Na+ [31], NH4

+ [32,33], CO3
2- [34], clays and other

minerals [35,36], and urea [37,38]. We also show that the reaction mixture containing
phosphite and the condensed P species readily reacts with nucleosides and organic alcohols
to form organophosphites.

2. Materials and Methods

Sodium hypophosphite hydrate (NaH2PO2·H2O, 98%), phosphorous acid (H3PO3,
98%), sodium phosphite dibasic pentahydrate (Na2HPO3·5H2O), adenosine (C10H13N5O4,
98%), and deuterium oxide (D2O, 99.8% atom % D) were from Acros Organic; Uridine
(C9H12N2O6, 98%), standard compounds, e.g., uridine-5-monophosphate (5′-UMP) and
adenosine-5-monophosphate (5′-AMP) were from Sigma Aldrich, urea, thiourea, kaoli-
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nite clay, calcium sulphate dihydrate (CaSO4·2H2O), magnesium chloride, sodium chlo-
ride, ammonium carbonate, ammonium chloride from TCI, calcium chloride (CaCl2,
98%), white sand (SiO2) and ferrous chloride tetrahydrate (FeCl2·4H2O, 98%), and in-
stant ocean were from Alfa Aesar. Deionized water was obtained in-house using a
Barnstead (Dubuque, IA, USA) NANO pure® Diamond Analytical combined reverse
osmosis-deionization system [24–26].

2.1. Synthesis of Inorganic Condensed P Compounds through Wet–Dry Cycles

0.100–0.150 g of P source (Table 1) was added to a clean glass vial (20 mL capacity)
containing 7 mL DDI water (doubly deionized or ultrapure water). In some reaction sam-
ples, various additives were also added (Table 1) to test their plausible role as condensation
agents for the formation of condensed P compounds. The contents were mixed and the
initial pH was noted using pH paper. A small magnetic stirrer was added to the solution.
The sample was allowed to heat on a hot plate, uncapped at 78–83 ◦C. After 24 h, the
heat-dried mixture was rehydrated with 7 mL DDI water. The rehydrated sample was
heated and after the completion of 48 h, it was rehydrated once again with 7 mL DDI water
and heated, leading to a complete dryness. The reaction was stopped at exactly 72 h.

Table 1. Reaction conditions of various reaction samples for the synthesis of various inorganic
condensed P compounds.

Sample Description

P3 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, pH = 8.5
P3-gyp 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.2 g CaSO4·2H2O, pH = 8.5

P3-MgCl2 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.2 g MgCl2, pH = 8.5
P3-NaCl 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.2 g NaCl, pH = 8.0

P3-Am.Carb.1 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.4 g (NH4)2CO3, pH = 8.0
P3-Am.Carb.2 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.8 g (NH4)2CO3, pH = 8.0

P3-No.Ad. 0.1 g Na2HPO3 5H2O, 7 mL DDI water, no additive, pH = 7.5
P3-Kao. 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.3 g kaolinite, pH = 8.5
P3-SiO2 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.25 g white sand, pH = 8.5
P3-IO 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.25 g instant ocean, pH = 8.0

P3-NH4Cl 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.4 g NH4Cl, pH = 8.0
HP3-No.Ad. 0.1 g H3PO3, 7 mL DDI water, no additive, pH = 2

HP3-U 0.1 g H3PO3, 7 mL DDI water, 0.5 g urea, pH = 2
P3-NWD 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, pH = 8.5

P1-U 0.1 g NaH2PO2·H2O, 7 mL DDI water, 0.5 g urea, pH = 6.0, NWD
P3-thio. 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g thiourea, pH = 8.5

Prebiotic synthesis of condensed-P compounds. Various conditions tried in the study. Each of the samples were
heated uncovered at 78–83 ◦C for 3 days and were given wet–dry cycle treatment for 3 days e.g., every 24 h. Each
sample received three wet and three dry cycles. The meanings of the abbreviations used are; P3 (phosphite),
gyp (gypsum), Am.Carb.1 (ammonium carbonate), P3-No.Ad. (phosphite with no additive), Kao. (kaolinite), IO
(instant ocean), HP3-No.Ad. (phosphorous acid with no additive), HP3-U (phosphorous acid with urea), P3-NWD
(phosphite with no wet–dry cycles), P1 (hypophosphite), and thio means (thiourea). Samples P3-NWD and P1-U
represent ‘Warm-Pool Model’ Theme suggested in Section 2.2, whereas all the other samples represent ‘wet–dry
cycles’ scenario suggested in Section 2.1, respectively.

One reaction was also performed to specifically compare the possible role of urea
in promoting the condensation reactions of phosphite ([Pi(III)]). In this reaction sample,
instead of urea, thiourea was added to determine if it also promotes the heat driven
oxidation of phosphite to phosphate. The reaction conditions were similar and the only
difference was that instead of using urea, thiourea was added as an additive (Table 1,
also see SI).

2.2. Synthesis of Inorganic Condensed P under ‘Warm-Pool Model’ Theme

This study was carried out to investigate the formation of condensed P compounds in
a prebiotic scenario mimicking a mildly hot, evaporating/drying pool on the early Earth, as
previously described [39]. 0.1 g of P source; hypophosphite (NaH2PO2·H2O) (Sample P1-U)
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or phosphite (Na2HPO3 5H2O) and 0.5 g urea (Sample P3-NWD) (Table 1) were added to a
clean glass vial (20 mL capacity) containing 7 mL DDI water. The contents were mixed and
the initial pH (around 8.5) was noted using pH paper. A small magnetic stirrer was added
to the solution. The sample was allowed to heat on a hot plate, uncapped at 78–83 ◦C for
2 days. After 2 days, the heat-dried mixture was removed from heating and was prepared
to be analyzed by 31P-NMR.

2.3. Synthesis of Organophosphites from the Reactive Condensed P through Wet–Dry Cycles

0.1 g P source (sodium phosphite), 0.6 g–0.8 g organic compound (either a nucleoside:
uridine or adenosine or an organic alcohol: 0.8 g glycerol), and 0.5 g urea were added to a
clean glass vial of 20 mL capacity containing 7 mL of DDI water. The pH of the reaction
mixture solution was 8.5. This solution was stirred using a small magnetic stirrer and
was heated at 70–78 ◦C, uncapped for 24 h, to complete dryness. After 24 h, the dried
reaction mixture was rehydrated with 7 mL DDI water. This reaction mixture was heated
(uncapped) for another 24 h, after which the heat-dried reaction was stopped. In another
set of experiments, identical reactions were carried out omitting urea (Table 2).

Table 2. Reaction conditions of various reaction samples to study phosphonylation of organic molecules.

Sample Description

A 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.6 g uridine, pH = 8, 70–72 ◦C

B 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.6 g uridine, pH = 8.5–9,
70–72 ◦C

C 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.8 g glycerol, pH = 7.5, 73–75 ◦C

D 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.5 g urea, 0.8 g glycerol, pH = 8.5–9,
73–75 ◦C

E 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.65 g adenosine, pH = 7.5, 78–80 ◦C

F 0.1 g Na2HPO3 5H2O, 7 mL DDI water, 0.65 g adenosine, 0.5 g urea, pH = 8.5–9,
78–80 ◦C

Prebiotic synthesis of organophosphites. Various conditions used in the study. Each of the samples were heated
uncovered at from 70–78 ◦C for 2 days and were given wet–dry cycle treatment for 2 days, e.g., every 24 h. Each
sample, therefore, received two wet and two dry cycle.

2.4. Analyses and Characterization of Inorganic and Organic P Compounds

For 31P-NMR analyses, the samples were analyzed on a 400-MHz Varian Unity Inova
NMR operating at 161.9 MHz in both H-coupled and H-decoupled modes. The width of
the spectrum was 200 ppm, and the running temperature was 22 ◦C. Various P products
e.g., both inorganic and organic P compounds were quantified by peak integration method
as previously reported [16,24–26,39–41].

The specific details of the 31P-NMR instrument and its related parameters have already
been reported in our previous studies [16,23–26,39–41]. Each sample, completely dried out
from heating, was cooled down to room temperature and was rehydrated with 5 mL DDI
water. The reaction sample was mixed and stirred until a suspension was formed, which
was filtered and centrifuged. The contents (2 mL) were then transferred to a clean watch
glass followed by air-drying at room temperature. The air-dried room temperature sample
was then rehydrated with a 2 mL D2O (90%) and DDI water (10%) solution (or only DDI
water in the case of analysis for MS) and was centrifuged once again. The total volume
of the solution was 2 mL. About 400 μL of the sample solution was transferred to a clean
NMR tube and was analyzed by 31P-NMR.

Mass spectrometry (MS) analyses were formed in negative ion mode on a 6130 Single
Quadrupole Mass Spectrometer (Agilent, Santa Clara, CA, USA) attached to an Agilent
1200 HPLC by direct injection, and deionized water was used as a solvent as reported
previously [16,40,41].

Organophosphorus compounds including 5′-AMP and 5′-UMP were confirmed by
spiking with the standard compounds as previously [33] (see also SI). Remaining organophos-
phorus compounds including organic phosphites were identified and characterized by
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studying their characteristic peak splitting in the H-coupled 31P-NMR, measuring their J
coupling constants, and finding the target peaks in the mass spectrometer.

3. Results

Heating inorganic P compounds through wet–dry cycles at 78–83 ◦C resulted in
the formation of condensed P species. The reaction samples produced high-energy con-
densed P compounds that reacted with organic substrates (Table 3, Figure 1, see also
SI, Figures S1 and S2). When sodium phosphite ([Pi(III)]) was heated in the presence of
urea, pyrophosphite [PPi(III)] was generated. In some samples of the above-mentioned
reactions, to our surprise, we also detected orthophosphate [Pi(V)]. To further confirm
the presence and source of orthophosphate [Pi(V)], 31P-NMR of blank sodium phosphite
[Pi(III)] did not show any presence of orthophosphate [Pi(V)] (SI, Figure S2). This con-
firmed that phosphite under mild heating conditions and through the wet–dry cycling has
a tendency to autoxidize to orthophosphate [Pi(V)]. Subsequently, this orthophosphate
[Pi(V)] reacts with pyrophosphite [PPi(III)] to form a mixed valence condensed P species
isohypophosphate [PPi(III–V)] [27].

Table 3. The relative abundances (%) of various inorganic P products produced in various reactions.

Sample Unreacted P Phosphate Isohypophosphate Pyrophosphate Pyrophosphite PT

P3 37 11 9 25 18 52
P3-gyp 72 3 10 BDL 15 25

P3-MgCl2 100 BDL BDL BDL BDL BDL
P3-NaCl 69 13 10 BDL 8 18

P3-Am.Carb.1 39 1 6 1 53 60
P3-Am.Carb.2 75 10 7 6 2 15

P3-No.Ad. 95 5 BDL BDL BDL BDL
P3-Kao. 98 2 BDL BDL BDL BDL
P3-SiO2 83 1 5 3 8 16
P3-IO 98 2 BDL BDL BDL BDL

P3-NH4Cl 95 5 BDL BDL BDL BDL
HP3-No.Ad. 90 10 BDL BDL BDL BDL

HP3-U 95 5 BDL BDL BDL BDL
P3-NWD 5 1 8 4 82 94
P3-thio. 85.5 0.1 BDL BDL 14.4 14.4

The relative abundances (%) of the inorganic P products were calculated on the basis of the total P dissolved
and by the peak integration method as previously reported [24,37–39]. Various P sources used in the samples
include; Na2HPO3·5H2O, H3PO3, or NaH2PO2·H2O (Table 1). Furthermore, the amount (%) of orthophosphate
detected was produced by the oxidation of phosphite. Some of the abbreviations meanings are as follows:
BDL (below detection limit) and PT (total inorganic condensed P compounds generated). The meanings of the
abbreviations used are; P3 (phosphite), gyp (gypsum), Am.Carb.1 (ammonium carbonate), P3-No.Ad. (phosphite
with no additive), Kao. (kaolinite), IO (instant ocean), HP3-No.Ad. (phosphorous acid with no additive), HP3-U
(phosphorous acid with urea), P3-NWD (phosphite with no wet–dry cycles), P1-U (hypophosphite), and thio
means (thiourea).

H-coupled 31P-NMR analysis confirmed isohypophosphate [PPi(III–V)] in the form of
three doublets in the −3.0 to −6.0 ppm region, as reported previously [27]. The peaks in our
results were slightly shifted from the previously reported values: −2.5 to −7.0 ppm [27], to
−3.0 to −6.0 ppm. This slight shift in the location of the peak and chemical shift values was
attributed to the pH changes [42]. Peak c (isohypophosphate) [PPi(III–V)] was identified by
the following coupling constant values [27]: δ–4.44 [dd, c1JPH = 645 Hz, c1JPP = 17.36 Hz,
Pi(III)]; δ–5.50 [d, c2JPP = 17.22 Hz, Pi(V)]. These values are within the range as reported
previously [27]. Pyrophosphite [Ppi(III)] was identified as two triplets in the H-coupled
mode of 31P-NMR; one triplet around −3.6ppm and the other around −6.5 ppm, as also
reported previously [27]. Peaks e (pyrophosphite) at δ–5.05 [dd, c3 JPH = 660 Hz, PPi (III)]
correspond to phosphite triplet splitting (Figure 2a,b).
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Figure 1. Yields (abundances (%)) of various condensed P compounds in various samples. Where
unreacted P means the starting P source, which in this case is either phosphite or phosphorous acid.
The Y-axis represents the abundance (%), whereas the X-axis represents the various samples.

Pyrophosphate [PPi(V)] was identified as a singlet in H-coupled mode of 31P-NMR
around the −7 ppm region. Figure 2 shows the 31P-NMR spectrum of the reaction sample
containing phosphite, urea, and heating leading to dryness at 78–83 ◦C for 3–4 days
(without wet–dry cycles).

In order to confirm that heating leading to dryness and wet–dry cycles accompanied
with heating can result in the auto-oxidation of phosphite [Pi(III)], we also studied the
similar reactions of sodium hypophosphite [Pi(I)], representing another source of reduced
P. When the latter was heated leading to dryness for 3–4 days at 78–83 ◦C, we observed
phosphite [Pi(III)] and even phosphate [Pi(V)], implying that the orthophosphate [Pi(V)]
was not an impurity but was actually a product of auto-oxidation of a reduced P compound
(SI, Figures S3 and S4). We also analyzed (31P-NMR), the solutional blanks containing 1
pure hypophosphite [Pi(I)] (SI, Figures S2 and S4) phosphite [Pi(III)] (SI, Figure S2). The
31P-NMR analysis did not reveal any peaks containing phosphate [Pi(V)], suggesting the
reduced P compounds did undergo auto-oxidation (SI) on heating through wet–dry cycles
or heating leading to dryness.

Heating phosphite [Pi(III)] via wet–dry cycles at 78–83 ◦C in the presence of urea pro-
duced condensed P compounds up to 60% (% abundance) (Table 1, Sample P3-Am.Carb.1)
and 52% in the case of Sample P3 (Table 1, Sample P3). Sodium carbonate (along with
urea) seemed to promote the condensation of phosphite (Table 1, Sample P3-Am.Carb.1;
see also Supplementary information (SI)). However, when the concentration of ammonium
carbonate was doubled, it significantly declined the rate of condensation of phosphite
[Pi(III)]. The other additives including salts, instant ocean (IO), minerals, and clays did
not seem to positively enhance the condensation process of phosphite. Urea seemed to
be an excellent additive (and condensation agent) in all the different reactions attempted.
The highest production of condensed P products (pyrophosphite [PPi(III)], pyrophosphate
[PPi(V)], and isohypophosphate [PPi(III–V)]) was obtained by the simple heating of the so-
lution mixtures of phosphite [Pi(III)] and urea to dryness without wet–dry cyclic treatment
with yields (% abundances) of up to 94% (Figure 2, Sample P3-NWD, Table 3). Over-
all, the condensation reactions required urea and heating the solutions at 78–83 ◦C for
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3–4 days and proceeded smoothly following either route i.e., wet–dry cycles or heating
leading to dryness.

 
(a) 

 
(b) 

Figure 2. (a). H-coupled 31P-NMR of condensation (and auto-oxidation) reaction of phosphite [Pi(III)]
in the presence of urea (Sample P3-NWD). The labeled peaks represent the following compounds:
(a) phosphite [PPi(III)], (b) orthophosphate [Pi(V)], (c) isohypophosphate [PPi(III–V)], (d) pyrophos-
phate [PPi(V)], and (e) pyrophosphite [PPi(III)]; (b) enlarged spectrum from −2.0 ppm to −7.2 ppm
showing various coupling constants: C1 and C2 (coupling constants (δ values) show the presence of
isohypophosphate, and C3 represents the coupling constants values for pyrophosphite [PPi(III)].

Both starting reduced P compounds (hypophosphite [Pi(I)] and phosphite [Pi(III)])
seemed to undergo auto-oxidation (see also SI, Figures S2–S4). This auto-oxidation of
phosphite [Pi(III)] produced phosphate, whereas the auto-oxidation of hypophosphite
[Pi(I)] produced phosphite [Pi(III)] and phosphate [Pi(V)]. These reduced P (hypophos-
phite [Pi(I)] and phosphite [Pi(III)]) compounds at the same time also condensed to form
various condensed P compounds, including mixed-valence state P compounds such as
isohypophosphate [PPi(III–V)].
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Furthermore, the reactions seemed to be pH sensitive. The best yields were obtained
around pH = 8, whereas at lower pH (in case of H3PO3, pH = 2), we did not observe
any condensed P compounds, though heating and the wet–dry cycle promoted the auto-
oxidation of H3PO3 to form orthophosphate [Pi(V)] (Table 1 reaction Samples HP3-No.Ad.
and HP3-U). As mentioned above, when reaction samples (solutions) were heated to a
complete dryness at 78–83◦C for two days without wet–dry cycles, the relative abundances
(% yields) of the condensed compounds were around 94%, with pyrophosphite [PPi(III)]
yield being around 82%. This particular reaction gave the best possible yields of the con-
densed P compounds but the observed yield of orthophosphate [Pi(V)] (oxidation product
of phosphite [Pi(III)]) was only 1% (Table 3, reaction Sample P3-NWD, Figure 2). The other
samples with better yields (% abundances) of inorganic condensed P species including
pyrophosphite [PPi(III)], pyrophosphate [PPi(V)], and isohypophosphate were seen when
phosphite [Pi(III)] was heated in the presence of urea and heated through wet–dry cycles
(Table 3). Heating leading to dryness, therefore, favored the formation of pyrophosphite
[PPi(III)] over other condensed P compounds. The rationale behind would be that the
formation of pyrophosphite [PPi(III)] occurs quicker than the multistep conversion of iso-
hyphopshate [PPi(III–V)], for (1) oxidation of phosphite [Pi(III)], to orthophosphate [Pi(V)],
(2) condensation of phosphite [Pi(III)], with phosphate [Pi(V)], to form isohypophopshate
[PPi(III–V)], (3) condensation of orthophosphate [Pi(V)], to form pyrophosphate [PPi(V)].

Urea seemed to promote the condensation as well as oxidation reactions of the re-
duced P compounds. Although, the auto-oxidation of the reduced P compounds could
be promoted without the urea (Tables 2 and 3, Sample P3-No.Ad.), higher (relative abun-
dances) yields of phosphate [Pi(V)] were observed when urea was present. The supportive
role of urea was further explored when thiourea was used in place of urea. In case of
thiourea as an additive, no phosphate [Pi(V)] was observed (it was below detection limits)
and pyrophosphite [PPi(III)] was the only product observed, suggesting that thiourea did
promote the condensation but not the oxidation of phosphite [Pi(III)] (SI, Figure S7).

In order to further investigate the reactivity of these high-energy condensed P com-
pounds, we also studied the phosphonylation reaction of nucleosides (adenosine and
uridine) and organic alcohol (glycerol) with the reaction mixtures containing phosphite
[Pi(III)] and urea (Table 2). The reaction mixture readily reacted with an organic compound
in the presence of urea at 70–80 ◦C through wet–dry cycles and produced organic phosphites
as expected. However, some organophosphates were also observed. The organophosphates
were observed possibly due to the reaction between the orthophosphate [Pi(V)] formed as
a consequence of the auto-oxidation of phosphite [Pi(III)] and a nucleoside. In the case of
organic alcohol (glycerol), we did not observe any organophosphates, which implied that
the rate of phosphonylation of glycerol was faster than the auto-oxidation of phosphite
[Pi(III)] (Figure 3).

The presence of various organophosphorus compounds was confirmed by 31P-NMR
peak characterization as well as by MS (the direct injection method), as reported previ-
ously [33,39–41]. The direct injection MS of reaction sample containing glycerol showed the
following major peaks: [C3H9O5P-H] at m/z 155.02 corresponding to glycerol phosphite
and [C3H10O7P2-H] at m/z: 218.99 corresponding to glycerol diphosphite. In the reaction
samples with uridine, we observed: [C9N2O6H11-H] at m/z 243 corresponding to uridine
nucleoside, [C9N2O9PH13-H] at m/z 323.04 corresponding to uridine-monophosphate
(2′, 3′ and 5′-UMP species), and [C9N2O8PH12-H] at m/z 307 corresponding to uridine-
monophosphite. Similarly, the major peaks in MS were identified for the adenosine reaction
in the reaction samples. For the solutions with adenosine, we observed: [C10H13N5O4-H]
at m/z 266 corresponding to adenosine nucleoside, [C10H13N5O7P-H] at m/z 346 corre-
sponding to monophosphate (2′, 3′ and 5′-AMP species), and, finally, [C10H14N5O6P-H] at
m/z 330 corresponding to adenosine-monophosphite.

The formation of the organophosphorus compounds was improved by the presence of
urea (Table 4). Heating uridine with an aqueous solution of phosphite [Pi(III)] and urea
produced various uridine phosphites. Figure 3 (Sample B) shows 31P-NMR analysis of
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Sample B in H-coupled mode. Various uridine phosphite species were identified and char-
acterized by observing their chemical shift values; C-O-P (carbon, oxygen and phosphorus)
and P-H interactions [43]. Figure 3 shows the various P species, including both organic
and inorganic P compounds, and is without any spiking with the standard compounds.
In the reaction sample B, we did not observe any organophosphates. However, various
species of uridine phosphites were observed. The organophosphite 5′-uridine phosphite
(peak g) was identified in the form of two triplets around 5.2 and 7.8 ppm; 2′- and 3′-uridine
phosphites (peaks i) were identified as two doublets. Various other doublets and triplets
labeled as peaks k represent uridine diphosphite species. These uridine diphosphite species
(peaks k) represent uridine-P species having one phosphite group attached to 5′- position
and another either to 2′- or to 3′-positions but not through a pyrophospite [PPi(III)] (P-O-P)
type linkage. Each triplet and a doublet, in the case of phosphite, [Pi(III)] splits further into
another triplet and a doublet, representing uridine-diphosphite species. The total yield (%
abundance) of organophosphite in the case of uridine was 99%. When phosphite [Pi(III)]
was heated without urea (Sample A), the yields (% abundances) of the uridine phosphates
and phosphites were lower. These yields represent the relative abundances (%) of the
phosphonylated/phosphorylated products and were calculated on the basis of the total P
dissolved and by the peak integration method as reported before [24–26].

 

Figure 3. H-coupled 31P-NMR of phosphorylation and phosphonylation reactions of uridine (sample
B). The labeled peaks correspond to the following compounds: (a) phosphite, (g) 5′-uridine phosphite,
(i) 2′and 3′-uridine phosphites, and (k) various diphosphite (not pyrophosphite) species of uridine.
Various isomers are possible in this case, e.g., uridine 2,3-diphosphite, uridine 2,5-diphosphite,
etc. Each isomer in the H-coupled mode of 31P-NMR splits into two triplets and two doublets
(peaks k). Such diphosphite species were identified by distinctive peak splitting patterns i.e., doublet
of doublets and doublet of triplets indicated the presence of various organic diphosphite species.
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Table 4. 31P-NMR relative abundances 1 (%) of the organic P compounds detected in various reaction samples.
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A 93 3 3 BDL 1 BDL BDL —- —- —- —- BDL 4 4
B 1 BDL 44 BDL 20 BDL 35 —- —- —- —- BDL 99 99
C 88 6.5 —- —- —- —- —- 3.5 BDL 2 BDL BDL 5.5 5.5
D 78 2 —- —- —- —- 10 6 3 1 7 13 20
E 98 1 1 BDL BDL BDL —- —- —- —- —- BDL 1 1
F 44 0.5 36 1 18 0.5 —- —- —- —- —- 1.5 54 55.5

1 The relative abundances (%) of the phosphonylated/phosphorylated products were calculated on the basis of
the total P dissolved and by the peak integration method, as reported previously [24–26]; TC-O-P means total
C-O-P (carbon-oxygen-phosphorus) type organophosphorus compounds e.g., total sum of organic phosphates
and phosphites for that particular reaction (and may not represent the exact sum due to rounding). The blank
lines in the table show that these compounds are not present in the sample. BDL signifies below detection limit.

In the glycerol and phosphite sample without urea (Sample C), only 5% glycerol
phosphites were detected by 31P-NMR, whereas for the other sample containing glycerol,
phosphite [Pi(III)], and urea, the yield (relative abundances) of the glycerol phosphites
reached around 20% (reaction Sample D, Figure 4). Figure 4 shows 31P-NMR analysis
of Sample D in H-coupled mode. Again, various glycerol phosphite species were identi-
fied and characterized by observing their chemical shift values; C-O-P (carbon, oxygen
and phosphorus) and P-H interactions [42–44]. Glycerol-1-phosphite was identified by
two triplets (peaks l) and glycerol-2-phosphite was confirmed by two doublets (peaks n).
Similarly, triplet peak m represents glycerol-1-phosphate, and peak o (doublet) represents
glycerol-2-phosphate (Figure 4).

Figure 4. H-coupled 31P-NMR of phosphorylation and phosphonylation reactions of glycerol (sample
D). The labeled peaks correspond to the following P compounds: (a) phosphite, (b) phosphate,
(l) glycerol-1-phosphite, (m) glycerol-1-phosphate, (n) glycerol-2-phosphite, and (o) glycerol-2-
phosphate. The figure also shows the enlarged peaks from 2.8 to 8.4 ppm.
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Similar reaction trends were seen in the case of adenosine nucleoside. On heating (and
through wet–dry cycles) adenosine with the phosphite solution in the presence of urea,
the yields of adenosine-P (both phosphates and phosphites) reached around 55.5%; this
declined to only 1% when urea was not included. Urea played a significant role in the
C-O-P bond formation. Various reaction products of adenosine-P are shown in Figure 5.
Peak labeling and identification is consistent with that of Figure 4. Nucleotides including
5′-AMP and 5′-UMP, if any, present in each one of the respective reaction samples were
also spiked with standard 5′-AMP and 5′-UMP solutions, as mentioned in Section 2.4 and
as previously described [33] (Figure 6, see also SI, Figure S6a,b).

 

Figure 5. H-coupled 31P-NMR of phosphorylation and phosphonylation reactions of adenosine
(Sample F). The labeled peaks represent the following compounds: (a) phosphite, (b) phosphate,
(g) 5′-adenosine phosphite, (h) 5′-AMP, (i) 2′and 3′-adenosine phosphites, and (j) 2′and 3′-AMP.
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Figure 6. The relative abundances (%) of the phosphonylated and phosphorylated as well as amount
of inorganic phosphate (oxidation product of phosphite) observed in each sample. Where Samples B,
D, and F where with urea as an additive, and Samples A, C, and E were without urea. The relative
abundances (%) were calculated using the peak integration method of 31P-NMR [24–26].

Organophosphites (phosphites of glycerol, uridine, and adenosine) were also identified
by observing their coupling constants; for example, the coupling constant (d (delta) value
for the two organophosphite doublets or triplets in the H-coupled 31P-NMR were around
640–655 Hz, a clear indication of the presence of phosphites derivatives of organics [43].

4. Discussion

Heating phosphite with urea at 78–83 ◦C with wet–dry cycles (or heating leading to
dryness e.g., without wet–dry cycles ‘warm alkaline pool scenario’) lead to the oxidation of
some of the phosphite [Pi(III)] to orthophosphate [Pi(V)] (1–13%), along with the formation
of various condensed inorganic P compounds including pyrophosphate[Pi(V)], pyrophos-
phite [PPi(III)], and isohypophosphate [PPi(III–V)]. An interesting finding in the reaction
system was the auto-oxidation of phosphite into phosphate [Pi(III)] and hypophosphite
[Pi(I)] into phosphite [Pi(III)] and even phosphate. At present, we do not know the exact
mechanism. Since phosphate [Pi(V)] was also detected in all samples, even the one without
urea (Table 1, Sample Na-12), no additive seemed to be required to promote the auto-
oxidation under the air of phosphite [PPi(III)] into phosphate [Pi(V)] and hypophosphite
[Pi(I)] into phosphate [Pi(V)] and phosphite [Pi(III)]. A plausible explanation would be
that evaporation and heating leading to dryness somehow causes this autooxidation of
phosphite into phosphate [Pi(V)].
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In our studies, we made the following observations (Figure 7): (1) some amount
of phosphite [Pi(III)] was oxidized to orthophosphate [Pi(V)] (1–13%) during the pro-
longed heating (3–4 days) at 78–83 ◦C through wet–dry cycles; (2) phosphite [Pi(III)]
condensed in the presence of urea into pyrophosphite [PPi(III)]; (3) this pyrophosphite
[PPi(III)] subsequently hydrolyzed into phosphite [Pi(III)] to react with the orthophosphate
[Pi(V)] generated via self-oxidation of phosphite to form isohypophosphate [PPi(III–V)];
and (4) some of the orthophosphate [Pi(V)] also condensed in the presence of urea to
form pyrophosphate [PPi(V)]. Although, these reaction steps are one-pot, it is not clear
how isohypophosphate [PPi(III–V)] is being produced (e.g., either by the hydrolysis of
pyrophosphite [PPi(III)], as reported previously [27], or the reactant (phosphite) [Pi(III)] re-
acting with the phosphate [Pi(V)] present in the solution to form this mixed valence state P
compound [PPi(III–V)].

 

Figure 7. Description of various reaction steps suggested in the text.

To better understand the mechanism, we also studied the heating (leading to complete
dryness) reactions of hypophosphite [Pi(I)] at 78–83 ◦C in the presence of urea for 2 days.
We observed the oxidation and condensation reactions of hypophosphite [Pi(I)]. In the oxi-
dation process, hypophosphite [Pi(I)] was oxidized into phosphite [Pi(III)] and phosphate
[Pi(V)]. The condensed products included pyrophosphite [PPi(III)], isohypophosphate
[PPi(III–V)], and pyrophosphate [PPi(V)]. This showed that overall inorganic reduced
P compounds have a tendency to oxidize in air. The mechanism of the reaction can be
compared with previously reported work by Kee and colleagues [27]. As suggested, py-
rophosphite [PPi(III)] reacts readily with aqueous solutions of orthophosphate [Pi(V)] to
give isohypophosphate, PPi(III–V) [27].

Previous studies have shown that hypophosphite [Pi(I)] can be considered a plausi-
ble intermediate in oxidation state between phosphide [Pi(0)] and phosphite [Pi(III)] [8].
Moreover, monitoring hypophosphite [Pi(I)] over the course of one day showed that 25%
of this compound was oxidized to phosphite under air, independent of other additives in
the solution [8]. Phosphite [Pi(III)], however, is more stable than hypophosphite [Pi(I)] over
longer periods of time, hence it can be found in ancient rock samples [16] or in meteoritic
solutions preserved for years [26]. The stability and longevity of phosphite [Pi(III)] in any
solution is mainly dependent on the amount of oxidizing radicals in solution and the metals
bonded to phosphite. CaHPO3, for example, is significantly more resistant to oxidation
than Na2HPO3. It can be stabilized under mildly reducing conditions that can potentially
remove oxidants (oxidizing agents) from solutions [1].

Another study suggests a route of conversion of hypophosphite [Pi(I)] and phos-
phite [Pi(III)] through wet oxidation at 453 K (180 ◦C) under a partial oxygen pressure of
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0.5–5 MPa [45]. The study found only a slight oxidation of hypophosphite [PPi(III)] under
a N2 atmosphere. However, in the presence of an O2 atmosphere of 1 Mpa, hypophosphite
[Pi(I)] was decreased to 5% after 180 min. Furthermore, for the wet-oxidation of phosphite
[Pi(III)] under an O2 pressure of 0.5–5 Mpa, the oxidation of phosphite [Pi(III)] to phosphate
[Ppi(V)] was increased with an increase in the partial pressure of O2. The oxidation of
phosphite [Pi(III)] to phosphate [Pi(V)] was also increased when the pH was lowered from
6.05 to 1.04 [45]. We, however, did not observe any impact of pH on the oxidation of phos-
phite to phosphate during these studies. For example, in all samples containing sodium
phosphite [Pi(III)] (pH = 8.5), phosphorous acid [Pi(III)] (pH = 2), and hypophosphite [Pi(I)]
(pH = 4–5), around 1–13% phosphate [Pi(V)] was detected, which was not found consistent
with any specific pH range.

Phosphite [Pi(III)] is considered to be thermodynamically unstable but kinetically
stable on the Earth’s surface [1]. The rate-limiting step in the oxidation process of phosphite
[Pi(III)] is considered to be the breaking of the P-H (phosphorus-hydrogen) bond, which has
a large activation energy of around 370 kJ [1]. This P-H bond, however, can be broken via a
radical exchange mechanism (i.e., the reaction of phosphite with an •OH radical to form
H2O and PO3

2−). Further investigation into the free radical formation from phosphide
[Pi(0), e.g., schreibersite] has shown that O2 from air does not participate in forming the
radical species [8].

The yields (% abundances) of the organic-P compounds were remarkably improved
when urea was used as an additive (Figure 6). Urea seemed to facilitate condensation to
form high-energy inorganic P compounds that readily reacted with the organics in contrast
to the sample solution containing phosphite and organic without urea. In our reactions, we
did not observe any organo-pyrophosphite species (P-O-P). One possibility is the instability
and quick hydrolysis of such compounds. These results are also comparable with our recent
studies that show one-pot syntheses of organic phosphates and phosphites specifically
favored under alkaline conditions and additives such as urea and NH4

+ ions [33]. The
idea that high-energy condensed phosphates (and in this case condensed phosphites) are
formed in the presence of urea that readily reacts with organics is also supported by our
previous studies [39]; these show that pyrophosphate reacts with uridine to form uridine
monophosphates alongside dimer (e.g., uridine-phosphate-uridine) [39]. However, the
reaction of ‘high-energy phosphorus compounds’ formed in the mixture with the organics
has not been verified independently e.g., by taking out the high-energy condensed P
compounds from the crude reaction mixture and reacting them with organic substrates.
Recently, it has been shown that phosphorous acid yields around 32.6% 5′-nucleoside
monophosphate, along with di- and tri- organophosphate species, in a single reaction step
at room temperature using liquid SO2 under prebiotic conditions. Simultaneous oxidation
results exist for the formation of organophosphates from phosphorus ([Pi(III)]) acid [46].

On the whole, it is quite plausible to envision cycles of de- and rehydration on the
early Earth that could have driven nucleic acid polymerization in a volcanic environment
enriched in phosphite and sulfur [47]. More research will be needed to find the likely
pathway of the plausible oxidation of phosphite [Pi(III)] into phosphate [Pi(V)] under such
mild conditions and the plausible formation of condensed P compounds that can readily
react with organics to form a one-pot mixture of organic phosphates and phosphites.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/life13040920/s1, Figure S1: H-coupled 31P-NMR spectrum of Sample
P3-NaCl; Figure S2: 31P-NMR (H-coupled) spectrum of sodium phosphite [Pi(III)] solution prior
to reaction; Figure S3: H-coupled 31P-NMR of heating sodium hypophosphite and urea solution
(mixture); Figure S4: 31P-NMR (H-coupled) spectrum of sodium hypophosphite [Pi(I)] solution
prior to reaction showing no impurities or air oxidation phosphate species present in the starting
compound; Figure S5: H-coupled 31P-NMR of phosphorylation and phosphonylation reactions of
glycerol spiked with standard glycerol phosphate (isomeric) solution; Figure S6: H-coupled 31P-
NMR of phosphorylation and phosphonylation reactions of adenosine spiked with standard 5’-AMP;
Figure S7: H-coupled 31P-NMR spectrum of Sample P3-thio.
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Abstract: It is not a stretch to say that the search for extraterrestrial life is possibly the biggest of the
cosmic endeavors that humankind has embarked upon. With the continued discovery of several Earth-
like exoplanets, the hope of detecting potential biosignatures is multiplying amongst researchers in the
astrobiology community. However, to be able to discern these signatures as being truly of biological
origin, we also need to consider their probable abiotic origin. The field of prebiotic chemistry,
which is aimed at understanding enzyme-free chemical syntheses of biologically relevant molecules,
could particularly aid in this regard. Specifically, certain peculiar characteristics of prebiotically
pertinent messy chemical reactions, including diverse and racemic product yields and lower synthesis
efficiencies, can be utilized in analyzing whether a perceived ‘signature of life’ could possibly have
chemical origins. The knowledge gathered from understanding the transition from chemistry to
biology during the origin of life could be used for creating a library of abiotically synthesized
biologically relevant organic molecules. This can then be employed in designing, standardizing, and
testing mission-specific instruments/analysis systems, while also enabling the effective targeting of
exoplanets with potentially ‘ongoing’ molecular evolutionary processes for robust detection of life in
future explorative endeavors.

Keywords: origin of life; search for extraterrestrial life; prebiotic chemistry; abiosignatures;
nonenzymatic reactions; astrobiology

1. Introduction

The search for life beyond Earth has intrigued humankind for a very long time.
Nonetheless, we are still far from conclusively answering the questions related to whether
we are alone in the Universe even after decades of enquiry. We only know one example
of life as yet, and it is that which exists on Earth. However, with the discovery of a large
number of exoplanets, the current count being at 5272 (https://exoplanets.nasa.gov/;
accessed on 4 March 2023), the prospects of detecting extraterrestrial life look promising
and more exciting than ever before.

An array of potential biosignatures have been tabulated for extraterrestrial life de-
tection strategies [1]; most of these are drawn from our current knowledge of biology on
Earth. Biosignatures are usually assigned based on a non-zero possibility of them being
of potential biological origin. However, this does not necessarily preclude their chemical
origin. Hence, it is important to consider that the detection of one or a few potential
biosignatures might not necessarily confirm the possibility/presence of extraterrestrial life.
For example, the abiotic production of oxygen might result in a false positive detection
of life on candidate exoplanets [2]. In addition, abiotic organic matter may result in the
formation of pseudomicrofossils and pseudomicrobialites, which can be mistaken as signa-
tures reminiscent of existing or past biological activities [3]. In such cases, it is worthwhile
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to consider the abiotic origin/s of biologically important molecules in question. In the
recently published report of the Committee on the Planetary Science and Astrobiology
Decadal Survey of the National Academies of Sciences, Engineering, and Medicine, the
importance of constructing a framework to interpret potential biosignatures, abiosigna-
tures, false positives, and false negatives, as well as that of efforts to better understand
those abiosignatures that may mimic the ones originating from biological sources, has
been highlighted [4]. This report has marked the research pertaining to the differentiation
between abiotic and biotic sources and processes in the context of biosignature detection,
as an area of focus for the next decade. In addition, the European Astrobiology roadmap
(AstRoMap) has also identified distinction between life and nonlife during biosignature
detection, as a key objective that should be addressed in a more detailed and coordinated
manner in the future [5].

Biologically important molecules can also arise from different abiotic reactions, thus,
leading to an incorrect interpretation of the detected putative biosignatures. A plausible
way to overcome this issue is to analyze the nuanced differences stemming from the biotic
vs. chemical origin of these potential ‘bio’signatures. Simultaneously, it is also necessary to
deduce/have some understanding of the geochemical settings on that particular planetary
body, as the outcomes of organic reactions would vary based on various geochemical
factors, including temperature, pH, reactant concentration, and availability of mineral ions.

To understand the likelihood of producing a given biologically pertinent molecule
abiotically, which would result in ‘abiosignatures’ (i.e., signatures originating from abiotic
processes), we need to gain insights from the events that led to the formation of first living
cells (protocells) on the early Earth. The origin of life on Earth was an outcome of a complex
set of non-trivial processes that allowed for the transition from the ‘nonliving’ chemistry
realm to that of the ‘living’ biology realm. Since the first experimental demonstration
of the synthesis of organic molecules relevant to biology in 1953 [6], researchers have
been investigating this transition of complex organic chemistry to biology that eventually
led to the formation of protocells. Research in this field of prebiotic chemistry has shed
substantial light on the synthesis of many organic molecules relevant to biology, even in
the absence of life. Such prebiotic chemical syntheses that are considered to have played an
important role during the origin of life on Earth have some peculiar characteristics that are
different from those associated with biosynthetic processes. Importantly, these prebiotic
syntheses can provide clues regarding the extent to which complex organic molecules can
be produced abiotically, thereby helping to rule out any abiotic sources when detecting
potential biosignatures [7].

Herein, we discuss in detail the production and peculiar aspects of abiotically synthe-
sized biologically important molecules, and emphasize the need for considering them while
designing strategies to achieve convincing evidence of life’s presence on extraterrestrial
cosmic bodies. This would also help in narrowing down those cosmic bodies where prebi-
otic chemistry might be currently active and may lead to the formation of living entities in
the near or distant future. This would yield potential ‘targets’ for researchers to effectively
direct their efforts of detecting extraterrestrial life. Importantly, the aim of this article is not
to question the credibility of any of the actual or potential biosignatures, but to use our
understanding of messy prebiotic chemistry to efficiently and productively maneuver our
search for life beyond Earth.

2. Chemical Synthesis of Biologically Important Molecules

The main building blocks of life on Earth include monomers of nucleic acids, proteins,
sugars, and lipids. Although all of these molecules are important for sustaining life, the
two fundamental polymers required for the origin of life as we know it are nucleic acids,
which carry information, and proteins, which perform the catalytic functions. Prebiotically
relevant abiotic synthesis of amino acids has been known for almost 70 years. The seminal
spark discharge experiment, which laid the foundation for research being undertaken in
the area of prebiotic chemistry, demonstrated the successful formation of glycine from a
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mixture of water, methane, ammonia, and hydrogen, in addition to some other amino acids
and many hydroxy acids [6]. Re-analysis of the original samples using modern techniques
revealed the formation of many other amino acids during the original Urey–Miller synthesis
experiment [8]. Furthermore, short chain peptides can be chemically obtained from these
amino acids using mineral catalysis, condensing agents, or large amounts of salts [9]. A
study has previously demonstrated the formation of up to 20-mer long peptides under
alternate wet-and-dry conditions [10]. Moreover, studies have also demonstrated the
formation of oligopeptides from diketopiperazines, which are usually obtained as the
inhibitory byproducts of abiotic peptide synthesis [10,11]. Once formed, these peptides
have also been shown to potentially pass on their information by acting as a template for
self-replication [12].

As for nucleic acid monomers, their formation and subsequent polymerization have
been achieved using chemical means. Small quantities of adenosine were obtained by direct
heating of adenine with β-D-ribose [13]. In an alternative approach, synthesis of pyrimidine
ribonucleotides was shown using pentose amino-oxazolines as an intermediate [14]. Once
synthesized, the enzyme-free polymerization of such monomers and short oligomers has
been shown to occur under varied conditions, including ice-water eutectic phases [15],
clay-mineral assisted synthesis [16], alternate cycles of dehydration-rehydration [17], and
supramolecular liquid crystalline assembly conditions [18]. Oligomerization of cyclic
purine and pyrimidine nucleotides to yield short RNA oligomers has also been demon-
strated under various conditions [19,20]. In addition, the abiotic synthesis of relatively
long nucleic acids via RNA-catalyzed RNA elongation reactions has been successfully
demonstrated [21,22]. The other two important types of biomolecules, viz. amphiphiles
(e.g., fatty acids and lipids) and sugars, have been synthesized using chemical reactions
such as Fischer–Tropsch Type (FTT) synthesis and formose reaction, respectively [23]. The
starting reactants for both of these syntheses are small chain carbon-based molecules, which
ultimately yield biologically important complex organic molecules such as fatty acids and
pentose sugars.

The aforementioned examples highlight the fact that the mere detection of biologically
important molecules would not necessarily confirm or even indicate the presence of active
biology on an exoplanet or a planetary body or their satellites (e.g., Enceladus and Europa
in our solar system). One has to factor in the possibility of chemical syntheses of such
molecules, many of which have been demonstrated to occur under varied conditions,
including at very high to even sub-zero level temperatures [24]. Additionally, the type
and length of the abiotically produced biologically relevant molecules would also vary
depending on the available reactants, chemical evolutionary stage, and geochemical settings
on the extraterrestrial body under consideration. Hence, it is necessary to assess the success
of abiotic reactions under diverse ‘messy’ chemical environmental settings. This is crucial
for determining the extent to which potential biosignatures can, in fact, be produced in the
absence of biology (i.e., prebiotically relevant abiotic signatures), which also could be an
indication of an ongoing or past, chemical or molecular evolutionary processes.

3. Homochirality Is Atypical in Prebiotic Reactions

Many theories have been put forth in order to delineate the mechanism/s underlying
the prominence of enantioselectivity in extant biology [25]. However, a comprehensive
understanding of the same is still lacking. It is not clear whether the presence of homochiral
compounds was an absolute necessity for the origin of life, or if it was an outcome of later
events that occurred during the course of evolution. Given this, enantiopurity seems espe-
cially difficult to achieve using only chemical means. Nonetheless, the selective presence of
either D- or L-enantiomers of certain biomolecules in cells is a very important hallmark of
extant life on Earth. Efficient enzymatic machinery ensures almost exclusive incorporation
of D-sugars and L-amino acids during most biochemical processes. Although this sym-
metry breaking implies under-utilization of monomers from the available chemical space,
it also imparts selectivity to biological processes. Arguably, the simultaneous presence
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of enantiomers might have compromised the competence of biological enzymes in terms
of substrate specificity, thereby resulting in their sub-optimal performance. In addition,
the presence of racemic mixtures of monomers has also been shown to affect enzyme-free
processes such as nonenzymatic template copying [26].

Prebiotically plausible syntheses of complex organic molecules usually yield both
enantiomers. The formose reaction yields a mixture of both D- and L-isomers of different
sugars, including ribose, threose, and erythrose [27]. Similar mixtures of sugars can be
obtained by irradiating interstellar ice containing water, methanol, and ammonia [28].
Notably, the amino acids from the spark discharge experiments were obtained as racemic
mixtures as well [8,29]. Additionally, frozen solutions of NH4CN kept at sub-zero temper-
atures for a prolonged period of time yielded both D- and L-isomers of amino acids [30];
such prolonged period of freezing is analogous to the conditions observed on Europa and
other potential icy exoplanets. According to a conceptual model, racemization of the amino
acids is expected in the hydrothermal production of organics on Enceladus [31]. Even
extraterrestrial sources, such as carbonaceous meteorites, are known to contain only an
enantiomeric excess of certain L-amino acids [32] and D-sugars [33]; the analyzed samples
have never been observed to be entirely enantiopure.

Furthermore, both D- and L-isomers are known to participate in the abiotic reactions
pertinent to biomolecules. For example, both D- and L-isomers of amino acids have been
shown to get selectively adsorbed onto mineral surfaces [34]. Pertinently, their subsequent
polymerization would lead to the formation of homochiral peptides of both handedness
in the absence of any external selection pressure. Similarly, nucleotides containing either
L-ribose or D-ribose can nonenzymatically polymerize in the absence or presence of a
template [26]. This would potentially give rise to nucleic acid polymers with either chirality
in the absence of selective pressure(s) exerted by biology. The presence of information-
carrying molecules, specifically that of RNA, is considered to be of importance for the origin
of life on Earth, especially due to its additional ability to facilitate catalytic reactions [35].
In this context, both right- and left-handed ribozymes have been shown to be capable of
carrying out template copying [36], suggesting the presence and propagation of both the
chiral forms of RNA on prebiotic Earth.

Thus, pertinent biologically important molecules obtained from abiotic reactions are
not usually enantiopure. Observed enantiomeric excess may be an indication of how
prebiotically relevant selection pressures might have shaped the evolutionary processes
that had implications for life’s origins. This has been shown for protocellular systems,
wherein relevant environmental pressures have been shown to affect the robustness and
survival of certain molecular systems over the others [37,38]. Given these aforementioned
aspects, our efforts should be aimed at detecting not just the biologically important com-
plex organic molecules but also characterizing their chirality for discerning their abiotic
vs. biotic origin [39]. The presence of messy racemic mixtures of such molecules might
hint more at their abiological origin and need not necessarily be a resultant of past or
present biological processes. Nonetheless, the presence of racemic mixtures may also
represent ongoing chemical evolutionary processes, making the parent cosmic bodies that
harbor such molecules interesting in terms of plausible detection of life or life-like entities
in the future.

4. Prebiotic Syntheses Yield Heterogeneous Products

Enzyme-catalyzed reactions in living cells are usually optimized to yield a certain
product or a set of products, from a predetermined set of substrates. These products usually
have a defined chemical structure; for example, all nucleotides in DNA are linked to each
other only by a 3′-5′ phosphodiester bond. The extent of product formation is further
modulated according to the physiological needs of the cell. Thus, biochemical reactions
are generally tailored to yield only the most useful set of products required by the cell at
any given time. On the other hand, prebiotically relevant reactions tend to yield a plethora
of products.
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A case in point is the famous Urey–Miller synthesis that yields a mixture of isomers of
different compounds. Using modern analytical techniques, it was found that the original
samples from the spark discharge experiments contained a total of 22 different amino acids
and 5 different amines [8]. More recent studies have shown that similar electric discharge
experiments can also yield all four RNA nucleobases [40]. In addition, meteoritic samples
have been shown to contain many nucleobase analogs and non-biological amino acids
along with the nucleobases and amino acids that are observed in extant biology [41,42]. The
formose synthesis does not yield only the ribose sugar; it instead yields a mixture of tetrose,
pentose, hexose, and heptose sugars when starting from a simple carbon compound such
as glycolaldehyde or glyceraldehyde [27]. The formose reaction also yields metabolically
relevant carboxylic acids, including α-hydroxy acids, when carried out under alkaline
conditions [43]. The FTT synthesis reactions, which are thought to be a plausible terrestrial
source of fatty acids and lipids on early Earth, yield an array of compounds containing
2 to more than 30 carbon moieties. Usually, a complex mixture of alkanols, alkanoic acids,
alkenes, and alkanes is obtained during FTT synthesis [44]. Even meteorites are now
known to contain a highly complex mixture of amino acids, sugars and sugar-related
compounds, nucleobases, carboxylic acids, and insoluble organic matter, thus hinting at
the large chemodiversity present in Space [45].

It is conceivable that, when such diverse monomers get chemically linked to yield
polymers, such as peptides and nucleic acids, these polymers would also be diverse in
terms of their chemical bonds, sequence, structure, etc. In accordance with this, when co-
oligomerization of different amino acids was attempted, varied sequences of peptides were
obtained in the resultant product mix [10]. Similarly, a large number of sequence isomers
were obtained during the co-oligomerization of amino acids and hydroxyl acids, resulting
in the formation of depsipeptides [46]. When activated nucleic acid monomers undergo
enzyme-free oligomerization, the resultant products typically contain both 3′-5′ and 2′-5′
phosphodiester bonds, the occurrence of which is not pre-determined [23]. Furthermore,
the nonenzymatic replication of nucleic acids has been argued to result in numerous
diverse sequences due to the intrinsic low fidelity of this process. On the other hand,
prebiotic formation of non-biological nucleic acid monomers is possible using nucleobase
analogs [47,48] and alternate sugars [49]. Such non-conventional monomers also seem
to get linked to each other by a phosphodiester linkage [48]. Moreover, two chemically
different monomers are also known to covalently interact with each other to yield new
molecules capable of biologically relevant functions; the examples include peptide nucleic
acids (PNAs), which can hybridize with other PNAs, RNAs, and/or DNAs via base
pairing [50], and N-acyl amino acids capable of self-assembling to yield vesicles [51]. Given
these studies, the existence of nucleic acids with alternate backbones that are capable of
duplex formation and information transfer should also be factored in while looking for
potential signatures of life. These studies clearly underline the possibility of the presence
of a vast variety of peptide- and nucleic acid-like polymers in the absence of substantial
biological constraints.

Biology seems to utilize only a limited chemical space when compared to the enormous
variety of entities that could have been readily generated from un-intervened chemical
syntheses [52]. It is very possible that, in biology, the most ‘useful’ molecules might have
gotten selected very early on during the course of evolution, as is indicated by the presence
of certain common set of biomolecules in all domains of known life. Retaining this set
through billions of years would have also saved the efforts of re-inventing the fundamental
structure of life, while still allowing for evolution. On the other hand, chemical systems do
not necessarily show any preference for only a certain set of molecules, unless limited by
reactivity or by environmental constraints. Furthermore, it is important to consider that
extant biochemistry could be one of the many possible ways of sustaining life. Therefore,
while assessing the molecules on or from extraterrestrial cosmic bodies (using, e.g., in situ
or remote detection), it is worthwhile to account for the diversity of the chemical space and
possibility of the presence of alternate polymers as well.
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5. Nonenzymatic Reactions Are Less Efficient than Biotic Syntheses

The two main biopolymers fundamental to life on extant Earth, viz. nucleic acids and
proteins, are of sufficiently long length that in turn supports their respective functions. In
theory, there are four choices available for each position in a nucleic acid polymer and
twenty choices available for each position in a peptide, i.e., 4n and 20n sequences possible
for nucleic acids and proteins, respectively, for a polymer of length n. Therefore, the
number of possible sequences would increase exponentially with the increasing length of
these polymers. Increased sequence space would further mean higher chances of finding
an optimal sequence for a suitable function. Additionally, a larger number of optimal
sequences would help in adding complexity to living cells, thus facilitating their evolution.
Concurrent with this is the fact that the functional genomes of multicellular organisms
are observed to be much longer than those of prokaryotic cells [53]. Nevertheless, such
long functional polymers can be formed and maintained inside living cells only due to the
availability of a kinetically efficient enzymatic machinery.

On the contrary, nonenzymatic synthesis of peptides and nucleic acids usually yield
short-chain products. This is mainly because of the intrinsic low rate of these condensation
reactions as well as the presence of competing reactions such as hydrolysis and/or alternate
product formation [54,55]. Higher product yields can be obtained by using catalysts such as
clay surfaces [56], by chemically activating monomers to promote polymer formation [23],
by concentrating monomers in really small spaces such as in the brine channels in ice-water
eutectic phases [15], or by using combinations thereof. However, the length of the resultant
polymer products is still not comparable to what is possible using biological enzymes. The
length of the RNAs obtained using ribozyme-catalyzed reactions are also not close to that of
the functional nucleic acid genomes observed in extant biology. Similar results are observed
for FTT synthesis, wherein the yield of the amphiphiles decreases with the increase in
the number of carbons [44]. In the formose reaction as well, sugars containing more
than six carbons are usually obtained in miniscule quantities [27]. Thus, nonenzymatic
chemical syntheses usually mainly yield a plethora of small molecular weight entities,
and achieving complex longer-chain-length products using prebiotically relevant organic
synthesis approaches has typically proven to be a daunting challenge.

In addition, nonenzymatic reactions follow equilibrium kinetics while extant biochem-
ical reactions are usually observed in a disequilibrium state. Therefore, the distribution of
chemical species would differ for products obtained using chemical synthesis vs. biological
synthesis. In biology, the product from one reaction is usually used by other reactions as
substrates, forming interdependent reaction networks. These tightly interacting networks
ensure efficient formation and utilization of biologically important molecules, and might
have been essential for the origin of life on Earth [57]. However, during chemical syntheses
in a prebiotic pool, such strong interactions and feedback control, which represent an
advanced stage of chemical evolution, might not be plausible unless the molecules are
concentrated in a smaller volume that would allow for efficient molecular interactions. The
well-orchestrated chemistry required to sustain life is, in general, more efficient and dy-
namic than the simple conversion of reactants to products. Hence, the detection of a simple
conversion reaction under equilibrium state is likely to hint at a chemical evolutionary
stage, even if the end product is a biologically relevant molecule.

6. Implications for the Search of Life in the Universe

The outcomes of prebiotic reactions studied thus far clearly highlight the possible
abiotic origin/s of biologically relevant molecules. This is important to consider when
assessing the source of a detected potential biosignature, which can in fact be a prebiotically
relevant abiotic signature. If the concerned biologically relevant molecule/s is/are detected
in high and enantiopure quantities in the absence of messy background molecules, such
signature/s can indeed be considered as likely originating from a past or present biological
activity. However, if these molecules are detected on an extraterrestrial body in the presence
of a noisy background and in low quantities, such signature may likely have abiotic origin/s.
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In such cases, the presence of these complex organic molecules may not hint at the presence
of life. Nonetheless, such signatures can indicate the presence of an active/ongoing
chemical evolutionary process(es). Diverse prebiotically relevant chemical evolutionary
paths are thought to have yielded the first living entities on the prebiotic Earth. Hence,
the cosmic bodies where such potential biosignatures originating from abiotic sources
(abiosignatures or complex chemical signatures) are detected may not just be interesting but
will have direct implications for life’s eventual emergence on that particular extraterrestrial
body, and hence for its detection in the future. The life detection community can thus focus
on such cosmic bodies for planning and execution of targeted life detection endeavors in a
concentrated and effective manner.

The accrued knowledge gathered from understanding chemical processes relevant to
life’s origin on Earth and elsewhere can also be used to design and standardize mission-
relevant instruments and related software for robotic/in situ as well as sample return
missions. For example, as prebiotic syntheses usually yield a messy isomeric mixture of
diverse molecules, it would be worthwhile to design instruments capable of analyzing
the stereochemistry of a set of target molecules from the plethora of observable molecules.
Understanding the yields of such prebiotic reactions will also help in setting the detection
limits for various molecules on these analytical instruments. It is difficult to assess potential
biosignatures without considering the planetary history, its geochemical environment,
and the stage of chemical/biological evolution [58]. In this case, the products of prebiotic
reactions that are carried out in the laboratory under various reaction conditions (mimicking
the geochemical environment/s on cosmic bodies), and starting with different reactants
(mimicking the reactant space heterogeneity and extent of chemical/biological evolution),
may act as control samples for testing the mission instruments. In fact, the researchers
engaged in understanding the origin of life need to come together and create a library
of such molecules yielded from abiotic syntheses of biologically important molecules.
These reactions are to be carried out in the laboratory and in natural analogue sites for
delineating the various resultant species, which can then be used by the teams engaged in
the detection of life in the Universe. Notably, eliminating the abiotic origin/s of a potential
biosignature using such a library would still not necessarily confirm the presence of life
because the signature may still have originated from a previously unknown chemistry
and/or geochemical setting. Nonetheless, such a library will surely aid in designing more
targeted efforts for detecting extraterrestrial life as well as understanding the limits of a
planet’s habitability.

Certain cross-disciplinary research collaboration networks have recently been estab-
lished to address important questions related to the emergence of life on Earth and beyond,
and detection of life in the Universe. For example, the Prebiotic Chemistry and Early
Earth Environments (PCE3) Consortium has been established to bring together early earth
geoscientists and prebiotic chemists to better understand the processes involved in the
emergence of life on Earth and other cosmic bodies. Researchers in the Network for life
detection (NfoLD) are actively involved in undertaking research pertaining to life detection,
including biosignature creation and preservation, as well as related technology develop-
ment. The proposed library of abiotically synthesized biologically important molecules
will benefit from the research carried out by scientists involved in collaborations such as
the PCE3 consortium, while also being useful for scientists involved in collaborations such
as NfoLD for designing effective life detection strategies. Importantly, we recommend that
a collaborative data sharing platform be established between researchers from the origins
of life and life detection communities (including biosignature assessment and instrument
development), for facilitating concrete advancement in our understanding of life’s presence
and distribution in the Universe. Such collaborations across diverse disciplines would
greatly help in initiating a community-level dialogue that would positively support and
refine our collective efforts in expanding life detection objectives.
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7. Conclusions

With the continuous discovery of new exoplanets and advances in life detection
technologies, the search for extraterrestrial life looks unprecedentedly promising. How-
ever, researchers should be prudent while detecting and segregating ‘complex chemical
signatures’ or ‘abiosignatures’ from true ‘biosignatures.’ Experimental and theoretical
studies carried out to decipher the origin of life on Earth could provide the requisite
framework in this regard. Prebiotically relevant organic syntheses of biologically relevant
molecules usually yield a heterogeneous spread of products containing many low molecu-
lar weight isomers. This contrasts with our understanding of how functional biomolecules
are produced enzymatically in a living system. It can be expected that a minimal chaotic
background would be detected for a ‘true’ biosignature as opposed to that observed for
a prebiotically relevant abiosignature originating due to a divergent pool of chemicals
yielded from messy prebiological reactions. To avoid this conundrum, a library of diverse
molecules obtained from prebiotic reactions carried out under conditions reflecting various
relevant geochemical settings, needs to be created in order to understand the extent to
which biologically important complex organic molecules can be obtained in the absence of
life. Such a library can be used to efficiently demarcate cosmic bodies with plausible active
chemical evolution that is ongoing, while also allowing for designing and standardizing
mission-specific instruments for a targeted and effective search for life beyond our pale
blue dot.
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Abstract: The role of minerals in the origin of life and prebiotic evolution remains unknown and
controversial. Mineral surfaces have the potential to facilitate prebiotic polymerization due to their
ability to adsorb and concentrate biomolecules that subsequently can catalyse reactions; however, the
precise nature of the interaction between the mineral host and the guest biomolecule still needs to
be understood. In this context, we spectroscopically characterized, using infrared, X-ray photoemis-
sion spectroscopy (XPS) and X-ray diffraction (XRD) techniques, the interaction between L-proline
and montmorillonite, olivine, iron disulphide, and haematite (minerals of prebiotic interest), by
evaluating their interaction from a liquid medium. This work provides insight into the chemical
processes occurring between proline, the only cyclic amino acid, and this selection of minerals, each
of them bearing a particular chemical and crystal structures. Proline was successfully adsorbed on
montmorillonite, haematite, olivine, and iron disulphide in anionic and zwitterionic chemical forms,
being the predominant form directly related to the mineral structure and composition. Silicates
(montmorillonite) dominate adsorption, whereas iron oxides (haematite) show the lowest molecular
affinity. This approach will help to understand structure-affinity relationship between the mineral
surfaces and proline, one of the nine amino acids generated in the Miller-Urey experiment.

Keywords: proline; XPS; infrared; prebiotic chemistry; mineral surfaces; montmorillonite; olivine;
haematite; iron disulphides; spectroscopies

1. Introduction

Minerals have been considered the key player for prebiotic synthesis [1]. Indeed,
nowadays, researchers have confirmed the catalytic properties of many prebiotic mineral
catalysts towards the nitrogen and carbon fixation reactions, and based on these features, it
is evident that minerals have actively participated in the availability of some key elements
on modern and primigenial Earth.

Minerals are conspicuous components of environments where chemical evolution
could have occurred, for example, meteorites, comets, the surface of early Earth and other
planets. Minerals have been proposed as key elements in prebiotic chemistry studies and
could have behaved as catalysts to favour prebiotic chemical reactions [2].

The catalytic abilities of metals have been thoroughly recognized [3]. Biochemistry is
extremely linked to metals, metabolism is driven by metal gradients, and they are part of
the active sites of enzymes [4]. In fact, one important fraction of known proteins (almost
one-third) contains metal cofactors [5]. This link is probably rooted to the environment
where life originated [4], and it has been proposed that metal ions could be the first catalyst
during the first stages of the Earth [6]. Keeping this in mind, there are studies interested in
elucidating the role of metals in prebiotic environments. For example, Pinter et al. (2021) [7]
demonstrated that transition metals (Zn2+, Cu2+y Co2+) increase the yield of depsipeptides,
which contain histidine. In another study, Muchowska et al. (2017) [8] reported that
some non-enzymatic reactions of the rTCA (reverse Krebs cycle) were promoted by metals
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(Zn2+, Cr3+ and Fe0). Bray et al. (2018) [9] studied the structure, function, and cation
content of ribosomes under conditions of the early Earth; they demonstrated that iron
and manganese (Fe2+ and Mn2+) are essential cofactors for the structure and function
of ribosomes. Minerals could have also behaved as catalysts to expedite the release of
chemical energy in water–rock–organic systems, enabling prebiotic chemical reactions [10].
It has been proposed that metal-containing minerals could be the predecessors of enzymes.
There are resemblances in both the structure and reactivity of metallic minerals and the
active sites of some enzymes [11]. In fact, most reactions involved in the bioenergetics of
living beings require the participation of metal clusters in metalloenzymes [12].

Mineral surfaces have the potential to facilitate prebiotic polymerization by adsorb-
ing and concentrating precursors or organic molecules on their surface (for example,
Zaia et al., 2012 [13]; Rimola et al., 2019 [14]), which may result in catalytic reactions; how-
ever, the precise nature of the interaction between the mineral host and the biomolecule
guest must be deeply studied. Over 70 years ago, it was proposed by Bernal [15] that the
polymerization of biomolecules actually involved reactions on mineral surfaces, a mecha-
nism later dubbed “polymerization on the rocks” [16,17]. For a long time, few experimental
investigations were undertaken to test this hypothesis, so the adsorption and reactivity of
amino acids and “small peptides” and their subsequent reactivity on surfaces resembling
minerals that were probably present on the early Earth, such as iron disulphides, clays as
montmorillonite, silicates as olivine, and iron oxides as haematite, would be a relevant
approach to this hypothesis.

Amino acids are the building blocks of proteins, and they are essential units to build
up more complex molecules from polymerization reactions [18,19]. Among all the amino
acids, proline (C5H9NO2) is the only amino acid lacking primary amine groups; in fact, the
amine group is located inside the heterocyclic-pyrrolidine group (see Figure 1). In proline,
the carbonyl group is more electron-rich than those of other natural amino acids. This
fact promotes the formation of hydrogen bridges, which are involved in macromolecular
self-organization and currently play an important role in protein structure and function.

Proline is the only cyclic amino acid, and this molecule is of particular interest because
it contains a secondary amine (NH) group, fixed rigidly in the pyrrolidine ring, limiting
the conformational mobility of the N–H bond with respect to the carboxyl group (COOH),
which is itself restricted in mobility by the pyrrolidine cycle [20,21]. This rigidity is one of
the factors that determines the important role played by proline in the folding of proteins
and peptides, where steric effects arising from the proline side chains help to determine
the stabilities and positions of the protein folds [22]. In modern living beings, proline-rich
regions (PRRs) are common in both eukaryotic and prokaryotic proteins [23], and these
PRRs are involved in protein–protein recognition processes [24]. Furthermore, proline has
been synthesized in prebiotic experiments under different conditions [25–30]; it has also
been detected on meteorites [31,32].

Therefore, in this complex context, these experiments are focused on understanding
how an amino acid, proline, interacts with different mineral surfaces (relevant in prebiotic
chemistry) due to their different functionalities or capacities. Surface science tools such
as XPS have been used to study pyrite surface-driven molecular chemistry [33,34], and
understanding the reactivity of molecule-pyrite surface systems has been improved by
using a wide range of studies characterized by powerful and innovative spectroscopy
techniques. These techniques have perhaps been the most useful in establishing the
structure of the pristine pyrite surface and molecule/pyrite interaction. However, despite
their importance, few spectroscopic studies have been performed on molecular interactions
on other mineral surfaces. It is well known that the adsorption of organic molecules
or biopolymers on mineral surfaces may substantially modify mineral morphology and
surface composition and reactivity, thereby tailoring their properties [35]. Therefore, surface
science techniques are very promising tools to study these molecular processes on catalytic
mineral surfaces to obtain molecular information.
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On the early Earth, ultramafic rocks were very abundant. On these rocks, olivine
and pyroxene were the most common minerals [36], and this lithology probably hosted
hydrothermal systems [37]. Olivine is not a mineral species but a group of them, and
the olivine group corresponds to a solid solution with a variable chemical composition
(Fe1−xMgxSiO4) [38], in which the Fe end member is called fayalite and the Mg end member
is forsterite. The Earth crust is composed of more than 60% olivine, and fayalite is the most
abundant mineral in the mantle [39].

Clays were the first minerals employed in prebiotic experiments since the proposal of
Bernal [15]. Clay minerals are complex layered aluminium hydrous silicates. One sheet
is formed by tetrahedral silicates, and the other by octahedral hydroxide [40]. The sheets
are linked together by hydrogen bonds, and their assembly determines the type of clay, for
example, 2:1 clays (two tetrahedral and one octahedral) or 1:1 clays (one tetrahedral and
one octahedral) [40]. Montmorillonite is a 2:1 clay and is the most commonly used clay
in prebiotic experiments; between the 2:1 blocks, there is a channel where cations can be
stored and released.

Pyrite (FeS2) is a very common mineral on Earth [41] because it is formed by differ-
ent geological processes; it can be found in sediments [42] or as a result of hydrothermal
activity [43]. On our planet, pyrite allows many geochemical and biogeochemical
processes [44], and it has been proposed as crucial in the iron-sulphur world hypothesis [45].
Due to its properties, it has also been used in many prebiotic experiments [33,35,46–48]. It
has been demonstrated that pyrite can act as a catalyst for nitrogen fixation [49]. Pyrite and
haematite are common minerals in hydrothermal environments [50].

The potential catalytic activity of minerals in the context of prebiotic chemistry re-
mains for the most part unexplored. In this scenario, we have studied the interaction of
proline with montmorillonite (Mnt), olivine (Ol), iron disulphide, and haematite (Hem) by
evaluating the interaction of the amino acid in a liquid alkaline environment. This strategy
was designed to evaluate how mineral compositions modify the molecular interaction
between the amino acid and the iron, silica, and sulphur surficial groups of the minerals.
The interaction of some functional groups in organics may be governed by electrostatic
forces (physisorption), while the interaction of others may be dictated by chemical bonding
(chemisorption) to a specific group on the surface. In the present work, we will try to
respond to these uncertainties by applying spectroscopic techniques.

In our study, we apply X-ray photoelectron spectroscopy (XPS), which is a surface-
sensitive spectroscopic technique that can identify the elements that exist within a material
(elemental composition) or on its surface, as well as their chemical state (e.g., oxidation state
or chemical group which belong to). XPS is based on the photoelectric effect, in which a free
electron is ejected from an atom after it has absorbed the energy of a photon from a source
(X-rays). The relationship between the kinetic energy of the free electron (Ek), the binding
energy (Eb), the photon energy (hν), and the work function (Ǿ) can be expressed as:

Ek = hν − Eb − Ǿ (1)

Knowing the energy of the incident photon and measuring Ek, we can obtain Eb. The
electron binding energy (Eb) is a parameter that identifies the electron specifically in terms
of the element and atomic energy level from which it comes [51–55]. The energy emitted by
the photoelectrons is analysed using a spectrometer, and the data are plotted on a graph of
intensity versus binding energy. The number of detected electrons in each peak is directly
related to the amount of element within the XPS sampling volume. XPS is a powerful
measurement technique because it shows not only what elements are present but also what
other elements they are bonded to.

The study of the physical properties of minerals is fundamental for understanding the
chemical reactions driven by them. Furthermore, developing a picture (at the atomic level)
of the molecular structure and reactivity of these surfaces is also critical to understanding
the role of these surfaces in the formation of complex biomolecules in a broad environment.
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2. Materials and Methods

2.1. Materials

Four different minerals were used for the experiments (see Table 1): Na-rich mont-
morillonite (SWy-3, County of Crook, WY, USA), chemical composition (%) SiO2: 62.9,
Al2O3: 19.6, Fe2O3: 3.35, MgO: 3.05, CaO: 1.68; iron disulphide (>99.9%, Thermo Scientific®,

Waltham, USA); haematite (NCS DC® 14033), chemical composition (%) SiO2: 9.82, Al2O3:
0.48, CaO: 0.11, TFe: 61.68, FeO: 1.43; and olivine–basalt RM No. 1044-94®. L-proline
(≥99.9%) was purchased from Sigma–Aldrich® (Missouri, USA).

Table 1. Minerals employed in this study and their characteristics.

Mineral Chemical Formula Mineral Group Environment

Montmorillonite 1 (Na,Ca)0.3(Al,Mg)2Si4O10(OH)2
·nH2O Phyllosilicate Sedimentary, hydrothermal, diagenetic

Olivine 2 (Mg,Fe)2SiO4 Silicate Basic and ultra-basic igneous rocks, Group
species name

Pyrite 1 FeS2 Sulphide Sedimentary, magmatic, metamorphic, and
hydrothermal deposits

Haematite 1 Fe2O3 Oxide Magmatic, hydrothermal, metamorphic, and
sedimentary

1 Mineral species [56], 2 Mineral group [57].

2.2. Interaction Process/Adsorption Experiments

The adsorption experiments were conducted by using the same stock solution of L-
proline (1 M; pH 10). None of the natural minerals or FeS2 were pre-treated or
previously purified.

Ten millilitres of the solution of L-proline was mixed with 300 mg of Na-rich mont-
morillonite in a Teflon-capped reaction vial. Thereafter, the reaction was heated to 80 ◦C
and stirred for 48 h. Then, the mixture was cooled down, and the collected suspension was
centrifuged (13,000× g rpm, at RT). The supernatant was discarded, and the remaining
solid was exhaustively washed with Milli-Q water (3 × 10 mL). The sample (Pro/Mnt)
was dried under high vacuum, leading to 280 mg of a pale solid. In the case of the control
sample, 10 mL of Milli-Q water was added to 300 mg of Na-rich montmorillonite and
treated as previously described. Once the sample was dried under high vacuum, 282 mg of
a pale solid was recovered.

The experimental protocol carried out for the Na-Montmorillonite (Mnt) sample
case was repeated for the adsorption experiments in haematite (Hem), olivine (Ol), and
pyrite (FeS2), recommended abbreviations for the names of clay minerals and associated
phases [58]. The quantities of sorbate/mineral obtained after work-up were roughly similar,
leading to approximately 280 mg in each case.

2.3. Characterization by XPS, IR, and XRD Analysis

The XPS spectra of the mineral samples were recorded before and after the interaction
among the molecule, from the solution, and the mineral. The XPS analysis of the samples
was carried out in an ultra-high vacuum chamber equipped with a hemispherical electron
analyser and with the use of an Al Kα X-ray source (1486.6 eV) with an aperture of
7 mm × 20 mm. The base pressure in the chamber was 2 × 10−9 mbar, and the experiments
were performed at room temperature. The peak decomposition in different components was
shaped, after background subtraction, as a convolution of Lorenztian and Gaussian curves.
Binding energies were calibrated against the binding energy of the carbon 285.0 eV samples.

IR analysis and Fourier transform infrared (FTIR) spectroscopy of the mineral and
proline/mineral systems were performed on eight samples in a Thermo-Nicolet spectrome-
ter. Spectra (2 cm−1 resolution and 128 scans) were collected in the mid-infrared region
(400–4000 cm−1) using a DTGS-ATR detector and an XT-KBr beam splitter.
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X-ray diffraction analysis and XRD characterization were carried out using a Bruker
D8 Advance diffractometer with Cu Kα radiation (λ = 1.542 Å) and a diffractometer using
Cu K1α radiation (λ = 1.54056 Å) operating at 45 kV and 40 mA. A Bragg–Brentano config-
uration geometry was used. The 2θ range was from 0 to 40 or 60◦ at 0.041 scanning steps.

3. Results and Discussion

In order to study the L-proline-mineral interaction, XPS analysis was performed.
InXPS photons with sufficient energy are absorbed by a system, core electrons are ejected
from the sample. A typical XPS spectrum is a plot of the number of electrons detected at a
specific binding energy. Each element produces a set of characteristic XPS peaks. These
peaks correspond to the electron configuration of the electrons within the atoms, e.g., core
levels 1s, 2s, 2p, 3s, etc. Therefore, XPS allows confirmation through molecular fingerprints
of sorption, and those traits would confirm the presence of proline on the mineral surfaces.

3.1. L-Proline Adsorption on Mineral Surfaces
3.1.1. XPS Studies

First, it is relevant to search for the presence of nitrogen as a molecular fingerprint
since it confirms the adsorption and, therefore, the presence of the amino acid on the
mineral surfaces. Figure 1 shows the XPS spectra of the N1s core level of proline on all
minerals (montmorillonite, iron disulphide, haematite, and olivine). In the four cases, a
nitrogen signal was detected, which proves the adsorption of proline on all the minerals
tested. Furthermore, the intensity of the signal is related to the amount sorbed, so we can
conclude that proline has a higher affinity for montmorillonite, followed by iron disulphide
(pyrite), whereas olivine and haematite show low molecular affinity. This behaviour would
be in good agreement with the fact that exposure of clay minerals to alkaline fluids, as in
our case, induces the dissolution of silica, which can also lead to an increase in the specific
surface area [59], favouring an increase in molecular adsorption on the mineral. In addition,
montmorillonite has an interlayer space that holds cations [60], which could behave as a
specific cation binding site.

One of the main objectives of this research was to deeply understand the sorption
process. This objective has to do, on the one hand, with the identification of the functional
groups of proline that interact with each mineral and, on the other hand, with determining
the state of the amino acid (for example, ion, zwitterion, neutral molecule) when adsorbed
on each mineral. The proline molecule can exist in four possible chemical species, namely,
neutral (molecular form), cationic (NH group is protonated to give NH2

+), anionic (COOH
group is deprotonated, leading to COO−), or zwitterionic (with both NH2

+ and COO−
groups). The main factor that determines the chemical species (of an amino acid) present
in a given system is the immediate geochemical environment. The zwitterion form dom-
inates in the solid-state and in aqueous solution (near the isoelectric point, proline has a
pKa1 = 1.99 (carboxyl), pKa2 = 10.96 (amino)). The anionic and cationic forms are pH-
dependent and are abundant in alkaline and acidic media, respectively. The molecular
form is present in the gas phase and can be isolated in a low-temperature argon matrix [61],
while an anionic form, formed via the oxygen atoms of the carboxylate group and the
nitrogen of the imine group, is predominant in the interaction on metallic surfaces such as
copper [62].

In our case, L-proline yields a clearly differentiated spectroscopic fingerprint on the
core level spectra of N1s, C1s, and O1s, the latter of which are shown in Figure 2. The
comparative study of the C1s core level spectra among different minerals confirms that
L-proline has a high affinity for montmorillonite, whereas for iron disulphide, olivine, and
haematite, it exhibits a lower molecular affinity. Moreover, although the intensity of the
signal changes in each experiment, the profile of the spectra is similar for the four samples.
In the case of the O1s spectra, the contribution of the mineral structure to this region of the
spectrum needs to be considered; in particular, iron oxides, iron silicates, and iron sulphates
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(all oxygen-bearing minerals) confer relevant changes in the profile of the spectrum related
to the chemical composition of each mineral under study.

Figure 1. XPS nitrogen signal of the four minerals, before and after the adsorption of proline on
montmorillonite, olivine, haematite, and iron disulphide; inset of proline molecular structure.

Figure 2. XPS spectra from the carbon (C1s) and oxygen (O1s) regions for the adsorption of proline
on montmorillonite, olivine, haematite, and iron disulphide.
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A detailed analysis and deconvolution of the N1s, C1s, and O1s components confirm
the molecular chemical form of L-proline adsorbed on each mineral surface.

The XPS deconvolution for the proline/montmorillonite system indicates that the best
fit for the C1s peak presents three main contributions: the first, at 284.6 eV binding energy
(B.E.), assigned to CH plus one adventitious component; the second (at 285.9 eV) related
to the C-N groups; and the third one (288.1 eV) assigned to the carboxylate (COO−) or
carboxylic (COOH) group. Regarding the O1s peak, the experimental data adjustment
reveals the contribution of one component at 531.0 eV, which has been assigned to the two
equivalent oxygen atoms belonging to the so-called resonant state of the deprotonated
carboxylic group (carboxylate group), and the adventitious oxygen component due to
the atmospheric air sample exposition before measuring XPS [63–65]. The N1s core level
presents two components, the first one at 399.5 eV (19%) assigned to the NH species and the
second centred at 401.2 eV (81%), which is assigned to the NH2

+ species [66]. In summary,
this spectroscopy analysis indicates that the molecule is adsorbed on the montmorillonite
surface mainly in its zwitterionic (81%) and anionic forms (19%).

In the case of the Pro/Pyr system, the XPS analysis shows the same three components
for the C1s peak at 284.2 eV, 285.9 eV, and 288.2 eV binding energies (B.E.), assigned to
the CH plus adventitious carbon, to the C-N groups, and to the carboxylate (COO−) or
carboxylic (COOH) group, respectively. In the O1s peak, two components were found, one
each at 529.6 eV (assigned to the iron oxides) and at 531.0 eV, which has been assigned to the
carboxylate group and an adventitious component, respectively [63–65]. The N1s core level
also presents two components, at 399.5 eV (65%) assigned to NH species and the second at
401.1 eV (35%) assigned to the NH2

+ species; accordingly, the proline molecule is present
in different chemical forms, the anionic (65%) and the zwitterionic form (35%), and pyrite
seems to enhance the anionic adsorption with respect to the zwitterionic form. Cystine also
exhibits the same behaviour, and there is a preference of the anionic form to be sorbed on a
pyrite surface, as described previously [46]. XPS analysis for the proline/olivine system
shows the same three components for the C1s peak, which were observed at 284.5 eV,
285.9 eV, and 287.8 eV binding energy (B.E.) assigned to the CH and adventitious carbon,
to the C-N groups, and to carboxylate (COO−) or carboxylic (COOH) groups, respectively.
Regarding the O1s peak, two components were identified at 529.4 eV (assigned to iron
oxides) and at 531.0 eV, which have been assigned to the deprotonated carboxylic group
(carboxylate group) and adventitious oxygen. The N1s shows two components, at 399.5 eV
(57%) assigned to NH species, and the second at 401.3 eV (43%), which is assigned to the
NH2

+ species; therefore, in this case, the molecule also presents two different chemical
forms as well as in the case of pyrite. In both surfaces, the sorbed proline is predominantly
in the anionic form over the zwitterionic form. However, in the case of iron disulphide, the
percentage of anionic adsorption increases slightly with respect to the olivine surface.

XPS analysis for the proline/haematite system shows the same three components for
the C1s peak at 284.7 eV, 286.0 eV, and 288.1 eV binding energies (B.E.). Those peaks can be
assigned to the CH and adventitious carbon, to the C-N groups, and to carboxylate (COO−)
or carboxylic (COOH) groups, respectively. The O1s deconvoluted spectra show three main
components centred at 529.5 eV that can be assigned to iron oxides, at 531.2 eV assigned to
the carboxylate group, and at 532.1 eV assigned to the hydroxide species. The N1s shows
two components, at 399.3 eV (50%) assigned to NH species, and the second at 401.3 eV
(50%), which is assigned to the NH2

+ species[67]. In this case, L-proline is observed to be
present in two different chemical forms, as in the previous cases (anionic and zwitterionic
forms), but it is noteworthy that in the case of haematite, there are no preferential adsorption
forms, meaning that both molecular forms are equally sorbed. Table 2 shows a summary of
the proline species percentages adsorbed on each molecule/mineral studied system.
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Table 2. Summary of the proline species percentages adsorbed on each molecule/mineral studied
system.

System of Study Anion Zwitterion Mineral Composition

Pro/Mnt 19% 81% Mg, Ca, Na silicate
Pro/Iron disulphide 65% 35% Iron disulphide

Pro/Ol 57% 43% Fe Mg silicate
Pro/Hem 50% 50% Iron oxide

3.1.2. FT-IR Studies

For a better identification of the vibrational groups and accurate confirmation of
the molecular chemical forms adsorbed on the different minerals studied, the IR-ATR
spectra of proline adsorption on the four minerals studied were recorded in Table 3, which
shows the peak assignments. A careful analysis of the IR spectra was carried out in the
1200–1800 cm−1 region, where significant changes were observed between the mineral
matrix and the mineral exposed to proline adsorption (Figure 3). Unfortunately, the dark
surface of pyrite does not give a good reflection of the infrared beam, and therefore, we
could not obtain a good signal in the spectrum.

Table 3. List of peak assignments on the FT-IR spectra.

Wavenumber (cm−1)
Vibration Mode Refs.

Mnt Pro/Mnt

3625 3614 ν(OH) [68,69]
- 3069 νas(CH2) [69]
- 2981 νs(CH2) [69]

1633 - ν(H-O-H) [68]
- 1611 ν(COO−) [69]
- 1559 δ(NH2

+) [69]
- 1407 ν(COO−) [69]
- 1372 ν(C-H) [69]

1114 1115 ν(Si-O) out of plane [70]
1000 1007 ν(Si-O) in plane [70]
797 796 Platy form of tridymite [70]

Hem Pro/Hem

- 1611 ν(COO−) [69]
- 1549 δ(NH2

+) [69]
- 1405 ν(COO−) [69]
- 1376 ν(C-H) [69]

1089 1082 ν(SiO4) 1 [71,72]
1047 1030 ν(Si-O-Si) 1 [73]
908 903 ν(Si-OH) 1 [73]
799 796 ν(Si-O-Si) 1 [73]
518 519 δ(Fe-O) [73]
441 441 δ(Fe-O) [73]

Ol Pro/Ol

- 3068 νas(CH2) [69]
- 2975 νs(CH2) [69]
- 1612 ν(COO−) [69]
- 1559 δ(NH2

+) [69]
- 1449 ν(COO−) [69]
- 1379 ν(C-H) [69]

1086 1087 ν(Si-O) [70]
959 959 ν(SiO4) tetrahedron structure [71,72]
929 930 ν(SiO4) tetrahedron structure [71,72]
740 743 ν(SiO4) tetrahedron structure [71,72]

1 Quartz impurities.
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Figure 3. ATR-FTIR spectra for the minerals (red curves) and proline/mineral systems (blue spectra).

The chemical forms of adsorbed L-proline may be distinguished by characteristic
vibrational bands associated with the main functional groups present. The zwitterion
form is identified on the four minerals studied by both the vibrations associated with the
scissor deformation of the NH2

+ group δ(NH2
+), at approximately 1559 cm−1, and the

asymmetric and symmetric carboxylate stretches, ν(COO−), at approximately 1611 cm−1

and 1402 cm−1, respectively. Due to the molecule/mineral interaction, the absence of the
strong stretching vibration ν(C=O) at 1790–1760 cm−1, assigned to the COOH group, is
noticeable, while the appearance of vibrations attributable to the COO− functionality is
evident [62].

For the proline anionic form, one can expect the presence of characteristic vibrations as-
sociated with COO−, as already described for the zwitterionic form. The NH-functionality
vibrations (specific to the anionic form) are identified by the presence of the NH-bending
vibration at 1377 cm−1, which is observed in the IR spectrum. Furthermore, vibrations
assigned to the other molecular functionalities, such as ν(CH2)sciss at 1452 cm−1 and ν(CH)
bend at 1377 cm−1, were also identified. Additionally, the spectra show less intense bands
in the 3100–2800 cm−1 region; nevertheless, it is possible to identify the presence of ν(NH)
at 3060 cm−1, ν(CH2)asym at 2981 cm−1, ν(CH2)sym at 2947 cm−1, and ν(CH) at 2870 cm−1,
which are also related to molecular vibrations from the proline molecule.
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3.1.3. XRD Studies

The XRD patterns of montmorillonite, pro/montmorillonite, haematite, pro/haematite,
pyrite, pro/pyrite, olivine, and pro/olivine powder are shown in Figure 4 (below). The
diffractograms showed that montmorillonite (Figure 4a, in red) displays a typical diffrac-
tion peak at 2θ = 6.99◦, corresponding to a basal interlayer distance of 1.27 nm according
to Bragg’s law [74]. A second narrowed peak was observed at 2θ = 8.83◦, which could
be ascribed to the partial collapse of the mineral when exposed to pH = 10 (NaOH). The
group of peaks observed between 2θ = 27–29◦ can be attributed to impurities of quartz
and feldspar.

Figure 4. XRD diffractograms of the four cases of study: Pro/Mont (a), Pro/hem (b), Pro/Ol (c),
and Pro/Pyr (d) in blue and their corresponding control samples in red. The measured diffraction
peak positions and intensities are a fingerprint-like of a particular crystalline phase. Sharp and
narrowed peaks at the XRD pattern indicate certain degree of crystallinity, whereas broad peaks
denote amorphous materials, such as the (001) lattice plane in both montmorillonite cases.

After the adsorption of L-proline (Figure 4a, blue), the interlayer distance (d001) in-
creased to 2.50 nm. This result confirms that the organic molecule was profusely intercalated
into the Mnt interlayer spaces. As the interlayer channel usually hosts cations, it can be
suggested that the more likely proline species adsorbed here is the zwitterion form, while
the sorption of the anionic form could occur on the surface of the clay.

On the other hand, both the haematite (Figure 4b) and olivine (Figure 4c) cases of
study showed a similar pattern between the pristine (in red) and the mineral exposed to
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proline (blue). These results are in agreement with the small amount adsorbed on the
surface recorded by XPS and FT-IR spectroscopies on the mineral surface.

Finally, the XRD diffractograms of the pyrite samples (Figure 4d) were recorded. As
expected, the sample in the absence of proline displayed the typical pyrite pattern [75]
showing six intensive peaks (111), (200), (210), (211), (220), and (311) (Figure 4d, red);
however, due to oxidation, six new peaks (denoted with an asterisk) arise and are attributed
to Rozenite (FeSO4 · 4H2O) formation. This is in agreement with the observed XPS spectra
of pyrite (S2p). On the other hand, when pyrite is in the presence of proline, the oxidation
of FeS2 is prevented. This is also confirmed using XPS spectroscopy show at the 3.2.2. Iron
Disulphide section.

After IR and XPS analysis, we confirmed that the only two chemical species of proline
adsorbed onto mineral surfaces are zwitterionic and anionic and that the percentages of
each species are different depending on the nature of the mineral. Montmorillonite has a
strong affinity for the zwitterionic form, whereas pyrite strongly interacts with the anionic
form, whereas olivine and haematite barely discriminate each chemical species. A detailed
mineral analysis of relevant elements such as iron and silicates would then be necessary.

3.2. The Role of the Mineral Surface in the Competitive Adsorption of Zwitterionic and
Anionic Species
3.2.1. Montmorillonite

Clay minerals possess unique chemical and physical properties, such as a small particle
size and the presence of charge on their surface, which gives them the ability to retain and
release both organic and inorganic molecules. This could be the case for montmorillonite.

The hydration of clays involves the adsorption of water molecules on their surface,
which can occur through hydration and interaction of the mineral surface with water
molecules and with interlayer cations. The charges developed on the surface of the mineral
(usually negative) [76] will promote the adsorption of cations, which behave as the main
hydrophilic centres on the mineral. In this case, montmorillonite shows a much higher
affinity for the zwitterionic (81%) form than for the anionic (19%) form since the positive
charge is missing. Previous work on other amino acids, such as glycine adsorbed onto
nontronite, also shows the same behaviour; amino acids are adsorbed on clays mainly in
the zwitterionic form, although the anionic form is also sorbed but in a minor amount [77].
These results are consistent with the findings of our current study.

Figure 5 shows the spectrum of silicon (Si2p), the main chemical element in the
montmorillonite structure, with a binding energy at 102.9 eV (assigned to the silicate
species). After molecular adsorption, the intensity of the spectrum decreases, which can be
due to amino acid adsorption on the surface, which attenuates the signal of the mineral. The
same behaviour is observed for sodium, as the signal decreases after proline adsorption.

It has been observed that the negative layer charge on the silicate framework is
delocalized over Si, O, and Al ions, owing to the systematic shifts of photoelectron binding
energies. The chemical shift of the Si2p binding energy to lower binding-energy values
may result from an increase in the negative layer charge in the silicate framework because
of Si4+ replacement by Al3+ and/or Fe3+ [78]. This was confirmed in our work, where the
Si2p peak is shifted towards lower binding energy values after proline adsorption (see
Figure 5). Therefore, the interaction process of the positively charged zwitterion form in
the negatively charged mineral is favoured over the anionic form.
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Figure 5. XPS spectra from the Si2p and Na1s regions for the montmorillonite mineral surface (empty
circles) and after proline molecular adsorption on the mineral (black circles).

3.2.2. Iron Disulphide

Figure 6 shows the XPS spectra comparison of the pyrite surface before and after the
interaction of the molecules. It is clear that pyrite minerals in water solution are highly
oxidized, which can be confirmed by the identification of both iron oxide and sulphate
species from the Fe2p iron spectra at 709–711 eV FeO and Fe2O3. Furthermore, the sulphur
S2p spectra show a peak at 168–169 eV characteristic of sulphate species, which confirms
the oxidation process. The predominant component is iron disulphide at 706.7–707.7 eV
(Fe2p region) and 162.0–163.0 eV (S2p region).

Figure 6. XPS spectra from the Fe2p and S2p regions for the iron disulphide mineral surface (empty
circles) and after proline molecular adsorption on the mineral (black circles).
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Under solution conditions, the pyrite surface is oxidized, so oxygen promotes an
autocatalytic oxidation process on the pyrite surface. Proline anion adsorption has been
detected on the oxidized surface, and zwitterion species adsorption is less significant under
these conditions. Therefore, anion adsorption might compensate for the positive charge on
the oxidized pyrite surface.

A comparison between the iron disulphide surface before and after molecular adsorp-
tion shows that iron oxide and iron disulphide species are similar in intensity to the isolated
mineral, whereas in Pro/Pyrite systems, the component assigned to iron disulphide is pre-
dominant over iron oxides, which means that L-proline partially inhibits surface oxidation
during the adsorption process. However, the clear identification of the iron oxide species
present in both cases suggests that the interaction of the anionic form is favoured over that
of the zwitterion.

3.2.3. Haematite

Figure 7 shows the XPS spectra comparison of the haematite surface before and after
the interaction of the molecules. It is evident that the mineral haematite is the least reactive
surface among the four tested in this study. First, the spectra of the N1s core level (a
signature of the proline molecule), obtained from the comparative mineral study (Figure 1),
show the lowest intensity for haematite. Second, the haematite surface after interaction
with the proline solution does not show a noticeable decrease in the iron signal compared
to the iron spectrum of the mineral alone. When molecular adsorption is successful, one
would expect a noticeable decrease in the intensity of the initial surficial elements in the
XPS spectrum, and this is not the actual case. However, even with a lower adsorption of
proline than in any of the other adsorbed minerals, it can still be concluded that in the case
of haematite, the anchoring of both species (zwitterionic and anionic) is equally favoured
(Table 2). It seems that the positive (zwitterionic) selection effect as a silicate is compensated
by the effect of the oxidation of iron in solution and therefore the need for the presence of
the anion, which could compensate for the positive charge on the oxidized iron surface.

Figure 7. XPS spectra from the Fe2p region for the haematite mineral surface (empty circles) and
after proline molecular adsorption on the mineral (black circles).
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3.2.4. Basaltic Olivine

Figure 8 shows the spectra of silicon (Si2p) and iron (Fe2p), both chemical elements
present in the structure of basaltic olivine, the former with a binding energy at 103.2 eV
assigned to the silicate species and the latter at 710.7 eV assigned to iron oxides. After
molecular adsorption, the intensity of the silicon spectrum slightly decreases, while that of
iron is hardly attenuated at all; this result means that the proline molecule has a preferential
affinity for silicon rather than iron atoms. Furthermore, low adsorption occurs on the
surface of the olivine mineral, as depicted previously in the comparative mineral study (see
Figure 1).

Figure 8. XPS spectra from the Fe2p and Si2p regions for the olivine mineral surface (empty circles)
and after proline molecular adsorption on the mineral (black circles).

In this case, olivine shows a similar shift behaviour in the spectrum from 103.2 to
102.7 eV for Si2p towards lower binding energies after proline adsorption; this phenomenon
was already described for montmorillonite. Thus, the interaction process of the positively
charged zwitterion on the negatively charged mineral is somewhat favoured over the pyrite
surface case. The presence of iron oxide species on the surface seems to compensate for the
interaction inducing the coexistence of both chemical forms on the surface in almost equal
percentages.

A schematic representation of the different chemical forms of proline molecules in-
teracting with different mineral surfaces has been made. Therefore, Figure 9 shows the
possible interaction among the species of the amino acid (anion or zwitterion) and the sur-
face. The point of zero charge (pzc) is the pH for which the net surface charge of adsorbent
is equal to zero; then, pzc values were taken from different sources: montmorillonite, pyrite,
olivine, and haematite [79–82].

Amino acid/mineral systems, relevant in prebiotic chemistry, have been studied
from a new approach using complementary spectroscopic techniques (XPS and IR) and a
diffraction technique (XRD) to study in detail the mineral phase instead of the solution.
It is noteworthy to explain that XPS is not a routine technique in this field, but from our
studies, we can probe its potential to study the molecular affinity, the surface sites of
preference, the favoured chemical form of interaction, and the spectroscopic fingerprint to
follow for molecular preservation. Therefore, the information extracted from our studies
allows us to propose montmorillonite as a highly reactive mineral with an enormous
capacity for molecular preservation, which would be more likely to be conducive to
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polymerization/condensation reactions. Furthermore, it preferentially selects the zwitterion
form, which provides two crucial and reactive charge functional groups (COO− and NH2)
and thus two molecular sites to drive molecular chemistry and anchor possible surface
reactions, depending on the surrounding conditions. Minerals played a crucial role in
the origin of life and in prebiotic chemistry, but it is relevant to open up these studies to
tools from other disciplines such as surface science to have a broader view and deeper
understanding of surface chemistry, and thus to elucidate interesting implications for
discerning catalysed prebiotic chemistry reactions.

Figure 9. The Scheme shows a summary of the interactions between L-proline (anion or zwitterion)
and the different mineral surfaces tested: (from top to bottom) montmorillonite, pyrite, olivine,
and haematite.
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4. Conclusions

We have performed the first spectroscopic characterization of L-proline adsorption on
a battery of mineral surfaces, which is relevant to prebiotic chemistry. XPS analysis is used
to accurately explore each molecular adsorption process and to determine the nature of
the interaction (chemi/physisorption) of L-proline. In XPS spectroscopy, changes in the
spectra of key elements in minerals reveal the interaction of organics with these surfaces.
Noticeable differences in these spectra before and after adsorption dictate the mineral affin-
ity towards one of the two preferable molecular forms of L-proline, carboxylate (anionic),
or zwitterionic. Montmorillonite has a negative surface charge and shows preferential
adsorption of the amino acid zwitterion, that is, a molecule related to the amino group
(NH2

+) that is positively charged. Iron disulphide has a surface that is easily oxidized,
which implies the generation of a positive surface charge, favouring the sorption of the
anionic form of proline. However, for olivine and haematite, there is a less remarkable
preference for the adsorption of one of the chemical species.

Olivine is a magnesium iron silicate, where the positive iron and the negative silicate
share surficial environments, and this mineral exhibits a slight preference for proline anion
adsorption. In addition, haematite is the only mineral tested with no preferential adsorption
of anionic or zwitterionic forms.

The understanding of the specific elemental role of the different mineral surfaces is
of interest because it governs the interaction between them and the biomolecule of study.
The XPS spectra of the mineral constituent elements show remarkable differences before
and after molecular adsorption, proving the success of the molecule’s adsorption on the
mineral surface. Indeed, XPS spectroscopy demonstrated which chemical form has been
anchored, and in this case, the affinity towards one of the two preferred molecular forms of
L-proline (anionic or zwitterionic) can be established.

In this research, specific mineral-organic interactions have been described; the ad-
sorbed chemical forms and their charge could force the functional groups more kindred
to the mineral surface, thus leaving the groups less reactive with the mineral free and
available to activate chemical reactions with other molecules, leading to an increase in
chemical complexity. Here, we have examined the physical processes and driving forces
of the molecular interaction of four systems, amino acid (proline)/minerals, which will
provide insight into the understanding of a wide range of chemical environments that
would be prebiotically viable by concentrating precursor molecules and their subsequent
reactivity due to the specific structure of each mineral. In addition, it is important to search
for minerals with the highest molecular concentration potential, as well as those capable
of protecting the molecules in their structure from UV damage. Therefore, the location of
these minerals would be the planetary sites most likely to detect organic molecules. This
study confirms the potential of clays such as montmorillonite to preserve and concentrate
simple biomolecules such as amino acids, as well as pushing the chemistry governing
molecular interaction.
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Abstract: The standard approach to exploring prebiotic chemistry is to use a small number of highly
purified reactants and to attempt to optimize the conditions required to produce a particular end
product. However, purified reactants do not exist in nature. We have previously proposed that what
drives prebiotic evolution are complex chemical ecologies. Therefore, we have begun to explore what
happens if one substitutes “sea water”, with its complex mix of minerals and salts, for distilled water
in the classic Miller experiment. We have also adapted the apparatus to permit it to be regassed at
regular intervals so as to maintain a relatively constant supply of methane, hydrogen, and ammonia.
The “sea water” used in the experiments was created from Mediterranean Sea salt with the addition
of calcium phosphate and magnesium sulfate. Tests included several types of mass spectrometry,
an ATP-monitoring device capable of measuring femtomoles of ATP, and a high-sensitivity cAMP
enzyme-linked immunoadsorption assay. As expected, amino acids appeared within a few days of the
start of the experiment and accumulated thereafter. Sugars, including glucose and ribose, followed
as did long-chain fatty acids (up to C20). At three-to-five weeks after starting the experiment, ATP
was repeatedly detected. Thus, we have shown that it is possible to produce a “one-pot synthesis” of
most of the key chemical prerequisites for living systems within weeks by mimicking more closely
the complexity of real-world chemical ecologies.

Keywords: prebiotic chemistry; “dirty experiments”; ATP; cAMP; amino acids; peptides; sugars;
fatty acids; steroids; chemical ecology; sea water; minerals

1. Introduction

One of the general principles of science appears to be that order emerges from complex-
ity within bounds set by system–level constraints [1,2]. Miller [3] demonstrated that given
the input of energy in the form of heat and electrical discharges, even relatively simple
systems composed of ammonia, methane, and hydrogen gases supplemented by water
vapor could give rise to compounds of interest to the understanding of prebiotic chemistry
and the origins of living systems. Following in Miller’s footsteps, most chemists have
attempted to simplify or modify the original chemical conditions to better yield essential
molecules of living systems, and with great success (e.g., [4–6]). However, in light of the
order-from-complexity concept, one must wonder what would happen if Miller-type exper-
iments were complexified rather than simplified. This possibility has led us to approach the
question of prebiotic evolution as a problem in the evolution of complex chemical ecologies
rather than the optimization of specific chemical pathways [2,7,8].
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In consequence, we have chosen not only what Vincent et al. [9] have recently de-
scribed as a “synthesized mixtures” approach over an “assembled mixtures of reagent
grade chemicals” approach (see also [10]) to prebiotic experimentation but have begun to
explore the effects of using what might be called “complex” or “dirty synthesized chemi-
cal mixtures” that more closely approach the messiness of real-world conditions [11,12].
Even “synthesized mixtures” generally originate from the use of reagent-grade gases and
distilled, deionized water in most Miller-like experiments [3,6], but real atmospheres are
much more complex, and water sources are never pure.

The purpose of these experiments was to explore whether novel products resulted
from Miller-like experiments modified to last weeks to months by regassing the atmosphere
and employing “dirty” chemical conditions resulting from the use of “sea water” salts and
common geological minerals. The experiments were preliminary ones that employed some
arbitrarily chosen conditions designed to explore possible avenues for future optimization
and variation. The rationale for these experiments was that increasing the complexity
of the environment in which the reactions take place might also increase the probability
that novel reactions would take place, yielding compounds of importance to the origins
of cellular life, such as nucleic acids, sugars, and fatty acids or lipids, as well as amino
acids. Of course, it would not be possible to produce phosphate-containing compounds,
such as cAMP or ATP, without a source of phosphates, such as hydroxyapatite, and
the presence of magnesium was likely required in order to stabilize such phosphates as
occurs in biotic systems [13]. Thus, we chose to supplement the “sea water” with soluble
amounts of calcium phosphate and magnesium sulfate. The sulfate was also thought to
be important for providing a possible source of sulfur for the synthesis of amino acids,
such as cystine and methionine. We also speculated that the hydroxyapatite, magnesium
sulfate, and/or various trace elements, such as iron and iron sulfate present in the “sea
water” (or resulting from the presence of the sulfur in the magnesium sulfate), might
function as such catalysts for sugar synthesis, as sugar synthesis in prebiotic conditions
has previously been demonstrated in aqueous solutions only in the presence of mineral
catalysts. Notably, Reid and Orgel were able to produce sugars in prebiotic conditions
in the presence of hydroxyapatite [14], and other investigators have succeeded by using
other catalysts, such as iron and titanium oxides (e.g., [15–18]). Amino acids are common
products of Miller-type experiments, and we reasoned further that if alpha fatty acids, such
as butyric acid, fumaric acid, and succinic acid, could be produced, these might participate
in ester-mediated amide bond formation [19] while production of longer-chain lipids could
catalyze peptide formation [20].

An additional feature of the experiments was to run the syntheses for five to eight
weeks by regassing our apparatus and adding aliquots of “sea water” at weekly intervals so
as to maintain a reasonably constant or increasing supply of reactants over extended periods
of time. Such long-term Miller-type experiments have been relatively rare (reviewed in [4]),
so it is not known what effect increasing concentrations of products, such as amino acids,
might have on the probability of supporting polymerization into peptides or the emergence
of other classes of compounds.

This paper reports the results of these preliminary experiments. As summarized in
Figure 1, in addition to the amino acids produced in classic Miller-type experiments, we
have evidence for the production of peptides, alpha acids, fatty acids, steroids, sugars,
nucleic acid bases, and nucleosides.
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Figure 1. Overview of the molecules produced in the experiments. Multiple regassing cycles, as well
as the addition of “sea water” supplemented with calcium phosphate and magnesium sulfate, led to
the production of a diverse set of prebiotic molecules in a “one pot” synthesis.

2. Materials and Methods

2.1. Apparatus

A modified version of the original Urey–Miller apparatus (Figure 2) was constructed
in a way that permitted regassing of the apparatus, integrated sample ports for ease of
repeated sampling, and had electrodes to produce high-energy sparks. The overall design
of the apparatus was the same as the Urey–Miller one, with a flask to hold water brought
to a boil by means of a heating mantel, a 5-L flask with ports through which electrodes
were placed, a refrigerated condenser unit to act as a heat sink, and a u-tube to collect
the condensed material and feed it back into the flask. Three ports between the flask and
the spherical gas element were provided with fittings controlled by valves that permitted
the apparatus to be evacuated to near vacuum or filled with desired mixtures of ga to
permit monitoring of the gas pressure/vacuum and to permit the “atmosphere” within the
apparatus to be released under pressure. Two additional ports for sampling the liquid in
the flask and u-tube were also provided and sealed with rubber sampling septa. The entire
apparatus was fabricated from borosilicate glass (a point that is important in terms of the
long-term use of the apparatus).

The electrodes were activated by a Marx generator powered by a variable voltage (up to
12 V) DC power supply with ten capacitors that yielded an output charge of approximately
250 kilovolts. The power supply was variable so that the frequency of discharge could be
controlled, and it was set to produce sparks approximately every five to ten seconds.
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Figure 2. The modified Miller apparatus used in the experiments.

All components of the apparatus that could contact the gases or water sources were
rinsed with 70% ethanol followed by reverse-osmosis deionized, autoclaved water, and
then sterilized in an autoclave at 140 ◦C under 1.5 psi pressure for 40 min before each
experiment. The apparatus was tested for possible leaks by being evacuated using the
vacuum pump until the pressure gauge read “zero,” and this reading was maintained for a
minimum of 24 h. The water used in the experiments was also sterilized by autoclaving
and reverse osmosis deionized. The absence of ATP was confirmed using the ATP assay
system described below. Prior to the start of each experiment, a total of 350 mL of this
water was introduced through the septa into the flask and u-tube of the apparatus using a
sterile 100 mL syringe and non-coring sampling needle. The apparatus was then subjected
three times to as complete a vacuum as possible (with the pressure gauge again reading
“zero”), which was held for at least one hour each time in order to purge the water of as
much gas (particularly oxygen) as possible.

2.2. “Sea Water”

Initially, as noted above, deionized, sterilized water was introduced into the flask
and u-tube at the beginning of each experiment. Each time a 10 mL sample was taken
from the flask or u-tube, it was replaced with an equal amount of “sea water” so that
the concentration of salts and minerals slowly increased over time. The rationale for this
procedure was based on our ignorance of the concentrations of salts that might have been
present in diverse types of water across the globe and the fear that too high a concentration
of some elements or minerals might poison prebiotic reactions. Slowly ramping up the
salt/mineral concentrations permitted us to be able to observe a range of conditions with
any single experiment. While not optimal in terms of controlling the conditions of the
experiments, it was, nonetheless, easily possible to monitor the concentration of phosphates
as a general measure of the increases in other mineral concentrations, and the procedure
could be reproduced from one experiment to the next or varied, as results might suggest.

“Sea water” was created by dissolving 35.5 g Alessi Sea Salt (evaporated from the
Mediterranean Sea) in 2.0 L of deionized, sterilized water, creating a concentration of salts
and minerals one-half that of normal sea water. The rationale for using this decreased
concentration of salts was the assumption that the concentrations of salts in ocean waters
were less than at present because the leaching of minerals from geological deposits and
run-offs from rivers had been going on for far less time. This solution was augmented
with 1.0 g of hydroxyapatite [Ca10(PO4)6(OH)2] (Sigma Aldrich, St. Louis, MO, USA) and
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1.0 g magnesium sulfate heptahydrate (Epsomite or Epsom salt [MgSO4·7H2O]) (Sigma
Aldrich). These two minerals were chosen as a starting point for our experiments because
they are both abundant worldwide and would have been present in many locations in
which prebiotic chemistries were taking place. The concentrations of hydroxyapatite
and magnesium sulfate were chosen conservatively to ensure their solubility and were,
otherwise, arbitrary. The resulting solution was tested during every experiment using the
mass spectrometry and ATP testing detailed below to ensure that it contained no detectable
biological molecules.

As a consequence of the supplemented “sea water” being added in small aliquots over
time to the reaction mixture, it is likely that the concentrations of minerals represent a lower
bound of what may have been present during many prebiotic chemical environments and
may have reached far higher concentrations at least in some locations on Earth. As noted
in the Introduction, these were designed as preliminary experiments to explore possible
avenues for future optimization and variation and not as attempts to model any particular
environment or location in the prebiotic Earth.

2.3. Regassing

After the water had been degassed, the gases comprising the “atmosphere” within the
apparatus were added by means of a gas manifold that permitted each gas to be introduced
in a controlled manner. The gas proportions were 40% ammonia, 40% methane, and
20% hydrogen, the total producing 1 atmosphere of pressure and mimicking the original
conditions employed by Miller [3]. Although there is much controversy over the make-up
of the prebiotic Earth atmosphere, we chose to stick with Miller’s “recipe” in order to limit
the number of novel variables introduced into the experiments.

The apparatus was regassed approximately every seven days using the following
procedure: the valve to the vacuum pump was opened, the vacuum pump turned on, and
the gas inside the apparatus was evacuated until the liquid inside began to bubble. This
process retained most of the gases dissolved in the liquid and did not yield a complete
vacuum but did remove most of the existing “atmosphere,” resulting in about a 90%
vacuum (0.1-atmosphere pressure). The vacuum was then shut off, the gas line switched
on, and ammonia, methane, and hydrogen were added proportionally, as above, to return
the 0.1-atmosphere “vacuum” to 1.0-atmosphere pressure.

2.4. Sampling

The heater was turned off for at least an hour prior to sampling so as to permit the
liquid in the flask and the u-tube to cool. Then, 5 mL samples were obtained from the
flask and the u-tube via their sampling ports using a sterile technique (sterile gloves were
donned, rinsed with 70% ethanol, and dried before the apparatus was touched) employing
sterile, individually wrapped syringes, and autoclaved, non-coring sampling needles. A
sterile technique was then used to replace the 10 mL of liquid withdrawn with 10 mL of
augmented “sea salt”, keeping the volume of water in the apparatus constant throughout
the duration of the experiment and slowly raising the concentration of salts and minerals
in solution.

ATP, pH, and phosphate tests were carried out immediately following sampling (see
below). Samples for mass spectrometry were placed in RNA-free Nunc vials, sealed,
and, if not immediately prepared, then refrigerated (for no more than two days) prior to
preparation. Some samples were also frozen for future use (though none of the results
reported here involve such frozen samples).

2.5. Ultraviolet (UV) Spectroscopy

An initial set of experiments were run to determine whether regassing increased the
concentrations of compounds produced. During this initial set of experiments, and only in
these, a constant concentration of “sea water” at 1/10 dilution was used, and no additional
“sea water” was added following each sampling. Then, 100 μL samples were extracted from
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the flask portion of the apparatus every few days, and the UV spectrum from 190 to 340 nm
was obtained on a SpectraMaxPlus scanning UV-Visible light spectrometer. Samples were
subjected to spectroscopy immediately following their removal from the apparatus, and
the resulting absorption curves were then plotted to provide a rough estimate of changes
in the total concentration of compounds produced as a function of time.

2.6. Mass Spectrometry

Samples were prepared for gas-chromatogram/mass spectrometry (GC/MS) by trime-
thylsilylation using N-Methyl-N-trimethylsilyl-trifluoroacetamide (MSTFA) (Sigma Aldrich
P/N 394866-10X1ML). Then, 100 μL samples were placed in 2 mL amber autosampler vials
with micro-inserts and evaporated to dryness using vacuum centrifugation (General Elec-
tric high capacity, thermally-protected vacuum pump) in a Savant Speed Vac Concentrator.
The samples were then redissolved in 140 μL of a mixture of MSTFA and pyridine (Sigma
Aldrich ACS reagent, ≥99.0%, Product #360570), three to four by volume, sealed with
vial caps, and placed in a sealed, light-opaque container with desiccant. The reaction was
permitted to proceed overnight (at least 12 h) at room temperature. After the reaction
was complete, the liquid portion of each sample was transferred to glass inserts, leaving
any solid material behind, and the inserts were placed back into the mass spectrometry
vials from which they came. The vials were recapped, placed back into the desiccant
container, and the samples were analyzed immediately thereafter using an Agilent A
Gas Chromatograph-Mass Spectrometer with an Agilent CP9013 J&W VF-5ms GC Col-
umn, 30 m, 0.25 mm, 0.25 μm, 10 m EZ-Guard, 7-inch cage. The GC–MS was tuned
using facility-supplied standards as well as experiment-appropriate standards, such as
urea (PHR1406-1G, Pharmaceutical Secondary Standard), glutamic acid (G0355000, Eu-
ropean Pharmacopoeia (EP) Reference Standard), lactic acid (PHR1215 Pharmaceutical
Secondary Standard; Certified Reference Material), alanine (A0325000 European Pharma-
copoeia (EP) Reference Standard), glycine (G7126 ReagentPlus®, ≥99% (HPLC)), serine
(S0450000 European Pharmacopoeia (EP) Reference Standard), asparagine (Y0000305 Euro-
pean Pharmacopoeia (EP) Reference Standard), and/or aspartic acid (A1330000 European
Pharmacopoeia (EP) Reference Standard), all from Sigma-Aldrich (St. Louis, MO, USA).

Identification of products was performed using Agilent Chemstation software version
LTS 01.11 to visualize mass chromatograms and produce mass spectra for matching to
the NIST database (versions 11.1 through 20.0). The quality of match (QOM) of each
spectrum was aggregated (see Supplementary Material, which reports on all compound
identifications above QOM of 50). In general, a QOM of 90 (out of a possible perfect match
of 100) was utilized as a criterion for inclusion in the data reported below; however, for
compounds of particular interest to origins of life chemistry, such as some amino acids,
oligopeptides, sugars, and nucleic acid-related compounds, QOM as low as 50 percent
were reported, with the clear understanding that these matches were highly questionable
and in need of further investigation in the future. In most of the cases in which low QOM
are reported, either the compound is related to another compound identified with a better
QOM or other experimental methods suggest the presence of the compound.

2.7. ATP Assay (Luciferin/Luciferase)

The presence of ATP was determined via an AccuPoint® Advanced ATP Reader
(Neogen Corporation, Lansing, MI, USA, Item No. 9903), which uses a photomultiplier
system to sense photon production in a luciferin/luciferase system in the presence of
adenosine triphosphate (ATP). Samples were tested by applying c. 10 μL to AccuPoint®

Advanced Samplers, Water (Neogen Corporation, Lansing, MI, USA, Item No. 9906), which
have a sensitivity of 10 fmole/sample (10 relative light units equals 1 fmole). All positive
values were confirmed by multiple measurements (between 2 and 6 trials) and accepted
only if control materials (deionized, sterilized water, and the original “sea water” sources)
tested negative for ATP on an equivalent number of tests. Results were interpreted in
relation to a standard curve of known ATP concentrations.
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2.8. cAMP Assay (Enzyme-Linked Immunoadsorption Assay—ELISA)

A high-sensitivity competitive ELISA assay was used to measure cyclic adenine
mononucleotide (cAMP) (ENZO Life Sciences, ADI-900-067A, sensitive to 0.027 pmol/mL).
Assays were carried out according to the manufacturer’s instructions and plotted against a
standard curve of concentrations of the appropriate mononucleotide.

2.9. Phosphate Assay

Approximate phosphate concentrations were determined using Bartovation Phos-
phorus and Phosphate Detection Test Strips (Part # PWQ09V50), sensitive to 0–100 ppm
(Bartovation, Queens, New York, NY, USA).

2.10. pH Measurements

Approximate pH was determined using UltraCruz® pH Indicator Strips (Catalogue #
sc-3667), Santa Cruz Biotechnology, Inc., Dallas, TX, USA.

3. Results

3.1. Increased Yields of Compounds through Regassing

The first experiment performed was simply to determine whether the use of the re-
gassing procedure yielded greater concentrations of products over time. The concentration
of “sea water” was kept constant in this particular set of experiments so as to limit the
number of variables. The increase in product concentration was confirmed via UV spec-
troscopy (Figure 3). If the absorbance is approximately determined by the concentration
of compounds in the solution, then running the apparatus after regassing for three weeks
resulted in about four times the concentration of products were found after about one week.
Later experiments were extended to five or six weeks with regassing each week, resulting
in proportionally greater concentrations of products. During this initial experiment, no
attempt was made at this time to identify the molecules produced, although the peak
around 310 nm is suggestive of aromatic compounds such as tryptophan, nucleic acid bases,
and/or steroids, which were later identified by mass spectrometry (see below).

3.2. Initial Compound Identification

The second set of experiments was designed to explore the effects of adding “sea
water” supplemented with calcium phosphate (hydroxyapatite) and magnesium sulfate
(Epsom salt, Epsomite). As per the Methods, samples were tested weekly for pH, the
concentration of phosphates, ATP, and two sets of cAMP and cGMP; ELISA tests were
carried out. All samples were subjected to GC–MS in order to identify the synthesis of other
compounds. Notably, the pH of the flask and u-tube portions of the apparatus each started
out with the same pH, which was about 9.5–10.0, and while the u-tube pH remained at
this value throughout the experiments, the flask pH generally fell into the range of 6.5–7.5,
presumably due to the accumulation of amphiphilic compounds. Due to the procedure
used for adding the supplemented “sea water” in 5 mL aliquots to replace samples, the
phosphate level rose from undetectable to 100 ppm over a period of five weeks and reached
200 ppm at eight weeks. No measure of the magnesium concentration was carried out,
but given that the “sea water” was augmented with the same concentration of magnesium
sulfate as calcium phosphate, it can be assumed that the magnesium concentration was in
the same range as the phosphate concentration.

As expected, amino acids appeared within a few days of beginning each experiment.
Confirmation that sample preparation was properly carried out was provided by using
control samples of key compounds, such as glycine, alanine, asparagine, serine, and urea,
and comparing the spectra of the pure controls with those of the compounds identified in
the experimental preparations (e.g., Figure 4).

Among the first compounds to appear in these experiments were what might be called
“reactant” molecules, from which many other compounds could be synthesized, which were
found during the first week of all the experiments, and these included urea, formamide,
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acetic acid or acetamide, oxalic acid, and glycerol (Figure 5 and Table 1). Figures 6 and 7
provide GC–MS spectra, identifying these products from the reaction mixtures. Additional
spectra are shown in Appendix A.

 

Figure 3. Ultraviolet spectroscopy of samples from the flask of the apparatus taken prior to turning
the apparatus on (A) and at days 8 (B), 12 (C), 14 (D), 17 (E), and 20 (F). The apparatus was regassed
on days 8 (C) and 17 (E) after the samples were taken. The original Miller experiment ended about
day 8 (B) [3], and very few other long-term Miller-type experiments have been run since (reviewed
in [4].

Table 1. “Reactant compounds”, from which many more complex prebiotic molecules can be synthe-
sized, were found in all of the experiments. “RT” is retention time in minutes (min). “Mol. Wt.” is the
molecular weight of the identified compound in grams per mole. “QOM” is the quality of match out
of 100, according to the NIST database matching software.

Reactant Compounds RT (min) Hit Name Mol. Wt. QOM

Acetic Acid 3.851 Acetic acid, [(trimethylsilyl)oxy]-, trimethylsilyl ester 220.41 80

Formamide 3.982 Formamide, (trimethylsilyl)- 189.4 87

Glycerol 4.751 Glycerol, tris(trimethylsilyl) ether 308.64 90

Oxalic Acid 4.783 Oxalic acid, di(trimethylsilyl) 234.40 87

Urea 4.327 Urea, (trimethylsilyl)- 426.68 96
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Figure 4. GC–MS spectra of MSTFA-pyridine prepared pure glycine (bottom) and glycine identified
in sample from the apparatus after nine days of incubation.

 

Figure 5. “Reactant compounds”, from which many more complex prebiotic molecules can be
synthesized, were found in all of the experiments.

Figure 6. GC–MS identification of formamide from reaction mixture using the NIST database
recognition software.
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Figure 7. GC–MS identification of urea from reaction mixture using the NIST database recognition
software.

3.3. Amino Acids

“Reactant” molecules were always accompanied during the first week of the experi-
ments by amino acids, most commonly glycine, alanine, serine, aspartic acid, leucine, and
tryptophan, although most of the biotic amino acids were found repeatedly by the end of
four-to-six week experiments (Figures 8–11 and Table 2). Probably due to the presence of
magnesium sulfate in the “sea water”, both cysteine, methionine, and their metabolites
were also repeatedly observed by GC–MS (Table 2 and Appendix B). We assume that these
amino acids were racemic mixtures since there is no chiral selection mechanism present in
our experiments, and the mass spectrometry methods do not distinguish L- from D- amino
acids. Additional spectra are in Appendix B.

Table 2. Summary of amino acids identified by GC–MS repeatedly in at least two independent
experiments. “QOM” is quality of match out of 100 as determined by the NIST database. “RT” is
retention time in minutes (min). “Mol. Wt.” is the molecular weight of the identified compound
in grams per mole. Note that the QOMs for Cystathione and proline are much lower than for the
other compounds identified in the table, and the reliability of the identification is correspondingly
lower. However, the presence of both cysteine and proline with higher QOM suggests that these
identifications are plausible.

Amino Acids RT (min) Hit Name Mol. Wt. QOM

Alanine 4.080 Alanine, N-(trimethylsilyl)-, trimethylsilyl ester 233.45 93

Asparagine 6.525 Asparagine, N,N2-bis(trimethylsilyl)-, trimethylsilyl ester 348.66 99

Aspartic Acid 5.821 Aspartic acid, N-(trimethylsilyl)-, bis(trimethylsilyl) ester 349.64 98

Beta-alanine 5.867 Beta-alanine, N-(trimethylsilyl)-, bis(trimethylsilyl) ester 305.64 75

Cystathionine 9.777 Cystathionine, N-(trimethylsilyl)-, bis(trimethylsilyl) ester 366.63 51

Cysteine 8.622 Cysteine, N,N’-bis(trimethylsilyl)-, bis(trimethylsilyl) ester 337.70 76
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Table 2. Cont.

Amino Acids RT (min) Hit Name Mol. Wt. QOM

Glutamic Acid 6.313 Glutamic acid, N-(trimethylsilyl)-, bis(trimethylsilyl) ester 363.67 98

Glutamine 6.924 Glutamine, tris(trimethylsilyl) 362.69 64

Glycine 4.929 Glycine, N,N-bis(trimethylsilyl)-, trimethylsilyl ester 291.61 86

Hydroxytryptophan 4.581 5-Hydroxytryptophan, tetramethylsilylester 508.95 87

Isoleucine 8.588 Isoleucine, N-(trimethylsilyl)-, trimethylsilyl ester 275.53 81

Leucine 4.42 Leucine, trimethylsilyl ester 203.35 95

Methionine 10.311 Methionine-(trimethylsilyl) 221.39 72

Oxyproline 5.965 Proline, 5-oxo-1-(trimethylsilyl)-, trimethylsilyl ester 275.49 74

Phenylalanine 6.415 Phenylalanine, N,O-Bis-(trimethylsilyl) 309.55 91

Phenylpropanolamine 4.080 Phenylpropanolamine, bis(trimethylsilyl) 295.57 80

Proline 10.651 Proline, trimethylsilyl)-, trimethylsilyl ester 259.49 57

Sarcosine 4.165 Sarcosine, Bis(trimethylsilyl) 233.45 81

Serine 5.201 Serine, N,O-bis(trimethylsilyl)-, trimethylsilyl ester 321.63 87

Threonine 5.320 Threonine, N,O,O-Tris(trimethylsilyl)- 335.66 91

Tryptophan 9.420 Tryptophan, bis(trimethylsilyl)- 348.6 89

Tyramine 5.707 Tyramine, tri(trimethylsilyl)- 353.72 90

Valine 4.581 Valine, N-(trimethylsilyl)-, trimethylsilyl ester 261.51 90

Norvaline 4.581 Norvaline, N-(trimethylsilyl)-, trimethylsilyl ester 261.51 83

Additionally, beginning in the fifth week of the experiments, dipeptides began to
appear, and alanyl–glycine (Figure 12), alanyl–alanine, leucyl–alanine, and glycyl–glutamic
acid were observed in several independent experiments (Table 3). The tripeptide alanyl–
alanyl–alanine was also observed in one experiment after the fifth week, although the
quality of the identification by mass spectrometry was low (Table 3).

Table 3. Summary of peptides identified by GC–MS in independent experiments. “RT” is retention
time in minutes (min). “Mol. Wt.” is the molecular weight of the identified compound in grams per
mole. “QOM” is quality of match out of 100 as determined by the NIST database.

Peptides RT Hit Name Mol. Wt. QOM

Alanyl-beta-alanine 5.201 Alanyl-beta-alanine, N,O-bis(trimethylsilyl)-, trimethylsilyl ester 232.35 87

Alanyl–alanyl–alanine 9.768 Alanyl–alanyl–alanine methyl ester 245.28 59

Alanyl–glycine 6.0242 Alanyl–glycine, bis(trimethylsilyl) ester 218.33 87

Glycyl-glutamic acid 17.286 Glycyl-glutamic acid, bis(trimethylsilyl) ester 348.54 86

Leucyl–alanine 8.588 Leucyl–alanine, bis(trimethylsilyl) ester 376.69 81
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Figure 8. Overview of amino acids and peptides produced in this study. These compounds were
undoubtedly racemic, and thus, the use of a non-chiral structural formalism here.

3.4. Sugars

In addition to amino acids, a wide range of monosaccharides were produced in the
experiments (Figure 13 and Table 4), including fructose, glucose, mannose, ribose, and
many of their metabolites, such as levo-glucosan, gluconic acid, ribonic acid, ribo-hexos-
3-ulose, and ribono-1,4-lactone (Figures 14 and 15 and Appendix C). Two disaccharides,
maltose and trehalose, were repeatedly observed, though the identification of trehalose
was consistently of poor quality and, therefore, questionable (Table 5).
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Figure 9. GC–MS identification of alanine using the NIST database recognition software.

 

Figure 10. GC–MS identification of glycine from reaction mixture using the NIST database recognition
software.
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Figure 11. GC–MS identification of isoleucine from reaction mixture using the NIST database
recognition software.

 
Figure 12. GC–MS identification of Alanyl–glycine from reaction mixture using the NIST database
recognition software.
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Figure 13. Sugars repeatedly identified by GC–MS in the experiments. Both D- and L- sugars were
undoubtedly produced, and so was the use of a non-chiral structural formalism in these structures.

Table 4. Summary of sugars repeatedly identified by GC–MS in the experiments. “RT” is retention
time in minutes (min). “Mol. Wt.” is the molecular weight of the identified compound in grams per
mole. “QOM” is the quality of match out of 100 according to the NIST database matching software.

Monosaccharides RT (min) Hit Name Mol. Wt. QOM

Allose 7.4 Allose, pentakis(trimethylsilyl) ether, methyloxime (anti) 570.10 90

Deoxyribose 4.072 2-Deoxy-ribose, tris(trimethylsilyl) ether 437.87 53

Fructose 7.221 Fructose, pentakis(trimethylsilyl) ether, methyloxime (anti) 570.10 97

Fucose 7.552 Fucose, tetrakis(trimethylsilyl) ether 481.90 91

Galactopyranose 7.552 Galactopyranose, pentakis(trimethylsilyl) ether (isomer 2) 541.06 90

Galactose 7.4 Galactose, 2,3,4,5,6-pentakis-O-(trimethylsilyl)-,
o-methyloxyme, (1E)- 570.10 91

Glucose 7.4 Glucose, 2,3,4,5,6-pentakis-O-(trimethylsilyl)-,
o-methyloxyme, (1Z)- 628.30 87

Gluconic Acid 8.792 Gluconic acid, 2,3,4,6-tetrakis-O-(trimethylsilyl)-,
.delta.-lactone 466.86 77

Inositol 7.994 Inositol, 1,2,3,4,5,6-hexakis-O-(trimethylsilyl)-, cis- 613.24 90

Levoglucosan 6.67 Levoglucosan, tris(trimethylsilyl)- 378.68 87

Lyxose 7.221 Lyxose, tetrakis(trimethylsilyl) ether, trimethylsilyloxime
(isomer 1) 526.05 90

Mannose 7.4 Mannose, 2,3,4,5,6-pentakis-O-(trimethylsilyl)-,
o-methyloxyme, (1Z)- 570.10 91

Myo-Inositol 8.002 Myo-Inositol, 1,2,3,4,5,6-hexakis-O-(trimethylsilyl)- 613.24 99

Ribonic Acid 5.091 Ribonic acid, 5-deoxy-2,3-bis-O-(trimethylsilyl)-,
.gamma.-lactone 276.48 89

Ribose 6.355 Ribose, 2,3,4,5-tetrakis-O-(trimethylsilyl)- 438.9 87

Ribo-hexos-3-ulose 4.700 Ribo-hexos-3-ulose, 2,4,5,6-tetrakis-O-(trimethylsilyl)-,
bis(O-methyloxime) 525.0 73

Ribono-1,4-lactone 9.352 Ribono-1,4-lactone, tris(trimethylsilyl) ether 364.65 63

Sorbitol 7.434 Sorbitol, hexakis(trimethylsilyl) ether 615.26 89
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Table 4. Cont.

Monosaccharides RT (min) Hit Name Mol. Wt. QOM

Sorbose 7.221 Sorbose, pentakis(trimethylsilyl) ether, trimethylsilyloxime
(isomer 1) 628.26 90

Tagatose 7.221 Tagatose, pentakis(trimethylsilyl) ether, trimethylsilyloxime 628.26 91

Talose 7.4 Talose, pentakis(trimethylsilyl) ether, methyloxime (syn) 570.10 91

Figure 14. GC–MS identification of ribose from reaction mixture using the NIST database recognition
software.

 

Figure 15. GC–MS identification of one of several glucose metabolites from reaction mixture using
the NIST database recognition software.
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Table 5. Summary of disaccharides identified in reaction mixtures using the NIST database recogni-
tion software. “RT” is retention time in minutes (min). “Mol. Wt.” is the molecular weight of the
identified compound in grams per mole. “QOM” is the quality of match out of 100 according to the
NIST database matching software.

Disaccharides RT (min) Hit Name Mol. Wt. QOM

Maltose 9.836 Maltose, octakis(trimethylsilyl) ether, methyloxime (isomer 1) 948.78 93

Trehalose 9.836 Trehalose, octakis(trimethylsilyl) ether 919.75 64

3.5. Nucleic Acid Bases, Nucleosides, and Nucleotides

GC–MS also identified nucleic acid bases repeatedly in the experiments, including
purine metabolites, adenosine, guanosine, and dihydrouracil (though the quality of the
match for guanosine and uracil was marginal) (Figure 16 and Table 6). We assume that we
made not only D-adenosine and D-guanosine but L-forms as well, but mass spectrometry
does not differentiate these. Figures 17 and 18 and Appendix D illustrate some of the
identified compounds listed in the table.

 

Figure 16. Nucleic acid bases identified by GC–MS in the experiments. The figures shown here illus-
trate D-adenosine and D-guanosine, but both D- and L- isomers of these molecules were presumably
produced since there is no chiral selection mechanism involved in our experiments.

Table 6. Summary of nucleic acid bases and precursors repeatedly identified by GC–MS in the
experiments. “RT” is retention time in minutes (min). “Mol. Wt.” is the molecular weight of the
identified compound in grams per mole. “QOM” is the quality of match out of 100 according to the
NIST database matching software.

Nucleic Acid
Precursors

RT (min) Hit Name Mol. Wt. QOM

Adenine 6.551 Adenine, N,7-bis(trimethylsilyl)- 279.49 60

Adenosine 8.461 Adenosine, N-(4-hydroxy-3-methyl-2-butenyl)-, (E)- 351.15 80

Adenosine 9.598 Adenosine-tetrakis(trimethylsilyl)- 555.97 93

Guanine 7.824 Thioguanine 167.19 59

Guanosine 9.972 Guanosine,N-Methyl penta(trimethylsilyl)- 644.10 56

7H-Purine 7.799 7-(Trimethylsilyl)-2,6-bis[(trimethylsilyl)oxy]-7H-purine 368.65 99

7H-Purine 7.714 7-(Trimethylsilyl)-2,6-bis[(trimethylsilyl)oxy]-7H-purine 368.65 91
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Table 6. Cont.

Nucleic Acid
Precursors

RT (min) Hit Name Mol. Wt. QOM

9H-Purine 6.271 9H-Purine, 9-(trimethylsilyl)-2,6-bis[(trimethylsilyl)oxy]- 368.65 78

Pyrimidinetrione 7.484 2,4,6(1H,3H,5H)-Pyrimidinetrione,
5-[2-(methoxyimino)-3-[(trimethylsilyl)]- 399.6 93

Pyrimidine 7.077 Pyrimidine, 2,4,6-tris[(trimethylsilyl)oxy]- 344.63 76

Pyrimidine 7.391 1,2,4-Triazolo[1,5-a]pyrimidine, 5,7-dimethyl-2-phenyl- 224.26 64

Pyrmidinone 5.345 5-Methyldihydro-2,4(1H,3H)-pyrimidinedione diTMS 272.49 70

Pyrmidinone 8.962 2(1H)-Pyrimidinone,
5-(4-methylphenoxy)-4-(4-nitrophenyl)-6-phenyl- 399.40 64

Uracil 5.779 Dihydro-uracil-di(trimethylsilyl)- 258.46 69

Uracil 5.209 6-Azauracil, bis(tert-butyldimethylsilyl) deriv. 341.6 72

 
Figure 17. GC–MS identification of one of several pyrimidine metabolites from reaction mixture
using the NIST database recognition software.

Because we found that mass spectrometry (both GC and liquid chromatography–
MS) was unable to detect concentrations of nucleic acids below 10 nM, additional non-
spectroscopic methods were employed. The presence of nucleic acids was further verified
by ELISA, which demonstrated increasing concentrations of cyclic adenosine monophos-
phate (cAMP) reaching more than 1 pmol/mL (Figure 19) during each of the two separate
experiments. The cAMP results replicated for each experiment were repeatedly negative for
the original “sea water” solution. The reliability of the cAMP data was further confirmed
using a luciferin–luciferase reaction to demonstrate the presence of adenosine triphosphate
(ATP) in four separate experiments (Figure 20) beginning as early as week four of the
experiments but most often beginning to appear in week five when the phosphate (and
presumably magnesium) concentration had reached 100 ppm. Once again, however, it is
important to note that ATP appeared in only four of eight experiments that ran for six weeks
or more, and the reasons for the failure to produce ATP in four of these experiments are
unknown but may involve undetected oxygen leaks or simply effects of variations in initial
conditions by altering the synthetic pathways to ribose and the nucleic acid bases, and/or
by oxidizing the ATP itself as quickly as it is formed. The possibility of contamination is
extremely unlikely for reasons that will be addressed below.
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Figure 18. GC–MS identification of one of adenosine from reaction mixture using the NIST database
recognition software. y y

Figure 19. High sensitivity cyclic adenosine monophosphate ELISA results for two independent
experiments, indicated by solid squares or triangles. Since this was an antibody assay, it presumably
reacted only to the D-enantiomer of the compound, although there is every reason to believe the
reaction mixture contained the L-enantiomer as well.

3.6. Fatty Acids and Steroids

In addition to amino acids, sugars, and nucleic acids, the GC/MS experiments also
repeatedly yielded a range of fatty acids ranging from C4 through C20, as well as a few
steroids (but never cholesterol or phospholipids, a point that will be amplified in the
Discussion section) (Figure 21 and Table 7). The GC–MS spectra and NIST identifications
of some of these compounds are illustrated in Figures 22–24 and in Appendix E.
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Figure 20. Adenosine triphosphate (ATP) readings from four independent experiments (two com-
paring values from the flask to the u-tube sources). No ATP was observed from any experiment
until 28 days or thereafter, and all values were confirmed by multiple measurements (between 2 and
6) and accepted only if control materials (deionized, sterilized water, and the original “sea water”)
sources tested repeatedly negative for ATP. Since this was an enzyme assay, it presumably reacted
only to the D-enantiomer of the compound, although there is every reason to believe the reaction
mixture contained the L-enantiomer as well.

Table 7. Summary of steroidal and fatty acid compounds identified by GC–MS in the experiments.
“RT” is retention time in minutes (min). “Mol. Wt.” is the molecular weight of the identified
compound in grams per mole. “QOM” is quality of match out of 100 as determined by the NIST
database.

Steroids RT Hit Name Mol. Wt. QOM

Androstan-17-one 16.462 Androstan-17-one, 3-[(trimethylsilyl)oxy]-, (3.alpha.,5.alpha.)- 362.6 97

Androstan-17-one 6.848 5.alpha.-Androstan-17-one,
11.beta.-hydroxy-3.alpha.-(trimethylsiloxy)- 378.6 98

Androstan-17-one 8.461 5.beta.-Androstan-17-one,
11.beta.-hydroxy-3.alpha.-(trimethylsiloxy)- 378.6 95

Cholestane 5.88 Cholestane, 2,3-epoxy-, (2.alpha.,3.alpha.,5.alpha.)- 386.7 92

Deoxycorticosterone 8.919 4-Pregnen-21-ol-3,20-dione glucoside 492.6 95

ALPHA AND FATTY
ACIDS RT Hit Name Mol. Wt. QOM

Propanedioic Acid,
Malonic Acid (C3) 9.53 Propanedioic acid, (1H-indole-3-ylmethylene)-, diethyl ester 287.31 93

Butenoic Acid,
Succinic Acid (C4) 6.186 2-Butenoic acid, 3-methyl-2-[(trimethylsilyl)oxy]-, trimethylsilyl

ester 260.48 76

Butanedioic Acid,
Fumeric Acid (C4) 5.048 Butanedioic acid, bis(trimethylsilyl) ester 262.45 97

Butyric Acid (C4) 6.024 2,3,4-Trihydroxybutyric acid tetrakis(trimethylsilyl) deriv.,
(, (R*,R*)-) 424.8 87

Aminohexanoic Acid
(C6) 4.581 N,O,O’-Tris-(trimethylsilyl)-6-hydroxy-2-aminohexanoic acid 363.71 90

Sebacic Acid (C10) 7.349 Sebacic acid, bis(trimethylsilyl) ester 346.61 87

Decanoic Acid (C10) 9.318 Decanoic acid,
2-[(trimethylsilyl)oxy]-1-[[(trimethylsilyl)oxy]methyl]ethyl ester 390.7 62

Lauric Acid (C12) 12.985 12-Methylaminolauric acid 229.36 59

Myristic Acid (C14) 7.061 Myristic acid, trimethylsilyl ester 300.6 89
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Table 7. Cont.

Steroids RT Hit Name Mol. Wt. QOM

Pentadecanoic Acid
(C15) 7.394 Pentadecanoic acid, trimethylsilyl ester 314.6 80

Palmitelaidic Acid
(C16) 7.773 Palmitelaidic acid, trimethylsilyl ester 326.6 62

Octadecenoic Acid,
Stearic Acid (C18) 7.484 9-Trimethylsilyloxy-12-octadecenoic acid, methyl ester 384.7 80

Arachidonic Acid (C20) 7.604 Arachidonic acid, trimethylsilyl ester 376.6 91

5,8,11-Eicosatrienoic
acid (C20) 7.255 cis-5,8,11-Eicosatrienoic acid, trimethylsilyl ester 378.7 91

 

Figure 21. Alpha acids, fatty acids, and steroidal compounds identified by GC–MS in the experiments.
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Figure 22. GC–MS identification of nonanoic acid from reaction mixture using the NIST database
recognition software.

 
Figure 23. GC–MS identification of decanoic acid from reaction mixture using the NIST database
recognition software.

Figure 25 illustrates a GC–MS chromatogram for the end of week three of the synthetic
process, after two regassings of the apparatus and with phosphate and magnesium concen-
trations of approximately 200 ppm. The chromatogram has been annotated with the NIST
identifications of the compounds present in each peak and clearly shows the presence of
amino acids, sugars, fatty acids, as well as the nucleic acid base adenine and adenosine.
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Figure 24. GC–MS identification of undecanoic acid from reaction mixture using the NIST database
recognition software.

Figure 25. Chromatogram of end of week three sample (u-tube) labeled with the NIST-identified
products.

3.7. Controls for Possible Sources of Contamination

Long-term experiments with repeated sampling, such as the ones reported here,
are potentially subject to contamination. We, therefore, emphasize that certain types of
molecules that would have been expected to be present if extremophile bacteria or human
contact contaminated our experiments were never identified in any experiment.

We begin with possible bacterial contamination. Because of the conditions within
the apparatus (anaerobic with a continuous flask temperature of 100 ◦C), only select ex-
tremophile bacteria could possibly have become contaminants. However, many types of
compounds that such extremophiles produce were never observed. These absent com-
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pounds included the amino acids arginine, glutamine, and tyrosine. Common bacterial
peptides, such as the cell–wall component muramyl dipeptide and the tripeptide glu-
tathione, also were not observed. No polysaccharides or starches were identified. The
most common extremophile bacterial lipids are tetra-ether lipids, glycerol-ester lipids, and
phospholipids that characterize lipid membranes [21,22], none of which were identified
in any experiment. Nor were the nucleic acids, cytosine, or thymine ever found. Thus,
although we did not test directly for the presence of such extremophile organisms, using,
for example, a polymerase chain reaction assay for mitochondrial genes, the absence of so
many key molecules from our results provides a strong case against their presence and,
therefore, their participation in producing the molecules that we did identify.

Human contamination is also unlikely due to the strict use of sterile techniques
at all times while handling, loading, and sampling the apparatus. The effectiveness of
our sterile technique was evident in the absence of peptides, such as glutathione, and
disaccharides, such as sucrose, lactose, and maltose. Phospholipids, glycerophspholipids,
phosphotidylcholine, and cholesterol, which are the most abundant lipids present in
finger grease [23], were never observed in any experiment. It is further unlikely that the
repeated pattern of finding ATP about four or five weeks into the experiments was due
to human error contaminating the ATP test solely around that time in each of the four
experiments. Furthermore, if our observation of adenosine was the result of contamination,
then cytosine, uridine, and inosine should also have been observed, but they were not.
Finally, contamination during sample processing for GC–MS was extremely unlikely as no
contaminant compound was ever observed in the spectra of the control compounds (urea,
amino acids, etc., e.g., Figure 4) that were run at the beginning of every spectrometry series.

One final type of evidence also argues against human or microbial contamination as
a cause of our results and particularly addressed whether the abiotic synthesis of sugars
and nucleic acids occurred during the experiments. We noted in our Methods that our
apparatus was constructed from borosilicate glass, as it must be in order to resist the high
heat conditions necessary for its operation and autoclaving. However, after several years of
running the apparatus, we noticed that our mass spectrometry samples were increasingly
contaminated with boric acid (Figure 26), an observation that, after eliminating all other
possible sources of boron from components of the apparatus, such as the rubber septa, the
“sea water” and added minerals, and the reagents used for preparing mass spectrometry
samples, we attributed it to a very slow deterioration of the glass caused by long periods
of time exposed to ammonia at high heat. Two striking modifications in the products of
the experiments accompanied this boric acid contamination. One was the production of
boronate sugars (Figures 27 and 28), which could not possibly have originated from human
contamination. The other modification was the loss of adenine and adenosine (Table 6
and Figure 18) from the samples and the appearance, instead of uracil, dihydrouracil, and
azauracil (Appendix F). The observation that samples contained either adenine-related
compounds or uracil-related compounds, but never both (and never cytosine- or thymidine-
related compounds), argues, firstly, against contamination as a source of these nucleic acids
and, secondly, for the possibility that boron-containing minerals may play a role in the
catalysis of uracil-related compounds.

To summarize, the results of the experiments using “dirty” water and repeated re-
gassing of the Miller-style apparatus yielded greater concentrations of compounds and a
wider range of products than the original Miller experiment. In particular, sugars, amino
acids, some peptides, several nucleic acids, alpha acids, and fatty acids were produced.
The typical time course of the appearance of these compounds is summarized in Table 8.
Notably, except for some of the sugars, the rest of the compounds only began to appear
after regassing at least twice, which may explain why some of these compounds have not
been observed in previous, shorter-term studies.
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Figure 26. Chromatogram of end of week three sample (u-tube) labeled with the NIST-identified
products.

Figure 27. GC–MS identification of 6-azauracil from reaction mixture using the NIST database
recognition software.

138



Life 2023, 13, 265

 

Figure 28. GC–MS identification of 6-azauracil from reaction mixture using the NIST database
recognition software.

Table 8. Time course of appearance of classes of compounds. All compounds listed here were
observed at least twice (and usually more often) in independent experiments and had high–quality
identification scores from GC–MS or other assays. Exceptions are noted with a question mark
following the compound name, indicating that the identification of the compound was not repeatable
or had a low identification quality. ”Times” refers to how many regassings had occurred (usually
done every seven or eight days).

Day 0 1 Time 2 Times 3 Times 4 Times 5 Times

Phosphates 0 25 ppm 50 ppm 75 ppm 100 ppm 150 ppm

Sugars

Fructose, Galactose,
Glucose,
Mannose, Sorbose,
Tagatose

Xylose,
Fucose,
Maltose
Trehalose?

Ribose,
Deoxyribose?

Amino Acids
Ala, Asn, Asp, Gln,
Glu, Gly, Ile, Leu, Ser,
Trp

Phenylpropanolamine
(amphetamine),
Cys, Met,
Val, Nor-Val

Ala-Gly
Gly-Glu

Ala-Ala
Ala-Ala-Ala
Leu-Ala

Nucleic Acids

Adenosine,
Guanosine?
7H-Purine,
9H-Purine,
Pyrimidinones

cAMP,
cGMP? Uracil ATP

Fatty Acids

Aminohexanoic acid
(C6),
Butanoic Acid (C4),
(Succinic Acid),
Butyric Acid (C4)

Sebacic acid (C10),
Decanoic Acid
(C10),
Arachidonic Acid
(C20),
Eicosatrianoic Acid
(C20)

Lauric Acid (C14),
Myristic Acid
(C14),
Octadecenoic
Acid (C18),
Steroids

Hexadecanoic
Acid (C16)
Palmitalaidic
Acid (C16)

4. Discussion

In practice, the experiments reliably produced well-studied precursors to many prebi-
otic molecules, such as urea, formamide and glycerol, most (though not all) of the biotic
and some abiotic amino acids, the key biotic sugars, a range of fatty acids and steroids,
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and, in some experiments, evidence of nucleic acids, including adenosine, cAMP, and ATP.
Among the amino acids were two that were not found in Miller’s original experiments [3],
which were cysteine and methionine. These amino acids were later produced by Miller
through the addition of H2S in the gases [6,23], but in this case, they presumably resulted
from the presence of a source of sulfur from the magnesium sulfate. Notably, by regassing
the apparatus and running the experiments for many weeks, the yield of total products
increased (Figure 2), resulting in the presence of sufficient amino acids and their derivatives
to permit polymerization into di- and tri-peptides. Similarly, the production of key sugars,
including ribose, in an environment including phosphates and nucleic acid bases, appears
to have made possible the production of cAMP, ATP, and, possibly, guanosine. Whether the
presence of magnesium permitted their stabilization will require additional research, and,
if it does, more experiments will be needed to determine the concentrations of phosphates
and magnesium required to optimize nucleoside production and stability. The observation
that boron appears to alter the types of nucleic acid bases produced may also be a clue of
importance for understanding what minerals are needed to catalyze the range of products
characterizing living systems and what minerals might have “poisoned” essential reactions.
Notably, borate compounds have been found to stabilize nucleic acids [24], making the
results reported here concerning the shift from adenine-like compounds to uracil-like ones
possibly significant.

As would be expected, precursors molecules (amino acids, monosaccharides, nucleic
acid bases, short-chain fatty acids) appear a week or two prior to the more complex
molecules (peptides, disaccharides, nucleotides, longer-chain fatty acids) (Figure 29 and
Table 8). We emphasize that each one of these classes of compounds has independently
been synthesized previously in Miller-type experiments, for example, amino acids [3,6,24],
peptides [25], nucleic acid bases [26–28], sugars [14–18], and fatty acids [29,30]. In general,
these previous Miller-type experiments have previously been explored as means to generate
one particular class of compounds, such as amino acids or nucleic acids, and conditions
have generally been optimized for the production of that particular compound class. Our
experiment differs in having no particular class of compounds as a goal and functioning
as an exploratory rather than an optimizing exercise. We must point out, however, that
Saladino, et al. [31] have reported the synthesis of amino acids, lipids (including arachidonic
and eicosatrienoic acids), and nucleic acid bases (but not nucleosides or sugars), starting
with pure formamide solution heated in the presence of meteorite particles so that it is
known that several classes of prebiotic compounds can be synthesized under Miller-like
conditions with an appropriate mix of mineral catalysts present. It does not appear that
anyone has previously demonstrated the production of amino acids, peptides, fatty acids,
sugars, nucleic acids, and nucleosides under one set of conditions.

Figure 29. Time course of appearance of different classes of compounds. The y axis is the number of
compounds where each color is type.

In short, by increasing the time that the experiments ran with a reasonably consistent
atmosphere and by adding sea salts augmented with calcium phosphate and magnesium
sulfate, we believe that we have produced the conditions necessary for a one-pot synthesis
of all major classes of compounds required for the origins of living systems. Better opti-

140



Life 2023, 13, 265

mized conditions may help to define the environments, in which living systems are most
likely, or least likely, to have originated. In this context, it is likely that the addition of
clays or minerals, other than calcium phosphate or magnesium sulfate, will alter the distri-
bution and types of products. Iron and titanium oxides and ferrous sulfate, are obvious
examples of minerals that should be explored since iron oxides have been employed as
catalysts for sugar production in prebiotic experiments [14–18], and iron–sulfur clusters
can coordinate with and be stabilized by cysteine-containing peptides and mediate the
assembly of iron–sulfur cluster peptide complexes that can drive enzymatic reactions [32].
Iron complexes have also been implicated in the production and breakdown of universal
metabolic precursor compounds [31]. A listing of the many other mineral catalysts of
prebiotic reactions would be too long to include here, but some representative publica-
tions include [33–36], and a brief review can be found in [37]. More complex atmospheres
(including CO2, CO, H2S, NO, etc.) may also increase or significantly alter the molecu-
lar complexity, types, or ratios, of products. Such experiments could also be designed
to more closely mimic non-Earth environments, in which prebiotic chemistries can take
place [38–42]. Exploring combinations of these various atmospheres with sets of minerals
might more accurately mimic real-world environments in which prebiotic chemistries
occurred. Finally, the production of nucleic acid precursors along with amino acids opens
up new possible pathways within complex Miller-like experiments for performing the type
of amino-acid-adenylate-mediated peptide syntheses carried out in purer experimental
conditions [43,44].

5. Conclusions

We report a possible advance in mimicking real-world environments through our
“dirty” prebiotic experiments and possible “one-pot syntheses” of all the essential classes
of molecules required for the emergence of living systems. We are, however, fully aware
of the severe limitations of the present study, many of which can be addressed by further
experimentation. We do not have data on amounts of each compound formed in each
sample, though some sense of relative concentrations can be gained from the peak heights
in the original chromatograms (Figures 25 and 26). One difficulty is that compound spectra
overlap, creating serious difficulties in determining how much of each observed peak is
due to the contribution of any particular compound. Additionally, for each compound
identified, of which there are many, titration spectra based on the pure compound will be
needed with which to compare the peak heights derived from the chromatograms; this will
involve a great deal of additional work. The use of the atmosphere (ammonia, methane,
hydrogen) originally employed by Miller [3] is certainly questionable given subsequent
research on the atmosphere of the primordial earth (e.g., [38–40], nor is it representative of
many other planetary atmospheres (e.g., [41,42], so that other mixtures of gases should be
explored using the “dirty” approach employed here. Similarly, the use of Mediterranean
sea salt at low concentrations relative to those present in modern sea waters is similarly
open to modification in order to mimic freshwater, sea, lake, and pond waters, as well
as hydrothermal vents, hot springs, etc. Many other minerals, other than or in addition
to calcium phosphate and magnesium sulfate, should be explored to augment “dirty”
conditions (e.g, [32–36]). We must rethink the assumption that the borosilicate glass used
as part of the experimental apparatus is entirely non-reactive and consider instead that it
may play an essential role in the synthetic environment as a reactive surface. Much longer
experiments should also be performed to determine whether it is possible to produce more
and longer peptides, di- and polysaccharides, di- and polynucleic acids, etc. We also believe
that additional energy sources, such as ultraviolet light cycles, freeze–thaw cycles, wet–dry
cycles, etc., should be introduced into these “dirty” experiments not only to drive novel
reactions but also to act as selective agents to limit the chemical combinatorial explosion
that can, otherwise, be expected to result [37].

In sum, it appears that a possible way to evolve living systems is first to evolve
chemical ecosystems complex enough to support the range of necessary chemical reactions.
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Increasingly “dirty” experiments are, however, only a first step in that direction. Prebiotic
evolution will also require increasingly complex environmental selection pressures, such as
light–dark, wet–dry, and freeze–thaw cycles, in order to control the “explosion” of chemical
species that complex environments will engender [36]. Real progress will occur when we
can model both the chemical complexity of prebiotic environments and also their range of
physicochemical selection pressures.

Supplementary Materials: The following supporting information can be downloaded at: https://
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Appendix A. Additional “Metabolite” Spectra

Figure A1. GC–MS identification of acetamide from reaction mixture using the NIST database
recognition software.
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Figure A2. GC–MS identification of oxalic acid from reaction mixture using the NIST database
recognition software.

Appendix B. Additional Amino Acid Spectra

Figure A3. GC–MS identification of aspartic acid from reaction mixture using the NIST database
recognition software.
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Figure A4. GC–MS identification of cystathionine, a metabolite of cysteine, from reaction mixture
using the NIST database recognition software.

Figure A5. GC–MS identification of 5-hydroxytryptophan from reaction mixture using the NIST
database recognition software.

144



Life 2023, 13, 265

 

Figure A6. GC–MS identification of oxyproline from reaction mixture using the NIST database
recognition software.

 
Figure A7. GC–MS identification of proline from reaction mixture using the NIST database recogni-
tion software.
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Figure A8. GC–MS identification of valine from reaction mixture using the NIST database recognition
software.

Appendix C. Additional Sugar Spectra

Figure A9. GC–MS identification of one of several ribose metabolites from reaction mixture using the
NIST database recognition software.
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Figure A10. GC–MS identification of one of several ribose metabolites from reaction mixture using
the NIST database recognition software.

Appendix D. Additional Nucleic Acid Spectrum

 
Figure A11. GC–MS identification of N-methyl guanosine from reaction mixture using the NIST
database recognition software. As noted in the text and in Table 6, while this is the best match the
NIST program found for this compound, it has a relatively low quality of match score compared with
the other compounds illustrated.
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Appendix E. Additional Fatty Acid Spectra

 

Figure A12. GC–MS identification of tridecanoic acid from reaction mixture using the NIST database
recognition software.

Figure A13. GC–MS identification of myristic acid from reaction mixture using the NIST database
recognition software.

148



Life 2023, 13, 265

 

Figure A14. GC–MS identification of octadecanoic acid from reaction mixture using the NIST database
recognition software.

Appendix F. Uracil Compound Spectra

Figure A15. GC–MS identification of dihydrouracil from reaction mixture using the NIST database
recognition software.
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Figure A16. GC–MS identification of 6-azauracil from reaction mixture using the NIST database
recognition software.
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Abstract: Microfluidic devices are small tools mostly consisting of one or more channels, with
dimensions between one and hundreds of microns, where small volumes of fluids are manipulated.
They have extensive use in the biomedical and chemical fields; however, in prebiotic chemistry, they
only have been employed recently. In prebiotic chemistry, just three types of microfluidic devices
have been used: the first ones are Y-form devices with laminar co-flow, used to study the precipitation
of minerals in hydrothermal vents systems; the second ones are microdroplet devices that can form
small droplets capable of mimic cellular compartmentalization; and the last ones are devices with
microchambers that recreate the microenvironment inside rock pores under hydrothermal conditions.
In this review, we summarized the experiments in the field of prebiotic chemistry that employed
microfluidic devices. The main idea is to incentivize their use and discuss their potential to perform
novel experiments that could contribute to unraveling some prebiotic chemistry questions.

Keywords: microfluidic devices; prebiotic chemistry; hydrothermal vents; mineral membranes;
cellular compartmentalization

1. Introduction

Microfluidic devices are, according to George Whitesides, “the science and technology
of systems that process or manipulate small (10−9 to 10−18 L) amounts of fluids, using
channels with dimensions of tens to hundreds of micrometers” [1]. It can also be said
that microfluidics is the design and construction of small devices, including channels
and chambers in microscale size, where the flow and mixing of fluids can be accurately
controlled [1–3].

The multidisciplinary field of microfluidics emerged from a conjunction of technolo-
gies and principles of physics, biology, microtechnology, material science, chemistry, and
microelectronics, among others [4,5]. Precedents to microfluidics were microanalytical
methods, such as gas phase chromatography (GPC), high-pressure liquid chromatography
(HPLC), and capillary electrophoresis (CE), all in the capillary format; these techniques
entirely changed chemical analysis [1].

Microfluidic devices are used in biological [6–10] and chemical essays [11,12], clinical
and forensics [13–15], molecular and medical diagnosis [16–19], pollution monitoring [20–22],
drug design and therapeutic activity [23–26], and biohazard detection [7,27–29], among
others disciplines.

There are multiple advantages to using microfluid devices. The most evident is that
miniaturization reduces reagent consumption, thus cost and waste are diminished too.
Other advantages are high precision of the mixing regimes and control of fluids [4], as
well as the possibility to manipulate multiphase flows (i.e., liquid, gases, particles) [1].

Life 2022, 12, 1665. https://doi.org/10.3390/life12101665 https://www.mdpi.com/journal/life152
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Diffusive mixing is fast and increases the speed of reactions. In microfluidics devices,
sample processing is fast [17], and it is possible to work under supercritical conditions at
the microscale [11]. The dynamics of interfaces in complex systems can also be explored [30].
Compared to macroscopic systems, there is an improvement in thermal and mass transfer
due to the high surface-to-volume ratios on these devices [31]. Microfluidic devices enable
quick temperature adjustments and accurate temperature control. The concentration of the
molecules both in space and time is feasible [1]. Additionally, the huge design flexibility
of these devices is remarkable [32]. In a single-designed integrated device, such as lab-on-
chip (LOC), a full experiment could be performed, including sampling, processing, and
measurements, thanks to the combination of microfluidic channels and active or passive
components [33].

1.1. Components

A microfluidic system consists of different components: (i) a device for introducing
samples and reactants; (ii) a method for pushing, mixing, and combining the fluids; and
(iii) other components (detectors, purification tools, etc.) [1].

• Accessories for introducing samples. Samples can be loaded in different ways:
(i) manually, (ii) by integrated capillaries that transfer the fluid directly by vacuum,
(iii) by capillaries connected via clamping or screwing; or (iv) by dispensing systems
activated by short pressure pulses [34].

• Methods for pushing, mixing, and combining fluids. The dispositive needs com-
ponents, either active or passive structures, arranged in such a manner that guide
liquids through channels, channel networks, or chambers. Depending on the na-
ture of the experiments, some adaptations can be made, including (but not limited
to) microvalves installation (for blocking/unblocking channels), pumps (for promot-
ing/increasing fluid flow), and micromixers [34]; micromixers can be active (requiring
external activation) and passive mixers [35].

• Other components. All needed components can be added for processing or analyzing
the samples. For example, samples can be sorted according to their size for filtration;
in classic filtration, components transported on the flow are retained [34]. Filtration
can also be accomplished in membranes [36] or by centrifugal forces in centrifugal
platforms [37]. The inclusion of solid-phase chromatography extraction elements is
also applied [38]. In microfluidic devices, sometimes it is necessary to measure and
control the temperature [39].

1.2. Materials for Microfluidic Devices Construction

Microfluidic devices can be fabricated from different materials and following different
techniques; there is continuous design and improvement in this regard [5]. The material
is critical because it affects the flow, biocompatibility, absorptivity, and function of the
components [40]. Some materials that have been used comprise thermoplastic polymers
(polycarbonate), elastomers (polydimethylsiloxane), hydrogels, inorganic substrates (glass,
silicon), paper, resins, ceramics, or a combination of these materials [41]. For more detailed
information, consult the work of Niculescu [5].

1.3. Basic Principles of Microfluidics

The manipulated volume of fluid in microfluidic devices is not so relevant. The most
significant feature of these devices is the length scale in the channels that allows laminar
flow of the fluid [42]. In laminar flow, the fluid moves smoothly as if layers slip over each
other [43]. The Reynolds number (Re) is a dimensionless number that shows the flow
regime as a function of the density (ρ) and viscosity (μ) of the flow, the flow velocity (ν),
and the duct diameter (D) where the fluid flows. The Reynolds number can be expressed
as follows:

Re =
νDρ

μ
(1)
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Flows with high Reynolds numbers tend to be turbulent, whereas flows with low
Reynolds numbers are laminar. For practical applications of flows in ducts, if the Reynolds
number is below 2000, the flow regime is laminar; if the Reynolds number is above 4000, it
is turbulent. Regimes at intermediate values of Reynolds numbers between 2000 and 4000
are named transition regimes [44]. In microfluidic devices, the Reynolds number is usually
smaller, with values less than 1 [45].

1.4. Types of Microfluidic Devices Configurations

In microfluidic devices, the channel design will depend on the device’s function,
and devices can come up with various types of channels. Some types of channels are
straight, Y-form, T-junction, spiral, cross-junction, flow-focusing, division, serpentine, and
microchambers (Figure 1). Devices with spiral and Y channels are commonly used for
separations (although Y channels are used for combining fluids as well). To carry out
the mixing of fluids, a serpentine design is employed, and the division channels are used
for splitting fluids. T-junction, cross-junctions, and flow-focusing are commonly used in
microdroplet devices, and in microchambers, physical, chemical, and biological reactions
are performed.

Figure 1. Types of microfluidic devices channel configurations: (a) straight, (b)”Y” shaped,
(c) spiral, (d) serpentine, (e) “T”-junction, (f) cross-junction, (g) flow-focusing, (h) division, and
(i) microchamber.

The necessity to reproduce conditions occurring in some environments has led re-
searchers to conceive experiments that permit the integration of various factors and/or
simplify the way such experiments are carried out. Microfluidic devices facilitate the
reproduction of certain prebiotic environments, and for that reason, they have been used
to perform prebiotic chemistry experiments. Three types of microfluidic devices have
been used for this purpose: Y-form devices with laminar co-flow, microdroplet devices,
and devices with microchambers. The first is commonly employed to study mineral pre-
cipitation, under conditions simulating those of hydrothermal systems; the second type
is used to imitate cell compartmentalization; and the last is used to recreate rock pores
in hydrothermal environments. In some cases, the type of device does not match the
mentioned purpose. In this review, the prebiotic chemistry experiments performed with
microfluidic devices are summarized and their use to accomplish novel experiments that
contribute to the development of this field is analyzed.
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2. Microfluidic Devices and Prebiotic Chemistry

2.1. Mineral Precipitation and Mineral Membranes on Hydrothermal Systems

Since its discovery in the late seventies [46], submarine hydrothermal vent systems
have been proposed as environments where life could have emerged [47–52]. This idea
arose after considering the physical and chemical gradients of hydrothermal vents as energy
sources for the abiotic synthesis of organic molecules [47,53–55]. There are two types of
submarine hydrothermal systems designated as prebiotic environments: black and white
smokers. Each one has certain attributes, but they can coexist in the same hydrothermal
field [56,57].

Black smokers are systems found near oceanic ridges, and they form when oceanic
waters seep into the oceanic crust and are heated by magma [57]. As the oceanic water
heats up, they begin to return to the ocean, and due to elevated temperatures (400 ◦C)
and acidic pH, metals are dissolved from the crust rocks and carried with water [57].
When the water comes up from the crust and contacts the low-temperature ocean, sulfides
precipitate, and they are the main responsible for the black smoke appearance [56,58]. On
the other hand, white smokers are more recently discovered hydrothermal systems found
farther away from the heat source than black smokers. White smokers’ temperature is
rather warm (40–90 ◦C), their pH is alkaline (9–11), and within them are mainly carbonate
precipitates [59,60]. Due to the fewer extreme characteristics of white smokers, they are
pointed out as favorable places for the beginning of life [55,61,62].

In the study of hydrothermal vents systems (HVS) as prebiotic environments, labora-
tory simulations, to recreate the conditions in these systems, have been scarcely employed.
These experiments must include factors such as pH, pressure, temperature, and the use of
minerals identified in these types of environments [63]. One way to simulate the reactions
on HVS is by bringing two fluids in contact; one mimics hydrothermal fluids, and the other
simulates oceanic water, just as it happens in hydrothermal systems. The solution simulat-
ing the hydrothermal fluids is alkaline, and the solution simulating oceanic water is acidic.
Both solutions may contain soluble metal salts and sodium silicate compounds [64–67].

Different methods can be employed to put the two solutions in contact, e.g., by
adding drops of one solution to the other [54,68] or by injecting the hydrothermal fluid
into a reservoir containing the oceanic solution [64–67]. The contact of the two solutions
creates hollow structures called chemical gardens [69,70]. Chemical gardens are thus
inorganic structures formed by the reaction of a soluble metallic salt and an aqueous
solution of anions [71].

As an approach to studying chemical gardens more easily, Batista and Steinbock [72]
created microfluidic devices for mineral membrane precipitation. Such devices are fab-
ricated with low-cost materials such as acrylic, Parafilm®, polystyrene, glass, or Teflon®.
Fabrication of microfluidic devices for mineral precipitation is simple; for example, a cut
Y-pattern parafilm is sandwiched between two acrylic sheets with drilled inlets. Barb
fittings are glued to the perforations to connect the tubing [72]. The Y-shaped channel con-
figuration (Figure 2) permits the flux of two parallel streams without mixing. Although the
streams do not mix, they are in contact with each other, allowing the creation of conditions
far from equilibrium (pH, temperature, and concentration gradients) [45]. For instance,
Möller et al. [73] prove the existence of pH gradients up to six units at micrometric scales
in the microfluidic device channel.

In many of the experiments of mineral membrane precipitation, as in chemical gardens,
two reactants are used to simulate the ocean and the hydrothermal fluids. One is an acidic
solution that contains metals, and the other is a NaOH alkaline solution (Table 1). Different
compositions of solutions with different metals in the form of chlorides have been used.
Some examples are chlorides of Mg2+, Mn2+, Fe2+/3+, Co2+, and Cu2+ [72]. When the two
solutions come into contact, in the interface, a mineral membrane is formed by precipitation.
Its composition depends on the metal salt employed. In experiments with cobalt salt,
Co(OH)2 and cobalt oxide are produced [74], while membranes formed with manganese
chloride are composed of Mn(OH)2 [72]. Further, when membranes were produced in the
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presence of iron chloride and phosphate, the composition of the membrane consisted of the
goethite and vivianite minerals [75].

Figure 2. “Y”-shaped channel microfluidic devices design for simulating mineral precipitation in
hydrothermal systems.

Some mineral membrane characteristics have been studied. For example, Wang and
Steinbock [76] explore the effect of temperature in the formation of Ni(OH)2 membranes,
finding that the membrane growth rate is independent of the temperature in the interval
of 10 to 40 ◦C. In another experiment, Ding et al. [77] study mineral membranes formed
by Mn(OH)2 and observe the formation of waves on the membrane surface. Such waves
facilitate ion transport in the membrane; thus, they may be relevant in studying membrane
transport in protocells.

The catalytic properties of these membranes have been also explored. Wang et al. [75],
using membranes formed at different pH gradients and with different metal salts, explored
if the membranes could synthesize pyrophosphate from acyl-phosphate. They found that
membranes formed under high pH gradients and containing Fe2+ favored the yield of
pyrophosphate. In two independent experiments, Sojo et al. [78] and Vasiliadou et al. [79]
probed the capacity of (Fe, Ni)S membranes to reduce CO2 in the presence of H2, obtaining
negative results, concluding that step pH gradients are not enough to reduce CO2. They
suggested that the reaction could be achieved at pressures greater than atmospheric. In a
further experiment by Hudson et al., using the same factors as Sojo et al. [78], except for
the H2 pressure (1.5 bar in this study), the CO2 reduction to formate, promoted by a pH
gradient, was observed [80].

Mineral membrane precipitation experiments in microfluidic devices with Y-shaped
channels are recent and have the potential to be used in the fields of prebiotic chemistry
and material synthesis [45]. The exploration of various experimental conditions, such as
different reactants and their concentration, and different physical and chemical conditions,
such as temperature or pH, and the presence of prebiotic molecules is still missing. An
important matter is to evaluate the potential of mineral membranes as catalysts and con-
centrators of relevant organic molecules in the prebiotic chemistry field. Additionally, this
kind of microfluidic device has traits that allow the generation of physical and chemical
gradients. Those gradients can be useful in other types of experiments necessary to examine
non-equilibrium processes, which are important in prebiotic environments.
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2.2. Prebiotic Chemistry Experiments with Droplet-Based Microfluidic Devices

There are three minimum characteristics for a system to be considered alive:
(i) metabolism, which consists of a reactions network capable of synthesizing useful
molecules; (ii) self-replication, which refers to a system capable of producing macro-
molecules with a template, by polycondensation of molecules generated by metabolism;
and (iii) membranes, structures that delimitate and protect the living system from the exte-
rior; the membrane must be permeable and have the capacity to grow using the molecules
produced by metabolism [81,82]. It is believed that membranes were the first protobiolog-
ical structures on early Earth [83]. Cellular life probably emerged when self-assembling
membranes captured in their interior catalytic and informational polymers [83]. Moreover,
compartmentalization is essential for the emergence of Darwinian evolution since, in this
way, different catalytic/informational systems are well delimited one for another [84].

In prebiotic chemistry, various methods of compartmentalization have been consid-
ered. The principal is encapsulation by vesicles made of amphiphilic molecules. Am-
phiphilic molecules possess polar (hydrophilic) and non-polar (hydrophobic) moieties. The
polar component consists of hydroxyl, carboxyl, amine, phosphate, or sulfate groups, while
the non-polar part comprises a hydrophobic hydrocarbon chain [83]. At specific conditions
of temperature, pH, salt concentration, or biopolymer presence, the amphiphilic molecules
self-assemble into vesicles with an aqueous interior separated from the medium by one or
two bilayers [85]. The self-assembly process of amphiphilic molecules to vesicles has been
studied under various conditions, including the interaction with molecules that can be
encapsulated such as amino acids, sugars, nitrogen bases, and even with macromolecules
as peptides [86]. Droplet-based microfluidic devices are an alternative to studying the com-
partmentalization phenomenon since they have been used to perform confined chemical
and biochemical reactions [87–89]. These devices have geometries that allow them to inter-
sect two non-miscible fluids, and thanks to this intersection, monodisperse microdroplets
are created (Figure 3) [87,90]. Microdroplets are discrete units with specific microenvi-
ronments that favor reactions that probably occurred in early Earth compartments [91].
There are few studies describing the use of droplet-based microfluidic devices to address
prebiotic chemistry problems and their principal objective is to investigate processes that
can lead to Darwinian evolution (Table 2). The studies are described below.

Figure 3. Encapsulation of molecules with droplet-based microfluidic devices. Phases A and B are
immiscible liquids. (a) Flow-focusing geometry. (b) Cross-junction geometry.

Doran et al. [92] designed a microfluidic device consisting of a droplet generator, an
incubation microchamber, and a droplet size sorter. In the study, the authors assume that
larger droplets with high osmolarity are the most suitable to suffer evolutive processes.
So, in the device, droplets with catalytic networks would be created, then incubated, and
those with the highest polymer concentration (i.e., the biggest) would be selected for
another incubation cycle. To test the device two kinds of droplets were placed in the
incubation chamber: one with water and the other with glycyl-glycine. The results show
that glycyl-glycine droplets grew at the expense of water droplets.

In a different experiment, Ameta et al. [93] used a device to create microdroplets loaded
with RNA networks that catalyze their own formation. They analyzed the accumulation
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of products (growth) and the fraction of the networks’ catalytic species (composition) as a
function of their topology. Furthermore, the authors studied the reproduction (interpreted
as species accumulation) and the variation (changes in the fraction of species). As a result,
they found that strong variations surge from the new catalytic species that perturb networks
with weak connections and that growth increases with the global connectivity of networks.

There is another way to create droplets without amphiphilic molecules or non-miscible
fluids. The use of solutions of two polyelectrolytes, with opposed charges, leads to spon-
taneous liquid–liquid phase separation and the formation of droplets called complex
coacervates [94]. This kind of coacervates can be created by microfluidic devices, as shown
by van Swaay et al. [95]. Complex coacervates were made from poly diallyl dimethylam-
monium chloride (PDDA) and ATP or PDDA and carboxymethyl-dextran (CM-dextran). In
the experiment, DNA oligonucleotides were added to the coacervates flow. The aim was to
detect if the genetic information (DNA oligonucleotides) could be immobilized in the coac-
ervates or be transferred. The authors showed that two populations of coacervates, with
different DNA oligonucleotides, can coexist for up to 48 h without information exchange.

The synthesis of prebiotic molecules can be achieved in microdroplets. A study by
Ju et al. [96] shows that microdroplets favor the phosphorylation of adenosine, guanosine,
uridine, and cytidine in the presence of KH2PO4 (as a phosphate source), at ambient condi-
tions and without a catalyst. Normally, this synthesis cannot be achieved in bulk aqueous
solution, but the formation of microdroplets gave a negative ΔG, allowing the synthesis
to take place. Further, under the same conditions in microdroplets, the polymerization of
nucleotides in dimers is possible.

In the studies presented here, the microdroplets do not have properly a membrane,
although it is possible to create it in microfluidic devices. Many studies are focused on
the formation of liposomes, including encapsulated molecules with pharmaceutical appli-
cations [97]. Majumder et al. [89] have described droplet microfluidic methods to create
membranes for the creation of artificial cells for the biomedical field. The same method can
be applied to fabricate prebiotic membranes. For example, it would be interesting to include
amphiphilic molecules with prebiotic relevance. Another possibility is the simultaneous
use of amphiphilic molecules and another variety of prebiotic molecules that can be encap-
sulated (e.g., amino acids, nitrogenous bases; carboxylic acids, sugar precursors, or their
polymers). In this way, it would be possible to analyze the occurrence of synergies between
organic molecules that make up protocells. These synergies are important for protocell
formation, protometabolism, replication, and evolution of these structures. By employing
microfluidic devices, various systems with different combinations of molecules can be
tested [86]. At the same time, microdroplets offer the potential to analyze reaction processes
in confined areas, including microenvironments and different conditions, both from each
other and from the outside medium as demonstrated by Ameta et al. [93]. These processes
are important in prebiotic chemistry since they can give rise to Darwinian evolution.

Compartmentalization is a feature of living systems, and some authors suggest that it
is important for the concentration and/or protection of organic molecules synthesized in
prebiotic environments. Experimentally, compartmentalization can be spawned by fabricat-
ing microdroplets with encapsulated molecules. There are several methods to prepare them
without the use of microdroplet devices. These methods already have extensive use not only
in prebiotic chemistry but also in other fields and are older than microdroplet devices. This
is a probable reason why compartmentalization in a prebiotic chemistry context is generally
studied by using “traditional methods”. Droplet microfluidics usage is being explored
recently by only a few groups. However, there are some advantages of microfluidic devices
over traditional methods, such as: (i) a massive production of monodisperse microdroplets,
(ii) the precise generation and repeatability of droplets operation, and (iii) the possibility of
encapsulating molecules into the droplets and use them as microreactors [87,88,98].
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2.3. Prebiotic Chemistry Experiments in Microfluidic Devices with Microchambers

Proposed terrestrial environments for life appearance are diverse, from the primitive
ocean, hydrothermal vents (submarine and subaerial), subaerial exposures, water bodies,
and oceanic ice [99]. Each environment favors particular and relevant mechanisms for
prebiotic chemistry but disfavors others. Nevertheless, the presence of microenvironments
is key for prebiotic reactions, since they exhibit unique traits that make them different from
the whole environment.

Stüeken et al. [99] highlight the possible microenvironments in the early Earth and how
these environments could have contributed to the synthesis and accumulation of organic
compounds. They propose that each microenvironment has attributes that allow processes
different from the others. In addition, the authors say that life could have required the
contribution of all those microenvironments to arise. This idea implies that global transport
was needed to communicate the microenvironments and interchange the feedstock for the
emergence of life.

Microfluidic devices with microchambers (millimeter size) represent an approach to
model processes that could occur in microenvironments. Dieter Braun’s research group is
using these devices to study the microscale effects that may have occurred in pore rocks at
hydrothermal environments. It is worth mentioning the series of papers in which the effects
of thermophoresis (particle movement driven by thermal gradients) on DNA are analyzed.
To study this phenomenon the authors constructed devices called “thermal traps” (TT),
which are made of various materials and allow the creation of thermal gradients (Table 3).
The thermal gradient is created by: (i) heating a capillary with an IR laser [100]; (ii) heating
one side and cooling the other side of the capillary [101], or (iii) heating the two sides of a
microchamber at different temperatures [102]. In TTs, convection currents are generated in
which the flow is upward on the hot side and downward on the cold side of the chamber. If
dissolved molecules are present in a thermal trap, they are pushed toward the cold side and
accumulate at the bottom of the chamber by the effects of both thermophoresis and gravity
(Figure 4). This effect is called thermogravitational accumulation [103]. If the chamber
contains gas besides the solution of molecules, the molecules accumulate in the gas-water
interface (Figure 4) [104]. By placing DNA molecules in solution in TTs, Braun’s group
was able to observe their accumulation [100], replication [105], elongation [106] and the
replication and subsequent selection of long DNA chains over short [101].

Figure 4. Accumulation of molecules in thermal traps: (a) thermal trap filled with an aqueous
solution: molecules accumulated in the bottom of the capillary (by gravitational forces) and on the
cold side (by convection induced by the thermal gradient); (b) thermal trap filled with an aqueous
solution and gas: molecules tend to accumulate at the gas–water interface.
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In more recent works, Braun’s group introduced the existence of interfaces and other
molecules, besides DNA, in their experiments. For example, Ianeselli et al. [107] employed
a Teflon microchamber as a TT, loaded it with gas and water, and then applied heat. This in-
duced the formation of a microscale analog of the water cycle and the consequent formation
of gas–liquid interfaces in the microchamber. The authors performed further experiments
with a DNA–saline buffer solution instead of pure water and observed fluctuations in
the salt concentration in the gas–water interface that promote DNA string division below
its melting point temperature. Further experiments showed that DNA replication was
possible in the microenvironments created in the devices. Ianeselli et al. [108] observed the
creation of two ideal settings for DNA replication in a microfluidic chamber: one favorable
for the denaturation of DNA or RNA (droplets with lower pH and salt concentration)
and the other with characteristics for replication (higher salt concentration and neutral
pH). On the other hand, Morasch et al. [104] used a corrugated microchamber as a TT
to create air–water interfaces. In these experiments, besides DNA, they included other
molecules such as RNA, ribose aminooxazoline, and cytidine nucleotides. Various relevant
mechanisms in the prebiotic context were observed: an increase in RNA catalytic activity
in the gas–water interface, DNA and RNA accumulation up to the formation of hydrogels,
ribose aminooxazoline crystallization, and phosphorylation of cytidine nucleotides.

In addition to DNA and RNA molecules, Braun’s group has also studied larger
structures such as vesicles and coacervates in thermal gradients. Morasch et al. [104]
introduced oleic acid vesicles in a microchamber filled with a DNA solution and gas. They
noted the vesicle aggrupation in clusters and the DNA encapsulation inside the vesicles
when applying a thermal gradient. In another experiment, Ianeselli et al. [102] explored
the behavior of coacervates under a thermal gradient. Coacervates tend to accumulate
and grow by fusion on the interface gas–water and the forces in the chamber (heat and
gas bubbles movement) promote the coacervate segregation in two different populations:
oligonucleotide-polypeptide coacervates, in the aqueous bulk; and sugar-oligonucleotide-
polypeptide coacervates, in the gas–water interface.

Besides studying thermal gradients, microfluidic devices have been used to approach
the chirality bias in biomolecules in a novel way. Sun et al. [109] used a microfluidic device,
consisting of ten pairs of inclined chambers, to imitate rock micropores in hydrother-
mal systems, within which microvortices can form. The authors concluded that laminar
microvortices could induce enantioselectivity in supramolecular systems composed of
non-chiral molecules.

Compartmentalization was also explored using microfluidic devices with microcham-
bers. In a device composed of serial microchambers and microchannels, Sugiyama et al. [110]
caught and selected liposomes by size. Afterwards, the liposomes were exposed to a ura-
nine and fructose solution, resulting in the encapsulation of the molecules in the liposomes,
even against the concentration gradient. The authors argue that this mechanism can provide
clues in understanding the continuous development of protocells in early Earth.

The experiments performed by Braun’s group are relevant because they highlight the
importance of prebiotic microenvironments, where processes not observed at large scales
can occur. All the works of this research group are within the RNA world theory framework,
nevertheless, it would be interesting to perform experiments with other types of molecules
such as amino acids, carboxylic acids, sugars, or their precursors. This will allow us to
observe their behavior in microenvironments and to test if it is possible to observe processes,
such as concentration, polymerization, or catalysis. On the other hand, the experiments
performed by Sun et al. [109] and Sugiyama et al. [110] show us how microfluidic with
microchamber devices also can be used in novel ways to approach various issues related to
prebiotic chemistry such as chirality and compartmentalization.

162



Life 2022, 12, 1665
T

a
b

le
3

.
Pr

eb
io

ti
c

ch
em

is
tr

y
ex

pe
ri

m
en

ts
in

m
ic

ro
flu

id
ic

de
vi

ce
s

w
it

h
m

ic
ro

ch
am

be
rs

.

E
x

p
e

ri
m

e
n

t
T

y
p

e
D

e
v

ic
e

D
e

sc
ri

p
ti

o
n

E
x

p
e

ri
m

e
n

ta
l

F
in

d
in

g
s

R
e

fe
re

n
ce

Si
m

ul
at

io
n

of
Po

re
s

in
ro

ck
s

in
hy

dr
ot

he
rm

al
sy

st
em

s

Th
er

m
al

tr
ap

.A
m

ic
ro

ch
am

be
r

he
at

ed
by

an
in

fr
ar

ed
la

se
r.

Fl
uo

re
sc

en
t-

st
ai

ne
d

D
N

A
he

at
ed

in
th

e
ca

pi
lla

ry
,u

nd
er

a
te

m
pe

ra
tu

re
gr

ad
ie

nt
.

D
N

A
th

er
m

al
di

ff
us

io
n

co
ef

fic
ie

nt
w

as
m

ea
su

re
d.

D
N

A
ac

cu
m

ul
at

es
in

th
e

lo
w

er
pa

rt
of

th
e

ch
am

be
r,

ne
ar

th
e

he
at

in
g

sp
ot

(f
ro

m
nm

ol
/L

to
μ

m
ol

/L
).

[1
00

]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

.B
or

os
ili

ca
te

ca
pi

lla
ry

em
be

dd
ed

in
im

m
er

si
on

oi
la

nd
in

se
rt

ed
be

tw
ee

n
a

si
lic

on
pl

at
e

an
d

a
sa

pp
hi

re
co

ve
r.

A
n

in
fr

ar
ed

la
se

r
as

he
at

so
ur

ce
.

PC
R

a
so

lu
ti

on
an

d
D

N
A

ol
ig

on
uc

le
ot

id
e

te
m

pl
at

es
(r

an
do

m
se

qu
en

ce
s)

st
ai

ne
d

w
it

h
flu

or
es

ce
nt

dy
e

he
at

ed
by

a
te

m
pe

ra
tu

re
di

ff
er

en
ce

of
27

K
.

Te
m

pe
ra

tu
re

gr
ad

ie
nt

s
tr

ig
ge

r
re

pl
ic

at
io

n
an

d
ac

cu
m

ul
at

io
n

of
sh

or
tD

N
A

by
th

er
m

op
ho

re
si

s
an

d
co

nv
ec

ti
on

.
[1

05
]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

.B
or

os
ili

ca
te

ca
pi

lla
ry

em
be

dd
ed

in
im

m
er

si
on

oi
l,

in
se

rt
ed

be
tw

ee
n

si
lic

on
pl

at
e

an
d

sa
pp

hi
re

co
ve

r.
In

fr
ar

ed
la

se
r

as
he

at
so

ur
ce

.

D
ou

bl
e-

ch
ai

n
D

N
A

se
gm

en
ts

ca
pa

bl
e

of
re

ve
rs

ib
le

un
io

n
by

hy
br

id
iz

at
io

n
he

at
ed

.
Th

er
m

al
gr

ad
ie

nt
pr

om
ot

es
D

N
A

ac
cu

m
ul

at
io

n
an

d
po

ly
m

er
iz

at
io

n
[1

06
]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

.B
or

os
ili

ca
te

ca
pi

lla
ry

in
se

rt
ed

be
tw

ee
n

tw
o

m
et

al
lic

pl
at

es
,

te
m

pe
ra

tu
re

co
nt

ro
lle

d
he

at
ed

on
on

e
si

de
an

d
co

ol
in

g
th

e
ot

he
r

si
de

.

D
N

A
,T

aq
po

ly
m

er
as

e,
flu

or
es

ce
nt

dy
e

he
at

ed
w

it
h

te
m

pe
ra

tu
re

gr
ad

ie
nt

s
(3

8
◦ C

to
71

◦ C
).

D
N

A
in

PC
R

bu
ff

er
(6

μ
m

/s
flo

w
)h

ea
te

d
w

ith
gr

ad
ie

nt
s

(3
6–

73
◦ C

;6
1–

94
◦ C

).

Te
m

pe
ra

tu
re

gr
ad

ie
nt

s
pr

om
ot

e
re

pl
ic

at
io

n
of

D
N

A
ol

ig
on

uc
le

ot
id

es
w

ith
a

se
qu

en
ce

le
ng

th
.L

on
g-

ov
er

sh
or

t
se

qu
en

ce
s

ar
e

pr
ef

er
re

d.

[1
01

]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
re

e
in

le
ts

,t
w

o
ou

tl
et

s,
te

n
pa

ir
s

of
as

ym
m

et
ri

c
in

cl
in

ed
m

ic
ro

ch
am

be
rs

,
al

lo
w

in
g

m
ic

ro
vo

rt
ic

e
fo

rm
at

io
n.

BT
A

C
b

an
d

D
M

F
c

in
tr

od
uc

ed
(1

m
L/

h)
in

th
e

ce
nt

ra
li

nl
et

.D
M

F/
H

2O
is

in
tr

od
uc

ed
(3

0
m

L/
h;

40
◦ C

)a
tt

he
si

de
in

le
ts

.T
PP

S 4
d

,
H

2S
O

4,
an

d
H

2O
in

je
ct

ed
(3

0
m

L/
h)

in
th

e
si

de
in

le
ts

,a
nd

in
ce

nt
ra

li
nl

et
,a

C
2m

im
+

e
an

d
H

C
ld

is
so

lu
ti

on
(1

m
L/

h)
.

C
hi

ra
lm

ic
ro

vo
rt

ic
es

cr
ea

te
d

in
th

e
m

ic
ro

ch
am

be
rs

in
du

ce
hy

dr
od

yn
am

ic
se

le
ct

io
n

of
en

an
ti

om
er

s
in

su
pr

am
ol

ec
ul

ar
sy

st
em

s
co

m
po

se
d

of
no

n-
ch

ir
al

m
ol

ec
ul

es
.

[1
09

]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

.M
ic

ro
ch

am
be

r
m

ad
e

of
Te

flo
n

an
d

pl
ac

ed
be

tw
ee

n
a

sa
pp

hi
re

pl
at

e
(h

ea
te

d)
an

d
a

si
lic

on
pl

at
e

(c
oo

le
d)

.

M
ic

ro
ch

am
be

r
fil

le
d

w
it

h
ai

r
an

d
di

ss
ol

ut
io

n
of

D
N

A
ch

ai
ns

(l
ab

el
ed

w
it

h
a

ch
ro

m
op

ho
re

)
on

a
sa

lt
bu

ff
er

(E
D

TA
an

d
N

aC
l)

,a
te

m
pe

ra
tu

re
gr

ad
ie

nt
fr

om
9
◦ C

to
15

◦ C
w

as
ap

pl
ie

d.

Fo
rm

at
io

n
of

a
m

in
iw

at
er

cy
cl

e
an

al
og

th
at

in
du

ce
s

flu
ct

ua
ti

on
s

in
sa

lt
co

nc
en

tr
at

io
ns

in
th

e
ai

r–
w

at
er

in
te

rf
ac

e
pr

om
ot

in
g

pe
ri

od
ic

se
pa

ra
ti

on
of

D
N

A
st

ra
nd

s
be

lo
w

th
ei

r
m

el
tin

g
te

m
pe

ra
tu

re
.

[1
07

]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

s.
C

or
ru

ga
te

d
m

ic
ro

ch
am

be
rs

(P
ET

G
pl

as
ti

c,
U

V
-c

ur
ab

le
re

si
n,

or
Te

flo
n)

sa
nd

w
ic

he
d

be
tw

ee
n

sa
pp

hi
re

(h
ea

te
d)

an
d

si
lic

on
(c

oo
le

d)
pl

at
es

.

Te
m

pe
ra

tu
re

gr
ad

ie
nt

s
ap

pl
ie

d.
D

ev
ic

es
fil

le
d

w
it

h
ga

s
an

d
so

lu
ti

on
s

of
D

N
A

,R
N

A
,

ri
bo

zy
m

es
,r

ib
os

e
am

in
oo

xa
zo

lin
e,

cy
ti

di
ne

nu
cl

eo
si

de
s,

an
d

m
on

oa
m

m
on

iu
m

ph
os

ph
at

e
or

ve
si

cl
es

(o
le

ic
ac

id
or

1,
2-

D
io

le
oy

l-
sn

-g
ly

ce
ro

-3
-p

ho
sp

ho
ch

ol
in

e
an

d
ol

ig
on

uc
le

ot
id

es
).

D
N

A
an

d
R

N
A

fo
rm

hy
dr

og
el

s
an

d
ri

bo
zy

m
es

,i
nc

re
as

e
ca

ta
ly

ti
c

ac
ti

vi
ty

at
th

e
ga

s–
w

at
er

in
te

rf
ac

e.
N

uc
le

ot
id

e
en

ca
ps

ul
at

io
n

in
ve

si
cl

es
,r

ib
os

e
am

in
oo

xa
zo

lin
e

cr
ys

ta
lli

za
ti

on
,a

nd
cy

ti
di

ne
nu

cl
eo

si
de

s
ph

os
ph

or
yl

at
io

n.

[1
04

]

163



Life 2022, 12, 1665

T
a

b
le

3
.

C
on

t.

E
x

p
e

ri
m

e
n

t
T

y
p

e
D

e
v

ic
e

D
e

sc
ri

p
ti

o
n

E
x

p
e

ri
m

e
n

ta
l

F
in

d
in

g
s

R
e

fe
re

n
ce

C
el

lu
la

r
co

m
pa

rt
m

en
ta

liz
at

io
n

A
rr

an
ge

m
en

to
fs

er
ia

lc
ha

nn
el

s
an

d
m

ic
ro

ch
am

be
rs

.

Li
po

so
m

es
of

ph
os

ph
ol

ip
id

s,
ch

ol
es

te
ro

l,
an

d
flu

or
es

ce
nt

dy
e

do
pe

d
w

ith
fr

uc
to

se
tr

ap
pe

d
in

th
e

m
ic

ro
ch

am
be

rs
,e

xp
os

ed
to

a
ur

an
in

e/
fr

uc
to

se
an

d
flu

or
es

ce
in

-1
2-

ad
en

os
in

e
tr

ip
ho

sp
ha

te
so

lu
ti

on
(A

TP
an

al
og

)d
iff

er
en

t
flo

w
s

an
d

pH
.

Fr
uc

to
se

,u
ra

ni
ne

,a
nd

A
TP

an
al

og
ac

cu
m

ul
at

io
n

in
th

e
lip

os
om

es
,e

ve
n

ag
ai

ns
tc

on
ce

nt
ra

ti
on

gr
ad

ie
nt

(b
et

w
ee

n
lip

os
om

e
an

d
ex

te
ri

or
).

[1
10

]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

s.
Tr

ia
ng

ul
ar

PT
FE

pl
as

ti
c

sh
ee

ts
pl

ac
ed

be
tw

ee
n

sa
pp

hi
re

(h
ea

te
d)

an
d

si
lic

on
(c

oo
le

d)
pl

at
es

.

D
iff

er
en

tc
oa

ce
rv

at
es

co
m

po
si

ti
on

s
(C

M
-D

ex
f

or
A

TP
,w

it
h

pL
ys

g
or

PD
D

A
h

in
N

a++
bi

ci
ne

or
tr

is
bu

ff
er

),
te

m
pe

ra
tu

re
gr

ad
ie

nt
,g

as
vo

lu
m

e,
an

d
m

ic
ro

ch
am

be
r

th
ic

kn
es

s.
So

m
e

ex
pe

ri
m

en
ts

in
cl

ud
ed

R
N

A
.

Th
e

fu
si

on
,a

cc
um

ul
at

io
n,

an
d

di
vi

si
on

of
co

ac
er

va
te

s
oc

cu
rr

ed
at

th
e

ga
s–

w
at

er
in

te
rf

ac
e.

Tw
o

co
ac

er
va

te
po

pu
la

ti
on

s
ca

n
be

se
pa

ra
te

d:
in

th
e

ga
s–

w
at

er
co

ac
er

va
te

s
of

R
N

A
,C

M
-D

ex
,a

nd
pL

ys
;

in
th

e
bu

lk
,c

oa
ce

rv
at

es
of

R
N

A
an

d
pL

ys
.

[1
02

]

Po
re

s
in

ro
ck

s
in

hy
dr

ot
he

rm
al

sy
st

em
s

Th
er

m
al

tr
ap

.C
ut

Te
flo

n
sh

ee
tp

la
ce

d
be

tw
ee

n
a

si
lic

on
pl

at
e

(c
ov

er
ed

w
it

h
Te

flo
n)

an
d

a
sa

pp
hi

re
pl

at
e.

T
he

rm
al

gr
ad

ie
nt

by
di

ff
er

en
ti

al
he

at
in

g
of

pl
at

es
.

M
ic

ro
ch

am
be

r
w

as
fil

le
d

w
ith

C
O

2
at

di
ff

er
en

t
pr

es
su

re
s

an
d

so
lu

ti
on

s
Ly

so
se

ns
or

Ye
llo

w
/b

lu
e

dy
e,

R
N

A
,M

gC
l 2

,
an

d
bu

ff
er

Tr
is

;
an

d
D

N
A

nu
cl

eo
ti

de
s,

Ta
q

po
ly

m
er

as
e,

co
m

pl
em

en
ta

ry
pr

im
er

s,
M

gC
l 2

,T
ri

s
Bu

ff
er

,
K

C
l,

an
d

(N
H

4)
2S

O
4.

Te
m

pe
ra

tu
re

gr
ad

ie
nt

s
(5

◦ C
to

17
◦ C

).

D
ew

cy
cl

e
ge

ne
ra

ti
on

.I
n

de
w

R
N

A
or

D
N

A
,m

el
ti

ng
is

fa
vo

re
d,

in
th

e
bu

lk
so

lu
ti

on
.E

m
er

ge
nc

e
of

la
rg

er
D

N
A

st
ra

nd
s

w
as

ob
se

rv
ed

.

[1
08

]

a
P

ol
ym

er
as

e
ch

ai
n

re
ac

ti
on

,b
tr

is
(e

th
yl

ci
nn

am
at

e)
be

nz
en

e-
1,

3,
5-

tr
ic

ar
bo

xa
m

id
e,

c
N

,N
-d

im
et

hy
lf

or
m

am
id

e,
d

te
tr

a-
(4

-s
ul

fo
na

to
ph

en
yl

)p
or

ph
yr

in
,e

1-
et

hy
l-

3-
m

et
hy

lim
id

az
ol

iu
m

ca
ti

on
s,

f
ca

rb
ox

ym
et

hy
l-

de
xt

ra
n,

g
po

ly
ly

si
ne

,h
po

ly
di

al
ly

ld
im

et
hy

la
m

m
on

iu
m

ch
lo

ri
de

.

164



Life 2022, 12, 1665

3. Conclusions

Although prebiotic chemistry experiments using microfluidic devices are few, they
have been increasing in recent years. Thanks to the characteristics of microfluidic devices,
it is possible that they can be used to simulate different prebiotic environments, such as
submarine hydrothermal vents systems in early Earth or rock pores. Additionally, other
questions can be approached, as demonstrated by using microfluidic devices to study
the chirality problem, compartmentalization phenomena, and catalytic networks that can
derive Darwinian evolution. The great potential of microfluidic devices to be used in
prebiotic chemistry experiments has yet to be explored. It should be interesting to study
more conditions or factors for the experiments that have already been performed. For
example, using Y-shaped microfluidic devices, it is possible to study the mineral membrane
formation with different physical and chemical conditions such as pH gradient, temper-
ature, chemical composition, or reactant concentrations. In addition, factors such as the
presence of relevant organic molecules in mineral membrane formation to evaluate their
role as concentrators or catalyzers should be explored. Microdroplet devices that have
several applications in the biomedical field also can be used in prebiotic chemistry stud-
ies, as shown in the experiments involving reaction networks and compartmentalization.
There is great potential to use droplet devices to perform more experiments involving
different molecules or conditions. For example, using amphiphilic molecules with prebiotic
relevance, to study the probable formation or behavior of what may have been the first
membranes. As for studies using microchambers, there is no doubt about their usefulness
to study the processes that nucleic acids and some other molecules can undergo in hy-
drothermal microenvironments. However, it would be also interesting to investigate the
processes that other prebiotic molecules, or their precursors, could undergo in those and
other kinds of environments.

Perhaps a disadvantage of using microfluidic devices is the individual technical train-
ing and laboratory equipment required to manufacturing, operate, and monitor the devices
(e.g., manufacture equipment, pumps, and microscopes for observation). However, there
are companies dedicated to fabric custom microfluidic devices for diverse purposes. In
addition, new methods with low-cost fabrication and materials have already been proposed
(e.g., [72,111–115]). The potential use of microfluidic devices constitutes a relatively new
approach to prebiotic chemistry, although the present study proves it is rather useful. It
would be interesting to use different types of microfluidic devices to respond to key prebi-
otic chemistry questions. This review pretends to encourage researchers to use microfluidic
devices and think about how to use them to perform prebiotic chemistry experiments in
novel ways.
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Abstract: The article shows the compatibility of the concept of thermodynamic inversion (TI) of
the origin of life with the theory of stress in (micro)biology. According to the proposed TI concept,
the first microorganisms on Earth were formed through an effective (intensified and purposeful)
response of organic microsystems to incessant oscillations of physicochemical parameters (i.e., to
periodic stress) in a hydrothermal environment. This approach allows us to explain the ability of
contemporary microorganisms to respond to stress at the individual and population levels. The
ability of microorganisms to effectively react to environmental stress factors is corroborated by a
number of molecular and other mechanisms that are described in the article.

Keywords: origin of life; population of microorganisms; hydrothermal system; oscillations in parameters;
prebiotic microsystem; stress

1. Introduction

Over the past few decades, prebiotic chemistry has achieved significant success. The
initial models, such as coacervates [1] or proteinoid microspheres [2], were quite simple.
Now, many of the modern models created and studied within the framework of contem-
porary prebiotic chemistry are much more complicated. In particular, there are some
prebiotic models based on a combination of RNA and lipid vesicles, in which the latter
mimic the cellular cytoplasmic membrane [3–5]. Another version of such models is based
on the introduction of pre-DNA and pre-protein into lipid vesicles with their subsequent
self-replication [6,7].

The culmination of laboratory experiments in the field of prebiotic chemistry is the
production of “protocells” and the more complex “artificial cells”. Many of them bear some
resemblance to living microorganisms. Such models can exhibit catalytic activity and the
ability to divide, such that the chains of their nucleic acids can reproduce themselves. How-
ever, it should be borne in mind that the DNA chains that are spontaneously synthesized
in the models are abiotic and do not contain biological information for billions of years
accumulated in the genes of living microorganisms. Sometimes, experimenters designate
the processes in such laboratory models as “almost life”, although the above-mentioned
initial signs of a living state are not self-sustaining, and we therefore cannot consider
them biological.

So far, no laboratory experimenters have obtained a population of actually living
subcells from prebiotic microsystems, which are characterized by the following key bio-
logical features: (1) an extremely high rate of biochemical reactions; (2) behavior adequate
to certain environmental conditions or changes, that is, purposeful behavior; (3) closes
interaction between cells, both within cell populations and between cell populations in
the community. Even advanced scenarios of prebiotic evolution do not explain how pop-
ulations of microbial cells became active with respect to the environment and how they
acquired a tendency towards expansion. This apparent gap between prebiotic models and
living cells is a “mysterious leap” in evolution or a missing link [7]. The three modern
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approaches to the origin of life—complex (or primary metabolism), the RNA world (or
primary gene), and the cellular (universal common ancestor)—do not explain the nature of
this missing link.

An attempt to consider the nature of the gap between nonliving prebiotic microsystems
(or protocells) and living cells on the basis of a different approach was undertaken within
the framework of the concept of thermodynamic inversion (TI), or simply the inversion
concept of the origin of life [8–13]. It differs from other concepts in that it postulates the
need for an effective response of a prebiotic system (a cluster of organic microsystems) to
oscillations of physicochemical parameters in the hydrothermal environment. Oscillations
should occur with pauses in the high-frequency range, reaching their extreme values from
time to time. Such periodic changes are stress factors for prebiotic systems. If the reaction
of clusters of organic microsystems to such external influences as periodic stress becomes
intensified and purposeful (which is possible under the conditions described below), they
transform into the simplest living systems—primary populations of subcells.

The purpose of this article is to correlate the theoretical concepts of TI with respect
to the role of periodic stress in the emergence of initial sub-microorganisms from organic
microsystems, on the one hand, and modern factual data on the role of stress for the
existence and development of a population of microorganisms, on the other.

2. Main Provisions of the Inversion Concept of the Origin of Life

The proposed concept of thermodynamic inversion (TI) focuses on the key moment
of nonliving prebiotic microsystems’ transition to the first life forms (subcells). Its main
theses are summarized in this section. A detailed presentation of the latest version of the
inversion concept is given in other works [11,12].

The meaning of thermodynamic inversion as a key thermodynamic transformation
during the transition of a prebiotic system to a living state is as follows. It is well known
that inanimate natural systems eventually evolve in the direction of increasing entropy,
which follows from the second law. It is also known that biological evolution paradoxically
proceeds in a thermodynamically opposite (negentropic) direction—with an increase in
free energy and information in the system due to a relative decrease in entropy. Within
the framework of the concept of thermodynamic inversion, attention has been drawn
to the fact that the presence of these contradictory trends means the transition of a non-
living chemical system from existence under conditions of the prevailing contribution of
entropy to existence under conditions of the prevalence of the contribution of free energy
and information at the moment (or a short period) of the appearance of living state in it,
regardless of the constituent molecules. This transition is called thermodynamic inversion,
or thermodynamic reversal. It is as if we observe a car moving first in one direction and then
in the opposite direction; in that case, we understand that it has turned around somewhere
(even if we did not see it). After thermodynamic inversion, the transformed system can
no longer exist as an ordinary chemical system. It must build its internal chemical and
information processes, as well as interaction with the environment, in such a way as to
generate more free energy than can be neutralized by entropy. This way of organizing the
system can be designated as “negentropic”, and it occurs at the moment of the origin of life.
From the point of view of the TI concept, chemical evolution in itself, as a process of the
complication of organic matter, is insufficient for the origin of life, since it does not include
the transition of the system to the qualitatively different (negentropic) thermodynamic state.
This requires a prebiotic chemical revolution—a combination of the presence of evolving
organic systems of optimal composition (which has yet to be clarified) and thermodynamic
inversion. During the latter, the system is periodically exposed to stress factors (changes in
the environment), and through an effective stress response, it builds a negentropic network
of (bio)chemical reactions and information processes aimed at maintaining and developing
such a state.

The transformation of a cluster of nonliving prebiotic microsystems into a primary
population of living subcells takes place at the moment of thermodynamic inversion, when
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the system obtains the total contribution of free energy prevailing over the contribution
of entropy (in the same way as the contribution of information becomes prevailing over
the contribution of information entropy). An inanimate prebiotic system passes into
the primary form of life (a living subcell) through a thermodynamically intermediate
state, which is schematically shown in Figure 1. The optimal composition of prebiotic
microsystems most suitable for TI should be clarified by the joint efforts of experimenters
and theorists involved in the study of the origin of life. As an option, a model of a
three-dimensional organic microsystem was previously proposed, consisting of the main
biologically important molecules—lipids, polyamino acids (proteins), and nucleotides [11].
However, consideration of this model is not the purpose of this article.

 

Figure 1. Scheme of change in the thermodynamic state of an inanimate prebiotic microsystem during
its transition to the primary living state through an intermediate state.

According to the TI concept, during the transition to life, prebiotic systems are in
conditions far from equilibrium, which are initiated by incessant oscillations in physico-
chemical parameters in the environment, such as pressure, temperature, concentrations
of components, and electric potential. An important factor is the periodic change in the
scale of oscillations, which leads to a periodic replacement of extreme conditions by pauses.
Such regimes are typical of hydrothermal systems, but not typical of the ocean or ice layers.
Therefore, it is the hydrothermal fluid that migrates in the Earth’s crust up to the surface or
ocean floor, which is considered the most suitable area for the emergence of life.

On the left in the Figure 1, in yellow, is a non-living prebiotic microsystem (its half)
composed of random polymers, monomers, and simple molecules. In the center is a
thermodynamically intermediate state of the microsystem between non-life and life, with
relative equality of contributions from chemical reactions producing free energy (red) and
entropy (blue). On the right, in green, is a primary living microorganism (its half). The
picture shows its evolutionarily advanced form: a modern prokaryotic cell with basic
cellular structures, including a nucleoid (circular DNA), ribosomes, and a cell membrane.

Under the described nonequilibrium conditions, thermodynamic inversion occurs
due to the enhanced and targeted response of microsystems to high-frequency oscillations
(“pumping”) of the physicochemical parameters of the environment. Clusters of organic
microsystems consisting of lipids, polyamino acids, and other components are formed in
the ascending hydrothermal flow due to self-assembly. Continuous interaction between
microsystems is supported by different-mode oscillations in the environment (Figure 2). It
is well known that abrupt changes occurring in chemical systems under highly nonequilib-
rium conditions induce extremely fast chemical reactions [14]. Their role in responding to
external influences in connection with the process of the beginning of life remains to be
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studied. The thermodynamic inversion of a cluster of organic microsystems existing in an
oscillatory mode occurs in the upper part of hydrothermal channels. Here, the environ-
mental conditions become less extreme (the absolute values of pressure and temperature
decrease, as well as the scale of physicochemical fluctuations). Subsequently, the primary
living systems that are formed—i.e., populations of the simplest subcells—move out into
the ocean, where their biological evolution continues. The proposed mechanism for the
emergence of life through thermodynamic inversion with certain variations can be com-
mon for different inhabited planets, since the basic terms used—entropy, free energy, and
information—are the most fundamental attributes of the Universe.

 
Figure 2. Scheme of the conversion of a cluster of prebiotic microsystems into initial population
of living subcells in the upper zone of hydrothermal channel: 1—laminar and convective fluid
currents to the surface; 2—interacting organic assemblies (microsystems), composed mainly of lipids,
proteins, and nucleotides; 3—disseminated organic molecules; 4—directions of free energy transfer;
5—primary population of living subcells.

A laboratory experiment scheme is proposed to test this approach. It consists of
studying the transformations that take place in prebiotic microsystems of different types
when they are “pumped” by oscillations of physicochemical parameters of different ranks,
including pressure, temperature, pH, Eh, electric potential, etc. [12]. In the course of such
experiments, it is necessary to reveal the presence of such a reaction of organic microsystems
to physicochemical “pumping”, which brings them closer to a living state (strengthening
the role of active transport, increasing the degree of homochirality, etc.).

Let us emphasize the main difference between the proposed TI concept and existing
alternative concepts. In the latter concepts, it is assumed that living systems arose at some
stage of chemical (prebiotic) evolution directed at the consistent chemical complication of
organic microsystems (microstructures), with different variations. The need for TI is not
provided for in them. According to the approach outlined in the article, it is at the moment
of thermodynamic inversion that active metabolic processes are launched in prebiotic
microsystems that were inactive earlier (with respect to the environment). According
to this understanding, biochemical reactions do not arise by themselves in the course
of chemical prebiotic evolution. They are instead launched and integrated through the
effective response of a cluster of organic microsystems (or a separate microsystem) to
continuous oscillations of physicochemical parameters in the environment, occurring in an
optimal mode for the emergence of life.

This difference can be illustrated by the following example. There is a large group of
microorganisms belonging to the domains of Archaea and Bacteria living in harsh environ-
ments such as extreme temperature and/or pH or high concentrations of metals and/or
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salt. Such microorganisms are also capable of responding to sudden changes in environ-
mental conditions. A group of Italian scientists has studied and generalized the molecular
mechanisms responsible for the survival and adaptation of this type of microorganism,
which is related to thermophilic species. The main focus was on their adaptation to toxic
metals, with particular emphasis on As (V), As (III), and Cd (II) [15]. The four main mecha-
nisms of heavy metal resistance were found in these microorganisms: (1) an extracellular
barrier, forming a selectively permeable system; (2) efflux of metal ions; and (3) enzymatic
reduction of metal ions; and (4) intracellular sequestration by small molecule complexing
agents or metal-chelating proteins. In more complex mesophilic microorganisms, some
of the mechanisms described are already absent. The thermophilic Archaea and Bacteria
are known to be very primitive and are at the base of the phylogenetic tree of life on
Earth [16,17]. Within the framework of the inversion concept, these facts can naturally be
interpreted as follows. At the earliest stages of biological evolution, microorganisms devel-
oped their defense mechanisms by effectively resisting extreme environmental conditions.
In mesophilic microorganisms, the need for some of the previously formed defense mech-
anisms had already disappeared, since they existed and exist in less extreme conditions.
If we consider these facts in the framework of the concepts of the emergence of life as a
result of only chemical evolution without the manifestation of thermodynamic inversion, it
becomes unclear at the expense of what and how these protective mechanisms developed in
thermophilic microorganisms. At least in scenarios of the origin of life through sequential
chemical evolution, such facts are not taken into account, and, accordingly, they do not
explain them.

3. Correlation between the Inversion Concept and the Stress Theory in Biology

The TI concept correlates with the fundamental theses of biology in the field of the
stress theory, the founder of which is Hans Selye [18]. The key points of the stress theory
can be summarized as follows. External influences on a living organism (positive or
negative effect of environmental stress factors) cause tension in it (stress itself), followed
by a response to stress. Moderate stress factors are necessary to maintain the vitality of
the organism, as they allow it to develop an effective response to stress (“stress response”)
that overcomes environmental pressure. The action of very strong stress factors (distress)
leads to the degradation of the organism. Lack of exposure to stress factors (stress = 0) also
initiates the degradation of the organism in the long run.

The inversion concept explains these regularities as follows. The fluctuations of the
physicochemical parameters of the environment discussed above affect a prebiotic microsys-
tem in the same way as the stress factors of the environment on a living microorganism.
When exposed to moderate (optimal) force, the prebiotic microsystem has the ability to
develop an enhanced and targeted counteraction (effective stress response), which can
transform it into a primary form of life. In the case of a very strong external influence, the
prebiotic microsystem is under the overwhelming pressure of entropy (weakened stress
response) and cannot be transformed into the primary form of life. In the absence of an
external influence (absence of environmental stress factors), a stress response does not
develop in the microsystem at all. It also does not have the ability to transition to life.

As a result of fluctuations in physicochemical parameters in the medium, the degree
of external pressure (thermodynamically related to the flow of entropy) on the primary
form of life will vary all the time. If the environmental pressure begins to exceed the ability
of the primary (sub)microorganism to actively exist, then it is forced to return to its original
prebiotic state. However, such a reverse transition should initiate the counteraction of an
already incipient living microsystem that possesses the sparks of a purposeful, survival-
oriented response. It can be assumed that in such conditions of arising “distress”, the
primary form of life will purposefully reorganize its internal structure and functions in
such a way as to survive an unfavorable period and preserve the possibilities for transition
to active existence when external pressure subsides. Such “passive” resistance to external
pressure can be compared with the state of suspended animation, which is studied by
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modern microbiology [19–23]. Consequently, it follows from the considered approach to
the origin of life on Earth that the microorganism could have initially existed in two states:
(a) passive, if the “pressure” from the environment (the action of stress factors) exceeded
its ability to effectively counteract; (b) active, if its response to environmental stressors was
enhanced and targeted.

Below are three main provisions arising from the inversion concept, which correlate
with the fundamental knowledge of modern microbiology.

1. A microorganism is able to pass from a passive state (suspended animation) to an active
state (free living form) and vice versa. The current state depends on the conditions in
the environment (its “pressure”, which within the framework of thermodynamics can be
expressed through flow of entropy) and the internal resources of the microorganism.

2. When unfavorable conditions in the environment are approaching, a free-living
microorganism is able to purposefully rebuild its structure and functions, consistently
preparing for the transition to a passive state (suspended animation) to maintain
potential viability.

3. To get out of suspended animation, the (resting) microorganism must receive an
impulse (exposure to a stress factor) from the environment, indicating a decrease
in the external pressure. In response to this impulse, conserved vital functions are
activated, and many reverse sequential transformations are triggered, ensuring its
transition to an active state.

4. Microbial Stress Responses

The evolutionary history of the Earth, especially its early period, was associated
with various cataclysms, accompanied by a continuous change in geological, water, and
atmospheric conditions. During these global transformations, life originated on the planet.
In the process of evolution, ancient microorganisms developed mechanisms to resist the
adverse environmental factors inherited by subsequent generations of life forms.

Sudden unfavorable changes in conditions either lead to cell death or activate powerful
adaptation mechanisms, including damage repair mechanisms, in particular repair of DNA
damage, and global reorganization of metabolism. All these transformations are associated
with large time and energy resources. This indicates that cells exposed to adverse factors
are under stress [24,25].

Moreover, in reality, bacteria, irrespective of natural habitat, are exposed to constant
fluctuations in their growth conditions which are usually not optimal. Variations in any
environmental parameters can affect the maximum growth rate and, thus, can represent an
environmental stress for the microbe. As a result, most bacteria live in a constant state of
stress. Furthermore, some microorganisms (extremophiles) view stresses such as extremes
in pH or temperature as a lifestyle choice. The ability of microbes to sense and respond
(correctly) to such alterations in the environment is crucial to their survival.

The global activation and rearrangement of cellular metabolism in response to stress
factors are controlled by the corresponding genes and are accompanied by a global change
in the type of gene expression involving cellular hormones called alarmones, which trig-
ger a cascade of sequential reactions using signal transduction systems initiating stress-
responsive pathways, some of them being very conserved.

The response to the imposed stress is accomplished by changes in the patterns of gene
expression for those genes whose products are required to combat the deleterious nature of
the stress. The up-regulation of the transcription of stress responsive genes is achieved by
the activation of transcription factors that interact with RNA polymerase to co-ordinate
gene expression. One family of transcription factors that play a role in stress resistance is a
subunit of RNA polymerase, the sigma factor, which is essential for initiation transcription,
playing a key role in promoter recognition. The environmental stress response is controlled
by a supramolecular complex known as the stressosome.

The cell is forced to synthesize those enzymes that are necessary under stressful
conditions, and hence, genes encoding such enzymes must be activated. Mobile genetic
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elements (MGE, in prokaryotes these are conjugative plasmids, transposons, and integrons)
are involved in the activation of the genetic regulatory system of the organism [26]. MGE is
a molecular tool by which the genome can be considered as a special cellular organ designed
to detect deviations in the cell from its normal functioning. Moreover, as a result of such
detections, the genome can reorganize itself, depending on the needs of the cell under
specific conditions. In general, the genome can respond to stress by inducing interspecific
transfer of MGE. In this case, the organism experiences the so-called “genomic shock” and
the subsequent restructuring of the genome. Plasmid DNA is capable of independent
reproduction in the cell and has a special machinery for its transfer to neighboring cells
(lateral or horizontal gene transfer), which may cause the formation of new biological
species. At the same time, under normal environmental conditions and cellular homeostasis,
organisms developed a mechanism for controlling the transfer of MGEs.

Thus, bacteria have developed stress responses, which aim to temporarily increase
tolerance limits. These stress responses are often very specific, each specialized for a
particular kind of stress. Depending on the nature of the stressor and the type of the
damage caused, the cell response may be different. Some stress responses facilitate bacterial
transition from a free-living organism to a host-invading pathogen. Bacterial adaptive
responses include the development of spores and competence, the activation of motility to
more favorable locations, the synthesis of antibiotics and proteases, and changes in energy
production systems. The fine-tuning of respiratory electron transfer routes and energy
coupling mechanisms play important roles in the ability of bacteria to cope with variations
in oxygen and nutrient supply.

The main goal of adaptation mechanisms is to maintain homeostasis in a cell com-
pensating a negative influence of stress factors. For these purposes, the cell synthesizes
heat and cold shock proteins and performs a temperature-dependent change in the degree
of lipid unsaturation (temperature stress). It uses osmoprotectants and mechanisms of
osmoregulations such as K+ ion influx/glutamate-biosynthesis-coupled systems (osmotic
stress) and the modulation of the primary proton pumps as well as the K+/H+ and Na+/H+

antiporters (acid tolerance), and activates mechanisms of prevention of transporting harm-
ful compounds such as xeno- or antibiotics in the cell. In an oxidative stress response,
(2Fe-2S) enzyme centers are usually involved as sensors changing their oxidation state
when challenged with oxidative stress. Fe and sulfur compounds are considered to be
important components in the metabolic system of the last universal common ancestor
(LUCA). This illustrates an ancient nature of some of stress response systems in microor-
ganisms. Another indication of the evolutionary relation of general stress responses is
the stress-dependent sigma factor regulating transcription and probably operated in the
original ancestor.

In facultative aerobic microorganisms, the transition between aerobic and anaerobic
metabolism is accompanied by alterations in the rate, route, and efficiency of pathways
of electron flow. The catabolism of fuel molecules is associated with the reduction of
NAD+ to NADH. During the transition to oxygen limited growth and an increased level of
NADH built up, as it is less efficiently reoxidized to NAD+ as a result of reduced aerobic
respiration. These roles of NADH and NAD+ provide a link between energy homeostasis
and gene regulation.

Furthermore, microorganisms can control the production of the various respiratory
pathway enzymes in response to the availability of alternate electron acceptors. When
several e-acceptors are present simultaneously, the more energetically favored acceptor
will be used first. Such diversity of metabolic pathways is also an adaptation of a cell to
unfavorable conditions. Thus, stress activates the defense mechanisms of the cell, which
in turn lead to a rearrangement of the cell metabolism and, often, to a decrease in its
level, which contributes to the survival of the cell in conditions that do not allow balanced
metabolic activity.

One of the mechanisms of adaptation to stress is the dissociation of bacteria—the
splitting of a homogeneous population into variants that differ in morphological, physio-
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logical, biochemical and biological properties. The properties of different species and even
strains may be different. This creates a phenotypic variety of forms on a single genetic basis.
Species that are most adapted to specific environmental conditions survive and develop.
The described dissociation is especially typical for pathogenic bacteria. They rearrange
their genetic apparatus using various sensory and regulatory mechanisms as a response to
their transition to the external environment from a human or animal organism, or after a
sharp change in the environmental conditions. This allows them to maintain their viability
and to change their virulence and antigenic properties.

Thus, biosystems of various levels of organization can be subject to stress. Accordingly,
the methodological approaches to studying the effect of stress and the response of biosys-
tems to it are also different [27]. At the level of the microbial community, the methodology
includes incubation experiments with varying physicochemical parameters, the use of
various inhibitors and selective substrates to identify the potential of a particular microbial
group, and the use of radioactive substrates to study the pathways of decomposition of
organic matter [28]. At the microorganism level, experiments include cultivation, the study
of enzymatic activity, and genomic and transcriptomic studies and regulatory mechanisms
of gene expression under various conditions, followed by bioinformatic processing of the
obtained data array and interpretation of the results [29,30]. Shifts in community composi-
tion occur due to different biogeochemical capabilities of organisms to resist stress. Thus,
the influences of all types of stress operate at both physiological and community composi-
tion levels with a linkage between environmental conditions and biogeochemical processes.
While the physiological effects likely regulate short-term responses of soil communities
and processes, shifts in community composition are likely to regulate them over longer
periods [31].

Microbial community is a complex biological system consisting of different microbial
groups trophically connected to each other [27]. To cope with stressors in the environment,
the microbial community should maintain its basic functional structure according to Le
Chatelier’s law [27]. It rearranges the trophic interactions and the key microbial groups in
order to compensate negative impacts of the environmental changes. It in turn results in
redirection of organic matter flows in the community. For example, an anaerobic microbial
community producing methane can change its main pathways of organic matter degrada-
tion at lower temperature and pH. As a result of such changes, either hydrogen-dependent
and acetoclastic methanogenic archaea or homoacetogenic bacteria become the key terminal
microbial group, resulting in different product composition.

The diversity of metabolic pathways and taxonomic groups in the community is an
important mechanism for withstanding stressors and maintaining their function. The more
extreme the external conditions, the less microbial diversity and the more difficult it is for
the microbial community to maintain its functionality when the external conditions change,
and, hence, the lower is its adaptive potential. Nevertheless, under quite stable conditions,
a microbial system consisting of extremophilic microorganisms is formed. Its sustainability
is primarily determined by specific conditions of the ecological niche, in which unique
non-competitive adaptive survival mechanisms of extremophiles and their proper function-
alities are in demand. Thus, microbial community has basic mechanisms of coping with
environmental stress factors aiming at keeping its functionality in the environment.

An additional mechanism of resistance to stress can operate in associative mutually
beneficial relations between bacteria and plants, for example, in the rhizosphere. In relation
to xenobiotics, this mechanism results not only in increasing tolerance to the harmful
compound, but also in its joint active removal from the environment [32].

Thus, microorganisms with their huge number in populations, have the mechanisms
of physiological variation and transfer of genetic determinants developed by evolution and
are in a state of constant adaptive progress in accordance with changing environmental
conditions. Activation of the resistance mechanism system in microorganisms, some ele-
ments of which are related to very ancient mechanisms of stress response, occurs by signal
transduction systems with the participation of transcription factors. These factors bind
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to specific sites in the DNA molecule and induce the expression of the genes responsible
for the cell defense system. The result of this response is a global restructuring, both at
the level of an individual cell and at the level of the community, and the activation of
speciation processes as a mechanism for increasing the number of more adapted organisms
to changing environmental conditions.

5. Conclusions

In a number of publications devoted to the elaboration of the TI concept [9–13], it was
substantiated that chemical evolution in itself is insufficient for the emergence of primary
life forms. This also requires short-term oscillations in physicochemical parameters in the
environment, which exert periodic stress on prebiotic systems. When the stress response of
these systems is effective (which is possible under certain conditions), they evolve towards
life. From such an understanding of the process of the emergence of life, the conclusion
follows that all subsequent (more complex) microorganisms must necessarily respond to
stress, and in the event of an effective response, they achieve the opportunity for further
development. Sections 3 and 4 of this article show that the ability of microorganisms to
respond to stress at the individual and population levels is indeed universal. This confirms
the objectivity of the TI concept and its potential to explain the prehistory of the stress
phenomenon observed in the modern world of microorganisms. Additionally, within the
framework of this approach, the conclusion was substantiated that the main stages of the
origin of primary microorganisms are fixed in the anabiotic cycle of modern bacteria and
each time they are repeated during the exit of the bacterial population from the anabiotic
state [13].

From this approach, it follows that there is a need to move to the next stage of labora-
tory research on the problem of the origin of life. So far, numerous experiments in prebiotic
chemistry have been carried out mainly under stable conditions. Some experiments, which
are summarized in [12], were carried out under conditions of reversible oscillations of
physicochemical parameters (temperature, humidity) in the medium. These works have
demonstrated the progressive complication of organic macromolecules under oscillatory
conditions, in comparison with stable ones. As part of the experiments of the next stage, it
is proposed to dynamically study the development of the response of clusters of prebiotic
microsystems to multi-mode oscillations in parameters in a non-equilibrium environment,
including the appearance of induced extremely fast chemical reactions. Through a combi-
nation of spontaneous and induced chemical reactions, real proto-biochemical pathways to
the emergence of life can be identified. A general approach to experiments of this kind is
outlined in [12].
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Abstract: Researchers have suggested that the condensation of low-molecular-weight aldehydes
under basic conditions (e.g., pH > 11) is the prebiotic reaction responsible for the abiotic formation of
carbohydrates. It has also been suggested that surface hydrothermal systems were ubiquitous during
the early Archean period. Therefore, the catalysis of prebiotic carbohydrate synthesis by metallic oxide
minerals under acidic conditions in these environments seems considerably more probable than the
more widely hypothesized reaction routes. This study investigates the stability of DL-glyceraldehyde
and its reaction products under the simulated conditions of an Archean surface hydrothermal system.
The Hveradalur geothermal area in Iceland was selected as an analog of such a system. HPLC-ESIMS,
UV–Vis spectroscopy, Raman spectroscopy and XPS spectroscopy were used to analyze the reaction
products. In hot (323 K) and acidic (pH 2) solutions under the presence of suspended iron(III) oxide
hydroxide powder, DL-glyceraldehyde readily decomposes into low-molecular-weight compounds
and transforms into sugar-like molecules via condensation reactions.

Keywords: chemical evolution; sugar-like compound synthesis; hydrothermal systems

1. Introduction

A requisite for the emergence of life on the early Earth was the presence of water
and organic compounds—primarily amino acids, nucleobases, sugars, and their respective
precursors [1]. Sugars are considered one of the most essential molecules for all living organ-
isms as they are vital in contemporary metabolism and the synthesis of other compounds,
such as amino acids and nucleotides [2]. The previous functions of these biomolecules
suggest that they were synthesized during the initial stages of the origin of life; therefore,
to gain insight into the chemical processes that might have taken place on early Earth,
investigating the mechanisms of abiotic sugar production is essential. The formose reaction,
which involves the condensation of formaldehyde under basic conditions, is the most
well-known of the reaction pathways in sugar synthesis and is dependent on the presence
of inorganic catalysts, most commonly CaCO3 and Ca(OH)2 [3]. Alternative proposals for
sugar synthesis include (A) anaerobic formose-like reactions with low-molecular-weight
aldehydes in the presence of thiols [4] and ammonia catalysts [2,5], and (B) aldehyde
condensation reactions catalyzed by mineral surfaces [3,6,7] Nevertheless, sugars are only
by-products of these reactions, with the main organic compounds involving a wide variety
of straight-chain and branched sugars and aldols. Since most of these reactions occur in
environments that promote the breakdown of these organic compounds, studies must
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be carried out to propose alternate sugar synthesis reactions under plausible prebiotic
conditions [1,8].

Researchers have proposed glyceraldehyde (C3H6O3) as an alternative to formalde-
hyde in the formose reaction for the synthesis of sugars, acting as a source of energy
and monomers in aldehyde condensation reactions. In addition, glyceraldehyde can lead
to sugar and sugar-like molecules through condensation reactions catalyzed by mineral
surfaces [6] and possible nucleobases via reactions with ammonia under anaerobic condi-
tions [9]. Alternatively, when glyceraldehyde is exposed to ionizing radiation, it acts as
a source of molecules relevant to abiotic synthesis [10,11]. The decomposition products
include glycolaldehyde, formaldehyde, malondialdehyde, and pyruvaldehyde. Further,
glyceraldehyde can originate from both internal and external sources. Dihydroxyacetone,
the ketone form of this aldehyde, may have reached early Earth through exogenous delivery
from cometary and meteoritic debris [12,13]. Conversely, a by-product of formose-like pro-
cesses, glyceraldehyde is produced internally and may have originated from endogenous
sources in the Earth’s early environment [4].

All the previously discussed organic precursors could have been synthesized on
Earth when the planet became habitable, as early as 10–20 million years after the Moon-
forming impact [14]. Abiotic synthesis might have taken place in aqueous solutions in
hydrothermal systems, in the atmosphere, or at the water–mineral interface of the Earth’s
surface environments [14] during the Hadean (~4.54–4.0 Ga) and early Archean (~3.9 Ga)
eons, when the planet’s atmosphere may have predominantly comprised CO2 [15,16].
Among these possibilities, hydrothermal systems have physicochemical traits that are
believed to be crucial for the development of life [1]. Hydrothermal fluids are rich in ions,
which can act as catalysts for chemical reactions and form metal complexes with organic
molecules in solution [17]. Additionally, studies have revealed that hydrothermal systems
provide concentration, redox, and temperature gradients that can be utilized for the abiotic
synthetic processes of biomolecule precursors [1]. The thermal energy of these systems
could also be used to start chemical reactions. Therefore, these geological environments
are considered prime candidates for simulation experiments of abiotic synthesis under
plausible early Earth geochemical conditions.

The Kverkfjöll Volcano and the Hveradalur Geothermal Area, Central Iceland: Analog of an
Ancient Hydrothermal System

The Kverkfjöll volcano, located in Central Iceland, consists of a mountain massif of
rocks of evolved basaltic composition, with an area of surface geothermal activity covering
approximately 25 km2. This area displays a wide range of temperatures, pH values, and
chemical compositions and has been extensively investigated [18]. Its western part, the
Hveradalur geothermal area [19], is home to hydrothermal fluids of low pH (1–5) and
low temperatures (<50 ◦C). This zone is of particular interest to the present work, acting
as an analog of a low-temperature primitive early Archean (~3.9 Ga) hydrothermal area
(Figure 1). Although representing a novel concept, using analog environments in prebiotic
chemistry experiments shows great potential [13], as it allows researchers to reproduce the
physicochemical conditions of geological environments that may have existed on ancient
Earth. Analog environments also provide insight into the possible mineralogy of early
Earth environments by allowing investigations into the distribution of mineral phases
under the physicochemical conditions of interest.

Goethite (FeOOH), an iron(III) oxyhydroxide, is one of the mineral phases that po-
tentially existed on primitive Earth and is of special relevance in studies involving the
abiotic synthesis of organic molecules. It can act as a catalyst for aldehyde condensa-
tion reactions [6] and amino acid surface polymerization [20] and, therefore, possibly
plays an important role in the abiotic synthesis of biomolecule precursors. Research
has indicated that the sedimentary deposits of the early hydrothermal systems on Earth
may have contained this mineral [21,22] Further, reference [19] reported the formation of
goethite by hydrothermal modification of an iron meteorite under simulated hydrothermal
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conditions, thus demonstrating the mineral’s stability under conditions of low pH and
high temperatures.

 

Figure 1. Schematic representation of an early Archean hydrothermal area. These surface hydrother-
mal environments could have been abundant during the Archean period (~3.9 Ga) in crustal zones
with a high incidence of volcanic activity [18].

In the present work, we took quantitative measurements of remnant DL-glyceraldehyde
in sample solutions after exposure to the simulated physicochemical conditions of an analog
of a primitive Earth hydrothermal area, the Kverkfjöll geothermal field, using goethite as a
catalyst for the mineral–water interface reactions. Through these measurements, we aimed
to investigate the stability of glyceraldehyde and identify its decomposition products.

2. Materials and Methods

2.1. Reagents

All the reagents were of the highest commercial purity available, obtained from Sigma-
Aldrich®, St. Louis, MO, USA, and included the following: DL-glyceraldehyde (>90%),
acetaldehyde (>99.5%), pyruvaldehyde (40 wt. % in H2O), glyoxal (40 wt. % in H2O),
glycolaldehyde (>90%), orcinol (>99%), D-glucose (99.9%), D-ribose (99.9%), and FeCl3
(95%). Methanol-free formaldehyde was prepared from paraformaldehyde according to
the method described by [23]. Acetonitrile (HPLC), ethanol (HPLC), H2SO4 (95–97%), HCl
(37 wt. % in H2O), HNO3 (70%), KOH (>85%), and 2,4-dinitrophenylhydrazine (DNPH)
(97%) were obtained from Merck Co.®, Kenilworth, NJ, USA. Natural iron(III) hydrox-
ide oxide samples were collected in Durango, Mexico, and were characterized by X-ray
diffraction, Raman, and X-ray Photoemission spectroscopy (XPS). To eliminate organic
contamination, the goethite samples were treated with a 3% HNO3 solution (acid wash),
followed by two additional washes with Milli-Q® (Merck Millipore, Burlington, MA, USA)
water (deionized) and a 3% KOH solution. After the acidic and basic washes, the mineral
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samples were rinsed with Milli-Q® water and dried in a desiccator at room temperature
for 24 h.

2.2. Preparation of Samples

To simulate the Hveradalur geothermal site’s physicochemical conditions, a
1 × 10−2 mol/L, aqueous DL-glyceraldehyde solution was prepared using deionized
water; the solution was acidified with 36 mM H2SO4 (pH 2). The samples were degasified
with Ar to remove dissolved O2 in the solution. For the mineral–water interface reactions in
the simulated environment, the system was mixed in 15-mL polyallomer centrifuge tubes
with mineral (Goethite) powder (Beckman Coulter®, Brea, CA, USA). Goethite powder
(180 mg), previously prepared from natural mineral samples by mechanical grinding in an
agate mortar to an approximate grain size of 125 nm, was combined with 5 mL aliquots
of the degasified acidic DL-glyceraldehyde standard solutions. The system was saturated
with argon to create an anoxic atmosphere, and the polyallomer tubes were sealed to
preserve the system’s atmospheric integrity. For the XPS measurements, small Goethite
sheets (5 × 5 mm) were prepared. The sheets’ surfaces were polished with a SiC paste and
cleaned with an additional acidic and basic wash.

2.3. Sorption Experiments

The DL-glyceraldehyde/goethite samples were heated to 50 ◦C by placing the polyal-
lomer tubes inside a water recirculation system. The experimental system was exposed
to this thermal treatment at defined time intervals (120, 240, 360, and 480 min). After
each time interval had elapsed, the mineral was separated from the aqueous phase using
an Allegra XL-90 centrifuge (Beckman Coulter®, Brea, CA, USA) at 25,000 rpm at room
temperature for 15 min. The goethite powder was desiccated and preserved for further
analysis. The collected supernatants were filtered using 12-μm Acrodisc syringe filters
(Whatman, Chicago, IL, USA) and stored at 0 ◦C for the subsequent HPLC measurements.
The formation of new organic compounds in the sample supernatants was monitored
by UV–Vis spectrophotometry, HPLC–UV, and HPLC-ESIMS; this sample analysis was
repeated for each time interval used in the sorption experiments. For the sorption on
goethite sheets, the same experimental procedure was repeated, combining the goethite
sheet with 5 mL aliquots of DL-glyceraldehyde standard solutions, modifying the time
intervals for the thermal treatment (300 and 600 min).

2.4. Carbonyl Compound Measurements

Using HPLC–UV, the aldehydes, as their 2,4-dinitrophenylhydrazine (DNPH) deriva-
tives, were identified. The derivatization of the carbonyl compounds required reacting
5 mL aliquots of the sample supernatants with 5 mL aliquots of the DNPH reagent (0.4 mg
DNPH dissolved in 2 mL H2SO4, 3 mL H2O, and 25 mL of ethanol) for 12 h. The carbonyl
derivatives precipitated as yellow-orange crystals, which were filtered, dried, recrystal-
lized, and redissolved in acetonitrile for subsequent analysis. The elution times of the
carbonyl DNPH derivatives of formaldehyde, acetaldehyde, glyoxal, pyruvaldehyde, and
DL-glyceraldehyde (as standard compounds) were measured.

2.5. Analysis of Samples
2.5.1. HPLC–UV Analysis

For the HPLC–UV analysis of the carbonyl compounds, we used a Knauer®, Berlin,
Germany) Azura P 4.1S HPLC pump equipped with a Knauer® Azura UVD 2.1S UV
detector. The derivatives of the carbonyl compounds were monitored by measuring their
absorbance at 360 nm. The derivatives were separated in a Beckman® Ultrasphere C-18
ODS column (250 × 4.6 mm) using isocratic elution at 1.0 mL/min with a mobile phase
comprising 70% acetonitrile and 30% water. The elution times of the standard carbonyl–
DNPH derivatives are presented in Table 1.
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Table 1. Elution times of standard carbonyl-DNPH derivatives.

Beckman® Ultrasphere C-18 ODS Column.

Compound Elution time (min)
Glyceraldehyde-DNPH 2.44, 2.82, 4.59, 8.61 *
Glycolaldehyde-DNPH 3.0
Formaldehyde-DNPH 3.62
Acetaldehyde-DNPH 4.13

Glyoxal-diDNPH 7.25 ± 0.7
Pyruvaldehyde-diDNPH 10.64

* Multiple retention times of the DL-glyceraldehyde standard are possibly associated with multiple compounds
formed by the keto-enol tautomerism of the molecule in water [24].

The elution times in the sample supernatants, which were unknown, were identified
by comparing them with those of the standard aldehydes and carbohydrates. The quantita-
tion of the remnant DL-glyceraldehyde in the experimental samples was determined by
measuring the absorbance of DL-glyceraldehyde–DNPH at 360 nm as a function of time,
employing the Beer–Lambert law to calculate the sample concentration. The calibration
curve was constructed using the glyceraldehyde–DNPH standards, with a concentration
interval of 1 × 10−3 to 1 × 10−5 mol/L.

2.5.2. UV–Vis Spectroscopy

For the UV–Vis spectroscopic analysis, we used a Cary 100 spectrophotometer (Var-
ian, Palo Alto, CA, USA). The supernatants of the DL-glyceraldehyde solutions after
sorption were analyzed, monitoring their absorbance at 285 nm, which corresponds to
DL-glyceraldehyde in solution. A concentrated (0.2 mol/L) solution was used to increase
the sensitivity of the analyte to UV detection.

2.5.3. X-ray Diffraction Analysis

The purity of the natural goethite samples was measured by X-ray diffraction (XRD)
using an Empyrean diffractometer (Malvern Panalytical®, Malvern, Worcs, UK) equipped
with a PIXcel3D detector, with filtered Fe radiation of 60 kV at 2θ angles of 4◦ to 70◦. The
samples were prepared by grinding the goethite with an agate mortar to a particle size
of less than <75 μm. The mineral powder was then pressed onto the diffractometer’s
aluminum sample holder. The software HighScore (Malvern Panalytical®, Malvern, Worcs,
UK), the Inorganic Crystal Structure Database (ICSD), and the International Center for
Diffraction Data (ICDD) database were used for the mineral phase identification of the
measured samples.

2.5.4. Raman Spectroscopy Analysis

To study goethite and DL-glyceraldehyde, Raman spectroscopy was used to record
their spectra. This analytical technique was also used to study the adsorption of organic
compounds on the mineral surface. The experimental samples, in powder form, were
pressed between two NaCl discs, and the Raman probe was used to collect the spectra
of the samples. The Raman spectra were recorded using an Optosky ATR 3000 portable
Raman spectrometer. The Raman probe containing a Class IIIB laser was positioned at an
operating distance from the sample of 6 mm; the laser power was kept at a constant power
value of 400 mW to avoid damage to the sample. The Raman frequencies were accurate
to ±5 cm−1.

2.5.5. XPS Analysis

The XPS spectra of the goethite mineral sample were recorded before glyceraldehyde
adsorption and after adsorption for 300 and 600 min from the solution. The XPS anal-
ysis of the samples was carried out in an ultra-high vacuum chamber equipped with a
hemispherical electron analyzer using an Al Kα X-ray source (1486.6 eV) with an aper-
ture of 7 mm × 20 mm. The base pressure in the chamber was 5 × 10−8 mbar, and the
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experiments were performed at room temperature. The peak decomposition in different
components was shaped, after background subtraction, as a convolution of Lorentzian and
Gaussian curves. For deconvolution, we applied the criterion of using the lowest number
of components for the fit. Binding energies were calibrated against the adventitious carbon
component set to 285.0 eV for the goethite samples. The following core-level peaks were
recorded under the same experimental conditions: C (1s), Fe (2 p3/2), and O (1s). We did not
observe any beam radiation damage to the samples’ surfaces during the data acquisition.

2.5.6. HPLC-ESIMS Analysis (Sugar-like Compound Measurements)

We define sugar-like compounds as molecules with five or six carbon atoms and
multiple OH/CO substituents and isomers of carbohydrates. For the analysis of these
molecules, HPLC–ESIMS was used. The analysis was carried out with a Waters® 515 HPLC
pump coupled with a Waters® SQ-2 Single Quadrupole Mass Detector system, with elec-
trospray ionization in negative (ESI-) mode. The cone voltage was 23 V, the capillary
voltage was 1.46 kV, and the desolvation temperature was 350 ◦C. The sugar-like com-
pounds were separated in a GL Sciences®, Torrance, CA, USA Inerstil NH2 5 μm column
(4.6 × 250 mm), specifically designed for the separation of carbohydrates, using isocratic
elution at 0.8 mL/min with a mobile phase comprising 80% acetonitrile and 20% water.

3. Results

3.1. Goethite and DL-Glyceraldehyde Analysis

The XRD pattern (Figure 2) indicates, according to the ICSD and ICDD databases used
for identification, the presence of two mineral phases in the collected samples: Goethite
(91%) and hematite (9%), where goethite is the predominant mineral phase, as shown by
the XRD pattern. The Raman spectrum (Figure 3) of the mineral sample powder shows
vibrational bands associated with hematite and goethite mineral phases. The 222, 295, 406,
614, and 1350 cm−1 bands belong to hematite. Regarding goethite, the reported vibrational
bands were 243, 299, 385, 479, 550, 685, and 993 cm−1 [25]. In the present spectrum, the 299,
385, and 479 cm−1 vibrational bands overlap with the hematite bands, whereas the peaks
at 685 and 993 cm−1 were not present. The Raman spectrum confirms that the mineral
sample is a mixture of goethite and hematite. Hematite is present as a minor constituent of
the mineral phase.

Figure 2. XRD pattern of collected natural goethite samples.
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Figure 3. Raman spectrum of natural goethite mineral samples.

For DL-glyceraldehyde, the Raman spectrum shows that commercial (Sigma-Aldrich®)
DL-glyceraldehyde isomers are prevalent when the molecule is in the crystalline state.
Figure 4 shows the vibrational bands and their associated functional groups as reported in
previous works [26]. The vibrational band associated with the carbonyl bond (1700 cm−1)
is not detected in the experimental samples. However, multiple peaks in the region of
200 to 700 cm−1 were found on the experimental samples. These vibration bands are not
reported in the literature The last optical activity in the 200–700 cm−1 region is associated
with the multiple deformations of an alkene (C=C) group [27]. This functional group is
present on the isomer of DL-glyceraldehyde present in the sample, an enol.

Figure 4. Raman spectrum of DL-glyceraldehyde powder.

3.2. Iron(III) Oxide Hydroxide in a Simulated Archean Hydrothermal Area

Iron(III) oxide hydroxide in its crystalline state was analyzed by Raman spectroscopy
before and after sorption with aqueous DL-glyceraldehyde (Figure 5). Analysis of the
region between 200 and 700 cm−1 reveals the overlapping of the 406 and 550 cm−1 vi-
brational bands of the goethite/DL-glyceraldehyde system with those corresponding to
the skeletal deformations of alkenes (C=C) (Figure 5A). Using the Raman spectrum of
unaltered crystalline goethite as a reference, the increase in the intensity of the 550 cm−1

band is notable. Additionally, the width of the 387 cm−1 band increase suggests that
it is composed of at least two components, one of these being the 406 cm−1 vibrational
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band of DL-glyceraldehyde. An additional overlapping band is present in the region of
2500–3500 cm−1 (Figure 5B), associated with CH vibrations. As mentioned earlier, these
vibrational bands in this region correspond to the enol form of glyceraldehyde.

Figure 5. (A) Raman spectra of unaltered goethite (blue line) compared to altered goethite (red line)
and DL-glyceraldehyde. Two vibrational bands of altered goethite overlap with bands associated
with DL-glyceraldehyde in the 200–700 cm−1 region A sole band overlaps in the 2500–3500 cm−1

region. (B) 2800–3200 cm−1 region of the Raman spectra at a reduced-intensity scale.

To obtain additional information and confirmation regarding the adsorption and
chemical forms of the organic constituents on the surface of goethite, the mineral was char-
acterized by XPS spectroscopy before and after the sorption of aqueous DL-glyceraldehyde
at defined time intervals (300 and 600 min). The Fe 2p3/2, C 1s, and O 1s peaks have been
deconvoluted into multiple component curves, representing the best fit obtained for these
regions. Figure 6 shows the deconvoluted core level spectra of Fe 2p3/2. The binding
energies of the two main components of the Fe 2p3/2 peak are located at 711.9 and 710.3 eV,
corresponding to FeO(OH) (goethite) and Fe2O3 (hematite), respectively. (Figure 6A–C).
The remaining Fe component curves are associated with different iron species (such as
metallic Fe and multiple oxides species).

As for the deconvolution of the core level spectra of C 1s, Figure 7 shows the binding
energies of the three components of the C 1s peak—285.0, 286.6, and 288.5 eV, which
correspond to C-H, C-C, and adventitious carbon, the second one to C-N, and the third one
to carboxyl (C=O) compounds, respectively [28]. The 285.0 and 286.6 eV binding energies
are associated with compounds formed by hydrocarbon and nitrogen impurities present
in the original mineral sample (Figure 7C). The carboxyl compound component was also
present in the unaltered mineral sample. After 300 min of thermal exposure to the organic
component, the intensity of the component increases (Figure 7A); then, with increased
thermal exposure time (6000 min), the intensity of the component decreases (Figure 7B).
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Figure 6. XPS core level peak of Fe 2p3/2 for goethite after absorption of 0.01 mol/L DL-
glyceraldehyde solution, heated at 50 ◦C for 300 (A) and 600 (B) minutes. The spectrum of goethite
samples before absorption (C) is shown as reference. The spectra consist of experimental ( . . . ) and
fitted components (color lines).

 
Figure 7. XPS core level peak of C 1s for goethite after adsorption of 0.01 mol/L DL-glyceraldehyde
solution, heated at 50 ◦C for 300 (A) and 600 (B) minutes. The spectrum of goethite samples before
absorption (C) is shown as reference. The spectra consist of experimental ( . . . ) and fitted components
(color lines).

Figure 8A shows the deconvoluted core level spectra of O 1s. The binding energies
of the three components of the O 1s peak were 530.4, 531.8, and 533.3 eV. The 530.4 eV
component corresponds to the OH− and oxides species. The component at 531.8 eV
corresponds to the adventitious oxygen and O2− surface atoms. This is coherent with the
goethite structure (FeO(OH)). The peak at 533.3 eV corresponds to an organic compound
with the functional group RC-OH [28]. The 533.3 eV binding energy intensity increases
slightly when the thermal exposure time of the goethite/aqueous DL-glyceraldehyde
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mixture was increased to 600 min (Figure 8B). The 533.3 eV binding energy is present in the
unaltered goethite mineral samples (Figure 8C).

Figure 8. XPS core level peak of O 1s for goethite after adsorption of 0.01 mol/L DL-glyceraldehyde
solution, heated at 50 ◦C for 300 (A) and 600 (B) minutes. The spectrum of goethite samples before
absorption (C) is shown as reference. The spectra consist of experimental ( . . . ) and fitted components
(color lines).

To determine whether the mineral phase or the temperature is responsible for the
decomposition of DL-glyceraldehyde, the UV spectrum of the underivatized supernatant
was analyzed by UV-Vis spectroscopy to monitor the absorption of the 285 nm peak after
sorption at the maximum time of thermal exposure (Figure 9). The spectrum was compared
to a control sample of the DL-glyceraldehyde solution heated at a constant temperature
of 50 ◦C for 480 min. No notable change in the absorption spectra was observed between
the DL-glyceraldehyde standard and the heated sample. However, an increase in overall
absorption and a shift to higher wave numbers of the 285 nm band was discerned when
the sample was heated in the presence of goethite.

Figure 9. Comparison of the UV spectra of stock DL-glyceraldehyde solution (black line), stock
DL-glyceraldehyde solution heated at 50 ◦C up to 480 min (red line), and underivatized supernatant
analyzed after sorption (blue line).
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3.3. Stability of DL-Glyceraldehyde in a Simulated Archean Hydrothermal Area

HPLC analysis shows that DL-glyceraldehyde is labile under the simulated hydrother-
mal conditions (Figure 10). The total percentage of remnant DL-glyceraldehyde in the
solution decreases at higher thermal exposure times. The decomposition products are
formaldehyde, acetaldehyde, glyoxal, and pyruvaldehyde. An unknown decomposition
product, which could not be identified with the available carbonyl-DNPH standards,
with an elution time of 5.9 min was also detected (Figure 11). The chromatogram of the
DL-glyceraldehyde standard, derivatized with DNPH, shows the presence of multiple
compounds (Figure 12) associated with the presence in solution of multiple isomers formed
by keto-enol tautomerism of the sample. As for the unknown decomposition product, the
HPLC mobility of the DNPH derivatives suggests that this compound could be glyceric
acid, a previously identified decomposition product of DL-glyceraldehyde in an aque-
ous solution [11]. The decomposition products were stable for up to 480 min of thermal
exposure (Figure 13).

Figure 10. Percentage of remnant DL-glyceraldehyde in aqueous solution as a function of thermal
exposure time (at 50 ◦C).

 

Figure 11. HPLC chromatogram of sample supernatant derivatized with DNPH after 120 min of ther-
mal exposure: (1) Glyceraldehyde-DNPH. (2) Formaldehyde-DNPH. (3) Acetaldehyde-DNPH. (4) Un-
known DNPH. (5) Pyurvaldehyde-diDNPH. Peaks marked with 1 are associated with Glyceraldehyde-
DNPH standard (Figure 12).
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Figure 12. HPLC chromatogram of Glyceraldehyde-DNPH standard.

 
Figure 13. HPLC chromatogram of sample supernatants derivatized with DNPH at different times of
thermal exposure (T.E). (a) Formaldehyde-DNPH. (b) Acetaldehyde-DNPH. (c) Unknown carbonyl-
DNPH. (d) Glyoxal-diDNPH. (e) Pyurvaldehyde-diDNPH. Retention times of the samples exposed
to 120 and 240 min of thermal exposure are slightly displaced when compared with the retention
times of the samples exposed to 360 and 480 min of thermal exposure.

3.4. Mass Spectrometric Detection of Putative C5 and C6 Sugar-like Compounds

HPLC-ESIMS (Figure 14) was used for the detection of C5 and C6 (sugar-like) molecules
in the sample supernatants, analyzed after the sorption with goethite. The applied tech-
nique was selected ion mode (SIM) HPLC-ESIMS monitoring. In negative ion mode,
expected [M–H]− ions were registered; m/z 149 for pentoses and m/z 179 for hexoses. Five
compounds (C5′and C61′, C62′, C63′, and C64′) were detected with a molecular weight
of 150 (C5′) (Figure 14A) and 180 g/mol (C61–4′) (Figure 14B). These organic compounds
were detected in all the sorption samples at all thermal exposure time intervals. Figure 14
shows the chromatogram of the supernatant exposed to 360 min of thermal exposure The
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retention times of these organic compounds were compared to the retention times of two
carbohydrate standards (ribose and glucose). Although nominal m/z ratios of detected
compounds coincide with those of ribose and glucose, the corresponding retention times
are different. This suggests that the detected organic compounds are isomers of ribose and
glucose, with molecular weights of 150 and 180 g/mol, respectively.

Figure 14. HPLC-ESIMS for C5 and C6 compounds detected in sample supernatants of DL-
glyceraldehyde sorption in a simulated Archean hydrothermal area. (A): HPLC-ESIMS of the C5′,
an organic compound with a molecular weight of 150 g/mol. (B): HPLC-ESIMS of four organic
compounds (C61′, C62′, C63′, and C64′), each one of them with a molecular weight of 180 g/mol.
Retention times of ribose and glucose are shown as reference.
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4. Discussion

Investigations into the stability of DL-glyceraldehyde in aqueous solutions have sel-
dom been conducted, and those that have focused on the role of this organic compound as
a source of aldehyde monomers in autocatalytic reactions in sugar synthesis [5,6,9] and its
stability under high-energy radiation fields in simulated prebiotic environments [10,11].
The novelty of the current work lies in the insight provided into the possible role of
DL-glyceraldehyde as a source of aldehydes and C5/C6 compounds in simulated hy-
drothermal surface areas, where acidic conditions and variable temperatures are dominant.
DL-glyceraldehyde in solution undergoes interconversion between different chemical
species that exist in a complex equilibrium [24]. Under the experimental conditions, the
dimeric cyclic hemiacetal forms of DL-glyceraldehyde are unstable; consequently, the
keto and enol species are dominant (Figure 15). Intramolecular hydrogen bonds between
the carbonyl carbon and the C-2 and C-3 hydroxyl hydrogens (1) stabilize the ketone
form, shifting the equilibrium toward these species and ensuring that the enediol (1b) and
hydrated forms (1a) are not dominant in solution. Therefore, it is highly probable that
these molecules are not the dominant form of glyceraldehyde present in the solution. This
chemical equilibrium is ubiquitous, regardless of whether the sample is in crystalline form
or solution [24]. The Raman spectrum shows that crystalline DL-glyceraldehyde exists as
the enol form (Figure 16, 1b), which contains the functional group C=C. The UV absorp-
tion peak of 285 nm (Figure 9) indicates the presence of this isomer in the solution. [29].
Derivatization with DNPH of DL-glyceraldehyde in solution shows that the carbonyl
isomer is formed when the crystalline form is dissolved in water (Figure 12). Due to the
complex keto enol tautomerism of the sample in solution, additional carbonyl compounds
are present. However, the concentration of the impurities is low enough when compared to
DL-glyceraldehyde-DNPH.

Figure 15. Proposed molecular interconversions of DL-glyceraldehyde in acid aqueous solution.
(1) DL-glyceraldehyde (C-2 OH H bond), DL-glyceraldehyde (C-3 OH H bond). (1a) Hydrated
glyceraldehyde. (1b) DL-glyceraldehyde enediol. (1c) Glyceraldehyde cyclic hemiacetal. (2) Dihy-
droxyacetone. (2a) Hydrated dihydroxyacetone. (2b) Dihydroxyacetone cyclic hemiketal.
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Figure 16. Proposed reaction mechanism for C5 and C6 compounds. Equation (a): Pentose isomer
formation (aldol condensation of glyoxal and DL-glyceraldehyde). Equation (b): Hexose isomer
formation (aldol condensation of DL-glyceraldehyde isomers).

The decomposition products of DL-glyceraldehyde, when under acidic thermal con-
ditions, are formaldehyde (CH2O), acetaldehyde (C2H4O), glyoxal (C2H2O2), and pyru-
valdehyde (C3H4O2) (Figure 11). Additionally, one C5 and four C6 compounds, isomers
of pentose and hexose with a molecular weight of 150 and 180 g/mol, respectively, were
detected in the experimental samples (Figure 14). The formation of these isomers can be
explained by the acid-catalyzed aldol condensation of the aldehydes with their respective
enol forms. The protonated DL-glyceraldehyde reacts via the addition of 1,2-enediol (gly-
oxal isomer), leading to an aldol condensation product, a pentose isomer (Figure 16a). The
addition of the keto and aldol forms of DL-glyceraldehyde can yield hexose isomers as
condensation products (Figure 16b).

The instability of this molecule in the experimental conditions is due to the displace-
ment of the hemiacetal equilibrium. In the presence of heat and aqueous acid, the formation
of hemiacetals, which act as protective chemical groups of carbonyl compounds through the
reduction of their reactivity, is hindered. This process increases the reactivity of the linear
carbonyl compounds in solution, which, therefore, promotes the synthesis of different or-
ganic compounds. Nevertheless, the aldol condensation reaction is not selective to specific
C5 and C6 compounds, and multiple products could form via crossed aldol reactions (i.e.,
condensation between two different aldehydes/ketones [30]). This is demonstrated by the
detection of the C5′ and C61–4′ compounds (Figure 14) which are isomers of a pentose and
a hexose. The lack of selectivity towards specific carbohydrates will yield a mixture of
sugar-like compounds. The initial concentration of the stock solution hinders the formation
of these compounds. C5′ and C61–4′ were detected only when the concentration of the
stock DL-glyceraldehyde solution was increased to 0.2 mol/L, up from 0.01 mol/L. A high
concentration of the initial aldehyde is required to obtain high yields of the C5′ and C61–4′
compounds. Therefore, the total yield of this compound must be low. In a hot, acidic envi-
ronment, most of the DL-glyceraldehyde readily decomposes into low-molecular-weight
aldehydes (<90 g/mol). Further analysis with higher-resolution techniques is required to
reveal the structural features of the detected compounds.

Previous studies have investigated the role of goethite in carbohydrate synthesis.
For example, reference [6] proposed the formation of C6 compounds via the catalytic
action of goethite, which occurs through the aldol condensation of DL-glyceraldehyde
with a mineral-stabilized glyceraldehyde enediolate on the surface of the iron(III) oxide
hydroxide. Exhaustive analysis of the peak frequencies in goethite’s Raman spectrum after
exposure to solutions of DL-glyceraldehyde 0.01 mol/L (Figure 5) shows that two of the
vibrational peaks (406 and 550 cm−1) of goethite overlap with the vibrational peaks of
DL-glyceraldehyde, which are associated with skeletal deformations of the C=C bond of
the triose enol form. In particular, the 550 cm−1 band of goethite increases in intensity,
while the 406 cm−1 band widens. These changes in the Raman spectrum suggest the
adsorption of a DL-glyceraldehyde isomer (enol) on the surface of goethite. Regarding
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the XPS data, two binding energies are of special interest: 288.5 eV of core level C (1s)
and 533.3 eV of core level O (1s). The increase in the intensity of the 288.5 eV component
(associated with a carboxyl group) when the thermal exposure time is increased to 300 min
can be explained by the adsorption of a carbonyl compound on the surface of goethite.
The decrease exhibited when the thermal exposure time is further increased could be
attributed to the decomposition of the same molecule. Due to the keto-enol equilibrium and
decomposition of DL-glyceraldehyde (Figure 15), the adsorbed molecule could be either DL-
glyceraldehyde, dihydroxyacetone, or one of the aldehydes formed by its decomposition
(Figure 11). Regarding the 533.3 eV component, the increase in the intensity, proportional
to the increase in thermal exposure time, can be explained by the gradual adsorption of
RCOH-rich compounds on the mineral surface or by the decomposition compounds, which
will continue to contribute to the increase in the same oxygen component (C-O, C-O-H).
However, the exact chemical formulas of these compounds remain unknown. Considering
the molecules formed in the solution due to the keto-enol tautomerism and decomposition
of DL-glyceraldehyde, the adsorbed molecules could be either C5/C6 compounds, an enol
isomer, an aldehyde, or hydrated glyceraldehyde/dihydroxyacetone.

According to the literature [6], the adsorption of DL-glyceraldehyde on the surface
of goethite occurs due to the formation of an Fe3+-O2R bond between two OH groups of
the glyceraldehyde enol isomer. However, neither the Raman nor XPS spectrum shows
evidence of vibrational peaks associated with the formation of an organometallic bond.
Therefore, the exact mechanism by which the organic compounds are adsorbed on the
surface of the goethite samples remains elusive.

The existence of Fe3+ over the reduced Fe2+ form in an acidic aqueous environment
can be explained by aqueous corrosion mechanisms, which can occur in both oxygenic and
anoxic environments [31]. In the presence of oxygen, goethite (and Fe3+ oxyhydroxides)
can form via the corrosion of Fe/Ni deposits or iron meteorites. Fe0 can be oxidized by two
oxidizing agents, O2 and H+, degrading the initial material into α- and β-FeO(OH) [32].
In acidic deaerated solutions, protons act exclusively as the oxidizing agent. Previous
works provided evidence of the formation of hematite and goethite in an anaerobic acid
environment [19,33], which confirms the ability of hot, low-pH environments to oxidize
Fe0 to Fe3+. Goethite (and hematite) are considered the end members of many iron trans-
formation routes due to their thermodynamic stability. Therefore, conversion to additional
iron mineral phases is not expected [32].

Implications for Prebiotic Chemistry

Under the simulated hydrothermal conditions, formaldehyde, acetaldehyde, glyoxal,
and pyruvaldehyde form via the thermal decomposition of DL-glyceraldehyde. Formalde-
hyde is considered the cornerstone organic molecule for carbohydrate synthesis via the
formose reaction [3]. Strecker synthesis with acetaldehyde and ammonia can be used
as a source for alanine [33] while glyoxal and pyruvaldehyde are usually categorized
as intermediates in formose-like reaction pathways [4]. The results of the current work
show that DL-glyceraldehyde could have been a prebiotic source of monomers in prim-
itive hydrothermal environments, molecules that, under variable pH conditions, could
act as energy sources for amino acid and carbohydrate synthesis [34]. Nevertheless, the
aldol condensation of DL-glyceraldehyde provides an additional source of C5 and C6
compounds in hydrothermal environments. The possible pathway that can lead to the
synthesis of these organic compounds is the acid-catalyzed aldol condensation between
DL-glyceraldehyde and enol molecules. However, the yield of these acid-catalyzed aldol
condensation reactions is low.

As mentioned earlier, researchers generally believe that the prebiotic synthesis of carbo-
hydrates and carbohydrate precursors involved the condensation of low-molecular-weight
aldehydes under basic conditions (e.g., pH > 11) in the presence of inorganic catalysts [1,13].
The synthesis of C5 and C6 compounds under acidic conditions seems notably more plau-
sible than the reaction pathways commonly proposed, as surface hydrothermal systems

195



Life 2022, 12, 1818

were common during the early Archean [15,35]. Regarding goethite, prebiotic sources of
this mineral could have arisen from the photooxidation of dissolved Fe(II), [6] and aqueous
alterations of iron-rich rocks and minerals [19,22]. Therefore, it is highly likely that this
mineral was common in the sediments of ancient hydrothermal regions [20,21].

5. Conclusions

Prebiotic carbohydrate synthesis is fundamental because of its role in metabolism
and the abiotic formation of nucleotides and nucleic acid components. In this work, we
investigated the stability of DL-glyceraldehyde in a simulated Archean hydrothermal
environment and reached the following conclusions:

1. DL-glyceraldehyde readily decomposes in the presence of goethite under simulated
hydrothermal conditions, and the decomposition products can react with remnant
glyceraldehyde in an acid-catalyzed aldol condensation reaction to generate C5 and
C6 compounds.

2. The thermal decomposition products of glyceraldehyde (formaldehyde, acetalde-
hyde, glyoxal, and pyruvaldehyde) are molecules of prebiotic significance; they are
precursors of carbohydrates in formose-like reactions and other organic compounds.

3. Enol, aldehydes, and C5/C6 compounds, products of the decomposition of DL-
glyceraldehyde in a simulated Archean hydrothermal area, successfully bind to the
goethite surface.

4. C5 and C6 compounds could form through aldol condensation in an aqueous solution.
These compounds are stable under acidic and thermal conditions for brief periods of
time. The presence of the sugar-like compounds, C5′ and C61–4′, implies that a rather
complex mechanism of sugar-like compound formation occurs in the experimental
system. These reaction mechanisms are not selective towards specific pentose and
hexoses, such as ribose or glucose.
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Abstract: Komatiites represent the oldest known terrestrial rocks, and their composition has been
cataloged as the closest to that of the first terrestrial crust after the cooling of the magma ocean. These
rocks could have been present in multiple environments on the early Earth and served as concentrators
of organic molecules. In this study, the adsorption of five amino acids (glycine, lysine, histidine,
arginine, and aspartic acid) on a natural komatiite, a simulated komatiite, and the minerals olivine,
pyroxene, and plagioclase were analyzed under three different pH values: acid pH (5.5), natural
pH of the aqueous solution of each amino acid and alkaline pH (11). Adsorption experiments were
performed in solid–liquid suspensions and organic molecules were analyzed by spectrophotometry.
The main objective of this essay was to determine if the complex surfaces could have participated
as concentrators of amino acids in scenarios of the primitive Earth and if the adsorption responds
to the change of charge of the molecules. The results showed that komatiite is capable of adsorbing
amino acids in different amounts depending on the experimental conditions. In total, 75 systems
were analyzed that show different adsorptions, which implies that different interactions are involved,
particularly in relation to the type of amino acid, the type of solid material and the conditions of the
medium.

Keywords: komatiite; amino acids; adsorption; concentration mechanism; prebiotic chemistry

1. Introduction

Earth has followed a very complex and fascinating history since its formation. Very
soon after accretion and differentiation, igneous activity dominated the geological processes
of the early planet [1]. Regarding the primeval crust formed by crystallization of the surface
magma ocean in the Hadean [2], this phase in planet evolution provided conditions for
both mantle differentiation and volatiles distribution [3]. Further evolution depended on
processes such as volcanism, degassing, fractional crystallization, and fluid-rock interac-
tions, among others [4]. The study of the formation and composition of this crust is relevant
not only for understanding the early ages of our planet, but also for elucidating the origin
of life itself [5].

There is no record of the Hadean rocks, which shaped the primordial crust [2]. Al-
though there is a debate about the composition of primitive crust, it has been proposed
that the primordial oceanic crust had, most likely, an extremely similar composition to
rocks called komatiites, named after the Komati river in South Africa [6,7]. The term ko-
matiite refers to an ultrabasic volcanic rock, whose lava probably erupted at temperatures
above 1600 ◦C. Due to secular variations in major, minor and trace elements, along with
stratigraphic compositional and textural differences, there is no accurate definition for
these igneous rocks [8]. However, these rocks are “primitive” lavas and likely play a key
role in the understanding of early Earth evolution. Komatiites could represent a primitive
environment where chemical evolution reactions may have occurred [6].
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Chemical evolution may have occurred in different environments on our young
planet [9], including in oceans, lakes, lagoons, tidal pools, submarine hydrothermal sys-
tems [10], and microenvironments [11]. In primitive water bodies, chemical compounds,
necessary for the creation of the first living beings, could have been dissolved and accu-
mulated [12]. Nonetheless, the estimated concentration of organics in primitive oceans
would be very low; according to some authors, a 10−4 mol·L−1 solution would result
from the entire dissolution of all the available organic compounds in oceans [12]. Thus,
free waters represent an exceedingly harsh environment in which to accomplish prebiotic
reactions. However, at the interface of oceanic waters and minerals, from oceanic crust, the
presence of these solids may have enhanced the concentration processes. In smaller water
bodies, the concentration was likely higher, and reactions could have occurred in shallow
microenvironments in which there was a variety of rocks and minerals. Hence, surfaces
could have increased the concentration of organics in all aqueous environments.

Minerals have been proposed as concentration sites for organic molecules in primitive
environments [13–16]. Indeed, many minerals were present on early Earth when prebiotic
chemistry was accomplished; more than 500 minerals already existed on Earth at 4 Ga [17].
However, laboratory models of primitive environments have not yet included complex
surfaces, such as those present in primitive crusts, either oceanic or continental.

On the other hand, amino acids have been used commonly in adsorption experiments
related to prebiotic chemistry (for a review, refer to) [17,18]. Amino acids are essential
organic molecules for living beings, being the building blocks of proteins, and they were
very likely available in primitive environments either by its synthesis under the conditions
of the primitive Earth or by its delivery in the primitive oceans via external sources [19].
For example, amino acids could have originated from Strecker synthesis from precursors,
compounds available in the primitive ocean and in the atmosphere, such as HCN, NH3,
aldehydes or ketones [20]. Also, it has been suggested that hydrothermal systems, with their
temperatures and pH gradients, could have favored the synthesis of proteinogenic amino
acids from hydrothermal fluids that contain H2, NH3 and H2S; the latter has been con-
firmed experimentally under the simulation of an alkaline hydrothermal environment [21].
Likewise, another suggestion is that organic molecules in primitive environments could
have entered through exogeneous sources, such as meteorites, comets or interplanetary
dust particles (IDPs) [10,22–24].

The concentration of amino acids that was maintained in the primitive oceans must
have been dependent on the balance between their input into the environment, the internal
synthesis and the degradation of amino acids due to physical factors in primitive ocean [20].
Also, due to the lack of geological evidence on the composition of the early ocean and
atmosphere, estimates of the possible concentration of amino acids have been modified
over time. For example, Dose [25] estimated that amino acids, synthetized from several
energy sources, were in an approximate concentration of 10−7 mol·L−1 in the primordial
ocean, synthetized from several energy sources. Stribling and Miller [26] calculated a
concentration of amino acids of 3 × 10−4 mol·L−1, produced from a mixture of precursors
in a simulated atmosphere and promoted mainly by sparks. Cleaves et al. [20] more recently
consider that the concentration of these molecules should have been between 0.2 mol·L−1

(as the upper limit) and 3 × 10−4–3 × 10−19 mol·L−1 (as the lower limit); their estimates
depend on the amount of N in the Earth’s crust, the oceanic reservoir, and on the production
of amino acids in hydrothermal systems. Similarly, calculations have been made to estimate
the contribution of amino acids from exogeneous sources. Sugahara and Mimura [23],
based on comet impacts simulations, estimated the delivery of glycine to the early Earth
to be 4 × 10−10 mol·L−1 and 1 × 10−8 mol·L−1 using the Lunar Cratering Model and
the Nice Model, respectively. The general agreement among the scientific community
has been that the concentration of amino acids in the early ocean must have been low.
Thus, concentration mechanisms in primitive scenarios were extremely necessary. In these
environments, other concentration mechanisms could have existed; however, adsorption
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by mineral surfaces is suggested to have been the most widespread mechanism on prebiotic
Earth [19].

In this study, a first attempt to determine the ability of complex surfaces to adsorb
amino acids was essayed. The solids employed as sorbents were komatiite, plagioclase,
pyroxene, olivine, and a mixture including the most abundant minerals in those rocks (a
compositional model for primitive oceanic crust).

As organics, proteinogenic amino acids (glycine, lysine, histidine, arginine and aspar-
tic acid) were selected, whose abiotic synthesis (under simulated conditions of the primitive
Earth, or the interstellar medium) or whose detection (in meteorites or interstellar medium)
has been reported in the literature [19,27–30]. Histidine and arginine have been synthesized
abiotically under different experimental conditions as mentioned above, but they have not
been found on carbonaceous chondrites [31]. However, it has been observed that lysine,
arginine, and histidine are important binding domains and contribute to the stabilization of
catalytic conformations of ribozymes, which makes them important molecules in the origin
of life [31]. In addition, it has been observed that they (lysine, histidine, and arginine) con-
dense more extensively than non-proteinogenic amino acids (ornithine; 2,4-diaminobutyric
acid; and 2,3-diaminopropionic acid); they are more selective in oligomerization because of
the nature of their side chains, which represents an advantage for the formation of more
complex molecules [32].

Due to their chemical structure, amino acids hold both a basic (-NH2) and an acidic
group (-CO2H) in their structure. In aqueous solution, these groups ionize and, in general,
the basic group has a pKa between 9 and 10, though acid pKa is close to 2; this implies
that, at almost any pH value, amino acids exist as ions: cation (NH3

+), anion (COO−)
or zwitterion form (NH3

+, COO−). This behavior is fundamental in the study of amino
acid/mineral interactions. For this reason, a series of experiments was designed, including
pH changes of the solution, as a determinant variable, for the sorption of amino acids. The
main goal of this study was to determine whether complex surfaces could have actively
participated in the adsorption of amino acids in different scenarios of primitive Earth. We
focus on determining the best scenarios for amino acid adsorption onto those surfaces as a
function of molecules charge change.

2. Materials and Methods

2.1. Materials

All experiments and procedures were realized with ultrapure water (Milli-Q, Millipore,
Burlington, MA, USA). The olivine sample used in this work was the only one that was
obtained commercially as peridote. The other minerals and the rock used were natural
samples collected in the field and obtained through the donations of Professors Luca Ferrari
(CGEO-UNAM), Fernando Ortega and Antoni Camprubí (IGl-UNAM). The chemical
reagents used were purchased from Sigma-Aldrich Inc®., St. Louis, MO, USA.

2.2. Methods
2.2.1. Cleaning of Geological Material

Geological materials were cleaned individually. Samples were fragmented into small
pieces no larger than one centimeter. All the fragments were weighed and deposited into a
beaker. 10 mL of all the solutions for each gram of solid was used. A 3% KNO3 solution
was prepared and added to the geological material, and then the mixture was put into an
ultrasonic bath for 30 min. After this process, the sample was decanted, and the material
was rinsed with pure water. To eliminate all the rest of the solution, the material was stirred
with enough pure water for 30 min, and then the water was poured out. A 3% HNO3
solution was prepared and added to the material. An ultrasonic bath was conducted for
30 min. Subsequently, the solution was decanted, and the fragments were rinsed with
pure water. Finally, enough water was added and stirred for 30 min. Once this step was
concluded, the water was drained, and the geological material was maintained in the same
beaker for drying at room temperature.
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After the cleansing of geological materials, they were milled in an agate mortar and
sifted. Particles <125 μm were used for all experiments.

2.2.2. Characterization of Komatiite Sample by X-ray Diffraction Analysis

Minerals phases in komatiite were determined by X-Ray Diffraction (XRD). Milled
samples of rocks (particles < 75 μm) were placed in an aluminum sample holder. Measure-
ment was made in an angular range 2θ (2 Theta) from 5◦ to 80◦ with a step of 0.003◦ and an
integration time of 40 s per step. An Empyrean® Diffractometer with a nickel filter, fine
focus copper tube, monochromator, and PIXcel3D detector was employed. This analysis
was carried out at Laboratorio de Difracción de Rayos X, of the Laboratorio Nacional de
Geoquímica y Mineralogía (LANGEM-IGl-UNAM).

2.2.3. Estimation of the Point of Zero Charge of Geological Materials

The point of zero charge (pzc) of each geological material was determined according to
de Souza et al. [33] 100 mg of mineral or rock and 250 μL of either a KCl (1 mol·L−1) solution
or pure water were mixed. After 24 h, pH values were measured with a potentiometer
Thermo Scientific Orion Versa Star Pro®. The process was conducted in triplicate for each
geological material. The pzc values were calculated with the following equation:

pHpzc = 2(pHKCl) − pHH2O (1)

2.2.4. Quantification of Amino Acids

Glycine (Gly) (hydrophobic aliphatic), and the L-amino acids lysine (Lys), histidine
(His), arginine (Arg) (the three hydrophilic basic), and aspartic acid (Asp) (hydrophilic
acid) were selected; their principal chemical properties can be consulted in Table 1. These
amino acids were quantified by UV-vis spectrophotometry through a colorimetric deriva-
tive, by the ninhydrin method [34]. According to this method, ninhydrin reacts with the
amino group and gives a colored derived compound. The derivative is then measured by
visible spectrophotometry at 570 nm. A Varian® Cary 100 Scan spectrophotometer was
used to measure the absorbance. A calibration curve for each amino acid was made for
quantification.

Table 1. The main chemical properties of the five amino acids used.

Amino Acid Classification Formula
pKa pI

pK1 pK2 pK3

Gly Neutral 2.34 9.60 - 5.98

Lys Basic 2.18 8.95 10.53 9.74

His Basic 1.82 9.17 6.00 7.59
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Table 1. Cont.

Amino Acid Classification Formula
pKa pI

pK1 pK2 pK3

Arg Basic 2.17 9.04 12.48 10.76

Asp Acid 1.88 9.60 3.65 2.77

2.2.5. Effect of pH Variation

Three pH values were used in the experiments: (i) the natural pH value of each amino
acid in an aqueous solution (which value is reported in Table 2); (ii) acidic pH (value 5.5)
adjusted by the addition of an acetate buffer; and (iii) alkaline pH (value 11) modified by
the addition of an NaOH solution (0.1 mol·L−1).

Table 2. Experimental pH values, determined for each amino acid in a solution without further
modification.

Amino Acid pH Value

Gly 5.8 ± 0.51
Lys 7.3 ± 0.26
His 6.7 ± 0.23
Arg 8.23 ± 0.6
Asp 4.3 ± 0.28

Note: The values presented here are the average of five independent measurements.

2.2.6. Experimental Systems

A komatiite sample and different samples of the main forming minerals of this rock
(i.e., olivine, pyroxene, and plagioclase) were used. The purpose was to determine if any
of these mineral phases had more of an effect on the adsorption processes. Since our
komatiite sample presents alterations, we decided to use a mixture of the major minerals
present in komatiites in approximately the same proportion that they would have occurred
in an unaltered rock (olivine 49.29%, plagioclase 29.57%, and pyroxene 21.12%), as a
compositional simulated komatiite, and hence a simulation of a primordial oceanic crust.
Therefore, 75 different systems were studied, considering pH changes in a solution. All of
them were treated with the same experimental adsorption procedure.

The experiments were carried out with the amino acids individually, and no mixtures
of these were made. Under ideal conditions, the adsorption of amino acids is dependent on
the value of the isoelectric point, when adsorbed by electrostatic interactions on a surface;
thus, amino acids are expected to be selectively adsorbed. However, it is likely that when
mixtures of amino acids are used, they could interact with each other, which scatters this
ideality; therefore, the adsorption of certain amino acids in a mixture would depend on
the presence of other amino acids, which modifies the behavior of adsorption [18]. Addi-
tionally, in mixtures, polymerization between them is also feasible, since intermolecular
chemical forces drive the dynamics of these organic compounds towards self-recognition
and assembly [35]. To avoid interactions between amino acids and to maintain the prebiotic
context, a low concentration of amino acids was used. Also, when water is present, it has
been observed that there is competition between the formation of H bonds that link amino
acids (amino acid1-amino acid2) or amino acid and water molecules around it [35].
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2.2.7. Adsorption Experiments

Solutions of each amino acid (1 × 10−4 mol·L−1) were prepared in ultrapure water
(Milli-Q, Millipore). 5 mL of each amino acid solution were used, mixed with 100 mg
of each geological material [20:1 solid-solution ratio (mg/mL)]. These suspensions were
content in polyallomer centrifuge tubes and shaken for 24 h onto a multi-tube platform
Thermo ®. This duration was selected because in prebiotic chemistry, many experiments are
performed considering 24 h as a suitable time to study sorption [36]. The suspensions were
centrifuged using a Beckman Coulter ® Allegra 64R Centrifuge for 35 min at 36,000 rpm.
The supernatant was recovered and analyzed by the ninhydrin method. With the calibration
curves, the remaining concentration in the supernatant of each sample was determined.
All experiments were conducted in triplicate, at room temperature (22 ◦C).

3. Results

3.1. Characterization of Geological Materials
3.1.1. Mineral Phases in Komatiite Sample

The results of XRD analysis can be observed in Table 3, and through this information,
we determined that in the komatiite sample, just 10% of the total is fresh olivine, and a
larger quantity is lizardite, a type of serpentine, which is evidence of an altered komatiite. In
this rock, olivine is altered into hydrated minerals such as chlorite or serpentine, and those
alterations are characteristics of the environment in which komatiites are generated [37].
Other mineral phases found in our komatiite sample were pyroxene, plagioclase, and other
phyllosilicates.

Table 3. Mineral phases and the semiquantitative percentage of each one, found in the komatiite
sample, all determined by X-ray diffraction analysis by the Reference Intensity Radio (RIR) method.

Mineral Phases
SemiQuant RIR

(%)

Olivine (forsterite: Mg2SiO4) 10
Pyroxene (diopside: CaMgSi2O8) 14

Plagioclase (bytownite: (NaCa)AlSi3O8) 26
Serpentine (lizardite:Mg3Si2O5(OH)4) 29

Other phyllosilicates ~14 Å ppb type of chlorite 21

Total 100

3.1.2. Point of Zero Charge

The results of estimation of pzc of all geological materials, including the mix used as
a simulation of an unaltered komatiite (komatiite-simulated), are shown in Table 4. The
value of point of zero charge of olivine was found at 9.9, for pyroxene at 7.5, and in the case
of plagioclase the value obtained was 8.9. The pzc value for the komatiite was 8.2, and it
was observed that the simulated komatiite showed a higher value (10.01) compared to the
natural rock.

Table 4. Estimated pzc values for geological materials used.

Geological Materials pzc

Olivine 9.9
Pyroxene 7.5

Plagioclase 8.9
Komatiite 8.2

Komatiite-simulated
Olivine 49.29%

Plagioclase 29.57%
Pyroxene 21.12%

10.05

Note: The komatiite-simulated sample is a solid mixture of the minerals named.
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3.2. Adsorption Experiments

Results are shown as each system; each one is the combination of one mineral or
geological material, and one amino acid at a specific pH value; these results can be observed
in Figure 1. Adsorbed concentrations are presented in mmol of the adsorbed amino acid
per milligram of solid used.

 

Figure 1. A graphic representation of the amount of amino acids adsorbed on different surfaces. The
bar is proportional to the amount adsorbed. Three pH values are shown: acidic pH (5.5) in yellow;
natural pH of the solution (see Table 2) in green, and alkaline pH (11) in red. The results are shown in
mmol of amino acid adsorbed per mg of solid (see Tables 5–7).

Table 5. Number of amino acids adsorbed in each geological material; the pH of the solutions was
not modified; see Table 2 for reference.

Geological
Materials

Adsorption (mmol/mg)
Gly ± SD Lys ± SD His ± SD Arg ± SD Asp

Olivine 3.18 × 10−5 ±
2.2 × 10−6

1.27 × 10−4 ±
4.9 × 10−6

7.17 × 10−5 ±
1.9 × 10−6

2.11 × 10−4 ±
5.1 × 10−6 -

Pyroxene 2.31 × 10−4 ±
7 × 10−6

1.12 × 10−4 ±
2 × 10−6 - - -

Plagioclase 1.55 × 10−5 ±
1.4 × 10−7

1.41 × 10−4 ±
9.8 × 10−6

2.15 × 10−5 ±
2.1 × 10−8

1.22 × 10−4 ±
1.8 × 10−7 -

Komatiite 6.14 × 10−4 ±
3.3 × 10−6

6.99 × 10−4 ±
4.3 × 10−5

2.64 × 10−4 ±
1.0 × 10−6

8.76 × 10−4 ±
1.4 × 10−4 -

Komatiite-simulated - - - 5.14 × 10−5 ±
4.1 × 10−7 -

Note: Amounts are presented as millimoles of amino acid adsorbed per milligram of solid used. The calculated
standard deviation of the measurements is shown after the sorption values (± SD). For experiments in which
adsorption was not observed, a dash (-) symbol is used.
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Table 6. Adsorbed quantities of amino acids in each geological material, at acidic pH (5.5).

Geological
Materials

Adsorption (mmol/mg)
Gly ± SD Lys ± SD His ± SD Arg ± SD Asp ± SD

Olivine - - 4.52 × 10−5 ±
3.8 × 10−6

9.55 × 10−5 ±
1 × 10−6

1.52 × 10−4 ±
1.4 × 10−6

Pyroxene 4.74 × 10−6 ±
1.9 × 10−8 - 1.75 × 10−4 ±

4.9 × 10−6
8.94 × 10−5 ±

1.8 × 10−7
1.27 × 10−4 ±

2.1 × 10−6

Plagioclase - - 9.40 × 10−4 ±
1.2 × 10−5

8.93 × 10−5 ±
2.7 × 10−7

9.00 × 10−5 ±
5.4 × 10−7

Komatiite - 1.69 × 10−4 ±
4.6 × 10−6

2.85 × 10−4 ±
4.2 × 10−5

3.96 × 10−4 ±
2.4 × 10−6

2.57 × 10−4 ±
1 × 10−5

Komatiite-
simulated

1.65 × 10−4 ±
3.3 × 10−6 - 2.44 × 10−4 ±

2.5 × 10−6
1.72 × 10−4 ±

4.1 × 10−6
1.21 × 10−4 ±

4.5 × 10−6

Note: Amounts are presented as millimoles of amino acid adsorbed per milligram of solid used. The calculated
standard deviation of the measurements is shown after the sorption values (± SD). For experiments in which
adsorption was not observed, a dash (-) is used.

Table 7. Adsorbed quantities of amino acids in each geological material, at alkaline pH (11).

Geological
Materials

Adsorption (mmol/mg)
Gly ± SD Lys ± SD His ± SD Arg ± SD Asp ± SD

Olivine 6.90 × 10−5 ±
2.6 × 10−6

1.08 × 10−4 ±
2.1 × 10−6

6.52 × 10−5 ±
2.7 × 10−6

3.40 × 10−4 ±
1.3 × 10−5

1.04 × 10−5 ±
3.5 × 10−7

Pyroxene 3.18 × 10−5 ±
3.4 × 10−7

1.35 × 10−4 ±
1.5 × 10−6 - 2.15 × 10−4 ±

1.6 × 10−6
1.34 × 10−4 ±

2.7 × 10−6

Plagioclase 4.68 × 10−5 ±
1.4 × 10−6

1.90 × 10−4 ±
1.2 × 10−5

1.72 × 10−4 ±
1.1 × 10−5

2.19 × 10−4 ±
9.3 × 10−6

5.29 × 10−5 ±
1.7 × 10−6

Komatiite 2.39 × 10−5 ±
2.9 × 10−7

4.76 × 10−4 ±
1.5 × 10−5

2.91 × 10−5 ±
3 × 10−7

3.82 × 10−4 ±
8.8 × 10−5

5.70 × 10−7 ±
2.7 × 10−8

Komatiite-
simulated

2.27 × 10−4 ±
4.5 × 10−6

2.12 × 10−4 ±
3.6 × 10−6

6.45 × 10−5 ±
2.3 × 10−6

1.50 × 10−4 ±
3.3 × 10−5

5.57 × 10−5 ±
6.8 × 10−7

Note: Amounts are presented as millimoles of amino acid adsorbed per milligram of solid used. The calculated
standard deviation of the measurements is shown after the sorption values (± SD). For experiments in which
adsorption was not observed, a dash (-) is used.

3.2.1. Adsorption Experiments at Natural pH Values

Natural pH refers to the pH obtained by dissolution of the amino acids in water,
without further modifications. At this condition (natural pH of the amino acids) in 15 of the
25 systems, there was the adsorption of the organics onto minerals, the results of which are
shown in Table 5. In the case of olivine, four of the amino acids were adsorbed; the amino
acid with the highest adsorption in olivine was arginine with 2.11 × 10−4 mmol/mg, while
the rest of amino acids present lower adsorption: lysine (1.27 × 10−4 mmol/mg), histidine
(7.17 × 10−5 mmol/mg), and glycine (3.18 × 10−5 mmol/mg). For pyroxene, only two
amino acids were adsorbed onto this mineral, glycine with 2.31 × 10−4 mmol/mg and
lysine with 1.12 × 10−4 mmol/mg. In the case of plagioclase, lysine was the most adsorbed
amino acid with 1.41 × 10−4 mmol/mg, and then arginine with 1.22 × 10−4; the other two
amino acids adsorbed onto plagioclase were histidine (2.15 × 10−5 mmol/mg) and glycine
(1.55 × 10−5 mmol/mg), but to a lesser extent. The adsorption of lysine and arginine onto
komatiite was observed, 6.99 × 10−4 mmol/mg and 8.76 × 10−4 mmol/mg, respectively; in
addition, glycine (6.14 × 10−4 mmol/mg) and histidine (2.64 × 10−4 mmol/mg) were also
adsorbed. In the case of the mixture of minerals, as a simulated-komatiite, only arginine
was adsorbed (5.14 × 10−5 mmol/mg). Acid aspartic was not adsorbed in any of the
systems at a natural pH of the solutions.
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3.2.2. Adsorption Experiments at Acidic pH

This section may be divided by subheadings, which should provide a concise descrip-
tion of the experimental results, their interpretation, and the experimental conclusions that
can be drawn. Table 6 shows all the quantities adsorbed in the experimental systems.

A vastly different behavior was witnessed in the sorption experiments at an acidic pH
value, in comparison with the results mentioned above. Onto olivine, only three amino acids
were adsorbed: aspartic acid (1.52 × 10−4 mmol/mg), arginine (9.55 × 10−5 mmol/mg),
and histidine (4.52 × 10−5 mmol/mg), while in the pyroxene sample the amino acid with
the highest adsorption value was histidine (1.75 × 10−4 mmol/mg). Other amino acids
adsorbed were aspartic acid (1.27 × 10−4 mmol/mg), arginine (8.93 × 10−5 mmol/mg) and
glycine (4.74 × 10−6 mmol/mg). In the case of plagioclase, the same three amino acids as
for olivine were adsorbed (aspartic acid, arginine, and histidine); histidine was the one with
the highest value of 9.40 × 10−4 mmol/mg. Finally, aspartic acid and arginine showed very
similar adsorption amounts, 9 × 10−5 mmol/mg and 8.93 × 10−5 mmol/mg, respectively,
on plagioclase.

In the case of adsorption onto komatiite, four of the amino acids were adsorbed:
histidine (2.85 × 10−4 mmol/mg), aspartic acid (2.57 × 10−4 mmol/mg), and lysine
(1.69 × 10−4 mmol/mg), while arginine was the molecule with the highest adsorption
(3.96 × 10−4 mmol/mg). For the simulated-komatiite systems, four amino acids were also
adsorbed: histidine (2.44 × 10−4 mmol/mg), arginine (1.72 × 10−4 mmol/mg), aspartic
acid (1.21 × 10−4 mmol/mg), and glycine (1.65 × 10−4 mmol/mg), that, on this surface,
was adsorbed at an acidic pH. In comparison, from the experiments at a natural pH, aspartic
acid was adsorbed in all geological materials.

3.2.3. Adsorption Experiments at Alkaline pH

The results of the experiments at alkaline pH can be observed in Figure 1 and
Table 7. There was a response for 23 of the 25 systems studied, in contrast with both
pH values presented above; in fact, the alkaline pH was the one in which adsorption
response was obtained for most of the systems. All the amino acids were adsorbed on
olivine; arginine was the molecule with the highest value at 3.4 × 10−4 mmol/mg; the
remaining amino acids were adsorbed in lower amounts—lysine (1.08 × 10−4 mmol/mg),
glycine (6.90 × 10−5 mmol/mg), histidine (6.52 × 10−5 mmol/mg), and aspartic acid
(1.04 × 10−5 mmol/mg). For the systems where pyroxene was used, the highest adsorption
was for arginine with 2.15 × 10−4 mmol/mg, while, successive to this, lysine and aspartic
acid with 1.35 × 10−4 mmol/mg and 1.34 × 10−4 mmol/mg, respectively, were found, and,
finally, glycine (3.18 × 10−5 mmol/mg); histidine was not adsorbed in the pyroxene sample.
In the case of plagioclase, all amino acids were adsorbed, and arginine was the amino acid
with the highest sorption, 2.19 × 10−4 mmol/mg; the values of sorption for the rest of
the amino acids were: lysine (1.9 × 10−4 mmol/mg), histidine (1.72 × 10−4 mmol/mg),
aspartic acid (5.29 × 10−5 mmol/mg), and glycine (4.68 × 10−5 mmol/mg). In the case of
komatiite, the molecules with the highest adsorption were lysine (4.76 × 10−4 mmol/mg)
and arginine (3.82 × 10−4 mmol/mg); histidine and glycine were also adsorbed, with
2.91 × 10−5 mmol/mg and 2.39 × 10−4 mmol/mg, respectively. Compared with the natu-
ral rock, the komatiite-simulated sample mostly adsorbed glycine (2.27 × 10−4 mmol/mg),
followed by lysine with 2.12 × 10−4 mmol/mg; the lowest values of adsorption were for
aspartic acid (9.57 × 10−5 mmol/mg) and histidine (6.45 × 10−5 mmol/mg), and finally
arginine was adsorbed in 1.5 × 10−4 mmol/mg.

3.2.4. Adsorption Trends under Different pH Values

As can be seen in Figure 2, if the adsorbed quantities of each amino acid in each
geological material are compared at the natural pH of the solution and with the changes of
pH to acid and alkaline, the pH value does indeed influence the adsorption.

207



Life 2022, 12, 1788

Figure 2. A comparison of the amounts adsorbed from each system at the three pH values used in
the experiments: acid pH (5.5), natural pH of the solutions (see Table 2) and alkaline pH (11). (A) All
glycine (Gly) systems; (B) all lysine (Lys) systems; (C) all histidine (His) systems; (D) all arginine
(Arg) systems; (E) all aspartic acid (Asp) systems.

In general, the adsorption of glycine (Figure 2A) was higher using the natural pH of the
solution. The acid pH did not favor the adsorption of this amino acid and when the alkaline
pH was used, the highest amount adsorbed was in the system with the simulated komatiite.
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Lysine (Figure 2B) is mostly adsorbed at a natural and alkaline pH in the komatiite system.
It was observed that the acidic pH considerably favored histidine (Figure 2C) adsorption
in all materials except for olivine, which maintained low amounts of adsorption in all
cases. The arginine (Figure 2D) adsorption was favored using alkaline pH for most of the
cases; however, it was observed that the adsorption was higher in the komatiite system
at both natural and alkaline pH. The response of aspartic acid (Figure 2E) was very clear
when using the natural pH; no adsorption was observed, and it showed the tendency to be
adsorbed in greater amounts under acidic conditions.

In addition, it can be observed that for glycine, lysine, arginine and aspartic acid,
komatiite was the system that had the highest adsorption at different pH values. In the
case of histidine, the highest adsorption was recorded in plagioclase at acidic pH.

4. Discussion

4.1. Mineral Phases in Komatiite Sample

The mineralogy of an unaltered komatiite is mainly composed of Mg-rich olivine crys-
tals due to the magma from which these rocks are formed; those olivine crystals constitute
the skeleton of the characteristic spinifex texture of these rocks; the matrix in which olivine
crystals are embedded is commonly composed of minerals such as pyroxenes, chromite,
and plagioclase [37,38]. The komatiites that belong to the Gorgona Islands complex have
been described as young komatiites (98.7 ± 7.7 to 64.4 ± 5 Ma) [39] whose spinifex texture
is composed of spicules made of olivine forsterite-type and pyroxene with high calcium
content and low aluminum values. In addition, andesite-type plagioclase and chloritized
and vitrified glass have been found in the mineral composition of these komatiites from
the Gorgona complex [40]. These mineral phases mentioned above are consistent with the
mineralogical composition found by X-ray diffraction analysis performed in this study
for our komatiite sample. Also, it has been described that komatiites suffer alterations in
their original mineral phases due to the environment where they are found. In this process,
olivine undergoes alteration to hydrated minerals such as serpentine [37]. Specifically for
the komatiites of the Gorgona complex, it was observed that the rock-forming minerals are
usually transformed into minerals such as chrysotile, lizardite, magnetite or chlorite [41].
The mineral phases that we found in the komatiite sample are consistent with the alterations
reported in the literature for Gorgona komatiites. The low percentage of fresh olivine cores
(10%) that was found is indicative that the sample has a high level of alteration, mainly due
to the serpentinization of the olivine crystals.

4.2. pzc Estimations

One of the most important parameters in studies using solid-aqueous interfaces is
the pzc, the pH value at which the surface charge of the solid equals zero. This value is
important because in these interfaces the surface charge can be modified if the conditions
of the medium change—the surficial charge—is pH-dependent, due to the presence of
chemical species and ions that can exist in a solution [42]. The pzc value is widely used for
identifying interactions through electrochemical forces between the surface and medium
which includes the molecule in a solution [43].

It has been observed that pzc values published in the literature, for the same materials
usually present variations, could be the result of the different methods used to estimate the
pzc [44]. Moreover, these variations are governed by the nature of the materials, whether
they are natural or synthetic samples, since properties such as the crystalline structure
and the state of hydration of the material determine the adsorption capacity of ions on the
surface, and these properties are different between synthetic and natural materials [45].
Nevertheless, what contributes the most to the variation in the pzc values, and the most
important factor to consider, is the purity of the materials studied [46]. Hence, the fact
that in this study only natural samples of all minerals and rocks have been worked with is
probably the reason why the values obtained and presented in Table 4 show differences
compared to other estimations.
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The pzc values of olivine obtained in this study (9.9) were very close to those reported
in the literature. Luce and Parks (1973) [43] reported the pzc value of forsterite-type olivine
from a natural sample without alterations in 8.9, and Pokrovsky and Schott (2000) [47]
estimated the pH value of pzc of a natural sample of forsterite by titration in 10. However,
the pzc obtained for pyroxene (7.5) was discordant from those reported for this mineral.
Lasaga (1984) [48] mentioned the pzc value for pyroxenes in a range of 2.6–3.8; therefore,
the result we obtained was found to be above the reported range. No references were
found to compare the point of zero charge obtained for the komatiite and the mixture of
minerals that constitutes the simulated komatiite, since it is not common to make these
measurements in rocks.

4.3. Adsorption of Amino Acids in Geological Materials

It has been observed that the adsorption of a molecule onto a surface is highly de-
pendent on three fundamental aspects: the characteristics of the organic molecule, the
properties of the surface, and the medium [49]. Here, the results obtained from the adsorp-
tions for the systems used, based on the first two aspects mentioned, will be discussed. The
medium relevance will be discussed later, in the next section.

4.3.1. Characteristics of the Amino Acids

In the first instance, the adsorption process can occur due to the differences in charges
between the chemical functional groups of the organic molecules and the group that
substrates expose on the surface. Theoretical studies of the adsorption of amino acids onto
silicates can be found in the literature, and these describe an atomic level mechanism by
which adsorption can be carried out. For example, Lomenech et al. [50] computationally
analyzed the interaction of glycine on amorphous silica simulated by isolated silanol groups
from the gas phase. Through the calculations carried out, they suggest that the amino acid
preferentially interacts through the terminal -COOH group as an H acceptor, and with the
silanol groups as an H donor, forming non-covalent interactions. In another approach,
Escamilla-Roa and Moreno [51] studied the adsorption of glycine (in the gas phase) on
forsterite via computational modeling and discovered different types of interactions: from
H bonds to oxygen transfer between the amino acid and the top of the surface, depending
on whether the glycine was in a neutral or zwitterionic form and whether the surface
was dipolar or non-dipolar. These approximations are very useful in understanding the
mechanisms of amino acid adsorption at the atomic level; nonetheless, it has been observed
that the interactions between amino acids and mineral surfaces are different in the aqueous
phase in respect to the gas phase [49]. At low organics concentrations, in an aqueous
medium, the interactions through water molecules must be a relevant factor, since possible
interactions between molecules of the same amino acid are avoided [52]. In an aqueous
solution, amino acids change from a neutral to a zwitterionic form where they are solvated
and present characteristics of divalent ions [53]. Water molecules in an aqueous medium are
an important factor for the adsorption. When the solvation sphere is formed, zwitterionic
amino acids are stabilized by water molecules, and this is a more stable structure (in the
process of adsorption on a silicate surface) than one of the amino acids in neutral form.
To continue with the stability of the solvation sphere of amino acids in the solid/liquid
interface, the silanol groups on the top of the surface substitute one or more water molecules
and establish physisorption-type interactions [54]. The silanol group (Si-O-H), present in
all silicates, is commonly related to the interaction and retention of organic compounds,
therefore acting as a surface adsorption site [55].

Due to the above information and to the fact that all the amino acids present a car-
boxylic acid (COOH) and an amino group (NH2), both available to interact with the solid
phases, we would expect that all the systems at the natural pH of the solution would
have similar adsorption values, if the adsorption mechanism only depended on the amino
and carboxyl groups. The results show that the systems presented high variations and
differential adsorptions between each of them, suggesting that the adsorption must be
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largely governed by the possible interactions of the side chain, specific to each amino acid.
On the one hand, the water molecules solvate the carboxyl and amino groups of the amino
acids; the H atoms are oriented toward the COO− and the O atoms are oriented toward the
NH3+ group.

On the other hand, amino acids with long side chains including CH2 groups, such as
arginine and lysine in this case, can generate hydrophobic interactions with other charged
groups and with water molecules. It has been observed that these interactions tend to
increase with growing chain length of the amino acid side chain, and the presence of a
polar terminal functional group increases the number and intensity of possible interactions
with other molecules, groups, or charged ions, and with water [56]. This type of interaction
in amino acids with a longer side chain can be considered an explanation for the fact that
lysine and arginine were adsorbed more than the other amino acids in the adsorption
experiments at the natural pH of the solutions.

As shown in Figure 3, histidine was the amino acid with the highest adsorption values.
With this result, the unique structure of histidine can have a relevant weight. Histidine
holds an imidazole group, as a side chain, that gives the amino acid (His) the ability to
coordinate with metal cations and to be an acceptor or donor of H in H-bonds, even in
different pH conditions [57]. Arginine and lysine were arranged into a subgroup due to
their similar adsorption values; both are basic amino acids and have four carbons each in
their side chains. In another subgroup, aspartic acid and glycine are found to be amino
acids with similar adsorption values, and there the amino acids were adsorbed in smaller
amounts. In general, a difference can be determined between amino acids with a 1:1 ratio
of the carboxylic acid-amino group and the ones with different proportions. The presence
of an extra amino group apparently increases adsorption, such as in the case of arginine
and lysine.

Figure 3. A heatmap showing the general ordering of the adsorptions presented by the different
amino acids used. It is shown how aspartic acids and glycine are grouped by their similarity, and
in another group arginine and lysine are clustered. In dark green, the highest values of adsorption
are shown, and in light colors the lowest values are shown. Row names: O = olivine, Px = pyroxene,
Pl = plagioclase, K = komatiite, and KS = komatiite-simulated.

In addition, it is known that functional groups, located on the side chains of many
amino acids that shape proteins, are capable of forming complexes with metal ions; these
groups are binding sites for metals in proteins, playing an important role in the catalytic
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activity of enzymes. For example, the imidazole group of histidine and the β-carboxyl
group of aspartic acid are side chains capable of binding to metal centers [58]. In nature
and especially in the Earth’s crust, minerals containing metallic elements in their structure
are very common. Silicates are the most abundant minerals in the crust; they are mainly
composed of oxygen and silicon, but contain other elements (such as aluminum, iron,
magnesium, sodium, potassium, and calcium) that are found in abundance and combined
with silica to form 99% (wt) of the mass of the crust [59]. In the context of the early Earth,
after magma cooling, the early Hadean crust would have been comprised of basalts and
komatiites; these rocks are themselves comprised of olivine, pyroxene, magnetite, spinel,
augite, and plagioclase minerals [60]. Therefore, the presence of metallic elements must
have been very common on the surface of the Earth’s early crust, and this sort of interaction
between the lateral chain of amino acids and metals was possible. Nonetheless, in the
case of aspartic acid, the adsorption at the natural pH of the solutions was null for all the
geological materials, so the interactions between the β-carboxyl group of aspartic acid and
the metallic elements of the surfaces are not fulfilled in our experiments.

4.3.2. Properties of the Geological Materials

The characteristics of the surface are another fundamental factor in sorption processes.
In several works, the synthetic silica surface is widely used to simulate the surface of
silicates. For example, Gao et al. [61] studied the adsorption of arginine, alanine, leucine,
phenylalanine, and glutamic acid onto a mesoporous pure silica SBA-15. They observed
that in this material the adsorption processes are governed by two types of interactions: (1)
electrostatic forces between the ionic forms of amino acids in a solution and the positive
(≡SiOH2

+) and negative charges (≡SiO−) present on the surface; and (2) the formation
of hydrogen bonds between amino acids and water molecules; the possible formation
of hydrogen bonds between the amino acids (in ionic form) and the ≡SiOH groups are
neglected. Undoubtedly, these works help us to understand the interactions between
organic molecules and surfaces, but they present a homogeneity that natural geological
materials do not show. The geological materials employed here were pulverized to increase
the surface in which the amino acids can interact, but it was also sought to homogenize the
natural samples, and they cannot be completely homogeneous, especially rock samples.
Despite this, at the microscopic level, minerals have surface irregularities that generate
variations in the adsorption of organics, such as amino acids. This effect was proposed
by dos Santos et al. [52] after studying the adsorption of amino acids in 11 minerals of
different nature, including forsterite-type olivine, two different pyroxene samples, and a
basaltic lava. Corroboration of this proposal is the study of Galvez–Martinez et al. [62], who
analyzed the adsorption of glycine on monocrystalline pyrite (100) by XPS and observed
that the atomic ordering of the surface determines the form as the amino acid is adsorbed
on the surface.

As can be seen in Figure 4, the surfaces adsorb amino acids in different ways. In
the heatmap, olivine and pyroxene are grouped in a subgroup, since they present similar
adsorption values. The other geological materials are not grouped. The hierarchical order
of adsorption was: komatiite, plagioclase, simulated komatiite, olivine, and pyroxene from
highest to lowest adsorption. The high adsorption of certain amino acids on komatiite
suggests that complex surfaces (including a matrix and various mineral phases embedded
in it and organized in a particular way) may favor sorption.

There is a high probability that other aspects, such as the superficial area of the
materials and their chemical composition, influence the adsorption. However, these aspects
were not studied in this work and their possible contributions go beyond what can be
discussed in this manuscript; without a doubt, these aspects need to be considered for
future work.
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Figure 4. A heatmap showing the ordering of the surfaces by the amount of the adsorbed amino acids.
In dark colors the systems that obtained the highest adsorption, in light colors those that presented
the least adsorption. Komatiite-simulated is represented in the figure as K simulated.

4.4. Adsorption of Amino Acids in Geological Materials under Different pH Values

In the context of prebiotic chemistry, the role of pH has been highly discussed in
the literature. The exact composition and values of parameters such as ionic strength or
composition of primitive ocean are uncertain. Therefore, several pH values of those oceans
have been proposed. Proposals are based on different processes and conditions, either by
the ions-interchange present [63], by the interactions between the rocks of the primitive
crust and the water [60], the primitive oceans seawater composition [64] or by more local
environments, such as conditions prevailing on hydrothermal systems [65], to mention
a few. In this work, three different pH values were used that could be representative of
various environments of the early Earth.

As mentioned before, another fundamental aspect in the adsorption process is the
medium in which this phenomenon occurs. In the first instance, the simplest form of
adsorption occurs due to differences in charges between the surface and the organic
molecule. The charges generated on the surfaces of solids depend highly on the pH of
the medium. In this essay, we study the pH change in the suspensions as a variable that
may or may not favor the adsorption of glycine, lysine, histidine, arginine, and aspartic
acid on the five geological materials tested. The surface is positively charged when the pH
value is below the pzc value and above this point, the surface is negatively charged [61].
Correspondingly, the chemical form of amino acids changes with the pH value due to their
ionizable groups. When the pH value of the medium is equal to the isoelectric point, the
molecule is electrically neutral [66]. Therefore, at that last pH value, interactions through
electrostatic forces are not expected.

Gao and collaborators [61] reported the increase in the adsorption of arginine on pure
silica as pH increases, for values above 2.5—results that agree with those obtained in this
work. The increased adsorption of arginine at more alkaline pH can be explained by the
increase in its charge density due to the side chain being positively ionized and adsorbed
onto a surface of negative surface charge. This explanation is well suited to the experiments
carried out at pH 11, as can be seen in Figure 5D. Arginine is positively charged, and the
surfaces are negatively charged. In these systems, it can be thought that electrostatic forces
govern the adsorption mechanism. In the case of glycine, as shown in Figure 5A, the amino
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acid is adsorbed despite having the same surface charge, so the adsorption mechanism
must be associated with other processes.

 

Figure 5. Amounts of each amino acid adsorbed in the geological materials at the three different pH
values used. In addition, the distribution diagram of species of each amino acid can be observed and
in the lower part the values obtained from the point of zero charge (pzc) of the geological materials.
This figure shows the charge of the amino acid and the surface charge of the solids to observe if
the adsorption is mainly directed by electrostatic interactions. (A) glycine; (B) lysine; (C) histidine;
(D) arginine and (E) aspartic acid.
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A greatly similar behavior can be observed for lysine and histidine (Figure 5B,
Figure 5C, respectively). For aspartic acid, it is observed that when the acidic pH (5.5)
is used, the amino acid is negatively charged and the surfaces are positively charged,
whereby adsorption could also be due to opposite charge attraction. At the natural pH
(Figure 5E), aspartic acid is also in the negative ion form, and it is not adsorbed in any of
the surfaces. The differential adsorption of amino acids, even when the charge differences
do not exist, may be explain in two different ways. First, it must be considered that the
values of the points of zero charge are an average of processes occurring in all the faces
of different crystals [67]. Therefore, at the physical scale in which the adsorption process
occurs, the surfaces are heterogeneous. On the other hand, at a certain pH value, amino
acids become charged (according to their species distribution diagram); however, these
changes do not occur simultaneously in all molecules, and there may be some of them, in
other ionic forms, that allow interaction with the surface to a lesser extent.

In addition, the constitution of the silicates must be weighed. The building units of
silicates are silicon tetrahedrons (SiO4), which have a net negative charge. This negative
charge must be balanced, and for this silicon, tetrahedrons are associated with positively
charged metal ions, such as Fe2,3+, Mg2+, or Na+ [68]. It is with these metal atoms that
organic molecules can associate, for example with carboxylic acids through ligands between
the oxygen atoms and a metal cation [69]. It has been reported for forsterite (the same
variety of olivine that was used in this work) that the Mg2+ ions, found on the surface, can
interact with water molecules and form H-bonds with the H of the organic molecules and
other functional groups thereof [68]. It should be noted that the two proposed scenarios are
not mutually exclusive. Due to our results and what has been reviewed in the literature,
we suggest that, in addition to electrostatic forces, the adsorption of amino acids may be
directed by the formation of organometallic complexes. Specifically for histidine, it has
been reported that it can bind to copper (II) metal cations; in these bonds, the metal atoms
are able to coordinate up to 3 histidine binding sites, forming complexes of different types.
The most determining factor to direct the site and the formation of union between copper
and histidine is the pH, which defines the ionic state of the amino acid [70]. The results
obtained here are quite interesting, and to corroborate the formation of these complexes it
is necessary to carry out more exhaustive analyses.

In this essay, individual minerals were used to get an idea of the possible contribution
of each of them in the sorption of organics, both in the komatiite sample and in the mineral
mixture used as a komatiite simulation. However, the results must be treated with care,
since the simulated komatiite model represents an approximation of the mineralogical
composition of an unaltered komatiite, but not of its structure. Therefore, it does not
reproduce important features, such as associations among minerals that compose it, and
the interaction between the minerals and the matrix in which they are embedded.

Rocks are in fact heterogeneous adsorbents, real solids that exhibit surface disturbances
such as polycrystalline and sometimes amorphous structures, cracks, fissures, dislocation
of atoms (due to the presence of impurities), complex porous structure, etc. This surface
heterogeneity affects the possible interactions of the solid with the organic molecules,
and they vary at different points on the solid [71]. In contrast, all adsorption sites in
the surfaces of pure or synthetic solids are considered equivalent, and along the surface
they may have a constant and calculable response; in consequence, elementary theories
of adsorption can be applied to describe the physical phenomenon occurring on them.
However, for a heterogeneous solid, adsorption can be considered as the sum of the
independent processes that take place in each phase, as a first approximation. Several
attempts have been made to adjust the classical mathematical models of adsorption to
describe adsorption in heterogeneous solids, but these solids are very complex systems,
and it is also necessary for said mathematical description to have a real physical meaning,
which makes it an important challenge [71].
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4.5. Implications for Prebiotic Chemistry

On the primitive Earth, as today, the presence of isolated and pure minerals is practi-
cally nil. Mineral phases in nature are associated with rock constituents of the continental
and oceanic crusts. Considering this, one of the constant criticisms of prebiotic chemistry
models is that the simulations performed in the laboratory do not reflect a real scenario.
The isolated, pure, or synthetic minerals that are commonly used did not exist on the
primitive Earth’s surface. In fact, the mineralogy of a terrestrial planet is considered a
highly complex system [72]. Komatiites are the oldest rocks known to date and are believed
to have the same composition as the rocks that formed the early oceanic crust. In addition,
they can be associated with important primitive environments in prebiotic chemistry such
as hydrothermal systems [73].

In these experiments, we wanted to contrast the capacity of adsorption of an altered
natural komatiite sample versus a simulated unaltered komatiite. The results showed that
the natural komatiite adsorbs more of a diversity of amino acids than the simulation, which
is a positive result. The fact that surfaces of natural origin have many peculiarities that
allow the adsorption of organic molecules has been much speculated. For example, the
topology of the surface, which is a product of the crystallization of the mineral phases and
depend on the conditions during the process, is not reproduced. In general, the surfaces
of minerals and rocks are irregular or defective; these defects are probable sites where
interactions between solids and organics occur [74,75]. In this case, all the characteristics of
the komatiite favored the adsorption of organic molecules. The presence of serpentine in
the altered komatiite can also be considered as one of the main causes of the differential
adsorption between the natural sample and the komatiite-simulated. Said mineral is
produced by the alteration of ultramafic rocks, and due to the high hydrothermal activity
during the Hadean and Archean eons, serpentines must have been abundant and extremely
common [76]. From our point of view, the presence of this alteration emulates more real
conditions of the complex concentrator surfaces present in possible primitive scenarios.
These results highlight the importance of further studies to analyze the concentrating role of
serpentines. These complex surfaces are very difficult to study; despite this, it is important
to understand their possible contribution to prebiotic processes. In addition to this, there
is a particular interest in studying olivine since it is found not only on the surface of the
Earth, but is also a mineral found in interstellar and interplanetary dust particles, as well
as being present in meteorites and comets [68]. It can also be mentioned that forsterite is a
relevant material for many environments, including Martian-type samples [77].

5. Conclusions

In this work, we studied the adsorption of five different amino acids (glycine, lysine,
histidine, arginine and aspartic acid) on (1) a natural komatiite, (2) a simulated komatiite,
which is a solid mixture of the three main constitutive minerals (olivine, pyroxene, and
plagioclase), and (3) pure separates of each mineral. To do so, we explored the relevance of
pH changes in the adsorption process.

There is a differential adsorption of the amino acids onto the solids. In general,
amino acids are better adsorbed at alkaline conditions, regardless of their nature (either
hydrophobic or hydrophilic) or the surface employed. This could be relevant in a prebiotic
context, even when there is no consensus on the pH of primitive oceans, because a high pH
would prevail in white smoker-like hydrothermal systems.

The amino acids histidine and arginine were adsorbed on most surfaces and under
different pH conditions. The relevance of this finding relies on the fundamental role that
these amino acids play in the stabilization of oligomers or as constituents of catalytic
oligomers.

The adsorption mechanism of the organics is complex. The charge of the molecule
(in the function of pH) turned out to be an important factor in the adsorption of amino
acids since they could be adsorbed on surfaces by opposite charge attraction. However,
electrostatic forces do not fully explain the observed adsorption in all systems. Other
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possible key factors in governing adsorption, associated with differences in adsorption,
are the length and the functional groups of the side chain of the amino acids. Another
relevant phenomenon for the matter is the formation of the sphere of solvation, which
surrounds the amino acids in aqueous solution and contributes to the stabilization of
the molecule. Further, the heterogeneity of surfaces and their chemical composition, in
particular the number of cations on the surfaces, have a very important effect in sorption,
as the occurrence cations is key in the formation of organometallic compounds.

Natural komatiite is the surface where the adsorption of most amino acids occurred,
at different pH values. This is relevant since natural adsorption would have occurred on
rocks, which are constituted by complex mineral interrelations. Individual minerals also
adsorb amino acids, and the analyzed plagioclase is the mineral onto which more amino
acids (at different pH) were adsorbed.

This work represents an effort to use komatiites as complex surfaces to study sorption
processes. The results shown constitute a first approximation of further studies by using
materials that recreate the likeliest substrates for prebiotic reactions. Our future experi-
ments will include aqueous solutions with different concentrations of salts (simulating the
composition of primitive oceans), and the use of mixtures of organics, in order to construct
models that are closely related to prebiotic environments.
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71. Dąbrowski, A. Adsorption—From Theory to Practice. Adv. Colloid Interface Sci. 2001, 93, 135–224. [CrossRef]
72. Hazen, R.M.; Eldredge, N. Themes and Variations in Complex Systems. Elements 2010, 6, 43–46. [CrossRef]
73. Bost, N.; Loiselle, L.; Foucher, F.; Ramboz, C.; Westall, F.; Gaillard, F.; Auguste, J.-L. Synthesis of Gusev Crater Analogue Basalts,

Mars: Interest for Astrobiology. In Proceedings of the 44th Lunar and Planetary Science Conference, The Woodlands, TX, USA,
18–22 March 2013; Lunar and Planetary Institute (LPI)/Universities Space Research Association (USRA). Abstract Number (1457l).
Available online: https://www.lpi.usra.edu/meetings/lpsc2013/pdf/1457.pdf (accessed on 1 November 2022).

74. Dass, A.V.; Hickman-Lewis, K.; Brack, A.; Kee, T.P.; Westall, F. Stochastic Prebiotic Chemistry within Realistic Geological Systems.
ChemistrySelect 2016, 1, 4906–4926. [CrossRef]

75. Galvez-Martinez, S.; Escamilla-Roa, E.; Zorzano, M.-P.; Mateo-Marti, E. Ar+ Ion Bombardment Dictates Glycine Adsorption on
Pyrite (100) Surface: X-Ray Photoemission Spectroscopy and DFT Approach. Appl. Surf. Sci. 2020, 530, 147182. [CrossRef]

76. Villafañe-Barajas, S.A.; Ruiz-Bermejo, M.; Rayo-Pizarroso, P.; Gálvez-Martínez, S.; Mateo-Martí, E.; Colín-García, M. A Lizardite-
HCN Interaction Leading the Increasing of Molecular Complexity in an Alkaline Hydrothermal Scenario: Implications for Origin
of Life Studies. Life 2021, 11, 661. [CrossRef]

77. Potenti, S.; Manini, P.; Fornaro, T.; Poggiali, G.; Crescenzi, O.; Napolitano, A.; Brucato, J.R.; Barone, V.; d’Ischia, M. Solid
State Photochemistry of Hydroxylated Naphthalenes on Minerals: Probing Polycyclic Aromatic Hydrocarbon Transformation
Pathways under Astrochemically-Relevant Conditions. ACS Earth Space Chem. 2018, 2, 977–1000. [CrossRef]

220



Citation: Gull, M.; Feng, T.;

Pasek, M.A. Results of an Eight-Year

Extraction of Phosphorus Minerals

within the Seymchan Meteorite. Life

2022, 12, 1591. https://doi.org/

10.3390/life12101591

Academic Editors: Ranajay Saha and

Alberto Vázquez-Salazar

Received: 20 September 2022

Accepted: 11 October 2022

Published: 12 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

life

Communication

Results of an Eight-Year Extraction of Phosphorus Minerals
within the Seymchan Meteorite

Maheen Gull *, Tian Feng and Matthew A. Pasek

School of Geosciences, University of South Florida, Tampa, FL 33584, USA
* Correspondence: ambermaheen@yahoo.com

Abstract: In-fall of extraterrestrial material including meteorites and interstellar dust particles during
the late heavy bombardment are known to have brought substantial amounts of reduced oxidation-
state phosphorus to the early Earth in the form of siderophilic minerals, e.g., schreibersite ((FeNi)3P).
In this report, we present results on the reaction of meteoritic phosphide minerals in the Seymchan
meteorite in ultrapure water for 8 years. The ions produced during schreibersite corrosion (phosphite,
hypophosphate, pyrophosphate, and phosphate) are stable and persistent in aqueous solution over
this timescale. These results were also compared with the short-term corrosion reactions of the
meteoritic mineral schreibersite’s synthetic analog Fe3P in aqueous and non-aqueous solutions
(ultrapure water and formamide). This finding suggests that the reduced-oxidation-state phosphorus
(P) compounds including phosphite could be ubiquitous and stable on the early Earth over a long
span of time and such compounds could be readily available on the early Earth.

Keywords: phosphorus; early Earth; origin of life; meteorites; phosphides; phosphite

1. Introduction

Meteoritic impacts have been directly linked with the origin of life on the early Earth [1,2].
Since the identification of abundant organics in the Murchison meteorite, prebiotic chemists
have assumed that meteorites supplied extraterrestrial compounds to the early Earth, which
could have kick-started the events of prebiotic syntheses [3–13]. In addition to organic
compounds, meteorites are also believed to have supplied a non-negligible portion of
the phosphorus within the Earth’s crust, possibly through a heavy bombardment [14,15].
Studies have shown that meteoritic mineral schreibersite [(FeNi)3P]) is ubiquitous in
iron meteorites and is common to many other meteorite classes [16,17]. This iron-nickel
phosphide is known to be among the first inorganic P compounds to condense from the
solar nebula as part of homogeneous accretion model and therefore, is considered to be one
of the most ancient P minerals within our solar system [18].

Around 5–10% of all crustal P was at some stage delivered as meteoritic phosphide
minerals [14,15,17]. Schreibersite is known to corrode in water by oxidation to release
several inorganic P species in aqueous solution. These species include phosphite (HPO3

2−
with P (III)), orthophosphate (HPO4

2− with P (V)), hypophosphate (HP2O6
3− with P (IV)),

and pyrophosphate (HP2O7
3− with P (V)), respectively [11,15], with a concomitant release

of H2.
Schreibersite or its corrosion products can react with organic compounds to form C-O-

P and C-P type compounds [18–22]. These reactions established the case for schreibersite
as a prebiotically relevant P containing mineral. Since around 70% of the Earth’s surface
is covered with water, much of this meteoritic material would have hit oceans [23], and
schreibersite would have corroded within water. The discovery of phosphite signatures in
the ancient marine carbonates [20] supports the possibility that the corrosion products of
schreibersite may have been present in Archean oceans. However, it is not known that the
phosphite ions are persistent and can be stable for a long timespan.
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In the present study, we describe the corrosion of schreibersite within the meteorite
Seymchan (a pallasite that is compositionally similar to IIE irons [24], and which is relatively
enriched in nickel at ~9 wt.%) that was left to corrode in deionized water for 8 years.
Seymchan bears a few percent by volume of schreibersite [16]. This work specifically
identifies whether the ions generated by schreibersite are ephemeral, or whether they can
persist for years.

Furthermore, the corrosion reaction (P) products from the Seymchan meteorites were
also compared with that of the synthetic analog Fe3P. The corrosion reactions of Fe3P were
carried out at the room temperature (25 ◦C) for shorter timescales. Two types of solvents
were employed; (1) ultrapure water as an aqueous medium, and (2) formamide as a non-
aqueous medium. The latter option was chosen because of its availability and ubiquity in
the interstellar regions and various habitable zones in our galaxy [25,26]. Furthermore, it
is also considered to be a prebiotically relevant alternative solvent due to its remarkable
solvation capabilities and ability to provide an anhydrous medium for phosphorylation
and condensation reactions [27–31].

2. Materials and Methods

Both iron phosphide or Fe3P (99.5% trace metals basis) and formamide (from BioUltra)
for molecular biology, ≥99.5% were purchased from Sigma Aldrich (St. Louis, MO, USA).
The doubly deionized water (DDI) was produced in house using a Barnstead (Dubuque, IA,
USA) NANO pure® Diamond Analytical combined reverse osmosis-deionization system
as reported previously [20–22]. It should be noted that the authentic meteoritic mineral
schreibersite [(Fe,Ni)3P] or its commercially available synthetic analogue (Fe3P) upon
corrosion release same P species as reported previously [15–22], but this study further
investigates the use of authentic schreibersite in corrosion experiments.

The Seymchan meteorite sample was procured from meteorite dealers in the form of
shavings covered with oil—done by the dealers during the preparation of Seymchan into
slices to sell to collectors—which prevented oxidation and corrosion of these samples in
the air. The oil was removed by placing the shavings into a clean flask containing acetone,
sealing the container, and stirring the solution on a stir plate with the help of magnetic
stirrer. The mixture was allowed to stir overnight to ensure dissolution of oil into the
acetone. The shavings were then filtered and rinsed off with acetone. The process was
repeated 2 times and after that was allowed to completely air dry and followed by heating
in the oven at 50 ◦C for 5–6 h to ensure evaporation of the organic solvent. The mean surface
area of the Seymchan was around 0.001 m2/g based on the dimensions of the shavings
(individually ~5 mm × ~1 mm × ~0.3 mm).

About 5 g Seymchan was added to 15 mL DDI (or ultrapure) water with no other
additives and was sealed tightly in a glass vial under air and was set to corrode at room
temperature for about 8 years. The glass vial was placed in a completely dark cabinet.
No water evaporated from this vial over those 8 years, and the material was not stirred
over this time. For comparing the corrosion reaction P products of meteoritic phosphide
from Seymchan with that of Fe3P, the following general procedure was followed. About
0.5 g Fe3P (to each reaction sample) was added to a clean, small glass vial containing 5 mL
DDI (or ultrapure) water (labeled as sample B) and to a glass vial containing 5 mL of pure
formamide (labeled as sample F). A clean magnetic stirrer was added to each glass vial
containing the reaction mixture. The glass vials of the solution mixtures were then tightly
sealed and were allowed to stir at the room temperature for about 2 weeks.

The release of P from the Seymchan and the phosphide corrosion reactions in the
ultrapure water and formamide were studied by 31P-NMR (Varian, Palo Alto, CA, USA)
as reported previously [32]. In case of Seymchan, the tightly sealed sample tube was
opened after 8 years and to it 0.5 M Na4EDTA solution was added until the pH reached
~12. This step was done to help with the extraction of P species from the meteorite sample
as previously [15–22,32]. The mixture containing meteorite shavings in DI water and EDTA
solution was transferred to a clean glass vial to let it stir at room temperature for 1 day,
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followed by filtration of the solution, and drying at the room temperature. Similarly, prior
to 31P-NMR analysis, both reaction samples B and F were also treated with 0.5 M Na4EDTA
solution until the pH reached to be around 11–12. The solution changed color to blackish
brown. It was filtered and about 7 mL of the filtrate was transferred to a clean watch glass
and was allowed to dry at the room temperature. The dried mixture was rehydrated with
D2O and was added to NMR tubes for the analysis. The dried mixture was rehydrated with
1 mL D2O and was analyzed by the NMR. The molarity [M] of the solution was calculated
by the formula (Equation (1)) as suggested by [19].

[M] = 0.0075 ×
⎛
⎝

(
S
N

)
√

Scans

⎞
⎠

2

+ 0.0007 ×
⎛
⎝

(
S
N

)
√

Scans

⎞
⎠+ 0.0001 (1)

where S/N is the signal to noise ratio, and Scans is the number of NMR scans taken. As
reported in the previous studies [19]. this relationship was empirically determined and
is accurate to about 10% over the range of 10−4 to 10−2 M based on the sample spectra
obtained [19].

3. Results

The phosphide from the meteorite sample leached into the solution as various forms
of P including orthophosphate, phosphite, pyrophosphate and hypophosphate. In addition,
after being immersed in water the meteoritic shavings appeared to be somewhat rusty but
all in all still retained the metallic luster of the meteoritic shavings (Figure 1). Interestingly, a
few of the corroded shavings were brought closer to the magnet and were indeed pulled by
the magnet, implying that even after 8 years the shavings were still not completely oxidized.

 

Figure 1. Seymchan meteorite (shavings) post 8 years corrosion reaction at room temperature.

The 31P-NMR studies of the meteorite extract solutions (Figure 2, Table 1) identified
four major inorganic P species including: orthophosphate, phosphite, pyrophosphate
and hypophosphate. The concentrations of the P species in the Seymchan solution were
determined by the integration of the 31P-NMR spectra. It is important to mention here
that NMR integration can be quantitative if the integrations are done over a narrow range
of frequencies, e.g., less than 50 ppm [19]. In the proton-coupled mode of the NMR, the
phosphite peak showed the typical split into a doublet which was identified by measuring
the coupling constant (around 570 Hz) [33]. The measuring of the coupling constant
distinguished phosphite from the orthophosphate peak which also located around the same
region (~5.5 ppm). The pyrophosphate peak was located at −4.8 ppm and hypophosphate
peak was identified to be around 13.5 ppm [19]. 31P-NMR spectrum is shown in the
H-coupled mode of 31P-NMR.
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Figure 2. Corrosion reaction of Seymchan meteorite (sample SEY) stored at room temperature for
8 years. The Y-axis is in intensity and has arbitrary units.

Table 1. Yields 1 (%) and molarities of various P species released as a consequence of Fe3P corrosion
in the solution.

Sample Yields (%)
Concentration of Various P

Species in Solutions (mmolar)

2 Total
Molarity
(mmolar)

(HPO4)2− (HPO3)2− (P2O7)4− (P2O6)4− [(HPO4)2−] [(HPO3)2−] [(P2O7)4−] [(P2O6)4−]

SEY 71.12 23.40 0.20 5.27 1.20 0.40 0.05 0.10 1.75
F 29.24 54.39 16.37 ND 2.1 2.5 0.3 0.0 4.90
B 48.26 42.69 2.55 6.50 748 413.7 0.95 13.5 1176.1

1 The yields of the corrosion P products of the corrosion reactions were calculated on the basis of the total
phosphorus dissolved and by the peak integration method as previously reported [19]. 2 The total molarity of
the solution here is the sum of the individual molarities of each of the inorganic P species including (HPO4)2−,
(HPO3)2−, (P2O7)4−, (P2O6)4−. The molarities are represented in millimoles. In addition, the labeling of the
samples and the solutions descriptions are mentioned in Table 1.

The 31P-NMR studies of the corrosion reaction of Fe3P in the formamide (sample F,
Table 1) and in the ultrapure water (sample B, Table 1) revealed similar reaction prod-
ucts with quantitatively different ratios as observed in the meteorite Seymchan’s solution
extract and as also reported previously [19]. The major species in all samples included
orthophosphate (HPO4)2−, phosphite (HPO3)2−, pyrophosphate (P2O7)4− and hypophos-
phate (P2O6)4−, respectively. Interestingly, the highest yield of the pyrophosphate (con-
densed phosphates) was observed when formamide was used as a solvent (sample F)
(Figure 3). This reaction sample also showed the highest amount of phosphite indicat-
ing that the oxidation of the P in non-aqueous media proceeds at rather slower rates as
compared in the aqueous solutions. No hypophosphate was observed in sample F further
indicating a relatively slower rate of corrosion and possibly the free radicals to form this P
species were not generated as effectively in the formamide medium. The overall higher
corrosion rate was observed in sample B (Figure 4) containing ultrapure water (or doubly
de-ionized water) as a solvent thus indicating the ease of corrosion under aqueous condi-
tions, also accompanied with facile oxidation. Furthermore, the highest concentration of P
products was in sample B (Table 1).
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Figure 3. Corrosion reactions of Fe3P in pure formamide (sample F). The Y-axis is in intensity and
has arbitrary units.

 

Figure 4. Corrosion reaction of Fe3P in ultrapure water (sample B). The Y-axis is in intensity and has
arbitrary units.
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4. Discussion

After 8 years, the 31P-NMR results demonstrated that the P compounds within the
Seymchan–water solution were comparable to that of a typical 31P-NMR spectrum of
schreibersite’s analog Fe3P (samples B and F). Phosphite—typically considered to be highly
reactive—was present even after 8 years of corrosion under air, suggesting the phosphite
species is stable even though this compound is out of equilibrium and should have oxidized
by reaction with water to form phosphate [19,34]. These results are also consistent with
the results of the hydrothermal treatment of the Seymchan meteorite [24] that studied
the schreibersite corrosion from Seymchan after ~2 weeks. The results showed that the
treatment of Seymchan shavings afforded various P species including hypophosphate
(4% of solution P), orthophosphate (34%), phosphite (49%) and pyrophosphate (13%),
respectively [24]. These results are comparable to the present study (Table 1), though
phosphite is lower after 8 years.

It is intriguing that room temperature reactions of schreibersite present in the meteorite
can afford the formation of condensed phosphates including pyrophosphate, and the rather
unstable phosphite is still present (Figure 2). Previous studies have shown that in the
presence of Fe metal, the rate of conversion of phosphite to phosphate in one day is about
46% under air [19]. Such reactions are also possible for the Seymchan meteorite as it is
known to be rich in Fe. Furthermore, the kinetic stability of orthophosphate, hypophosphate
and pyrophosphate has been found to be more than phosphite in the presence of oxidizing
radicals [19,35].

Considering that the ancient oceans were anoxic and Fe (II)-rich [36,37], phosphate
is known to adsorb to iron oxyhydroxides, which may have depleted early oceans with
respect to total phosphate. The effect of iron oxyhydroxides on reduced P compounds
is unknown, but Pasek and colleagues have shown that the reduced-oxidation-state P
compounds including phosphite and hypophosphite oxidize in the presence of Fe (II) and
H2O2 under prebiotic conditions. This process gives orthophosphate, pyrophosphate and
triphosphate. This process occurs under oxic as well as anoxic conditions [38].

Alternatively, it has also been suggested that Archean oceans may have been strongly
P-limited due to the selective binding of phosphate to iron oxyhydroxide [39–41]. Routes
around this issue may have included plausible pathway of the reduction of phosphate to
phopshite by iron (II) at low diagenetic temperatures (160–200 ◦C) and under a dinitrogen
atmosphere. This suggests a plausible geochemical pathway of solubilizing P in the
Archean ocean and indicates that the reduction of phosphate to phosphite would have been
widespread in the Archean [39].

Therefore, phosphite, and not necessarily phosphate, may have been a major P source
in the early anoxic oceans and would definitely have played a key role in the origin of P
biochemistry. Iron and phosphate (even as calcium phosphates) could have been ubiquitous
in many Archean sediments, as these have already been co-located in hydrothermal plumes
off the southern East Pacific Rise [42]. Therefore, the alteration of phosphate into phosphite
in the presence of Fe (II) via diagenesis would have been possible in the ancient oceans [39].

Furthermore, considering that our leaching experiment was performed under neutral
pH conditions (i.e., using doubly deionized water with pH = 7), similar to the increased pH
values (∼6.5 to 7.0) of the early Archean oceans as reported by Halevy and Bachan [43]. It
should be noted that the increase in the pH could slightly decline the rates of the meteoritic
phosphide corrosion; however, the P-speciation would remain the same [19].

Given the amounts of siderophilic P estimated to have impacted the early Earth
during the late heavy bombardment [44], it is highly likely that highly water soluble and
chemically reactive P species were readily available on the early Earth ready to kick-start
the process of phosphorylation and phosphonylation of the organic compounds present on
the early Earth.

Pasek and Lauretta [45] suggested that iron meteorites with schreibersite may have
delivered that about 108 kg/yr of meteoritic P to the surface of the Earth, would have been
exposed to aqueous modification [45]. Ritson et al. [46] similarly propose 3 × 107 kg/year
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delivered during the late accretion of meteorite material to the Earth. These models suggest
that reduced P could have played a major role in delivering the reactive P to the early oceans
and, even though these compounds are more reactive than phosphate, they can persist
for longer timescales. These results also complement our previous finding of phosphite
signatures in the marine carbonates [20], which would have been brought to the oceans
possibly during late bombardment period as discussed above and would have played a
major role in contributing to supplying the reduced form of P to the early Earth.

Furthermore, the successful corrosion of Fe3P in pure formamide show remarkable
promise for anhydrous chemistry and possible phosphorylation of the organics with better
yields. For about 40 years, this solvent has been utilized both as a reactant as well as a
solvent for the prebiotic syntheses of biomolecules [27–31,47]. One of the major advantages
of considering formamide as a solvent in the prebiotic chemistry is due, in part, to the
fact that it supports condensation reactions that are required for the phosphate ester
formation [28].

Many successful experiments have shown its viability as a solvent for phosphorylation
reactions [27–31]. Yet, using phosphates as phosphorylating agents still presents a challenge
that can be overcome using schreibersite or Fe3P. These results suggest that schreibersite
readily corrodes in formamide and releases various P species as it would in water-based
corrosion reactions. Future studies would help further solve the “problem of phosphorus
chemistry” when schreibersite (or Fe3P) is used as a phosphorylating agent and formamide
is the solvent. This route can plausibly be beneficial in two ways; (1) to release more soluble
forms of P and (2) favorable anhydrous conditions necessary for phosphorylation.

Furthermore, prior work has shown that the reduced-oxidation-state P compounds
are quite capable of reacting with biomolecules to form organic-P compounds essential
for the cellular membrane structures and DNA/RNA-forming units (simple nucleotide
units) [20–22]. Our previous findings of detecting phosphite signatures in 3.5 billion-year-
old marine carbonates [20] and the present findings thus strongly suggest that the reduced-
oxidation-state P compounds were not only readily available but were also quite stable on
the early Earth. These reduced-oxidation-state P compounds would have essentially taken
part in kick-starting the origin of life chemistry on the early Earth.
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Abstract: Origins-of-life chemical experiments usually aim to produce specific chemical end-products
such as amino acids, nucleic acids or sugars. The resulting chemical systems do not evolve or adapt
because they lack natural selection processes. We have modified Miller origins-of-life apparatuses to
incorporate several natural, prebiotic physicochemical selection factors that can be tested individually
or in tandem: freezing-thawing cycles; drying-wetting cycles; ultraviolet light-dark cycles; and
catalytic surfaces such as clays or minerals. Each process is already known to drive important origins-
of-life chemical reactions such as the production of peptides and synthesis of nucleic acid bases and
each can also destroy various reactants and products, resulting selection within the chemical system.
No previous apparatus has permitted all of these selection processes to work together. Continuous
synthesis and selection of products can be carried out over many months because the apparatuses can
be re-gassed. Thus, long-term chemical evolution of chemical ecosystems under various combinations
of natural selection may be explored for the first time. We argue that it is time to begin experimenting
with the long-term effects of such prebiotic natural selection processes because they may have aided
biotic life to emerge by taming the combinatorial chemical explosion that results from unbounded
chemical syntheses.

Keywords: prebiotic evolution; natural selection; selection; cycles; chemical ecosystems; chemical
environments; chemical ecosystems; ultraviolet light; dark; heat; cold; freezing; drying; wetting

1. Introduction

The iconic 1953 Miller experiment [1,2] producing amino acids from methane, hydro-
gen, ammonia and water vapor subjected to heat and electrical discharges opened the door
to the modern era of prebiotic chemical experimentation. In the subsequent seventy years,
many variations of the Miller apparatus have been constructed as well as novel designs
better adapted to more specific prebiotic chemical syntheses (e.g., [3–8]). All previous
apparatuses share the common characteristic of being meant mainly or solely to carry out
chemical reactions, in most cases aimed at producing specific prebiotic chemical products
such as amino acids, nucleic acids, sugars or lipids [9]. However, such chemical experi-
ments fall short of permitting such chemical systems to evolve the spontaneous emergence
of adaptive chemical ecosystems because the apparatuses used to carry them out do not
incorporate two key processes required of evolutionary systems.

According to Darwinian evolutionary theory, four processes are at work in biologically
evolving systems that presumably need to be present in analogous forms in evolving
chemical ecosystems: (1) individuals within a species vary and species themselves differ
from one another in the degree to which they are adapted (that is to say, survive relative
to each other) in their environment; (2) individual and species variations are reproducible
to the extent that some members of each generation resemble their parents more than
other members; (3) natural processes act non-randomly to select among the reproducible
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variants, altering the rates at which variants survive and reproduce; (4) the most highly
reproduced variants form the populations from which further variations can arise and be
selected [10,11]. In this manner, biological entities continuously evolve to adapt to their
changing environments. Of these four processes, prebiotic chemical experiments have
satisfied only the first and second processes. The first process is satisfied by the ability
to produce a wide range of chemical species that include biotically relevant ones. The
reproducibility criterion can arguably be said to be met because the reactants in each of
these chemical processes reliably generate these biotically relevant products so that there
is a ready (often steady-state) supply within that chemical environment of the relevant
species [12]. Such a continuous resupply of product can be equated with reproduction in
biological systems, even though the mechanisms differ.

While the production of a range of prebiotic compounds is a necessary precursor to the
evolution of adaptive chemical ecosystems, the greater the number of starting compounds
and the longer reactions are run, the greater the number of types of compounds that result
leading to what has been called the “prebiotic combinatorial chemical explosion” [13].
There are only three ways to control such combinatorial explosion and those are to selec-
tively eliminate some of the compounds [13]); preferentially produce specific compounds
through the emergence of stable synthetic or reproductive cycles [14,15]; or to stabilize and
preserve selected compounds by the formation of molecular complexes [16,17]. We argue
that it is time to begin experimenting with the long-term effects of the prebiotic natural
selection processes that may have aided biotic life to emerge by taming the combinatorial
chemical explosion. Little research, especially experimental, has been devoted to this
problem [13,18–20]. Among the challenges has been the fact that most synthetic exper-
iments have been limited to a week or less in duration [21] so that apparatuses that
can explore longer-term experiments are needed such as that described, for example, by
Asche et al. [22]. These new apparatuses need to make possible the evolution of chemical
ecosystems through adaptation to selection pressures acting over long enough periods of
time so that only some compounds “survive” and the selected chemical “species” can be
subjected to further variation and adaptation.

A number of such natural selection processes would have been present during the
origins of life, including light-dark cycles, freeze–thaw cycles, high heat-cool cycles, wet-dry
cycles, and the presence of catalytic surfaces such as clays or minerals, sometimes working
in various combinations. While each of these processes have been used previously to aid
particular types of prebiotic chemical synthesis experiments (see below), few have been
explored as means of prebiotic natural selection and, as far as we are aware, their combined
effects have hardly been explored. In order to facilitate such selection experiments, we
have prototyped two types of apparatuses that can be run continuously over long periods
of time (months and perhaps years) and that incorporate all these selection processes and
permit many of them to be run concurrently or serially.

The choice of prebiotic natural selection processes to incorporate into our apparatuses
was made through consideration of physical factors present in prebiotic environments that
could potentially act as selection agents on chemicals produced by Miller-like experiments.
The following provides a brief review of these physical factors, which include cycles of
wetness/dryness, heat/cold, light/dark, and presence/absence of potentially catalytic
surfaces. We did not consider chemical factors (e.g., the types of gases or compounds, their
purity, etc.) in the design of the apparatuses, although it is obvious that these would affect
the outcomes of experiments because the choice of gases did not affect apparatus designs.
We did, however, design the apparatuses to be re-gassed and the mineral content of the
water supply replenished so that a constant resupply of chemical reactants was available
to drive production of products (“species reproducibility”). A very brief, representative
review of some ways in which each of potential selection factors has been used previously
in prebiotic reaction processes follows, which is the result of a broad but not exhaustive lit-
erature search for studies using the four processes chosen above. This overview established
the general nature of current uses of each process to drive prebiotic reactions, which was
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followed by a more intensive search on PubMed, and Scholar Google, using appropriate
key words, to determine whether special apparatuses have been designed to carry out such
processes and whether any are capable of long-term or automated use. Finally, a similar
search was made for use of these processes for natural selection of prebiotic compounds.
We make no claim of completeness and apologize if we have overlooked any obviously
relevant sources.

1.1. Wet/Dry Cycles

Wet/dry cycles could have occurred in a number of ways under prebiotic conditions,
ranging from daily or weekly cycles in tidal pools, ponds or puddles, to fluctuating hy-
drothermal pools, to seasonal cycles such as the monsoons that cause periodic flooding in
some desert regions [23]. No studies using wet/dry cycles to select out prebiotic products
or to evaluate destruction/disappearance of such products during cycling were located.
Wet/dry cycles have been employed to drive a number of types of prebiotic reactions
such as the polymerization of peptides from amino acids [24–27], ribonucleic acid (RNA)
polymers from ribonucleotide precursors [23,28,29], and to drive the encapsulation of such
polymers in lipid protocells [30–32]. Fox et al. [4] have created an automated, autonomous
apparatus to create such wet-dry cycles called the ‘wet-dry apparatus’ (WDA), which
permits variable-length cycles and temperatures during the cycle phases. It is capable of
operating in an oxygen-free (pure nitrogen) atmosphere but not, apparently using the kind
of ammonia-methane-hydrogen mixtures employed in Miller-type experiments. In fact,
it appears that no one has subjected Miller-type product mixtures to such wet/dry cycles
either to drive polymerization and lipid aggregation reactions or to study whether such
cycles deplete some products while benefiting the survival of others.

1.2. Freeze/Thaw Cycles

Freeze/thaw cycles are a normal part of seasonal, and sometimes daily, temperature
changes in much of the Northern and Southern hemispheres of the modern-day Earth, in
mountainous regions even near the tropics, and occurs extraterrestrially on Mars, various
planetary moons of the Solar System and may be of relevance to understanding prebiotic
chemistry on comets. Because of the Earth’s rotation and tilt, such cycles may have begun
soon after the Earth cooled sufficiently to support prebiotic chemistry some 4 billion years
ago or more [33].

Freeze/thaw cycles are often used in prebiotic chemistry experiments for promoting
chemical syntheses. The basic premise of such experiments is that as a solution reaches
its freezing point, solutes form pockets of highly concentrated eutectic solutions favoring
some condensation and polymerization reactions. Lowering the temperature further may
then protect the products thus formed. Using this approach, purine and pyrimidines
have been synthesized from hydrogen cyanide or cyanoacetylene reactants [34]; ligation of
nucleic acids into polymers [35]; RNA copying [36]; ribozyme assembly [37]; selection for
optimized ribozyme function at freezing temperatures [38,39]; and the encapsulation of
RNA within lipid membranes [40]. Notably absent from the literature are reports of the
successful use of freeze/thaw cycles to polymerize peptides from amino acids or complex
sugars from monomers, though whether this absence is due to the failure of this method
for these compounds or lack of relevant experimentation is not clear.

Freeze/thaw cycles can also act as selection processes, although little emphasis has yet
been put on these effect in prebiotic chemical experiments and most of what is known comes
from studies from the food industry, analytical chemistry, biochemistry, and medicine. Cy-
cles of freezing and thawing quickly degrade some amino acids (especially beta-alanine,
cysteine, glutamic acid and aspartic acid) while others, such as valine and leucine, are
not affected [41]. Some peptide hormones such as adrenocorticotrophin, are rapidly de-
graded as a result of repeated freeze–thaw cycles, but others, such as thyrotropin-releasing
hormone, are not [42] and as little as 24 h at 40 ◦C causes some proteins to degrade into
constituent amino acids and other metabolites, a phenomenon enhanced by repeated freeze–
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thaw cycles [43]. On the other hand, the presence of some amino acids, such as glutamate
and lysine, can protect peptides and proteins from freeze–thaw related degradation [44],
so that small-molecule interactions need to be considered in complex prebiotic systems.
Freeze–thaw cycles also promote cross-linking of proteins, especially those with oxidizable
side chains such as cysteines [45]. Furthermore, freeze–thaw cycles preferentially degrade
some RNA [46] and DNA [47] sequences in preference to others.

In sum, freeze/thaw cycles have clear relevance to prebiotic chemical conditions but
have hardly been investigated in that context and no specialized apparatus to perform
prebiotic freeze/thaw experiments appears to have been described.

1.3. Ultraviolet Light/Dark Cycles

Light-driven chemical reactions are a common aspect of life on Earth and light of vari-
ous wavelengths, especially in the ultraviolet (UV) range (generally defined as wavelengths
between 10 and 400 nm) has often been employed in prebiotic chemistry experiments since
absorption of UV light can enhance the chemical reactivity of some classes of compounds.
It is generally assumed that the amount of UV light reaching the prebiotic Earth was signifi-
cantly greater than it is today because UV light is efficiently absorbed by ozone, which was
essentially absent from the atmosphere until about 600 million years ago [48]. UV light is
also absorbed below 204 nm by carbon dioxide (CO2) and below 168 nm by water or water
vapor [48]. The relative absence of UV absorbers on Mars and many other planets and in
outer space also makes UV light a potential factor in driving prebiotic reactions in these
environments. A more contentious question is whether bodies of water absorb sufficient UV
light to prevent it from driving prebiotic chemical reactions or acting as a selection factor
during the emergence of life. Experiments show that UV absorption is highly dependent
on the solutes contained in any particular body of water, prebiotic freshwater sources being
largely transparent to UV while salt waters specifically decrease shortwave (≤220 nm)
UV flux and iron-rich waters can be UV-opaque [49]. Thus, salt and iron-rich waters may
protect prebiotic organic compounds from degradation by UV light [50]. Overall, the effects
of UV light on prebiotic chemistry may vary by geography and hydrogeology and, in the
cases in which UV light is combined with wet/dry and freeze/thaw cycles, by the stage of
the cycle at which it is present or absent.

Notably, “UV light . . . may have both constructive and destructive effects for prebiotic
syntheses” [49] and is thus another good candidate for acting as a selection factor (both
positive and negative) on the products of prebiotic syntheses. Synthetically, UV light acting
on simple mixtures of methanol-ammonia-water or acetone-ammonia-water yielded funda-
mental chemical precursors to many more complex molecules such as methylisourea and
acetamide [51] and has driven a variety of prebiotic reactions involving hydrogen cyanide
(HCN), sulfites, and sulfides [3]. UV light has also been used to drive the production of
adenosine from its precursors and the synthesis of ATP from a combination of adenine and
ribose [52,53]. UV-light-driven syntheses of nucleic acid bases, nucleosides, sugars, and
ribonucleotides from reactants as simple as formamide and urea have been achieved with
appropriate mineral catalysts such as titanium dioxide [54–56] and the UV light also has
the benefit of destroying many of the side-products of the desired reaction [55].

UV light can also drive the synthesis of [2Fe-2S] and [4Fe-4S] clusters through the
photooxidation of ferrous ions and the photolysis of organic thiols [57]. These iron-sulfur
clusters can coordinate to and be stabilized by cysteine-containing peptides and mediate
the assembly of iron-sulfur cluster-peptide complexes that can drive enzymatic reactions.
Iron complexes have also been implicated in the production and breakdown of universal
metabolic precursor compounds [58].

Less research seems to have gone into UV-driven synthesis of amino acids and peptides
because many of these tend to be susceptible to UV degradation but Ponnamperuma and
Peterson [59] reported UV-induced peptide formation from amino acids in the presence of
cyanamide. More commonly, UV light tends to break down amino acids that can absorb
it. In amino acid mixtures, UV light destroys tyrosine, tryptophan and cystine [60,61]
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whereas glycine and proline are quite stable except in the presence of salts, oxychlorines or
high humidity [61]. Arginine is also stable to UV light but breaks down mainly into urea
and ammonia in the presence of a combination of peroxides and UV light [62]. However,
some of the breakdown products of amino acids are other amino acids: arginine exposed
to UV light (254 nm) in the presence of hydrogen peroxide was partially converted to
ornithine, norvaline, serine and aspartic acid [62] while UV light (200–400 nm) not only
degraded phenylalanine, tyrosine and tryptophan into smaller fragments but converted
a small proportion of each into the others [63–65]. Moreover, the breakdown products
of these compounds tended to progressively protect the original molecule over time [65].
Thus, the effects of UV light on amino acids and their peptide and protein formation
are complex and dependent on the presence or absence of oxidizing agents as well as
other solutes.

Most UV light sources that are commercially available have limited spectral ranges but
Rimmer et al. [3] have devised an apparatus specifically to simulate the range and intensity
of actual solar UV radiation and they have explored the amount of UV exposure required
to drive various prebiotic reactions.

1.4. Catalytic Surfaces

Catalytic surfaces including clays, minerals, rocks, glasses and even meteoritic dust,
have also been explored as means of increasing rates of synthesis and polymerization
of prebiotic molecules including amino acids, nucleic acids, peptides and polynucleic
acids [12,54–56,66–73]. The literature concerning the use of such natural catalytic surfaces is
so large that no attempt is made here to encompass its range. Notably, however, we found
no references to the use of such materials as means of selecting among prebiotic molecules
or their reaction pathways, although this would seem to be an area of possible importance.
Additionally, no specific apparatuses appear to have been reported for the implementation
of such catalytic surfaces, probably because these can easily be incorporated into existing
Miller-style apparatuses.

1.5. Combining Selection Processes

In many prebiotic environments, multiple selection factors would have been at work
on the chemical ecosystem, yet combinations of the four selection factors described above
have rarely been explored. A few representative examples follow.

As noted above [54–56], titanium dioxide has been used as a catalyst to promote
UV-light synthesis of nucleic aicds. Campbell et al. [74] have employed deliquescent
minerals to modify and improve the effectiveness of dry-wet cycling in the production
of prebiotic condensation reactions. Combinations of such deliquescent minerals are
likely to be even more active because they exhibit increased water adsorption at lower
relative humidities resulting in solid dissolution and an increase in chemical reactivity [75].
Shankar et al., [76] and Baú et al. [77] found that peptide polymerization was increased
during wet-dry cycling when performed in the presence of goethite (Fe2O3). Ice has
also been explored as a surface upon which UV light can act to synthesize amino acids,
quinones and amphiphiles [78,79] and to promote the conversion of thymine into the other
nucleobases [78]. Such conditions might have occurred both in space and in the polar
regions of planets such as Earth and Mars. Finally, Lin et al. [80] have demonstrated that
adsorption of peptides onto montmorillonite protects them from UV irradiation thus raising
the possibility that combinations of these physicochemical processes act in competing ways
that enhance the survival of some prebiotic species at the expense of others. Many other
combinations are clearly possible but very few seem to have been tested.

Once again, no special apparatuses appear to have been devised for these combined
process experiments.
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1.6. Thermal Vents

One type of process that our apparatuses do not incorporate are those involved in
thermal vent reactions. Alkaline hydrothermal systems containing catalytic minerals such
as Fe(Ni) in the presence of sea water and vent gases such as S2, H2 and CO2 might have
driven organic syntheses capable of producing the range of prebiotic compounds necessary
to drive the evolution of metabolic and genetic processes [81,82]. Several apparatuses for
modeling such hydrothermal vent reactions already exist [83–85]. Because these reactors
model processes that are largely isolated from the others described above and are difficult
to incorporate into a single apparatus of the type we were designing, we felt that it was
justifiable not to try to incorporate their features into our novel apparatuses.

1.7. Introduction Summary

As the preceding overview demonstrates, a range of physicochemical processes in-
cluding wet/dry cycles, freeze/thaw cycles, UV light/dark cycles and the use of catalytic
surfaces and materials, have been used to increase yields of prebiotic compounds. However,
only rarely have such processes been used in prebiotic experiments as natural selection
factors. A clear need therefore exists for apparatuses capable of modeling not only in-
dividual types of physicochemical selection process cycles but to combine them over
extended periods of time so that their effects on complex chemical environments can be
analyzed in terms of the evolution of the balances between both synthesis and selection
acting simultaneously.

2. Materials and Methods

We have invented two apparatuses designed to combine the multiple physicochemical
processes listed above either simultaneously or in alternating cycles over extended periods
of time (weeks/months).

The first apparatus, called “ReBioGeneSys 1.0” deconstructed Miller-style apparatuses
to create a series of connected mini-environments each capable of carrying out a single
physicochemical process and connected in such a way that exposure to any particular
environment can be carried out in any order desired. The second apparatus, called “Re-
BioGeneSys 2.0” reintegrates the various processes into a much simpler configuration that
once again resembles a single environment exposed to multiple selection processes.

2.1. ReBioGeneSys 1.0

ReBioGeneSys 1.0 consists of six primary components along with an variety of hard-
ware to connect and mount these components: (1) gas cylinders, a vacuum pump, and a
manifold for controlling their connection to the rest of the apparatus; (2) five 5 L flasks
with connections to the gas/vacuum manifold and with connections between the flasks for
moving liquid between them; (3) an array of peristaltic pumps for moving liquid between
the five flasks; (4) a bespoke, programmable electronic control system for controlling the
peristaltic pumps; (5) a specially designed shelf for holding the flasks and their connectors;
(6) a Marx generator for reliably producing high voltage sparks at frequent (5 to 10 s)
intervals (Figure 1 and Table 1).

The gas/vacuum manifold (Figure 2) essentially consists of a series of Swagelok valves
connected in such a way as to permit all of the gas cylinders to access all five of the flasks
via a single line so that the flasks share a common atmosphere at a common pressure. The
vacuum pump is also connected through the manifold via a valve that shuts off all of the
gases permitting all of the flasks to be evacuated simultaneously and any liquids in them to
be degassed. The manifold also permits the apparatus to be regularly regassed so that the
synthetic conditions are maintained at a relatively constant concentration, thereby avoiding
the need to seed new containers at each step of a repeated synthetic process as is done in
some current experiments (e.g., [12,13]).
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Figure 1. Overview of the main elements of ReBioGeneSys showing the peristaltic pump array
at the top that circulates the fluid from one flask to another in any order desired and, from left
to right, the flask through which the chiller fluid circulates antifreeze fluid (left), which permits
freezing/thawing depending on the temperature setting of the chiller; a flask modified to permit
insertion of an ultraviolet light or visible light source; a flask (center) through which all the other
flasks can circulate their fluid to enable passage to any other flask; a flask sitting in a heating mantle
permitting boiling or evaporation of the fluid; and (right) a flask fitted with electrodes connected to
the Marx generator that creates electrical discharges mimicking lightning.

Table 1. List of parts for ReBioGeneSys 1.0 keyed to Figures below.

Item Number Part Description Quantity

1 High pressure regulator for hydrogen 1

2 High pressure regulator for methane 1

3 Anhydrous ammonia regulator 1

4 Custom aluminum and stainless steel gassing manifold 1

5 Aluminum standoff mounts for the gassing manifold 4

6 Adixen (Pfeiffer) Chemical Pascal 2005C1 3.5CFM
vacuum 1

7 Stainless steel KF-25 to 1
4 ” compression fitting, centering

ring and clamp
3

8 Stainless steel braided low pressure vacuum hose 2

9 Visitrap water and ammonia vacuum trap 1

10 Custom switching controller for peristaltic pump array 1

11 Custom peristaltic pump array made of Delrin 1

12 Ultraviolet light power transformer 1

13 Cole Parmer recirculating heater/chiller 1

14 1
2 ” OD Tygon tubing 2

15
1
4 ” stainless steel Swagelok Ultra Torr to compression

fitting: SS-4-UT-6-400
1
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Table 1. Cont.

Item Number Part Description Quantity

16 50 mm PFA threaded plug 5

17 Analytic Jena UV(AB) light 1

18 Eating mantle for 5 L round bottom flask 1

19 3/8” PFA tubing 4

20 3/8” stainless steel Swagelok Ultra Torr to compression
fitting: SS-6-UT-6-600 8

21 Custom stainless steel electrodes with round ball caps 2

22 Heating mantle controller 1

23 Custom Marx generator, HV electronics, stainless steel
and Delrin 1

24 12 VDC variable power transformer for Marx generator 1

25 Power for illuminated shelf 1

26 Custom made Corian shelf with LED illumination 1

27 Corian support shelf made to match main Corian shelf 1

28
5L custom borosilicate glass round bottom flask,

modified to accept input and output tubing, threaded
plugs, UV light, chiller condenser, heater, or electrodes

5

29 Support ring 4

30 Masterflex FDA Viton tubing L/S #96412-25 16

31 Heavy insulated high voltage cable 2

Each five liter flask has a unique function and was modified specifically for it. All
flasks are connected to the gas/vacuum line via Swagelock connectors into threaded plastic
(PFA) plugs (Figure 3). The central flask has four inlets in its sides and four outlets in the
bottom. The four inlets permit fluids to be pumped in from the outlet ports of the other
four flasks via Tygon tubing while the four outlets permit the fluid in the central flask to be
pumped into the inlets via Tygon tubing in any of the other four flasks. In addition to a
single inlet and outlet port, each of the four other flasks has its own function. One has been
modified to incorporate a condenser coil through which antifreeze solution is pumped by
a chiller/circulator with variable temperature control (Figure 3). The condenser can be
used to freeze and thaw the liquid in the flask by varying the temperature appropriately.
It can also act as a heat sink for the system if the heating mantle is used to increase the
temperature in the next flask, which can be varied from room temperature to boiling thus
permitting this flask to either be evaporated via the tubing into the other flasks or to act
as a model of a hot spring. Another flask has an insert into which a light source such as a
UV lamp can be placed to irradiate the liquid in the flask (Figure 3), modeling light/dark
cycles. Furthermore, the final flask has been modified to accept a pair of electrodes that
are attached to the Marx generator, permitting the atmosphere to be subjected to rapid,
periodic, very high voltage electrical discharges for extended periods of time.
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Figure 2. Diagram illustrating how the gas/vacuum manifold integrates gas flow from the gas
cylinders into the manifold and into the rest of the apparatus, each controlled by a Swagelok valve,
and exiting the manifold through a single Tygon tube to the right (not shown). The valve to the
vacuum pump (lower right) is closed during gassing of the apparatus. If the three valves to the
gasses are all closed, the valve to the vacuum pump can be opened and the apparatus evacuated. The
vacuum pump attaches to the manifold by means of a pair of stainless steel low-pressure vacuum
hoses that integrate a Visitrap water and ammonia trap to protect the pump.

 

Figure 3. Close up of the flasks showing the two ways in which they are interconnected. The black
Tygon tubing connects all of the flasks through the center one via the programmable peristaltic
pumping apparatus (not shown). Fluid enters at the upper sides of the flasks and is drained through
connectors at the bottom (not visible). The white PFA tubing that connects through the white PFA
plugs at the top of each flask connect all of the flasks to the manifold controlling gas entry to the
system. All of the flasks are share the same gas environment as there are no valves or pumps in the
gas tubing connecting the flasks. The freezing flask has a coiled borosilicate tube inserted through
which antifreeze is circulated by a chiller (not shown), which permits the temperature of the flask
to be maintained at whatever temperature is desires, including below the freezing point. The UV
light flask has an insert into which a light source can be placed. A better version is illustrated in the
integrated version, ReBioGeneSys 2.0, illustrated below.
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Liquid flow between the flasks is controlled by a set of eight peristaltic pumps (four
to move liquid into the central flask from any of the others and four to move liquid from
the central flask to any one of the others) via Viton tubing. The pumps are mounted in a
Delrin case (Figure 4) and controlled by a programmable electronic switch box (Figure 5).
The organization of the pump/tubing connections to the flasks is illustrated in Figure 5.

 

Figure 4. Peristaltic pump array permitting every flask to be connected to the central receiving flask
from which every other flask can be reached. The Viton tubing is shown connected only to the
left-most pump and the wiring connecting the pump array to the custom programmable electronic
control box is visible at the extreme left.

Figure 5. Schematic diagram showing the arrangement of the pump apparatus and its tube connec-
tions to the flasks. Each flask has an inlet near its top to allow liquid to be pumped in and an outlet at
the bottom to allow liquid to be pumped out. Inlets and outlets are controlled by separate peristaltic
pumps (top) controlled by a series of programmable switches (upper left). When a pump is inactive,
no liquid can flow in or out of a flask.

The Marx generator supplying electrical discharges to the apparatus (far right flask in
Figures 1 and 5) is based on well-known principles and schematics and consists essentially
of a series of ten capacitors that each accumulate a charge permitting the voltage to be
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increased from about 9 volts direct current to about 250,000 volts every five to ten seconds
(Figures 6 and 7).

Figure 6. Schematic diagram of a Marx generator, a high voltage circuit used in insulation testing
and scientific research. It generates a pulse of high voltage by charging multiple capacitors in parallel
and then suddenly connecting them together in series by spark gaps. The capacitors are charged
by the resistor network. Although the left capacitor has the greatest charge rate, the generator is
typically allowed to charge for a long period of time, and all capacitors eventually reach the same
charge voltage. (Wikimedia Commons, https://en.wikipedia.org/wiki/File:Marx_Generator.svg
Accessed 28 August 2022).

 

Figure 7. Arrangement of the custom Marx generator showing the spark gap electrodes, which
permit the spark gap distance to be varied by means of a threaded screw arrangement.

2.2. ReBioGeneSys 2.0

While ReBioGeneSys 1.0 permits automation and a great amount of experimental
flexibility in terms of combining selection processes in varying orders for varying amounts
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of time, we recognized that a simpler and less expensive apparatus might also have benefits.
ReBioGeneSys 2.0. integrates the five flasks of ReBioGeneSys 1.0 into a single apparatus
with three glass-connected flasks performing the same range of functions (Figure 8). This
configuration brings the apparatus back to something resembling the original Urey-Miller
apparatus but with additional functions integrated into the modified design.

Figure 8. Overview of ReBioGeneSys version 2.0, in which the elements from ReBioGeneSys 1.0 have
been reintegrated into a simpler form.

The essence of the redesign is begin with the modified Urey-Miller apparatus that
we hope to report elsewhere and to integrate an additional flask between the one housing
the electrodes and the one that is heated. This additional flask incorporates an opening
into which a UV light can be inserted, sealed and clamped in place, as well as a condenser
coil that can act as a heat sink or means of freezing and thawing the liquid condensing
in the flask. In order to accumulate this liquid, a valve has been inserted below this
flask attached to it by means of Masterflex TM I/P TM Precision C-Flex tubing. This is
special, very thick tubing that resists collapsing during the high vacuum conditions used to
evacuate the apparatus and to de-gas liquids added to it, as well as being highly resistant
to any ammonia that may be in the experimental atmosphere used during experimentation.
Additional details concerning unique components of the apparatus are provided in Figure 9
but, in general, the components do not differ significantly from those already in use in
many other Urey-Miller type apparatuses or those described above for ReBioGeneSys 1.0.
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Figure 9. Close-up view of ReBioGeneSys 2.0 highlighting some of the key innovations. A single
flask (center) now performs both freeze/thaw and UV light/dark functions, either simultaneously of
separately. To use the flask for freezing, water from the heating flask (lower left) can be evaporated
into the freezing flask by closing the valve below the freezing flask (the flow of anti-freeze at a
temperature below 0 ◦C acts as a heat sink to balance the heat source evaporating the water in the
heating flask). In order to accommodate freezing of the water in the tube connecting the condenser
flask to the valve, and to accommodate the need to resist vacuum prior to gassing and re-gassing,
and to resist the ammonia in the experimental atmosphere, special Masterflex tubing is required (as
noted in the image). Unlike ReBioGeneSys 1.0, the UVAB lamp is inserted directly into the flask via a
clamped, vacuum grease-sealed port rather than being set into an indentation in the flask.

3. Results

3.1. Tests of the Apparatuses

Unlike apparatuses designed to mimic one particular environment, which can be tested
by determining whether the apparatus functions to the specifications of that chosen environ-
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ment by producing specific results under tightly determined conditions
(e.g., [1,2,82–85], the apparatuses described here have no specific function but are designed
to be extremely flexible and have a large number of possible experimental permutations.
Tests of the apparatuses therefore require comparisons between the results obtained using
one selection pressure (say wet/dry) versus another (freeze/thaw) under otherwise strictly
comparable conditions. We have not yet performed such experiments and cannot, therefore,
validate the utility of the apparatuses in comparison with any existing set of data.

However, we have performed long-term fundamental tests of robustness: both appara-
tuses are capable of performing simple Miller-type experiments in which each component
is activated serially. Both apparatuses can hold a vacuum for extended periods of time
(days); liquids move through the apparatuses as designed; all the individual elements
(heating, freezing, electrical discharging, etc.) function over extended periods of time; the
electrical control system for ReBioGeneSys 1.0 performs as designed, moving the liquids
from one flask to another in any programmed order; the freezing elements are robust
enough to perform for many weeks through freezing and thawing cycles without cracking;
the Marx generator design is robust enough to perform for many months or years (which
we know because we have used the same Marx generators in previous Miller-like designs
(unpublished data).

3.2. Limitations of the Apparatuses

One important limitation which we have found is that the Marx generator needs
to be shielded from other electrical elements of the apparatus such as the controller for
the pumps and the chiller, using a Faraday cage-like wire mesh. Failure to turn off an
unshielded Marx generator while attempting to initiate pumping in ReBioGeneSys 1.0 can
short out the electronic controller while failure to turn it off an unshielded Marx generator
in both apparatuses can result in interruption of the chiller/circulator function.

The apparatuses have several other experimental limitations as well. They cannot
accurately reproduce the conditions that would be found at temperature extremes such as
well below the freezing point of water or above its boiling point. They cannot accurately
reproduce phenomena such as undersea vents. Their efficiency and effectiveness are very
difficult to test completely because they permit a very large number of process permutations,
some of which may turn out to interfere with each other or to cause apparatus failures that
were not foreseen. If ammonia is employed as one of the gases, the rubber sampling ports
degrade of a period of a couple of months and need to be replaced, which may interrupt
long term experiments. Furthermore, the borosilicate glass begins to degrade after several
years of use (unpublished data) eluting boron compounds into the reaction vessel. Thus,
the glass components may need to be replaced regularly as well.

An additional limitation of the current apparatuses is that they are not robotized nor
connected directly to chemical detection equipment such as gas chromatography-mass
spectrometry as Asche et al. [22] have done with their long-term prebiotic apparatus. Thus,
additional innovations that improve performance are undoubtedly possible and hopefully
these apparatuses will stimulate such innovations.

4. Discussion

The development of apparatuses that can run for extended periods of time and that
incorporate physicochemical processes capable of naturally selecting among the diverse
products of prebiotic chemical experiments is a necessity if origins of life research is
to move beyond chemical syntheses to prebiotic evolutionary systems. As Brunk and
Marshall [86] have argued, the next phase of origins-of-life experimentation needs explore
more complex chemical ecosystems over longer periods of time under non-equilibrium
conditions involving “containment, steady energy and material flows, and structured
spatial heterogeneity from the outset”. The apparatuses described here are capable of
performing these necessary functions and ReBioGeneSys 2.0 in particular is based on a
simpler, Urey-Miller-like apparatus that has been extensively tested over several years to
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run multi-week and multi-month prebiotic syntheses (unpublished data). The novelty of
these new apparatuses is to incorporate for the first time wet/dry, freeze/thaw, and UV
light/dark cycles while also permitting simultaneous or separate use of catalytic materials
such as clays or minerals. These options open a wide range of novel possibilities for new
types of long-term experiments in the evolution of prebiotic chemical ecosystems under
varying selection pressures. Such experiments would help to fulfill the suggestion by
Stüeken et al. [87] that future prebiotic evolution experiments try to mimic the interaction
of multiple environments that may have been present in the Hadean Earth and explore the
interactions of their various products.

Some aspects of the apparatuses could undoubtedly be improved in order to optimize
their adoption by scientists experimenting with prebiotic systems. One of the major
limitations of the two systems built thus far is the large scale and the size makes them
difficult to install, expensive to build, and potentially dangerous because of the large
amounts of gases employed. While ReBioGeneSys 2.0 attempts to remedy some of these
problems, it continues to fall short of one of the intended goals and that is to be an open
source platform to enable many researchers to explore many new types of experiments.
To remedy this the authors have been steadily working on a miniaturized, microfluidic
version of ReBioGeneSys. The intent of the new Mini-ReBioGeneSys is to producible it in
multiples and small enough to easily fit in a chemical hood or even in one’s hand.

One option is miniaturization of the current designs, which is clearly possible without
great difficulties for both types of apparatus. However, some limitations are inherent in
the materials, such as the fragility of glass as it becomes smaller and thinner, the need
for the glass to support Swagelok connectors, tubing and compression fittings to con-
trol gassing of the apparatus, and the lack of availability of these below 2-to-3 mm in
diameter (https://www.swagelok.com accessed on 17 September 2022). There are also
increasing challenges making bespoke glass apparatuses of ever smaller scales that can
incorporate sampling ports, electrodes, chiller coils, etc. Sleeve stopper septa, which are
used for sampling ReBioGeneSys 2.0 do not appear to be available below 2.4 mm inner
diameter (https://www.sigmaaldrich.com/US/en/product/aldrich/z565695 accessed on
17 September 2022). Furthermore, there appears to be a lack of heating mantles smaller
than 250 mL capacity (https://chemglass.com/mantles-heating-tops-glas-col accessed on
17 September 2022), miniaturized power sources for these, or very small chiller/circulators.
Thus, miniaturization of the apparatuses to a desk-top size is feasible but unlikely to
decrease the costs of fabrication or operation significantly.

An alternative is to explore hand-sized microfluidic types of apparatuses printed in
glass or other chemical and heat resistant materials. Such devices would be reproducible in
multiple copies at significantly lower costs than the current apparatuses and therefore easily
contained in a chemical hood for safety when using gases such as ammonia, hydrogen
sulfide, carbon monoxide, etc. Another advantage would be that microfluidic devices can
be designed to operate at very high gas pressures, such as might be found on gas giant
planets, and at very low temperatures such as are usually found there. Such apparatuses
might integrate all of the selection factors of ReBioGeneSys 2.0 or separate devices could be
designed, each to carry out one of the selection processes, as in ReBioGeneSys 1.0. Separate
devices could then be ganged together in whatever order desired. Yet, another possibility
would be to have a single, very minimalistic design that could be exposed to each selection
factor independently, e.g., to UV light/dark cycles delivered by a separate UV light source
and then to freeze/thaw cycles implemented by literally placing the apparatus in a freezer
and taking it out. One additional advantage of such microfluidic apparatuses would be the
ease with which they might be directly integrated into HPLC or GC/Mass Spec analytical
equipment for continuous monitoring of products while obviating risk of contamination
that might occur from human sampling of the apparatus. The use of multiple, miniaturized
apparatuses would also make it much easier to run side-by-side experiments comparing
the effects of different selection factors on a common set of starting reactants, or the effects
of different combinations of such selection factors or their order.
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These apparatuses, whether large or miniaturized, may also permit experimental
exploration of strategies by which nature controlled the combinatorial chemical explosion
problem that must accompany experiments utilizing complex mixtures of compounds
(so-called “dirty experiments”) over long periods of times. While it is logical to assume that
the longer a chemical experiment is run, the worse the combinatorial chemical explosion
problem will become [22], we predict that the addition of selection processes will mitigate
the problem. Indeed, Cronin et al. [13] have found that it is possible to tame the combinato-
rial explosion of the formose reaction when run over extended periods of time by “seeding”
the product mixture into a fresh version of the reaction and by using various mineral
surfaces. They observed that the overall number of products decreased as the number of
cycles increased, suggesting that as more complex molecules evolve, they begin to compete
for available chemical precursors, thereby restraining the combinatorial explosion. Further
experiments of this type augmented by cycles of selection may be similarly revealing.

Another possible outcome of implementing selection pressures may result in another
outcome that can control the combinatorial chemical explosion problem and that is to
evolve metabolic replication cycles. Baum and his colleagues have demonstrated that
chemical ecosystem selection can be performed by repeatedly seeding a synthetic “prebiotic
soup” onto pyrite grains to yield mutually reinforcing sets of catalyzed reactions [12].
Evolving such autocatalytic sets of reactions from mutually reinforcing sets or reactions
are a clear desiderata for prebiotic chemical studies, since all known biological systems
implement such cycles [88].

Finally, implementing selection pressures may also yield the third of limiting a combi-
natorial chemical explosion, which is through the evolution of functional modules through
molecular complementarity [89]. Molecular complementarity may be observable in small-
molecule interactions that protect the constituents of the complex against degradation
processes thereby increasing the concentrations of the participating compounds compared
with other, non-complementary molecules; it may foster the emergence of peptide or ri-
bonucleotide catalysts; and polymerization reactions driven by freeze–thaw and wet/dry
reactions (see Sections 1.1 and 1.2) may yield self-organizing molecules (phospholipids,
polysaccharides, polypeptide aggregates, or polyribonucleosides) as well as self-replicating
polymers. Regarding these possibilities, it is important to note that some amino acids, have
been demonstrated to catalyze many types of chemical reactions (e.g., [90,91], many of
relevance to prebiotic chemical reactions (e.g., synthesis of sugars [92]); that some peptides
catalyze specific chemical reactions [93]; while other peptides, such as poly-serines, are
capable of self-replication reactions [94]. Thus, future studies should look not only for
the emergence of polyribonucleosides and their autocatalytic sets [94–96], but also for the
emergence small-molecule catalyzed reactions more broadly and synergies between nucleic
acids, amino acids, lipids, etc. [97].

In sum, new apparatuses have been designed to explore the roles of selection processes
that may have been at work in various prebiotic chemical ecosystems, either alone or in
combination, and to make it possible to determine whether prebiotic natural selection
leads to increased synthesis of polymerized products, emergence of self-organization and
replication of selected sets of products, and control of the combinatorial chemical explosion
that would be expected in the absence of selection. These apparatuses are, hopefully, just
the first of many, improved versions that foster novel experimentation in prebiotic chemical
ecosystems.
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Some Factors from Theory, Simulation, Experiment
and Proteomes in the Current Biosphere Supporting Deep
Oceans as the Location of the Origin of Terrestrial Life
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School of Physics and Astronomy, University of Minnesota-Twin Cities, Minneapolis, MN 55455, USA;
halle001@umn.edu

Abstract: Some standard arguments are reviewed supporting deep ocean trenches as a likely location
for the origin of terrestrial life. An analysis of proteomes of contemporary prokaryotes carried out
by this group is cited as supporting evidence, indicating that the original proteins were formed by
quenching from temperatures close to the boiling point of water. Coarse-grained simulations of the
network formation process which agree quite well with experiments of such quenches both in drying
and rapid fluid emission from a hot to a cold fluid are also described and cited as support for such
a scenario. We suggest further experiments, observations and theoretical and simulation work to
explore this hypothesis.

Keywords: origin of life; complex chemical systems; prebiotic chemistry; ocean trenches; prions

1. Introduction

It is well known that the chemistry of terrestrial life is essentially universal throughout
the biosphere. That appears to imply that the successful initiation of life on earth only
occurred once. That is very well known, but an implication which appears to follow quite
unambiguously is less often discussed in the literature: the absence of any hint of ‘exotic’
life depending on different molecular systems appears to imply that the biochemical events
leading from nonlife to life were rare events, in the sense that the probability per year
of their occurence was less than something of the order of 10−9. That, in turn strongly
suggests that a huge number of unsuccessful natural ‘experiments’ had to be performed
before natural processes stumbled on a successful combination permitting Darwinian
evolution to start. An ultimately successful model accounting for life’s origin will, it seems,
have to take into account the rare nature of the initiating events and will therefore have to
involve a process that occurred rapidly and repetitively over hundreds of millions of years.

In such a model, one will need to understand how a very large number of natural
experiments could have been proceeding on early earth in order to sort through enough
chemical combinations to encounter a successful one. The rare nature of several later key
developments in the history of terrestrial life, such as the appearance of eukaryotes and of
multicellularity, also needs to be acknowledged and taken into account to explain those
events as well, but I will focus here on the earlier steps.

Taking the rare nature of the initiating event into account helps one to understand
why laboratory experiments have had so little success in initiating much of any aspect of
cellular life from abiogenic material despite enormous effort. It suggests that to understand
the natural originating event, one needs to conceive of trial and error on a scale that may
need to be hundreds of orders of magnitude larger than is feasible in any human laboratory.
A very simple example of the sort of numbers involved is the well-known estimate [1,2] of
the time required to form an initial genome by a random assembly of nucleotides, which
results in times which are 1000 s of orders of magnitude longer than the present age of the
universe. This is sometimes called ‘Eigen’s paradox’. Setting the issue of forming an initial
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genome aside, others suggest that the formation of a complex of interacting proteins with
lifelike properties, possibly somewhat like modern prions and amyloids, is more likely. A
primitive estimate illustrates that such a scenario greatly reduces the expected times to
initiation of lifelike chemistry, although the times remain extremely long:

Suppose that one protein such as the one [3–7] in prions must be formed to start the
process. I choose the prion protein (there is only one) here as an example to illustrate the
orders of magnitude involved in the time required for a protein first model to generate a
lifelike start. (Our models, described in Section 2, do not explicitly model that protein nor
do they assume that prions initiated terrestrial life.) The PrP protein in prions is reported [4]
to contain 209 amino acids. (I am not concerned here with the secondary structure, although
it is central to functioning of the prion form PrPSc of the protein.) It appears that the total
number of types of amino acids chemically possible is not known. A total of at least 52 from
meteorites is reported [8], and more than 1739 are listed in the norine database [9]. The
task of a natural process to generate the starting protein (assuming only one will work) for
initiating prion-like reproduction is then to sort through all the possible polypeptides of the
needed length for the one that ‘works’ to start a Darwinian evolutionary process. The order
of magnitude of the result only depends logarithmically on the number of available amino
acids, and I will use the number 500 for the estimates in this paragraph. Then, there are
roughly 500209 ≈ 10564 possibilities. The corresponding numbers if the number of available
amino acids is 100 or 1000 are 10418 and 10627, respectively. These numbers are smaller than
the number of possible initial genomes in a genome-first model (410,000 ≈ 106020), but they
are still very formidable.

Are the fluxes from ocean trenches large enough to make such a natural random
search likely to be successful? The global water flux from high-temperature ‘smoker’-type
emissions from trenches is roughly estimated at 1013 kg/year [10], and the concentrations of
amino acids in high-temperature smokers have been estimated to be in the range 10−5 mo-
lar [11]. With a water density of 1 gm/cm3, this gives about 1040 amino acids flowing
through the rift system per year. If the required polymer is 200 units long, it will the take,
on average in the case of 500 available amino acid types, 200 × 10564/1040 ≈ 10526 years
for the needed polymer to appear assuming, very optimistically, that all the amino acids
flowing through form polypeptides about 200 units long. Thus, even a rift mechanism
leading to an abiogenic appearance of a protein-based initial life form seems likely to be an
extremely rare event.

One way to further reduce the estimate is to suppose that there are a great many
initial polymers, here assumed so far to be just one polypeptide, which will work. In the
context of an amyloid model [12] for the origin of life, there might be some indication that
many polypeptides would work because a substantial number (in the order of 10 to 100)
of polypeptides have been found to form replicating, metastable amyloid fibrils, many
of which cause various neurological diseases. However, to make the estimated average
time for natural processes to form one of the needed polymers comparable to the present
estimated age of the universe (or, for these purposes, the age of the earth, which is nearly
exactly one-third of the age of the universe) would require that the fraction f of the total
number of available polymers that would work be f ≈ 10−50. The fraction is small, but it
means that a huge number ≈ 10514 of forms of ‘exotic’ lifelike systems would be possible.
Because the fraction is so small, one may argue that if that is the resolution of Eigen’s
paradox, then one would not expect to find any ‘exotic’ life on earth, and also that, in the
event that lifelike systems are found on exoplanets, they will be extremely likely to be
‘exotic’, sharing very few of the specific biochemical features found on earth. That would
make the task of identifying lifelike chemistry on exoplanets both qualitatively different
and much more difficult than it is sometimes conceived to be.

I am referring to Eigen’s, not Fermi’s, paradox here: The latter refers to the fact that if
one assumes that life initiation was NOT a rare event, then the failure, so far, to observe
extraterrestrial life is paradoxical. I have argued here that the evidence suggests that the
event WAS rare and therefore that there is no Fermi paradox. In the preceding paragraph, I
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entertained the possibility that the number of possible chemical starting points is very large.
Then, one might expect some kind of lifelike chemistry on every ‘habitable’ exoplanet.
However, in that case, although both Eigen’s and Fermi’s paradox would be, in a sense,
resolved, the lifelike chemistry on other planets would be expected to be ‘exotic’, that
is, different, and quite possibly extremely different, from that on earth. (There is a vast
speculative literature on the Fermi paradox, which is not reviewed here. The present
author’s perspective on these issues as of 2012 is described in [13].)

Here and elsewhere in this paper, I am avoiding any attempt at a precise general
definition of ‘life’. Despite much discussion [14–16], there is no consensus on such a
definition, and for our purposes here, we do not need one: For the terrestrial biosphere,
it is clear what is meant because we have a vast trove of detailed data on the properties
of ‘living’ things on earth. For extraterrestrial systems, we have extremely limited data
on the chemistry happening near solid planetary and lunar surfaces, none of which has
been claimed to correspond to ‘lifelike’ chemistry. For extraterrestrial systems, I will refer
to our goal as the identification of ‘lifelike’ processes occurring on or near those surfaces.
(I do not mean just mineral surfaces, although they may play a role in some prebiotic
chemistry [17–19].) By ‘lifelike’, I will mean one or more generic processes or properties
which have been deemed essential in one or more of the many proposed generic definitions
of ‘life’. In practice, most of our work to date has focused on the property of sustained
dynamic disequilibrium. The quantitative measures of the property we use are described
in the next section. Disequilibrium is qualitatively similar to the property of ‘homeostasis’
as described in [16]. Sustained dynamic disequilibrium has sometimes been dismissed
as ‘trivial’, but in fact, because of the second law of thermodynamics, it is far from trivial
and is not easy to realize in a dense fluid. However, although that property is ‘lifelike’,
I do not mean to imply that it is sufficient to establish that a system is ‘alive’. We have
also studied [20] one variant of our model in which a property related to the property
of ‘replication’ described in [16] is found, but that will not be discussed further here.
If complex systems with the property of dynamic disquilibrium and a few other of the
proposed generic features are found extraterrestrially, they are, on the basis of the preceding
argument, very likely not to look very much like our terrestrial biosphere at all. If and/or
when we have data on a few such systems, a more meaningful discussion concerning an
appropriate general generic definition of ‘life’ will be possible.

I infer from these considerations that the determination of the initial chemical steps
in the origin of life is a less critical question than the question of how those steps could
have taken place, given that random processes which failed to produce lifelike chemistry
would have been overwhelmingly more likely. I therefore suggest that a high priority is to
find mechanisms for extremely rapid natural experimentation taking place in parallel over
hundreds of millions of years. The general idea that many natural experiments are required
is not new, but much work in this field emphasizes how slow the process must have been,
whereas here, I emphasize that given the enormous natural search task, the processes had
to be extremely fast at the molecular level. In the next sections, I will review some recent
simulation and experimental work which suggest that the rapid quenching of hot fluids
containing large amounts of biomonomers after a suitable incubation time may be the most
likely process for achieving the needed massive parallel processing, such as in well known
models of abiogenic evolution in the fluids emitted from ocean rifts [21]. Several ways that
such quenching could have happened on early earth have been proposed, for example in
hot springs or impact craters [22] as well as in ocean rifts. In view of the centrality of the
need for massive processing, however, ocean rifts, which have continuously quenched very
large volumes of hot fluid over hundreds of millions of year, seem at least in that respect
the most favorable. Ocean rifts have other favorable features, some of which are discussed
in [21]. For example, the reactions near the ocean floors would be relatively protected from
ultraviolet light and high-energy cosmic rays that could interrupt the low energy chemical
development required, whereas it seems less obvious that such protection would be likely
to be present to the same degree in hot springs.
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However, here, we emphasize another advantage of the quenches of hot fluids emerg-
ing from within the earth into cold ocean water: namely, the large volumetric flow of fluid
which increases the chance of a successful initiation of lifelike chemistry. We envision
the importance of a quench (which also occurs in hot springs) as follows: Proceeding
at a temperature near ambient, covalent bonds such as peptide bonds have very long
lifetimes as discussed further below, and the chemical sorting that would produce many
combinations of monomers (amino acids in the protein case) would be extremely slow.
On the other hand, at high enough temperatures, the covalent bonds will break and form,
on average, much more quickly, and more polypeptides will be sampled in a ‘dynami-
cal chemical network’ [23]. However, the instability produced by the frequent thermal
breaking of covalent bonds would not be favorable to the development of lower energy
processes of prebiotic evolution that use those polymers as building blocks. Thus, one
needs a ‘sampling step’ in which each combination of prospective biopolymers produced
at high temperatures is stabilized and allowed to evolve at low temperatures. That is quite
precisely what happens in a quench when the thermal bond breaking is frozen out as the
system goes quite suddenly from a hot stage to a cold one, as it emerges from the ocean rift
into the cold ocean water. To freeze the high-temperature distribution of polymer lengths
so that it is retained in the low-temperature, quenched, phase, the quench must occur faster
than the (adiabatic) rate, which would allow the covalent bonding to completely equilibrate
to the low-temperature equilibrium distribution during cooling.

In this paper, I review the analytical and computational efforts of my group over
the last ten years to obtain insight concerning how nature might have produced the rare
event leading to life on earth and possibly other rare events leading to lifelike systems
extraterrestrially. It is not a review of the entire literature on the ocean trench model for the
origin of life or of other computational models intending to provide insight into the origin
of terrestrial life.

2. Results

I hope I have convincingly reiterated the argument that the process leading to life’s
origin was extremely unlikely over the timescale set by the age of the earth, but we would
like to know more quantitatively how (un)likely it was. For that, one needs some more
specific ideas concerning where and by what detailed chemical processes the initiation took
place. If a model for those processes is too chemically specific, it may miss some essential
generic features which are promising because the chemical details embedded in the model
obscure the promise. On the other hand, if the model is too coarse grained, it is likely to
be uninformative. In polymer science, scientists navigate between those two dangers by
coarse graining of the atomic-scale description [24]. Formally, the coarse graining can be
mathematically carried out by convoluting the variables of the original atomic description
with a smoothing function, such as a Gaussian. However, more commonly, some physically
plausible assumptions about the essential features are made in order to specify a coarse-
grained model. For example, early on, polymer chemists used a ‘united atom’ model of
hydrocarbon polymers by treating the carbon atoms and the hydrogen entities bonded to
them as an entity located at one point in three-dimensional space. Similarly, biochemists
use models of biopolymers in aqueous solution which treat the water as a continuum
(‘implicit water’) and the motions and positions of the monomers in the biopolymers with
atomic specificity.

In addition to the practical computational advantages, coarse graining can reveal
features which may be obscured by the mass of noisy detail in a more fine-grained de-
scription. If features appear in the coarse-grained description of a system which were
obscured in a more detailed description, statistical physicists speak of ‘emergence’ [25,26].
One may regard terrestrial life itself as an emergent phenomenon in that sense, since it
is difficult to discern the essential features of life by regarding, for example, a molecular
dynamics simulation of protein motions on angstrom and picosecond scales. (However,
the problems in attempting to make such a statement quantitative are outlined in [26].) The
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distinction between fine-grained and coarse-grained descriptions is qualitatively similar
(but not isomorphic) to that between biological descriptions in terms of genotype (an
atomic-scale description) and phenotype(usually a more coarse-grained description of
structure or behavior), respectively. There is another advantage to coarse graining if one is
interested in the likelihood of extraterrestrial lifelike systems, possibly on exoplanets or
moons: Given the enormous combinatorial space available, it is much more likely than not
that such lifelike exobiological systems, if ever found, will be exotic in the sense that the
basic biochemistry will be very different from the terrestrial one. Such possiblities will be
missed in models which are too chemically specific. Thus, coarse graining avoids some
aspects of terracentricity.

The coarse-grained descriptions which we have been using in my group in efforts to
gain insight into the origin of life were initially inspired by the work of Stuart Kauffman and
coworkers [27–29], who introduced a coarse-grained model for the origin of life in the 1980s.
In it, there were ‘monomers’ of an integer number b of different types which were allowed
to link together to form ‘polymers’ through a process termed ‘ligation’ and to become
unlinked through the reverse process of ‘scission’. A parameter p in the range [0, 1] was
introduced which specified the likelihood that any given reaction among all the possible
ones would actually occur. There was no spatial component: one could say that the model
described a ‘well-mixed’ reactor. There was also no temperature and no energy. By starting
with a finite set of ‘monomers’ and ‘dimers’, Kauffman et al. built a set of reaction networks
and then, by randomly assigning rates to the reactions included, followed the dynamics
stochastically by numerical simulation for each one. They found that for essentially all
values of p, the populations of polymers grew without limit as long as the population
of monomers and dimers was maintained (one could say by ‘feeding’). The results were
regarded as suggesting that lifelike properties could be expected to appear quite readily on
earth and elsewhere, which is in contrast to the discussion in the introduction to this paper.

In our first extension of the Kauffman work [30], we noted that, without extending
the model, one could compute the combinatorial entropy of the states resulting from the
dynamic simulations and compare it to its maximum possible value which, since the
model was essentially working at infinite temperature, would be the value expected in
thermodynamic equilibrium at that temperature. When we counted the fraction of times
that the dynamics led to an equilibrium state by that criterion, we found that the dynamics
led to equilibrium most of the time. Only a small fraction, which we interpreted as having
the lifelike property of disequilibrium, was produced by the dynamics. The others were
growing in population, but they were just adding molecules to a system in equilibrium,
and we interpreted them as not lifelike. One could ask, in that context, why all the final
states were not in equilibrium since it is predicted by the second law of thermodynamics
that dynamic processes always increase the entropy. However, the states we found that
were not in equilibrium were kinetically trapped by the sparsity of the network in a kind of
cul de sac of the chemical space. They were taking a longer time to escape such ‘kinetic
traps’ than the length of the computer run and were thus in a metastable disequilibrium
state, as living things are.

Although we found that interesting, the model left out a great deal. In particular,
there was no energy, no temperature and no spatial dependence (as well as no detailed
chemical description of the monomers, but we regarded the latter as an advantage for the
reasons cited above). There were several stages [20,31–36] in the effort to take account of
these features, but I will skip the intervening steps and describe our most recent efforts in
which, as a kind of bonus, we found a way to interpret the somewhat mysterious Kauffman
parameter p in terms of more directly accessible experimental quantities. We retain a
description of the available reactions as the ligation and scission of polymers of monomers
of b species. It should be noted that this assumption is open to serious question if one
wants, as we do, to use our results to model what might happen during the quenches
taking place as fluids are emitted from ocean rifts. That is because although the ligation
reactions leading to polypeptides and nucleic acids are endergonic and high temperatures
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can therefore enhance peptide bond formation for example, the formation of the monomers
themselves, amino acids in the case of peptides, is believed to be exergonic so that the
monomers themselves would not survive [21]. On the other hand, we noted above [11] that
amino acids are detected observatonally in the fluids emitted, and studies of the effects of
hydrogen in stabilizing amino acids in hydrothermal environments [37] suggest that amino
acids survive in black smokers.

To take account of energetics, we introduced a binding energy Δ which is the energy
difference between two unbonded monomers and the same two monomers when bonded.
If Δ < 0, it means that the bonded system is at higher energy than the unbonded one, as is
the case for both peptide bonds in proteins and for nucleic acids in RNA and DNA in the
absence of enzymes. In our most recent work, we therefore consider only that Δ < 0 case
and also introduce an activation energy Δa which controls the rate of scission. Unlike Δ,
Δa takes different values for each reaction, as selected from a Gaussian distribution with
a mean Δa fixed by experiment. In particular, in our application to polypeptides, we fix
Δa to be the measured average activation energy for the hydrolysis of the glycine–glycine
peptide bond in water [38]. The two energy parameters are used to fix the rates in the
dynamics simulation. The ‘forward’ (scission) rate for a reaction 1 → 2 + 3 is given vkdn1
and the reverse rate is vn2n3/kd, where k2

d = n2n3/n1 the line over the n’s in the definition
of k2

d indicates the equilibrium distribution of the species. The factors v take the form
v = e−Δa/kBT and the Δa values are drawn during network formation from a Gaussian
distribution centered on the average activation energy as experimentally determined. The
physical rates are interpreted to be fav, where fa is the measurable prefactor, sometimes
termed the ‘attempt rate’, in the rate constant for scission, or in the case of the polypeptides,
the hydrolysis of the peptide bond. With that parameterization, the model as written
mathematically and coded is expressing time in units of 1/ fa, and we can convert that to
physically measured time in the laboratory or observation by multiplying computed rates
by fa and times by 1/ fa. The factors kd guarantee that the system is being driven toward
equilibrium in accordance with the second law, although we are interested in cases in
which it stalls in a metastable lifelike state before it gets there. The width of the Gaussian is
another parameter. We think of the Gaussian distribution as arising from fluctuations in the
activation energy arising from a heterogeneous environment, and in the case of peptides,
we found very little indication of an appropriate value for its width σ in the literature. We
obtain an order of magnitude estimate from the data in [38] on glycine–glycine hydrolysis
where the activation energy is reported to vary substantially for glycine–glycine bonds in a
few different polypetides.

In this model, we have taken account of some missing features, but now every possible
reaction is allowed, so we need to understand how kinetic trapping can occur. That is
because the experiments, natural or made by humans, take a finite time say of order texpt.
Even at the average activation energy, the mean time for hydrolysis to occur in peptides
can be as much as a century, and the Gaussian distribution allows the possibility of much
longer times. Thus, those reactions for which the rate fav < 1/texpt will not occur during
the experiment and can be left out of the networks. Therefore, we can predict, on the basis
of parameters which are experimentally known (within some estimatable uncertainties),
the value of the fraction pe f f of the reactions which should be included in the network, just
as they were in the original Kauffman model. Working out the details [36], the parameter
pe f f can be expressed in terms of combinations of the experimental quantities ξ = Δa/σ

and Tc = Δa/ln(texpt fa) as described in detail in Section 2.2 below.
It turns out that the model predicts that a swift quench from above the temperature Tc

to a temperaturre below Tc will take the system from a state in which nearly all possible
reactions involving the breaking and forming of covalent bonds are occuring to one in
which they almost all stop abruptly. (‘Swift’ means fast compared to the rate at which the
system equilbrates to the temperature of its external bath.) This is one of several indications
that suggest that the original peptides were formed in a high-temperature environment
and then quenched. Before describing that model result in more detail, in the next section, I
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review more model-independent direct experimental evidence, which we found [32] in data
on the proteomes of prokaryotes indicating that quenches may have led to the formation
of proteins.

2.1. Evidence from Biodata for an Origin in a Quench

The first indication of a quench origin for terrestrial life which we noted came from a
study which we carried out [32] of length distributions in proteomes of prokaryotes, where
the length of each protein was the number of amino acids in the chains of proteins. We
analyzed data on the proteomes of all the prokaryotes listed in the KEGG database [39] in
2018. The motivation for the study was not initially to establish quenching as a mechanism
for the origin of life but to test our hypothesis that a measure that we had been using to
detect lifelike systems in our simulations did indeed distinguish real living systems from
nonliving ones. To clarify the meaning which we attribute to one of the results of [32] in
the context of the present paper, the definition of the measures used there is reviewed here.
It should be emphasized that the results of reference [32] were obtained without use of
any of the details of the network and dynamics models which we used for simulations
in references [20,30,31,35] as described in the next section, although we used the same
measure to analyze the simulation results in some of those papers that we used in [32] to
analyze experimental results from the proteome study. We assumed in [32] that the bond
energies (parameterized by a parameter Δ < 0 as discussed in the previous section) of all
the possible amino acid pairings in the proteomes were the same and that no other energies
were relevant in establishing the equilibrium state of the proteome system with regard to
its polymer length distribution. That is a kind of coarse graining in the energy description
as further discussed in [35]. Using that parameterization, the data provide the relevant
numbers {NL}/V and e = E/V where V is the volume, NL/V is the number of proteins
per unit volume having (amino acid) length L and E is the total bonding energy. The energy
of a protein of length L is −(L − 1)Δ in such a description, and the total energy E per amino
acid of a state of the proteome characterized by the distribution {NL} is −∑L(L − 1)Δ/N
where N = ∑L NL.

Now, we suppose that the system is in contact with a thermal bath at temperature
T. We can define two different equilibrium distributions for the system, one in which
the system is in thermal equilibrium with the bath and a second in which the system is
self-equilibrated but has not equilibrated to the bath. This is a textbook distinction in
physics [40], but it is less familiar in the context of origin of life studies, so I will briefly
dwell somewhat further on it. The first form of equilibrium will be attained in a nonliving
system (and even in a living system that has died) after enough time has passed for the
system to equilibrate to an external bath. Because the bath might be outside the system
and only accessing it through a two-dimensional surface in space, that equilibration can
take a long time. When it does, one has the familiar canonical distribution reviewed below.
The second, self-equilibration can occur faster, although it only does so in so-called ergodic
systems. The length distributions in that second equilibrium state have the same form
as they do in the first kind of equilibrium, but the effective temperature is determined
differently and depends on E but not on the external T, as seen in the equations reviewed
below. One can say in textbook language that the second distribution is microcanonical
because the energy and not the outside temperature is fixed, but it is not described by a δ
function describing the energy condition. INstead, it is described by a distribution of the
canonical form but with an effective temperature determined from the total energy. The
description of this isolated second type of equilibrium state in terms of a delta function and
the description in terms of a canonical distribution with a temperature determined from
the total energy E turn out to be identical in the thermodynamic limit of large volumes
and large particle numbers [40]. That thermodynamic limit will be very nearly reached
in most macroscopically observed systems of interest here. The effective temperature of
the isolated state can be different from the bath temperature if the system has not been in
contact with the bath long enough. If it has been in contact with the bath for a very long
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time, then the two forms of equilibrium are expected to be the same. The relevance to a
quench is that a system of amino acids in contact with a high-temperature bath may attain
equilibration of the first type because the processes are fast at high temperature but then
take a very long time to equilibrate to the cold bath into which it is plunged by the quench.
Then, the distribution of polymer lengths in the system will reflect the temperature of the
hot bath and not of the bath with which it is currently in contact. In that way, we may be
able to read something about the thermal history of the system from its length distribution.
That is how we proposed to interpret the results of reference [32].

I provide a few details of the determination of an equilbrium length distribution
from [32] to indicate the meaning of the measures of disequilibrium which we used: We
denote the total number of polymers N in a sample by N = ∑lmax

L=1 NL . However, in contrast
to the situation in the dynamic simulations described in [31], the input data for the calcula-
tion of equilibrium distributions are not N and E but the volumetric polymer concentration
ρ = N/V where V is the solution volume and the volumetric energy density e = E/V.
To take entropic account of the dilution of the experimental sample, we introduced a mi-
croscopic length lpLν where lp is the (microscopic) polymer persistence length and ν is a
dimensionless index, which would be 1/2 for a random walk. For denatured proteins, ν has
been determined experimentally [41] and is close to the value expected for a self-avoiding
walk. We then modified the expression for the entropy used in [31] to take account of the
number of ways to distribute N polymers in a volume V giving entropy S/kB = ln W with

W = ∑
L

(NL + GL − 1)!
NL!(GL − 1)!

and GL = bLV/vL and vL = l3
pL3ν. b is the number of monomers available for inclusion in

the polymers in the system. The expression is identical to the one used in [31] except for
the factor V/vL in the degeneracy GL.

Proceeding in the standard way to maximize the entropy under these constraints, we
have when both energy density e = E/V and polymer number density ρ = N/V are fixed
that the values NL of the populations that maximize this entropy are

NL =
GL − 1

exp(−β(e, ρ)μ(e, ρ)− β(e, ρ)Δ(L − 1))− 1
(1)

Here, the parameters β(e, ρ) and μ(e, ρ) are determined from the total energy density
e and polymer number density ρ = N/V by the implicit equations (with (4))

e = −(1/V)
lmax

∑
L=1

(L − 1)NLΔ (2)

and

ρ = (1/V)
lmax

∑
L=1

NL (3)

We use the definition of GL and define vp = l3
p to write these relations as

NL(vp/V) =
bL/L3ν − (vp/V)

exp(−β(e, ρ)μ(e, ρ)− β(e, ρ)Δ(L − 1))− 1
(4)

and

evp = −
lmax

∑
L=1

(L − 1)NL(vp/V)Δ (5)

and

ρvp =
lmax

∑
L=1

NL(vp/V) (6)
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These are in dimensionless form, which is convenient for solving for β(e, ρ)μ(e, ρ)
and β(e, ρ)Δ numerically because they do not involve macroscopically large numbers.
1/β((e, ρ) is Boltzmann’s constant times the temperature fixed by self-equilibration and the
given energy and particle density. μ(e, ρ) is the corresponding self-equilibrated chemical
potential. ρvp is the estimated (fractional) number of polymers in a cube of volume vp
and is a small number. The term vp/V on the right-hand side of (4) is in all cases much
less than bL/L3ν and is dropped in the numerical analysis. This is the distribution arising
from the second kind of equilibrium discussed above in which the system is either isolated
from any bath or, more often, has not had time to equilbrate to an external bath. We
have sometimes [31] referred to this equilbrium as ‘isolated’. There is no reference to the
temperature of an external bath.

To obtain the first kind of equilibrium distribution, we solved (6) for μ where we
replaced β(e, ρ) and μ(e, ρ) by 1/kBT and μ(T, ρ), respectively, obtaining μ(T, ρ) with a
fixed value of T. We used values of the ambient temperature in determining that first kind
of equilibrium distribution and made no use of (5). In a quench, the ambient temperature
is the high temperature of the fluid before the quench and the low temperature of the fluid
after the quench. That first kind of equilibrium distribution then describes the expected
distribution when the system has had time to equilibrate to an external bath. In each
case, we use (4) to evaluate the polymer length density distributions expected in those
two equilibrium states. After a quench, if it is fast, the first kind of equilibrium is often
not achieved by the system for a long time. Note that operationally ‘fast’ here means fast
compared to the rate at which the system equilibrates to the lower external temperature in
the quenched state.

Because the systems of interest are not necessarily (and in fact are often found not to
be) in either kind of chemical equilibrium, we used the experimentally observed values
of the polymer length densities NL(vp/V) to evaluate Euclidean distances in the space
of values of sets {NLvp/V} between the actual population set {NLvp/V} and the ones
corresponding to the two kinds of equilibria given by (4) with β(e, ρ), μ(e, ρ) in the isolated
case and with a fixed β and μ(T, ρ) in the case in which the system is equilibrated to an
external bath. Thus, we define two Euclidean distances RL and RT in the lmax-dimensional
space of sets {NL} which characterize how far the system of interest is from the two kinds
of equilbrium:

RL =
√

∑
L
(vp/V)2(NL − NL(β(e, ρ), μ(e, ρ)))2/(

√
2vpρ) (7)

for distance from the locally equilibrated state and

RT =
√

∑
L
(vp/V)2(NL − NL(β, μ(T, ρ)))2/(

√
2vpρ) (8)

for distance from the equilibrium state with the external bath. RL and RT are, respectively,
measures of the distances from the two kinds of equilibrium discussed above. A similar
measure in the context of origin of life studies was suggested in [33].

In [32], we reported on the use of those measures in several ways, but here, I focus
on some of the results for the proteomes. With a given polymer length distribution, we
could plot RT as a function of the temperature assumed in the equation for RT . (RL does
not depend on the external temperature.) Most of the prokaryotes considered currently live
in an environment with a temperature close to ambient, but we explored how the RT value
varied with different assumed external bath temperatures. We show a typical result for one
of the proteomes and also the average RT for all 4555 of them in Figure 1. To our surprise,
there was a very sharp drop in the calculated value of RT as a function of T at a temperature
quite close to the boiling point of water. At the minimum, the RT value is essentially
identical to the RL value, and the effective temperature of the isolated equilibrium was also
found to be near the same temperature at which the dip in RT was observed.
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We interpreted this to suggest that the original proteins in the prokaryotes were formed
at the high temperature around the boiling point of water and were then quenched to a
cooler temperature which froze out most of the reactions which broke or formed peptide
bonds so that the higher temperature length distribution was frozen into the subsequent
evolution of the system. The data leading to Figure 1 thus suggest that all 4555 proteomes
arose from a collection of proteins which formed at the same temperature. Many events
which we are not attempting to model here occurred after that initial collection of proteins
was formed (including, for example, the introduction of a genetic code, the appearance
of the ribosome, and the adaptation of various prokaryotes to different environments
including high-temperature ones).

There are issues associated with time scales in this interpretation. Peptide bonds
in water can have reaction constants for hydrolysis, leading to average times for bond
breaking at ambient temperatures of up to centuries. However, the suggestion requires
that the length distributions in the prokaryotes survive not centuries but rather more than
3 billion years. To avoid a contradiction, we suggest that once a sufficiently promising
system was quenched by chance, the transition to a lifelike system evolving and growing
by natural selection might occur much more rapidly than equiibration to the external bath.
For example, in the case of polypetides, that would require that the initiation through
Darwinian evolution of processes such as autocatalysis to replace damaged polymers and
protect the nonequilibrium state would need to occur in a time less than the order of a
century. The resulting nonequilibrium steady state could then be self-sustained by those
evolved processes, and the associated polymer length distributions also could be preserved
for much longer times, possibly up to billions of years. If the starter protein was like PrPSc,
for example, that might be conceivable, since prion reproduction [34] does not appear to
make much use of the elaborate reproductive machinery of modern cells, and only a few
steps might be required.

Figure 1. RT as a function of βΔ for one prokaryote (KEGG code ebw, green crosses) and the average
values over the entire KEGG database of 4555 prokaryotes (purple plusses). The error bars (purple)
indicate the standard deviation over the full data set. The variable βΔ is the bond energy Δ divided by
kBT where T is the assumed ambient temperature. The graph shows that the proteome has a length
distribution at a temperature close to equilibrium at about 400,000, although most of the prokaryotes
commonly live at much lower temperatures.
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2.2. Evidence from Theory and Simulation for an Origin in a Quench

Turning to theory and simulation, we show the form of the effective fraction pe f f of
the possible scission and ligation reactions briefly described at the end of the Section 1 as
predicted by the model of reference [35] in Figure 2. The model provides an analytical ex-
pression for pe f f which depends only on the combinations of experimentally determinable
quantites ξ = Δa/σ and Tc = Δa/ln(texpt fa). Tc is a temperature, and the figure shows
that for parameters suitable for the description of peptides, pe f f undergoes a very sharp
transition from nearly one to nearly zero when T passes from above Tc to below it. (The
analytical form or pe f f in terms of ξ and Tc is determind by evaluation of the integral

pe f f =
∫ ∞

fatexpt
(dP/dv)dv (9)

where dP/dv is the probability distribution of the values of v determined from the assump-
tions cited above. The result is

pe f f =
er f (ξ)− er f ((1 − T/Tc)ξ)

er f (ξ) + 1
(10)

where er f is the error function [42]. (Please see [36] for details. ) Tc is about 370,000 in the
peptides and is independent of the poorly known parameter σ.

Figure 2. pe f f as a function of temperature for various values of ξ using Equation (10).

The sharp change from 1 to 0 in pe f f illustrated in Figure 2 and predicted by the
detailed model of reference [36] thus occurs at a temperature quite similar to the one at
which there is a relatively model independent dip in RT , which we found in [32] to occur
in the proteomes. We suggest that the model thus provides additional support for an origin
of life scenario such as the one described in Section 1 in which a quench took the system
from a pe f f of nearly 1 at a temperature above Tc to a value of T below Tc with a pe f f of
nearly zero, at which point spontaneous hydrolysis and peptide bond formation almost
stopped. The temperature of the dip in RT arose from the proteome data, but the sharp
shift in pe f f depends on just a few parameters: The average value Δa of the activation
energy for peptide bond hydrolysis, the ‘experimental’ time texpt which the system spends
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at high temperatures before quench and the prefactor fa, interpreted as a frequency, in the
Arrenhius relation for the hydrolysis rate. The detailed relation is

Tc =
Δa/kB

ln(texpt fa)
(11)

The most poorly known quantity here is texpt. (Tc is independent of the parameter
σ.) We have some knowledge of texpt in laboratory experiments briefly described below.
In the case of smokers from ocean trenches, the relevant time is presumably the average
time which the fluids spend in the high-temperature part of the circulation pattern, which
takes low-temperature water through the porous crust of the ocean floor near a ridge to a
horizontal path near the hot magma of the interior, after which it rises through the rift to
emerge in the smokers [10,43]. These events, while believed to occur quite generally, are
reported to be extremely heterogeneous in their time scales. However, time scales of the
order of 1 to 10 years are typically suggested, even though some processes are much faster.
Solving Equation (11) gives texpt = f−1

a exp(Δa/kBTc), and using Δa/kB ≈ 1.2 × 104 K and
fa ≈ 1.3 × 107 s−1 as extracted from the data in [38] for peptide hydrolysis rates, we find
texpt ≈ 0.3 years using Tc = 370 K. Thus, this scenario appears to be roughly consistent
with what is currently known. However, the values of the activation energies reported
in [38] vary by as much as a factor of 2 depending on what pair of bonded amino acids one
is hydrolyzing, so this conclusion is tentative.

The measurements of amino acid concentrations in the emissions from smokers in
ocean rifts reported in [11] and cited earlier provide another piece of possibly relevant
information: The concentrations of peptides were measured in a way that permitted the
concentration of all polypeptide molecules including monomers to be measured as well as
the concentration of amino acid monomers alone. The former was much larger than the
latter, suggesting that the amino acids were mainly in bonded polypeptides, although a
detailed length distribution was not found. That might suggest support for an origin of life
scenario, since long polypeptides would be needed, but it might be in contradiction with
laboratory experiments discussed below where many more monomers than polypeptides
were found. One possible explanation is that the high-temperature phase of the quench in
the laboratory experiments was much lower than the average temperature of the fluids in
the relevant natural ocean rift experiments, and the higher temperature would lead to the
formation of more long polymers, which would be retained upon quenching. Some of the
fluid temperatures in the high-temperature phase of the quenches occurring in ocean rifts
are reported to be much higher (up to nearly 600,000) than those in the reported laboratory
experiments (usually around 373, 000).

2.3. Comparison of Model Predictions with Laboratory Results of Quenches

Laboratory experiments to determine whether quench-like processes could result
in enhanced polypeptide synthesis from monomeric solutions of amino acids have been
reported by groups led by Matsuno [44–46] and somewhat less directly by John Yin [47–49].
Both groups observed polypeptide formation, although the numbers of polypeptides were
small. The Matsuno et al. experiments directly modelled aspects of the proposed scenario
in ocean ridges: Hot solution was forced through an orifice into a cold bath and then
recirculated to be heated again. The experiment differed from the envisioned oceanic one
because the dwell times were much shorter—of the order of a minute compared to dwell
times in the hot part of the cycle in an ocean trench estimated, as reviewed above to be
of the order of a year or more. As seen in Equation (11), the critical temperature above
which we expect rapid polymer formation depends inversely on the logarithm of the dwell
time texpt, suggesting a significantly higher value of Tc in the Matsuno experiments than in
the ocean trenches. Thus, it is possible that the hot phase in the Matsuno cycle was at or
below Tc where polypetide formation would not be significantly enhanced. Furthermore,
because the ocean ridge dwell times are believed to be longer, the predicted Tc from
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Equation (11) is lower, increasing the likelihood that ocean ridge quenches would have hot
phase temperatures above Tc.

I show some preliminary attempts to fit our model to the data of the Yin and Matsuno
groups in Figures 3 and 4. Qualitative features are reproduced with reasonable parameters,
but this is hardly a proof that the model exactly describes the processes taking place in
these experiments. However, it is clear that the numbers of polypeptides produced is small
compared to the monomers, which is consistent with the predictions of the model and in
contrast to the limited information from ocean trenches as discussed above. It is of some
interest that the model reproduces the even–odd oscillations with respect to L, which are
observed in both sets of experiments, although more markedly in the Yin et al. results. We
have also formulated a simplified version of the model for the case in which there are a lot
more monomers than polymers, which reproduces very similar even–odd oscillations.

Figure 3. Comparison of the length distributions reported from reference [48] on drying experi-
ments with analine–glycine mixtures with results from simulated quenches. The value of σ was
assumed to be the same for all the experiments but was fitted. Parameters were Δa = 99.7 kcal/mol,
fa = 5.96 × 10−7 s−1, σ = 0.13Δa) .
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Figure 4. Similar to Figure 3 for data reported from quenches from hot to cold water in [44]. The
black simulation was obtained with Δa = 99.7 kcal/mol, σ = 0.13Δa and pe f f = 0.5. We can infer
from (10) that the high-temperature phase in these experiments was at temperature close to 373 K.

3. Discussion and Conclusions

As reviewed in [21], the idea that life may have originated on earth in the emission of
hot fluids from ocean ridges is not at all new. Here, I have reviewed aspects of our work
that explore the issues associated with that hypothesis from a somewhat novel perspective,
which we believe contributes some additional support to the idea. In particular, we are not
aware of other work that has used the polymer length distributions in existing organisms
to infer the temperature during the time when the initial synthesis of biopolymers took
place, as reviewed briefly here and in detail in [32]. Our models have extended the work of
Kauffman to permit an interpretation of the network parameter p in terms of measurable
quantities including the time the fluid spends at high temperature and the distribution
of activation energies for bond formation. We find evidence in the models of a sharp
nonequilibrium transition from long polymers and a dense reaction network to a sparse
reaction network populated by a nonequilibrium population of long polymers in which the
long polymers retain a kind of memory of their thermal history at low temperatures after
a quench.

Some of these results might be further tested experimentally without extreme difficulty.
For example, our analysis of the experiments of reference and [44–46,48] suggests that the
high temperature in those quenches was very close to the transition point Tc and possibly
below it. The model suggests that quenching from a higher temperature would result in
many more long polypeptides as possibly consistent with the fragmentary results from
ocean trench measurements. The practical problem for a laboratory experiment is that to go
to higher initial temperatures requires working at high pressures, so that the aqueous fluid
does not boil. That brings more trouble and expense but is certainly doable in principle.
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An alert reader will note that we have suggested two origins for a kind of critical
temperature around the boiling point of water in this work. In this paper (11) and in [36], we
have introduced a Tc depending on kinetic factors including the distribution of activation
energies for bond dissolution and the experimental time which the fluid spends at high
temperature. In references [32,35] on the basis of the equilibrium distributions of polymer
lengths at high and low temperatures, we suggested that a temperature near the boiling
point of water at atmospheric pressure might arise because the equilibrium distribution
of lengths would be nearly uniform at that temperature, leading to a wide distribution of
lengths required by lifelike processes after quench. The latter temperature was estimated to
be −Δ/ ln b, where b is the number of types of available monomers and Δ is the equilibrium
bond strength as defined above. It appears to be a coincidence that the two temperatures
are close to one onother when b = 20. However, it will not be hard to design experiments
in which they are different, as indeed they are for example when b < 20, and thereby to
clarify the role of each.

I have emphasized protein synthesis leading to reproducing prion-like entities as a
possible origin of life scenario because of its simplicity, although our models could be
used with a mere change in parameters to study networks of nucleic acids. However, the
parameters needed for such a simulation do not really favor a nucleic acid origin within
our framework. In particular, the hydrolysis of nucleotide bonds is much more rapid in
a prebiotic environment devoid of supporting proteins [50]. It is sometimes argued that
the prion-like model cannot be right because there is no information-carrying molecule.
However, I think that is to misunderstand the nature of information, which is essentially
the negative of entropy up to an additive constant. The prion protein PrPSc, for example , is
quite obviously carrying information in its secondary structure as evidenced by the fact that
other varieties of the PrP protein with the same amino acid sequence but different secondary
structures behave entirely differently and do not form reproducing prions. (Some work [51]
has reported the use of data on secondary structures in modern biomolecules to construct a
tree giving the history of terrestrial biological life. The results are interpreted as suggesting
that proteins preceded nuclei acids in the history by several hundred million years).

If life originated in quenches of hot fluids from ocean rifts, then a much justified
concern is that the fluids emitted would be rapidly dispersed from their origin by hydrody-
namic processes, which would dilute them so much that any kind of lifelike process might
be impossible. Examples of suggestions for trapping mechanisms which might prevent
this are found, for example, in [52,53]. However, it appears that one might look for signs
of prebiotic chemistry in contexts in which the bath of water into which the fluids were
emitted was less turbulent and of smaller volume than around most ocean ridges. Existing
ocean ridges approximating such conditions have been studied for example in the Bay of
California [54] where the rift in the Guaymas Basin, unlike the Pacific ridges, is surrounded
by detritus of biological origin on the ocean floor that is so deep that drilling projects have
not yet been able to penetrate it to the bedrock beneath. The situation in the Red Sea [55]
is reported to be similar. The age of the ocean floor around such slowly spreading rifts is
believed to be too young to be the site of prebiotic chemistry. However, recent work [56]
reports the discovery of more ancient material, up to nearly 3 billion years old, in and
around such rifts. Whether its origin is from ancient continents or from recycling through
the mantle after earlier subduction appears to be currently unknown. In any case, an ocean
rift origin model suggests that the geological remanents of prebiotic evolution will be found
in material near ancient slowly spreading rifts in ocean floors of several billion years ago, if
such material can be identified.
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