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#### Abstract

Rate-dependent hysteresis seriously deteriorates the positioning accuracy of the piezoelectric actuators, especially when tracking high-frequency signals. As a widely-used nonparametric Bayesian method, the Gaussian process (GP) has proven its effectiveness in nonlinear hysteresis modeling. In this paper, the dimension of the input to the GP model is extended to consider more dynamic features of the tracking signal so as to improve the rate-dependent hysteresis modeling accuracy. In contrast with the traditional training set containing only the position and speed information, the acceleration and jerk information, as well as their temporal distribution information, is also included in the input of the model. An inverse hysteresis compensator (IHC) is established in the same way, and open-loop and closed-loop controllers are developed by using the IHC. Experimental results on a PEA stage show that with the increase in the input dimension, the hysteresis modeling accuracy improves greatly and, thus, the controllers based on IHC can achieve a better tracking performance.
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## 1. Introduction

Piezoelectric-driven nano-positioning stages are widely used in ultra-precision machining and measurement, such as fast tool servo (FTS) [1,2] and atomic force microscope (AFM) [3,4]. However, the rate-dependent hysteresis of the piezoelectric actuators (PEAs) seriously deteriorates the positioning accuracy, resulting in the morphological error of FTS and the image distortion of AFM [5]. In addition, as the input voltage frequency increases, the hysteresis loop becomes larger and rounder, which seriously limits the positioning performance, especially in high-speed positioning applications [6]. Therefore, in order to improve the positioning accuracy of the PEAs, it is important to model and compensate for the rate-dependent hysteresis nonlinearity.

In the past few decades, researchers have conducted extensive works to deal with the challenge of hysteretic nonlinearity modeling [7-9]. The relevant models can be generally divided into two types: the physics-based model and the phenomenological model [10,11]. The physics-based hysteresis model is derived from the basic physical principles of hysteresis materials via the relationship between physical quantities and empirical formulas [12]. Nevertheless, due to the complex physical causes of the actual nonlinear hysteresis system, it is difficult to establish the model based on physical principles. On the other hand, the phenomenological hysteresis model directly uses mathematical models to describe the nonlinear input and output relationship of hysteresis, without considering its inherent physical characteristics. Because of its relatively simple structure, the phenomenological model has become the most widely used one in hysteresis research, which mainly includes the Preisach model [13,14], Prandtl-Ishlinskii (P-I) model [15,16], Bouc-Wen model [17-19],

Dahl model [20], Duhem model [21], etc. Unfortunately, most of these models can only describe the rate-independent hysteresis.

Owning to the fact that hysteretic nonlinearity is generally rate-dependent [6], more rate-dependent models were developed to consider the changing rate of the input voltage, including the rate-dependent Preisach model [22] and rate-dependent PI model [23-26]. Nonetheless, these models usually contain plentiful unknown parameters, which makes the identification more difficult. Therefore, in 2015, Yang et al. [27] introduced a velocity damping mechanism into the traditional PI model, which successfully constructed a modified rate-dependent PI (MPI) model. This model can accurately describe the dynamic hysteresis characteristics with a relatively simple model structure and relatively few unknown parameters. Recently, with the development of machine learning methods, intelligent models are becoming more popular due to their powerful nonlinear approximation capability [28,29]. Researchers have developed various machine learning methods to model the rate-dependent hysteresis, such as neural networks [30], fuzzy system [31], least-squares support vector machines [32], adaptive fuzzy internal model [33] and so on. These intelligent methods have shown great improvements in modeling accuracy, which provide a new way for modeling the hysteresis of the PEAs.

As a widely-used machine learning method, the Gaussian process (GP), which is based on Bayesian probabilistic inference, removes the need for selecting many parameters while retaining the power of nonlinear dynamic description. Therefore, the usage of GP could make the model flexible and accurate without specifying the functional form and the parameters. It is a proper choice for rate-dependent hysteresis modeling. In 2019, Tao et al. [34] firstly applied the GP to the modeling and feedforward compensation of the PEA hysteresis. Since the hysteresis behavior of PEA is rate-dependent, the voltage value and its changing rate were utilized as a two-dimensional input of the training set and the displacement of the PEA was used as the output, which outperforms the aforementioned MPI model and many other classical models. However, for mixed-frequency signals that are widely used in nano-positioning tracking, the model performance is still unsatisfactory. Therefore, it is necessary to develop an effective model for complex tracking signals.

In this work, besides the position and velocity information used in the traditional models, the acceleration and jerk information, as well as their temporal distribution information, is introduced into the input of the training set and the dimension of the input is increased. The effect of input dimension on prediction is studied and the inverse hysteresis model is obtained via exchanging the input and output signals of the experiment. The IHC is established through the inverse hysteresis model, and open-loop and closed-loop controllers are developed by using the inverse hysteresis compensator (IHC). Comparative experimental investigations on a commercial piezo-actuated stage validate the effectiveness of the proposed GP-based model with high-dimensional input and the controllers based on the IHC. The results show that the increase in the input dimension would improve the accuracy of model prediction and the controller, especially for complex tracking signals. Therefore, the tracking performance of the controllers with the proposed model is greatly improved compared to those controllers with the traditional 2-dimensional GP model and the MPI model.

## 2. Rate-Dependent Hysteresis Nonlinear Modeling of PEA

For piezoelectric actuators, the mapping between the input voltage and the output displacement is nonlinear, rate-dependent and memorable because of hysteresis. Thus, the critical issue is to predict the output in the case of a particular input under the influence of hysteresis. The input and output of the GP training set can be expressed as $\mathbf{D}=\{\boldsymbol{X}, \boldsymbol{y}\}=$ $\left\{\boldsymbol{x}_{i}, y_{i}\right\}_{i=1}^{n}$, where $n$ is the length of the training input and output vectors and the training output $y_{i} \in \mathbb{R}$ is the measured displacement of the PEA. Different from the traditional two-dimensional input $\boldsymbol{x}_{i}=\left(v_{i}, \dot{v}_{i}\right) \in \mathbb{R}^{2}$, where $v_{i}$ is the input voltage value and $\dot{v}_{i}$ is its relative changing rate, in this work, the dimensions of the input are extended to six, nine and twelve, which will be discussed in detail in Section 2.2. With these training sets,
the latent function $f(x)$ between the input and output could be mapped via training the GP model and the output displacement for a new input $X^{*}$ out of the training set can be predicted.

### 2.1. Principle of GP-Based Hysteresis Modeling

Essentially, GP is a series of random variables, in which any finite random variables are subject to joint Gaussian distribution over functions, $p(f)$. Therefore, if two or more points are picked in a function, observation of the outputs at these points will follow a joint Gaussian distribution. From a function-space view, a GP is formally specified by a mean function $m(\boldsymbol{x})$ and a covariance function $k\left(x, x^{\prime}\right)$, where:

$$
\begin{gather*}
m(\boldsymbol{x})=\mathbf{E}[f(\boldsymbol{x})]  \tag{1}\\
k\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\mathbf{E}\left[(f(\boldsymbol{x})-m(\boldsymbol{x}))\left(f\left(x^{\prime}\right)-m\left(x^{\prime}\right)\right)\right] \tag{2}
\end{gather*}
$$

Therefore, the latent function of GP can be written as:

$$
\begin{equation*}
f(\boldsymbol{x}) \sim \operatorname{GP}\left(m(\boldsymbol{x}), k\left(\boldsymbol{x}, x^{\prime}\right)\right) \tag{3}
\end{equation*}
$$

In order to facilitate derivation, it is necessary to preprocess the data and subtract its mean to obtain the zero-mean distribution. The following inferences assume $m(\boldsymbol{x})=0$. The covariance function $k\left(x, x^{\prime}\right)$, also called the kernel, plays a pivotal role in the Gaussian regression model.

Suppose that the data noise obtained by the sensor is $\varepsilon$, and assume it is independently and identically distributed and its variance is $\sigma_{n}^{2}$ [34], then:

$$
\begin{equation*}
y=f(x)+\varepsilon \tag{4}
\end{equation*}
$$

and the joint prior distribution is:

$$
\left[\begin{array}{c}
\boldsymbol{y}  \tag{5}\\
\boldsymbol{y}^{*}
\end{array}\right] \sim \boldsymbol{N}\left(0,\left[\begin{array}{cc}
K(\boldsymbol{X}, \boldsymbol{X})+\sigma_{n}^{2} \boldsymbol{I} & K\left(\boldsymbol{X}, \boldsymbol{X}^{*}\right) \\
K\left(\boldsymbol{X}^{*}, \boldsymbol{X}\right) & K\left(\boldsymbol{X}^{*}, \boldsymbol{X}^{*}\right)
\end{array}\right]\right)
$$

where $K(\boldsymbol{X}, \boldsymbol{X})$ is the covariance matrix between all the data sets in input $\boldsymbol{X}$ and it is expressed as:

$$
K(\boldsymbol{X}, \boldsymbol{X})=\left[\begin{array}{ccc}
k\left(x_{1}, x_{1}\right) & \cdots & k\left(x_{1}, x_{n}\right)  \tag{6}\\
\vdots & \ddots & \vdots \\
k\left(x_{n}, x_{1}\right) & \cdots & k\left(x_{n}, x_{n}\right)
\end{array}\right]
$$

Other entries $K\left(\boldsymbol{X}, \boldsymbol{X}^{*}\right), K\left(\boldsymbol{X}^{*}, \boldsymbol{X}\right)$ and $K\left(\boldsymbol{X}^{*}, \boldsymbol{X}^{*}\right)$ have similar definitions. According to the joint Gaussian prior distribution obtained from the observed value, the joint posterior distribution can be calculated as:

$$
\begin{equation*}
p\left(\boldsymbol{y}^{*} \mid \boldsymbol{X}, \boldsymbol{y}, \boldsymbol{X}^{*}\right) \sim \boldsymbol{N}\left(\overline{\boldsymbol{y}}^{*}, \operatorname{cov}\left(\boldsymbol{y}^{*}\right)\right) \tag{7}
\end{equation*}
$$

It is the critical predictive equation for GP regression with:

$$
\begin{gather*}
\overline{\boldsymbol{y}}^{*} \triangleq \mathbf{E}\left(\boldsymbol{y}^{*} \mid \boldsymbol{X}, \boldsymbol{y}, \boldsymbol{X}^{*}\right)=K\left(\boldsymbol{X}^{*}, \boldsymbol{X}\right)\left[K(\boldsymbol{X}, \boldsymbol{X})+\sigma_{n}^{2} \boldsymbol{I}\right]^{-1} \boldsymbol{y}  \tag{8}\\
\operatorname{cov}\left(\boldsymbol{y}^{*}\right)=K\left(\boldsymbol{X}^{*}, \boldsymbol{X}^{*}\right)-K\left(\boldsymbol{X}^{*}, \boldsymbol{X}\right)\left[K(\boldsymbol{X}, \boldsymbol{X})+\sigma_{n}^{2} \boldsymbol{I}\right]^{-1} K\left(\boldsymbol{X}, \boldsymbol{X}^{*}\right) \tag{9}
\end{gather*}
$$

Finally, $\bar{y}^{*}$ will be taken as the prediction of the displacement of the PEA.
As mentioned above, the covariance function $k\left(x, x^{\prime}\right)$ is the kernel function of the GP, which defines the similarity between samples. As one of the most popular covari-
ance functions, the squared exponential (SE) function is chosen in this work, which is expressed as:

$$
\begin{equation*}
k\left(x, x^{\prime}\right)=\sigma_{f}^{2} \exp \left(-\frac{\left\|x-x^{\prime}\right\|^{2}}{2 l^{2}}\right) \tag{10}
\end{equation*}
$$

where $\sigma_{f}^{2}$ is the signal variance and $l$ is the length scale. These parameters contained in the covariance function are called hyperparameters, which are defined as $\boldsymbol{\theta}$. Considering the noise term $\varepsilon$ in Equation (4), the hyperparameters are:

$$
\begin{equation*}
\boldsymbol{\theta}=\left[l, \sigma_{f}^{2}, \sigma_{n}^{2}\right] \tag{11}
\end{equation*}
$$

Hence, the logarithmic marginal likelihood is:

$$
\begin{equation*}
\log p(\boldsymbol{y} \mid \boldsymbol{X}, \boldsymbol{\theta})=-\frac{1}{2} \boldsymbol{y}^{T}\left[K(\boldsymbol{X}, \boldsymbol{X})+\sigma_{n}^{2} \boldsymbol{I}\right]^{-1} \boldsymbol{y}-\frac{1}{2} \log \left|K(\boldsymbol{X}, \boldsymbol{X})+\sigma_{n}^{2} \boldsymbol{I}\right|-\frac{n}{2} \log 2 \pi \tag{12}
\end{equation*}
$$

The above logarithmic marginal likelihood can be maximized iteratively by the numerical optimization methods and the hyperparameters can be obtained using the training input information. For more information about the hyperparametric optimization, readers can refer to [34].

### 2.2. Extension of the Input Dimensions

As a rate-dependent behavior, the hysteresis nonlinearity is dependent on not only the voltage and its changing rate, but also the changing acceleration and even the jerk. Hence, in order to improve the modeling accuracy, it is necessary to increase the input dimension to include more information into the training set. Inspired by the work of Hu et al. to predict the contouring error dynamics of the multi-axis systems with a deep gated recurrent unit (GRU) neural network [35], the input dimension is extended to six, nine and twelve to improve the modeling performance.

Suppose that the voltage of PEA is:

$$
\begin{equation*}
\boldsymbol{v}=\left[v_{T}, v_{2 T}, v_{3 T}, \ldots, v_{n T}\right]^{\mathrm{T}} \tag{13}
\end{equation*}
$$

where $T$ is the sampling period. By differentiating the voltage signal $v$, the changing rate $\dot{\boldsymbol{v}}$, the changing acceleration $\ddot{v}$ and the changing jerk $\dddot{v}$ can be obtained as:

$$
\begin{align*}
& \dot{\boldsymbol{v}}=\left[\dot{v}_{T}, \dot{v}_{2 T}, \dot{v}_{3 T}, \ldots, \dot{v}_{n T}\right]^{\mathrm{T}}  \tag{14}\\
& \ddot{\boldsymbol{v}}=\left[\ddot{v_{T}}, \ddot{v_{2 T}}, \ddot{v_{3 T}}, \ldots, \dot{v}_{n T}\right]^{\mathrm{T}}  \tag{15}\\
& \dddot{v}=\left[\ddot{v_{T}}, \ddot{v}_{2 T}, \ddot{v_{3 T}}, \ldots, \ldots, v_{n T}\right]^{\mathrm{T}} \tag{16}
\end{align*}
$$

Different from the two-dimensional input of the training set, which contains only the voltage and its changing rate information at time $t$, the six-dimensional input, ninedimensional input and twelve-dimensional input at time $t$ are constructed by considering not only more temporal derivative information but also the temporal distribution information. They are described as follows:

$$
\begin{gather*}
x_{6 t}=\left(v_{t-T}, v_{t}, v_{t+T}, \dot{v}_{t-T}, \dot{v}_{t}, \dot{v}_{t+T}\right)  \tag{17}\\
x_{9 t}=\left(v_{t-T}, v_{t}, v_{t+T}, \dot{v}_{t-T}, \dot{v}_{t}, \dot{v}_{t+T}, \ddot{v}_{t-T}, \ddot{v}_{t}, \ddot{v}_{t+T}\right)  \tag{18}\\
x_{12 t}=\left(v_{t-T}, v_{t}, v_{t+T}, \dot{v}_{t-T}, \dot{v}_{t}, \dot{v}_{t+T}, \ddot{v}_{t-T}, \ddot{v}_{t}, \ddot{v}_{t+T}, \dddot{v}_{t-T}, \dddot{v}_{t}, \dddot{v}_{t+T}\right) \tag{19}
\end{gather*}
$$

It is worth noting that the original signal collected by the displacement sensor includes noise. The differential process is that the displacement difference between two adjacent sampling points divides by the sampling period. If there exists displacement noise, the
noise will be enlarged greatly since it is divided by a rather small denominator, the sampling period. As the differential order increases, the noise will be consistently enlarged in the same way. Thus, a low-pass finite impulse response (FIR) filter is utilized to eliminate the noise of the training set.

### 2.3. Experimental Setup

The experiments are conducted on a commercial one-dimension piezoelectric-driven nano-positioning stage (P66X30, Harbin Core Tomorrow Science and Technology Co., Ltd., Harbin, China). Its displacement is realized by the deformation of a flexure hinge guiding mechanism with a travel range from $0 \sim 26.52 \mu \mathrm{~m}$. The stage is driven by a piezo-ceramicmade PEA composed of lead zirconate titanate and an integrated high-resolution strain gauge sensor is used to measure the displacement. A voltage amplifier with an amplification factor of 15 is employed to drive the PEA and a signal conditioner is used to capture the position signal from the strain gauge sensor. The control algorithms are programmed in the environment of MATLAB/Simulink and downloaded to a rapid prototyping system (dSPACE-DS1103) equipped with several 16-bit Analog-to-Digital Converters (ADCs) and the 16-bit Digital to Analog Convertors (DACs) to realize real-time control. The sampling frequency of the experiments is selected as 20 kHz . The whole experimental setup is illustrated in Figure 1a, while its signal flow block diagram is shown in Figure 1b.


Figure 1. Experimental setup of PEA nano-positioning system: (a) experimental platform; (b) block diagram.

### 2.4. Modeling Results with Different Input Dimension

Since the bandwidth of the proportional-integral (PI) controller of the experimental stage is approximately $1700 \mathrm{~Hz}, 50-1000 \mathrm{~Hz}$ is selected as the interesting frequency range. Therefore, to obtain the training set, a chirp signal with a frequency from 25 to 1025 Hz and an amplitude of up to 30 V is selected as the voltage input to drive the PEA, as shown in Figure 2. And the displacement of the PEA stage is captured by the strain gauge sensor, which is used as the output of the training set. Additionally, the MPI rate-dependent model [27], a classical phenomenological model (please refer to the Appendix A for more details), is built to describe the hysteresis nonlinearity via the same dataset for comparison.


Figure 2. Driven signal for training.
To evaluate the modeling accuracy, the widely-used normalized root mean squared error (NRMSE) and the relative maximum error (RME) are chosen as the evaluation indexes $[7,8,27,34]$, which are defined respectively as:

$$
\begin{align*}
\mathrm{NRMSE} & =\frac{\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}}}{\max _{i}\left(y_{i}\right)-\min _{i}\left(y_{i}\right)} \times 100 \%  \tag{20}\\
\mathrm{RME} & =\frac{\max _{i}\left(\left|y_{i}-\hat{y}_{i}\right|\right)}{\max _{i}\left(y_{i}\right)-\min _{i}\left(y_{i}\right)} \times 100 \% \tag{21}
\end{align*}
$$

where $y_{i}$ and $\hat{y}_{i}$ are the true displacements and the model predictions of the PEA, respectively.
To evaluate the modeling accuracy with different input dimensions, sinusoidal signals with a frequency of $100 \mathrm{~Hz}, 200 \mathrm{~Hz}, 300 \mathrm{~Hz}, 500 \mathrm{~Hz}$ and 1000 Hz and an amplitude of up to 30 V , a two-frequency mixed-signal $x(t)=7.5(\sin (120 \times 2 \pi t)+\sin (180 \times 2 \pi t))+22.5$, a four-frequency mixed-signal $x(t)=6 \sin (100 \times 2 \pi t)+3 \sin (150 \times 2 \pi t)+3 \sin (200 \times 2 \pi t)$ $+6 \sin (250 \times 2 \pi t)+22.5$ and a triangular wave of 50 Hz and an amplitude of up to 20 V , are chosen as the driven signals, respectively. It is noted that under high frequency inputs, the actual control voltage will be greatly enlarged due to the lightly-damped resonance of the nanopositioning stage, especially for the closed-loop controllers. To avoid the control saturation, this study is dedicated to the range from $0-10 \mu \mathrm{~m}$ as a reference for any range study. The hyperparameters are obtained by a typical GP algorithm implemented in our MATLAB environment, converged after some 200 iterations on the measured data. No specific parameter optimization is applied at this stage of the investigation that is focused on the adequate performance of the GP method. The results obtained with the MPI model and the GP-based model with different input dimensions are listed in Table 1, and a comparison results with different methods is shown in Figure 3.

From Table 1, it can be observed that for the sinusoidal signal inputs, the GP-based models with different input dimensions all outperform the MPI model. With the increase in the input dimension, the prediction accuracy is slightly enhanced. With the increase in the signal frequency, the predictive capability of the MPI model deteriorates rapidly However, for the GP-based model, the prediction accuracy retains satisfactory even when the input frequency is very high. For the 1000 Hz sinusoidal signal, the NRMSE for the 12-dimensional input GP-based model is just $1.2855 \%$, much smaller than that of the MPI model. For the mixed-frequency signals, the NRMSEs for the GP-based models with 2-dimensional and 6-dimensional inputs are similar to those for the MPI model. With the

increase in the input dimension, the prediction accuracy can be greatly improved. The NRMSE for the GP-based model with the 12-dimensional input is only $1.0759 \%$ for the four-frequency mixed-signal, which is just $37.26 \%$ of that for the MPI model and $35.62 \%$ of that for the GP-based model with the 2-dimensional input. For the triangular wave, the GP-based model yields the similar prediction accuracy as compared with the MPI model. The above testing results verify the effectiveness of GP-based rate-dependent hysteresis modeling with high-dimensional input and show that the modeling accuracy is greatly improved with the enhancement of the input dimension. The proposed highdimensional GP-based model outperforms the classical phenomenological MPI model and the traditional 2-dimensional GP-based model for all testing signals. Compared with Refs. [7-9], this model method is capable of realizing more accurate prediction results with fewer hyperparameters. It has been proven a great success in modeling complex signals, including mixed-frequency signal and triangular wave. Nonetheless, the effectiveness of modeling these complex signals were not validated in these references.

Figure 3. Experimental measured results of the PEA (red lines) as function of voltage and time for 500 Hz sinusoidal signal (column a panels); 1000 Hz sinusoidal signal (column b panels); four-frequency mixed-signal (column c panels); 50 Hz triangular wave (column d panels). The prediction results for 2 -dimensional and 12 -dimensional GP models are also plotted (blue lines) in the upper two and lower two panels, respectively.

Table 1. Experimental results for the MPI model and GP-based models with different dimensions.

| The Type of Input Signals |  | $\begin{gathered} \text { MPI Model } \\ \text { (NRMSE/RME, \%) } \end{gathered}$ | GP-Based Model (NRMSE/RME, \%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 2-Dimension | 6-Dimension | 9-Dimension | 12-Dimension |
| Sinusoid signal | 100 Hz | 0.6497/2.01 | 0.4034/0.95 | 0.1908/0.75 | 0.1812/0.66 | 0.1766/0.69 |
|  | 200 Hz | 1.1673/2.93 | 0.2165/0.96 | 0.1712/0.56 | 0.1691/0.55 | 0.1673/0.56 |
|  | 300 Hz | 2.9334/5.68 | 0.9519/1.93 | 0.9223/1.65 | 0.9187/1.65 | 0.9196/1.58 |
|  | 500 Hz | 3.2692/6.33 | 1.3732/2.74 | 1.2974/2.31 | 1.3116/2.40 | 1.2749/2.29 |
|  | 1000 Hz | 4.9547/8.96 | 1.3183/2.77 | 1.2875/2.32 | 1.2874/2.32 | 1.2855/2.31 |
| Mixedfrequency signal | $120+180 \mathrm{~Hz}$ | 2.1251/4.97 | 2.1670/4.65 | 2.1462/4.28 | 1.9929/3.83 | 1.6752/3.62 |
|  | $\begin{gathered} 100+150+ \\ 200+250 \mathrm{~Hz} \end{gathered}$ | 2.8872/6.69 | 3.0209/7.28 | 2.7079/6.19 | 1.6165/4.03 | 1.0759/2.76 |
| Triangular wave | 50 Hz | 2.1725/7.29 | 2.2333/13.8 | 2.1070/7.18 | 2.0444/7.41 | 2.0192/6.24 |

## 3. Controller Design Based on Hysteresis Compensation

As discussed above, the high-dimensional GP model can effectively predict the ratedependent hysteresis. It can be used to correct the control of the PEAs via the IHC designed with the inverse GP model. Based on the IHC, open-loop and closed-loop controllers are constructed and tested to validate the effectiveness of the proposed model in this section.

### 3.1. The Open-Loop Controller Based on IHC

Owing to the fact that the inversion of hysteresis effect is by nature hysteresis loops, the direct inverse hysteresis compensation concept is widely used in the literature to help eliminate the hysteresis effect [36], which is shown in Figure 4. The compensation process can be written as:

$$
\begin{equation*}
y_{\text {out }}(t)=H\left[H^{-1}\left[y_{r}\right]\right](t) \tag{22}
\end{equation*}
$$

where $H[\cdot]$ denotes the rate-dependent hysteresis model, $H^{-1}[\cdot]$ denotes its inverse model, $y_{r}(t)$ is the reference trajectory and $y_{o u t}(t)$ is the real output trajectory. The input voltage of the PEA, $v_{f f}(t)$, is generated from the IHC and the IHC can be directly modeled by GP with different input dimensions via interchanging the voltage and displacement as the input and output of the aforementioned GP model since the inverse of the hysteresis model is still a hysteresis model. The hyperparameters selected are the same as for Equation (11). For more details about the GP-based IHC modeling, readers can refer to [34].


Figure 4. Block diagram of the open-loop controller based on the IHC.
To model the IHC so that $v_{f f}(t)$ can be obtained, the training data is chosen as $\tilde{\mathbf{D}}=\{\widetilde{\boldsymbol{X}}, v\}=\left\{\widetilde{\boldsymbol{x}}_{i}, v_{i}\right\}_{i=1}^{n}$, where $\widetilde{\boldsymbol{x}}_{i}$ is a two, six, nine or twelve-dimensional vector containing the PEA output displacement $y_{i}$ and its temporal derivative and temporal distribution information. For example, the 12 -dimensional input $\widetilde{x}$ at time $t$ is expressed as:

$$
\begin{equation*}
\widetilde{x}_{12 t}=\left(y_{t-T}, y_{t}, y_{t+T}, \dot{y}_{t-T}, \dot{y}_{t}, \dot{y}_{t+T}, \ddot{y}_{t-T}, \ddot{y}_{t}, \ddot{y}_{t+T}, \dddot{y}_{t-T}, \dddot{y}_{t}, \dddot{y}_{t+T}\right) \tag{23}
\end{equation*}
$$

where $y, \dot{y}, \ddot{y}$ and $\dddot{y}$ are the displacement, velocity, acceleration and jerk of the PEA, respectively. For other dimensional input, $\widetilde{x}$ can be constructed in a similar way.

For comparison, the inverse MPI model is built using the same training data as that used for the two-dimensional GP-based inverse hysteresis model. Sinusoidal sig-
nals with different frequencies from 100 Hz to 1000 Hz , a two-frequency mixed-signal $x(t)=7.5(\sin (120 \times 2 \pi t)+\sin (180 \times 2 \pi t))+22.5$, a four-frequency mixed-signal $x(t)=$ $6 \sin (100 \times 2 \pi t)+3 \sin (150 \times 2 \pi t)+3 \sin (200 \times 2 \pi t)+6 \sin (250 \times 2 \pi t)+22.5$ and a triangular wave of 50 Hz are chosen as the reference trajectories, respectively. The testing results of the open-loop controllers with different compensators are listed in Table 2.

Table 2. Tracking results of the open-loop controllers.

| The Type of <br> Reference <br> Trajectories |  | MPI-Based <br> Compensator | GP-Based Compensator (NRMSE/RME, \%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 100 Hz | $0.8204 / 1.80$ | $0.5118 / 1.44$ | $0.3565 / 1.01$ | $0.5098 / 1.33$ | $0.3178 / 0.96$ |
|  | 200 Hz | $1.5220 / 2.61$ | $0.5622 / 1.50$ | $0.5177 / 1.39$ | $0.4199 / 1.25$ | $0.5028 / 1.29$ |
|  | 300 Hz | $2.8829 / 4.67$ | $1.7609 / 5.02$ | $1.7623 / 3.60$ | $1.3508 / 4.51$ | $0.9646 / 2.05$ |
|  | 400 Hz | $3.1589 / 7.46$ | $2.8196 / 8.65$ | $1.9965 / 4.07$ | $1.7018 / 3.84$ | $1.0976 / 2.50$ |
| (NRMSE/RME, \%) | 2-Dimension | 6-Dimension | 9-Dimension | 12-Dimension |  |  |
| Sinusoid | 500 Hz | $3.5382 / 12.1$ | $2.7784 / 6.83$ | $2.6411 / 5.74$ | $2.0716 / 4.66$ | $1.9783 / 4.85$ |
| signal | 600 Hz | $5.4530 / 13.2$ | $3.1666 / 7.58$ | $2.8752 / 7.02$ | $2.8545 / 6.14$ | $1.4955 / 4.98$ |
|  | 700 Hz | $6.8551 / 19.0$ | $3.5210 / 7.36$ | $2.8407 / 8.30$ | $2.5233 / 7.33$ | $1.6366 / 5.48$ |
|  | 800 Hz | $7.9379 / 19.9$ | $4.4801 / 10.0$ | $3.5891 / 8.19$ | $3.1453 / 7.77$ | $2.7030 / 6.87$ |
|  | 900 Hz | $6.0733 / 16.1$ | $5.5373 / 12.7$ | $3.6697 / 8.93$ | $3.7629 / 9.53$ | $2.6164 / 6.67$ |
|  | 1000 Hz | $9.3307 / 19.6$ | $4.6383 / 10.5$ | $4.1660 / 9.26$ | $4.0557 / 10.5$ | $3.2564 / 8.85$ |
| Mixed- <br> frequency <br> signal | $120+180 \mathrm{~Hz}$ | $1.6816 / 3.85$ | $2.2292 / 7.72$ | $1.2907 / 3.30$ | $1.1217 / 2.83$ | $1.1096 / 2.51$ |
| Triangular <br> wave | $100+150+$ | $200+250 \mathrm{~Hz}$ | $2.5270 / 8.65$ | $3.5872 / 9.85$ | $2.3128 / 5.79$ | $1.9443 / 5.19$ |

From Table 2, it can be observed that the GP-based compensators can provide better tracking accuracy for the sinusoidal signals as compared with the MPI compensator, especially when the tracking frequency becomes high. The 12-dimensional and 9-dimensional GP-based compensators outperform the 6-dimensional and 2-dimensional GP-based compensators. For the mixed-frequency signals and triangular wave, the 12-dimensional GP-based compensator and 9-dimensional GP-based compensator show better tracking performance as well. For the 1000 Hz sinusoidal signal, the NRMSE for the 12-dimensional GP-based compensator is only $34.90 \%$ of that for the MPI compensator and $70.21 \%$ of that for the 2-dimensional GP-based compensator. For the 120 and 180 Hz mixed-frequency signal, the NRMSE for the 12-dimensional GP-based compensator is just $65.98 \%$ of that for the MPI compensator and $49.78 \%$ of that for the 2-dimensional GP-based compensator. The evaluation index values summarized in Table 2 strongly validate the effectiveness of the proposed high-dimensional GP-based compensator.

Comparisons of tracking accuracy for some representative signals with different compensators are shown in Figure 5. It can be observed that, even with complex signals, the proposed compensator still retains an excellent tracking accuracy as more information, including more temporal derivation as well as the temporal distribution, is introduced into the training sets compared to the normal 2-dimensional GP-based compensator and the inverse MPI based compensator. The superiority of this method is demonstrated clearly via comparing these tracking curves.


Figure 5. Tracking results of the open-loop controller under different reference signals: (a) 100 Hz sinusoidal signal; (b) dual-frequency mixed-signal; (c) four-frequency mixed-signal; (d) 50 Hz triangular wave.

### 3.2. Closed-Loop Controller

Although the GP-based IHC open-loop controllers perform well for the reference trajectories, especially when the dimensions of the input are high, it is difficult for them to cope with the creep of PEA and other kinds of external disturbances. Therefore, in order to improve the stability of the control system and the ability of the disturbance rejection, a feedforward / feedback closed-loop controller is designed based on the IHC, whose block diagram is shown in Figure 6. Here, $P(s)$ denotes the PEA system, and a feedback loop is used to eliminate the influence of the modeling error and various kinds of external disturbances. A widely used PI controller is utilized as the tracking controller $C$ (s). It can be written as:

$$
\begin{equation*}
v_{f b}(t)=K_{p} e(t)+K_{i} \int_{0}^{t} e(\tau) d \tau \tag{24}
\end{equation*}
$$

where $e(t)$ is the tracking error, $K_{p}$ is the proportional gain and $K_{i}$ is the integral gain of the PI controller. It is known that the tracking performance of the PI controller becomes better with an increase in the control gain. However, overlarge control gains may cause a low relative stability margin. Hence, the specific parameters of $K_{p}$ and $K_{i}$ are finally maximized with the trial-and-error method in the step response experiments before the unstable vibration occurs.


Figure 6. Block diagram of close-loop controller based on IHC.
Hence, the input voltage $v(t)$ of PEA is composed of two parts:

$$
\begin{equation*}
v(t)=v_{f f}(t)+v_{f b}(t) \tag{25}
\end{equation*}
$$

where $v_{f f}(t)$ is the voltage generated from the IHC and $v_{f b}(t)$ is the voltage generated from the PI controller C(s).

To evaluate the performance of the feedforward/feedback closed-loop controller, the reference trajectories are selected the same as those used in the open-loop tracking tests. The pure PI controller without the feedforward compensator is also tested for comparisons. In the experiments, $K_{p}=0.3$ and $K_{i}=20,000$ for all controllers. The testing results are summarized in Table 3.

Table 3. Tracking results of the closed-loop controllers.

| The Type of <br> Reference <br> Trajectories | 100 Hz | $1.1033 / 2.30$ | Pure PI Controller <br> (NRMSE/RME, \%) | MPI-Based <br> Method <br> (NRMSE/RME, \%) | 2-Dimension | GP-Based Method (NRMSE/RME, \%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6-Dimension | 9-Dimension |  |  |  |  |  |  |
| 12-Dimension |  |  |  |  |  |  |  |

From the table, it can be observed that the GP-based closed-loop controllers outperform the pure PI controller and the MPI-based closed-loop controller. The MPI-based controller performs better than the pure PI controller when tracking low-frequency sinusoidal trajectories, mixed-frequency trajectories and triangular trajectories since hysteresis is compensated to some extent. Nonetheless, when the tracking frequency becomes high, the tracking accuracy of this controller decreases rapidly and is even worse than that of the pure PI controller since it suffers from the rapid deterioration of its modeling accuracy. For the GP-based method, however, the better tracking accuracy can still be maintained at high frequencies due to its smaller modeling errors, especially for the models with $12-$ dimensional and 9-dimensional inputs. It is worth mentioning that for the mixed-frequency signal and triangular wave, with the increase in the input dimension of the model, the tracking errors decrease greatly. For the four-frequency mixed reference trajectory, the NRMSE for the 12-dimensional GP-based method is just $35.93 \%$ and $72.70 \%$ of those for the pure PI method and the 2-dimensional GP-based method, respectively. For the triangular reference trajectory, the NRMSE for the 12-dimensional GP-based method is just $32.92 \%$ and $50.16 \%$ of those for the pure PI method and 2-dimensional GP-based method, respectively. In order to better illustrate the performance of the proposed high-dimensional GP-based closed-loop controller, comparisons of tracking performance with different methods and input dimensions are plotted in Figure 7. From this figure, it can be observed that the results with the proposed controller outperform those obtained with the traditional 2-dimensional GP-based controller and the pure PI controller, which demonstrates its priority. In conclusion, the experimental results shown in the table and the figure validate the effectiveness of the high-dimensional GP-based method.


Figure 7. Tracking results of the closed-loop controller under different reference signals: (a) 100 Hz sinusoidal signal; (b) dual-frequency mixed-signal; (c) four-frequency mixed-signal; (d) 50 Hz triangular wave.

## 4. Conclusions

GP regression is a promising method to model rate-dependent hysteretic nonlinearity. However, when tracking high-frequency (i.e., higher than 500 Hz ) or complex (i.e., mixedfrequency and triangular) signals, the accuracy of the traditional GP-based model with 2-dimensional input will deteriorate significantly. In this paper, more temporal derivative information, as well as the temporal distribution information, is introduced into the training set by increasing the input dimension of the GP model to improve its modeling accuracy. Experimental results show that with the increase in the input dimension, the prediction accuracy of the model improves greatly, especially for the complex signals, such as the mixed-frequency signal and the triangular wave. For the four-frequency mixed reference trajectory, the NRMSE for the 12-dimensional GP-based method is just $35.93 \%$ and $72.70 \%$ of those for the pure PI method and the 2-dimensional GP-based method, respectively. As these two types of trajectories are widely used in PEA applications, such as AFM and FTS, the improvement of modeling accuracy is of great importance. GP-based IHCs with different input dimensions are also constructed, and the open-loop and closed-loop controllers based on these IHCs are designed. Testing results show that the 12-dimensional GP-based open-loop and closed-loop controllers both exhibit the best performance among the similar controllers and the tracking performance is much better than that of the classical MPI based controllers, which validates the effectiveness of modeling the rate-dependent hysteresis of PEAs with high-dimensional input GPs.
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## Appendix A. MPI Model for Rate-Dependent Hysteresis

The play operator-based MPI model can be expressed as [27]:

$$
\begin{equation*}
y(t)=H[v](t)=g(v(t))+\sum_{i=1}^{N} q_{i} F_{o r i}^{h}[v](t) \tag{A1}
\end{equation*}
$$

where $y(t)$ denotes the output, $N$ is the number of the play operators, $F_{o r i}^{h}(t)$ represents the play operator which has taken the rate term $\dot{v}(t)$ into account, $q_{i}$ denotes the corresponding weight of the $i$ th play operator and $g(v(t))=a_{1} v^{3}(t)+a_{2} v(t)+a_{3}$ is the modified term in order to describe the asymmetric hysteresis of the PEA with constant parameters $a_{1}$, $a_{2}$ and $a_{3}$.

In practical applications, $N$ is often set to be 10 and there are also two parameters in the play operator [27]. Therefore, altogether there are 15 parameters that need to be identified in the MPI rate-dependent model, which are obtained by particle swarm optimization. For more information about the MPI model, readers may refer to [27].
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#### Abstract

This paper presents a novel parallel dual-stage compliant nanopositioning system (PDCNS), aimed at nanoscale positioning for microscale manipulation. In the developed PDCNS, the coarse stage actuated by the voice coil motor and the fine stage driven by the piezoelectric actuator are integrated in a parallel manner by a specially devised A-shaped compliant mechanism, which leads to many excellent performances, such as good resolution and large stroke and broadband. To enhance the closed-loop-positioning capability of the proposed PDCNS, a double-servo cooperative control (DSCC) strategy is specially constructed. The performance of the proposed PDCNS is evaluated by analytical model, finite element analysis, and experimental research. Results show that the first-order resonance frequency of the designed A-shaped compliant mechanism can reach 99.7 Hz . Combined with the designed DSCC, the developed PDCNS prototype is demonstrated to provide a stroke of 1.49 mm and a positioning resolution of $\leq 50 \mathrm{~nm}$.


Keywords: nanopositioning system; microscale manipulation; compliant mechanism; double-servo cooperative control

## 1. Introduction

Precision-positioning platforms with nanometer resolution play more and more important roles in many scientific and industrial applications [1-6]. In previous research, piezoelectric actuators were often adopted to configure these nanopositioning stages because of their fast speed and nanometer-level resolution [7-10]. Nevertheless, the maximum stroke of the piezoelectric actuator is only about $0.1 \%$ of its length [11]. Piezoelectric motors which can realize continuous nanoscale movement without stroke limit have been applied in nanopositioning systems as well [12-15]. However, the piezoelectric motors encounter severe nonlinear friction. To overcome these drawbacks, the dual-stage nanopositioning systems are employed to deliver high-resolution motion over a long range.

In the literature, some types of dual-stage positioning systems were proposed. To improve the areal density of the magnetic hard disk, a dual-stage positioning mechanism was designed to regulate the position of read-write head, in which an additional piezoelectric actuator was mounted on the primary stage for fast and fine positioning [16]. Fast tool servo units based on the piezoelectric actuator or electromagnetic actuator were used to cooperate with the feed shaft of machine tools for high-speed and high-accuracy nanocutting [17-19]. A piezo-driven compliant injector was configured at the terminal of a traditional XYZ-positioning stage to accomplish the automatic injection and batch micromanipulation of cells [20,21]. However, the previous design concepts of the dual-stage system were limited to stacking a fine stage on top of a coarse stage in a serial manner, which encountered many technical bottlenecks, such as large moving mass, assembly error,
and uncertain disturbance from the cable. Therefore, new configurations of dual-stage positioning systems are still required.

Apart from the structure design, the control strategy also significantly influences the performance of the dual-stage positioning system. Extensive research on the closed-loop control of the dual-stage positioning system was carried out in the past few years. For example, Xu et al. [22] and Michellod et al. [23] designed single-feedback control schemes for the dual-stage nanopositioning system that determines the relative position between two stages using observers. By employing the position feedbacks from coarse and fine stages, Dong et al. [24] and Zhu et al. [25] proposed multiple-feedback control systems for the dual-stage nanopositioning system. Despite this, it is still a challenging job to control a dual-stage positioning system.

In this paper, a novel parallel dual-stage compliant nanopositioning system (PDCNS) with a corresponding double-servo cooperative control (DSCC) strategy is developed. The PDCNS employs a new A-shaped compliant parallel mechanism to combine the coarse motion from the voice coil motor and the fine motion from the piezoelectric actuator. Considering the uncertain disturbances and the double-input-single-output configuration, a DSCC is designed in this paper to enhance the motion capability of the proposed PDCNS. The static and dynamic performances of the PDCNS are investigated by the analytical-model-based calculation and the finite element analysis. Moreover, a series of experimental studies are carried out to demonstrate the kinematic properties and closed-loop-positioning performance of the PDCNS.

The rest of this paper is organized as follows: Section 2 presents the mechanical design of the PDCNS. An analytical model of the PDCNS is established in Section 3. With the analytical model and finite element analysis, the static and dynamic performances of the proposed PDCNS are analyzed in Section 4. Moreover, experiments are conducted to evaluate the static and dynamic performances of the proposed PDCNS in Section 5. Finally, conclusions are given in Section 6.

## 2. Design of PDCNS

The PDCNS consists of an A-shaped compliant parallel mechanism (ACPM), a voice coil motor and a piezoelectric actuator, as shown in Figure 1. The ACPM can transmit the motion of the voice coil motor (VCM) to the end effector through two parallel limbs. At the same time, the piezoelectric actuator (PEA) contributes to the motion of the end effector via a half bridge-type compliant chain. For compactness, the upper part of the ACPM and the half bridge-type chain share the same flexural structure. To eliminate parasitic motions, two guiding flexible beams are designed for the end effector which help to improve the resonant frequency as well. In addition, two input decoupling compliant mechanisms are devised to protect the piezoelectric actuator from undesired lateral forces. A support bearing is adopted to guide the actuation motion of the voice coil motor.


Figure 1. Structure of the PDCNS.
With the above designs, both the voice coil motor and the piezoelectric actuator can contribute to the output motion. As the voice coil motor has a large-range motion
capability and the piezoelectric actuator features a high-resolution motion characteristic, the proposed PDCNS is expected to position in the millimeter range with nanometer resolution. Moreover, as the bases of the voice coil motor and the piezoelectric actuator remain static to the ground, low-moving mass and high dynamics can be realized.

## 3. Analytical Modelling

In this section, the kinematic and stiffness characteristics of PDCNS are investigated. Based on the finite element theory [26,27], an analytical model is built for the ACPM, as shown in Figure 2. We can see from the figure, rigid nodes with three degrees of freedom are defined at the two ends of the beams to describe the deformation of the flexible beam. A global coordinate system $O-x y$ is defined to analyze the overall deformation of ACPM.


Figure 2. (a) Analytical model of ACPM, (b) schematic of flexible beam.
According to the structural mechanics theory [26,28], in the local coordinate system of the flexible beam, the relationship between the applied force and the induced displacement of the flexible beam can be expressed as

$$
\left[\begin{array}{l}
f_{i}^{l x}  \tag{1}\\
f_{i}^{l y} \\
\tau_{i}^{l \theta} \\
f_{j}^{l x} \\
f_{j}^{l y} \\
\tau_{j}^{l \theta}
\end{array}\right]=\left[\begin{array}{cccccc}
\frac{E b h}{l} & 0 & 0 & -\frac{E b h}{l} & 0 & 0 \\
0 & \frac{12 E I}{l^{3}} & \frac{6 E I}{l^{2}} & 0 & -\frac{12 E I}{l^{3}} & \frac{6 E I}{l^{2}} \\
0 & \frac{6 E I}{l^{2}} & \frac{4 E I}{l} & 0 & -\frac{6 E I}{l^{2}} & \frac{2 E I}{l} \\
-\frac{E b h}{l} & 0 & 0 & \frac{E b h}{l} & 0 & 0 \\
0 & -\frac{12 E I}{l^{3}} & -\frac{6 E I}{l^{2}} & 0 & \frac{12 E I}{l^{3}} & -\frac{6 E I}{l^{2}} \\
0 & \frac{6 E I}{l^{2}} & \frac{2 E I}{l} & 0 & -\frac{6 E I}{l^{2}} & \frac{4 E I}{l}
\end{array}\right]\left[\begin{array}{l}
\delta_{i}^{l x} \\
\delta_{i}^{l y} \\
\phi_{i}^{l \theta} \\
\delta_{j}^{l x} \\
\delta_{j}^{l y} \\
\phi_{j}^{l \theta}
\end{array}\right]=k_{l o c}\left[\begin{array}{l}
\delta_{i}^{l x} \\
\delta_{i}^{l y} \\
\phi_{i}^{l \theta} \\
\delta_{j}^{l x} \\
\delta_{j}^{l y} \\
\phi_{j}^{l \theta}
\end{array}\right]
$$

where $f_{i}^{l x}, f_{i}^{l y}, \tau_{i}^{l \theta}$ are the $x$-, $y$-directional forces and $z$-directional torque applied on node $i$ in the local coordinate system, $f_{j}^{l x}, f_{j}^{l y}, \tau_{j}^{l \theta}$ are the $x$-, $y$-directional forces and $z$-directional torque applied on node $j$ in the local coordinate system, $\delta_{i}^{l x}, \delta_{i}^{l y}, \phi_{i}^{l \theta}$ are the $x$-, $y$-directional translations and $z$-directional angular displacement of node $i$ in the local coordinate system, $\delta_{j}^{l x}, \delta_{j}^{l y}, \phi_{j}^{l \theta}$ are the $x$-, $y$-directional translations and $z$-directional angular displacement of node $j$ in the local coordinate system, $E$ is Young's modulus, $b, h$ are the section sizes of the flexible beam, $l$ is the length of the flexible beam, and $I$ is the moment of inertia of the flexible beam which can be calculated by $I=h b^{3} / 12, k_{l o c}$ is the local stiffness matrix of the flexible beam.

With Equation (1), the loads applied on the two end ports of the flexible beam can be calculated according to the displacements of the corresponding two rigid nodes. Nevertheless, the stiffness matrix in Equation (1) is expressed in the local coordinate system, which relates the deformations and loads of the flexible beam in the local coordinate system. To combine the deformations and loads of all the flexible beams, a rotation transformation is
employed to transfer the local stiffness matrix, $\boldsymbol{k}_{l o c}$, to be a global stiffness matrix, $\boldsymbol{k}_{g l o}$, as shown in Equation (3) [26,29].

$$
\begin{gather*}
\boldsymbol{R}(\boldsymbol{\theta})=\left[\begin{array}{cccccc}
\cos (\theta) & \sin (\theta) & 0 & & \\
-\sin (\theta) & \cos (\theta) & 0 & 0 & \\
0 & 0 & 1 & & & \\
& & & \cos (\theta) & \sin (\theta) & 0 \\
& 0 & & -\sin (\theta) & \cos (\theta) & 0 \\
& & 0 & 0 & 1
\end{array}\right]  \tag{2}\\
\boldsymbol{k}_{\text {glo }}=\boldsymbol{R}(\boldsymbol{\theta}) \cdot \boldsymbol{k}_{\text {loc }} \cdot \boldsymbol{R}(\boldsymbol{\theta})^{T} \tag{3}
\end{gather*}
$$

where $\boldsymbol{R}(\boldsymbol{\theta})$ is the rotation matrix, $\theta$ is the angle between the local and global coordinate systems (defined as the angle from the $x$ axis of the local coordinate system to the $x$ axis of the global coordinate system around the o point of the local coordinate system).

With the global stiffness matrix in (3) and the analytical model in Figure 2a, an overall stiffness matrix, $K$, can be established for the ACPM with the finite element theory $[26,30]$, which is able to depict the relationship between the external forces and induced deformations as follows.

$$
\left[\begin{array}{cccccccc}
f_{1}^{x} & f_{1}^{y} & \tau_{1}^{\theta} & \cdots & f_{28}^{x} & f_{28}^{y} & \tau_{28}^{\theta} & ]^{T}=\boldsymbol{K} \cdot\left[\begin{array}{llllllll}
\delta_{1}^{x} & \delta_{1}^{y} & \phi_{1}^{\theta} & \cdots & \delta_{28}^{x} & \delta_{28}^{y} & \phi_{28}^{\theta} & ]^{T}
\end{array}\right] \tag{4}
\end{array}\right.
$$

where $f_{i}^{x}$ and $f_{i}^{y}$ are the $x$ - and $y$-directional external forces applied on node $i, \tau_{i}^{\theta}$ is the external torque around the $z$-axis applied on node $i, \delta_{i}^{x}$, and $\delta_{i}^{y}$ are the $x$ - and $y$-directional translations of node $i$, and $\phi_{i}^{\theta}$ is the rotational angle (around $z$-axis) of node $i$.

While two input forces, $f_{P A}$, are applied on nodes 7 and 20, the resulting input displacements, $\delta_{1}^{y}$, from static equilibrium Equation (4) can be set to zero (unchanged with respect to the ground) by searching for a suitable actuation force, $f_{V C M}$, for node 1 . Under the above conditions, the input displacements, $\delta_{7}^{x}$ and $\delta_{20}^{x}$, as well as the output displacement, $\delta_{26}^{y}$, can be calculated.
(1) The input stiffness for the $P E A$ can be derived as:

$$
\begin{equation*}
k_{i n}^{P E A}=\frac{f_{P A}}{\left|\delta_{7}^{x}\right|+\left|\delta_{20}^{x}\right|} \tag{5}
\end{equation*}
$$

(2) The displacement amplification ratio for the PEA can be derived as:

$$
\begin{equation*}
\lambda_{a m p}^{P E A}=\frac{\left|\delta_{26}^{y}\right|}{\left|\delta_{7}^{x}\right|+\left|\delta_{20}^{x}\right|} \tag{6}
\end{equation*}
$$

(3) The maximum stress coefficient of the beam 1 contributed by the input displacement of PEA can be calculated by $[30,31]$.

$$
\begin{equation*}
\xi_{11}=\frac{3 \cdot k_{c} \cdot E \cdot b_{4} \cdot\left|\delta_{11}^{x}\right|}{2 \cdot l_{4}^{2} \cdot\left(\left|\delta_{7}^{x}\right|+\left|\delta_{20}^{x}\right|\right)} \tag{7}
\end{equation*}
$$

where $k_{c}$ is the stress concentration factor which is set to 2 in this paper.
By applying one input force, $f_{V C M}$, on node 1 and in the meantime imposing a suitable actuation force, $f_{P A}$, on nodes 7 and 20, the resulting input displacement $\left|\delta_{7}^{x}\right|+\left|\delta_{20}^{x}\right|$ from static equilibrium Equation (4) can be set to zero. Under the above conditions, the induced input displacement, $\delta_{1}^{y}$, and output displacement, $\delta_{26}^{y}$, can be calculated.
(4) The input stiffness for the VCM can be derived as:

$$
\begin{equation*}
k_{i n}^{V C M}=\frac{f_{V C M}}{\left|\delta_{1}^{y}\right|} \tag{8}
\end{equation*}
$$

(5) The displacement amplification ratio for the VCM can be derived as:

$$
\begin{equation*}
\lambda_{a m p}^{V C M}=\frac{\left|\delta_{26}^{y}\right|}{\left|\delta_{1}^{y}\right|} \tag{9}
\end{equation*}
$$

(6) The maximum stress coefficient of beam 2 contributed by the input displacement of the VCM can be calculated by $[30,31]$.

$$
\begin{equation*}
\xi_{22}=\frac{3 \cdot k_{c} \cdot E \cdot b_{3} \cdot\left|\delta_{4}^{y}\right|}{2 \cdot l_{3}^{2} \cdot\left|\delta_{1}^{y}\right|} \tag{10}
\end{equation*}
$$

(7) For the PDCNS, the maximum stress usually occurs in beam 1 or beam 2. Hence, a maximum stress matrix is established for the PDCNS as follows:

$$
\left[\begin{array}{c}
\sigma_{\max }^{1}  \tag{11}\\
\sigma_{\max }^{2}
\end{array}\right]=\left[\begin{array}{cc}
\xi_{11} & 0 \\
0 & \xi_{22}
\end{array}\right]\left[\begin{array}{c}
\left|\delta_{7}^{x}\right|+\left|\delta_{20}^{x}\right| \\
\\
\left|\delta_{1}^{y}\right|
\end{array}\right]
$$

where $\sigma_{\max }^{1}$ and $\sigma_{\max }^{2}$ are the maximum stresses of beam 1 and beam 2, respectively. According to (11), the compressive stress of beam 2 induced by the PEA is ignored since it is small compared to the bending stress induced by the maximum displacement of the VCM. Due to the good input decoupling, the bending stress of beam 1 induced by the VCM is ignored as well.

## 4. Simulation Analysis

Based on the working principles of the PDCNS, a 3D virtual prototype is built by using the SOLIDWORKS software. The kinematic and stiffness performances of the PDCNS virtual prototype are evaluated by the established analytical model. The key parameters of the analytical model are listed in Table 1. The dimensions of the PDCNS virtual prototype are indicated in Figure 2. The material utilized for analysis is TC4 titanium alloy with Young's modulus E, Poisson's ratio $\mu$, and mass density $\rho[32,33]$. To validate the static and dynamic performances of the PDCNS virtual prototype, ANSYS Workbenchbased FEA simulation is carried out as well in this section. The computational models for FEA analysis are configured as follows: mesh physics preference $=$ mechanical, mesh size function $=$ proximity and curvature, mesh relevance $=-75$, inner surfaces of six bolt holes is fixed, solver type = program controlled.

Table 1. Key parameters for simulation.

| $l_{1}$ <br> mm | $b_{1}$ <br> mm | $l_{2}$ <br> mm | $b_{2}$ <br> mm | $l_{3}$ <br> mm | $b_{3}$ <br> mm | $l_{4}$ <br> mm | $b_{4}$ <br> mm | $l_{5}$ <br> mm | $b_{5}$ <br> mm | $l_{6}$ <br> mm |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 43.98 | 10 | 22.75 | 1.5 | 25 | 0.5 | 5 | 0.5 | 55.13 | 1 | 35 |
| $b_{6}$ | $l_{7}$ | $b_{7}$ | $l_{8}$ | $l_{9}$ | $r$ | $w_{i}(i=1 \sim 7)$ | $E$ |  | $\rho$ |  |
| mm | mm | mm | mm | mm | ${ }^{\circ}$ | mm | $\times 10^{11} \mathrm{~Pa}$ | $\mu$ | $\mathrm{~kg} / \mathrm{m}^{3}$ |  |
| 0.5 | 15 | 3.5 | 10 | 10 | $45^{\circ}$ | 10 | 1.167 | 0.36 | 4414 |  |

First, by applying a driving force ( 38.36 N ) to the input end of the VCM and fixing the input end of the PEA in the ANSYS Workbench, the resulting overall deformation of the proposed ACPM can be obtained as shown in Figure 3a. The slight displacement difference between the two input ends of PEA can be attributed to asymmetric probe location, asymmetric mesh generation, computational convergence error, etc. The displacement amplification ratio for the VCM can be derived by relating the displacements of the VCM and the end effector. The input stiffness for VCM can be revealed by identifying the slope of
the applied force over the induced displacement. As seen in Table 2, the amplification ratio for the VCM is approximately 1 , which means that the motion of the VCM is transmitted to the end effector almost directly. The input stiffness for the VCM is revealed to be only $0.026 \mathrm{~N} / \mu \mathrm{m}$, which helps to achieve a large stroke. Good agreement between the results of the analytical model and the ANSYS Workbench are obtained, confirming the performance of the proposed ACPM.


Figure 3. Displacement distribution of ACPM while (a) actuating the input end of VCM with 38.36 N and fixing the input end of PEA, (b) driving the input end of PEA with 121 N and fixing the input end of VCM.

Table 2. Performance of the ACPM virtual prototype.

|  | Amplification Ratio | Input Stiffness <br> $\mathbf{( \mathbf { N } / \boldsymbol { \mu m } )}$ | Stress Coefficient <br> $\mathbf{( \mathbf { M p a } / \boldsymbol { \mu } \mathbf { ) }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda_{a m p}^{P E A}$ | $\lambda_{a m p}^{V C M}$ | $k_{i n}^{P E A}$ | $k_{i n}^{V C M}$ | $\xi_{11}$ | $\xi_{22}$ |
| anal. | 0.514 | 0.997 | 2.41 | 0.0249 | 3.49 | 0.279 |
| ANSYS | 0.524 | 0.993 | 2.02 | 0.0256 | 3.11 | 0.287 |

Similarly, by applying a driving force of 121 N to the input ends of the PEA and fixing the input end of the VCM in the ANSYS Workbench, the resulting deformation of the proposed ACPM is shown in Figure 3b. The amplification ratio and input stiffness for the PEA are revealed to be 0.52 and $2.02 \mathrm{~N} / \mu \mathrm{m}$, respectively, which are highly consistent with the analytical predictions, as shown in Table 2.

Corresponding to the deformations shown in Figure 3, the stress distributions of ACPM are also resolved in the ANSYS Workbench, as illustrated in Figure 4. It can be observed that the beam between nodes 20 and 23 (which has the same stress state as beam 2) is revealed to have the maximum stress, while the VCM is working at its maximum stroke of 1.5 mm . The beam between nodes 16 and 17 (which has the same stress state as beam 1) tends to show the maximum stress, while the PEA is working at the displacement of $60 \mu \mathrm{~m}$. The obtained maximum stress coefficients are tabulated in Table 2, which agree well with the analytical results.


Figure 4. Stress distribution of ACPM while (a) actuating the input end of VCM with 38.36 N and fixing the input end of PEA, (b) driving the input end of PEA with 121 N and fixing the input end of VCM.

To reveal the maximum stress while the proposed ACPM is actuated by the VCM and PEA simultaneously, two actuation displacements of $1.5 \mathrm{~mm}\left(\left|\delta_{1}^{y}\right|\right)$ and $60 \mu \mathrm{~m}\left(\left|\delta_{7}^{x}\right|+\left|\delta_{20}^{x}\right|\right)$ are applied on the ACPM, as shown in Figure 5. It can be observed that beam 2 shows the
maximum stress with a value close to the maximum stress shown in Figure 4a. Furthermore, the maximum stresses of the node16-node17 beams (beam between nodes 16 and 17) in Figures $4 b$ and 5 are close to each other. Therefore, for the proposed ACPM, the maximum stress of beam 2 is mainly contributed by the VCM. Because of the input-decoupling compliant mechanisms, the VCM has limited influence on the stress of beam 1.


Figure 5. Stress distribution of ACPM while actuating VCM and PEA simultaneously.
Finally, modal analysis of the proposed ACPM is carried out in the ANSYS Workbench software. Considering the guiding function of the bearing of the VCM, a cylindrical support with the Y-translational freedom is applied on the input end of the VCM. Undesired out-of-plane resonances can be attenuated by the VCM bearing. Figure 6 shows the revealed first-order modal shape of the proposed ACPM. It can be seen that the first resonant resonance occurs along the actuation direction of the VCM with a frequency of 99.7 Hz . Therefore, while in open-loop control mode, the VCM actuation should be operated below 99.7 Hz to avoid mechanical resonance.


Figure 6. First modal shape of ACPM.

## 5. Experimental Analysis

A PDCNS prototype is fabricated to verify its kinematic performance as well as study its closed-loop motion capability, as shown in Figure 7. The ACPM with the dimensions shown in Table 1 is monolithically fabricated from TC4 titanium alloy. A commercial VCM (TM motion, model: TMEH0250, with a support bearing) and a commercial PEA (model: NAC2015-H38, maximum displacement: $59.4 \mu \mathrm{~m}$, maximum thrust: 4200 N ) are adopted to actuate the ACPM. To evaluate the motion of the ACPM, two laser displacement sensors (KEYENCE, model: LK-G10, max. measurement range: $\pm 1$ ) mm are used to measure the displacements of the VCM and the end effector, and two capacitance displacement sensors (MTI Instruments, model: ASP-125M, max. measurement range: $125 \mu \mathrm{~m}$ ) are employed to detect the input displacement of the PEA. The following experiments are carried out on a PC with a PCI-6259 data acquisition card.


Figure 7. Experimental setup of PDCNS prototype.

### 5.1. Kinematic Investigation

The displacement amplification ratio for the VCM is identified by maintaining the position of the PEA with a closed-loop control and increasing the control signal of the VCM at the same time. Figure 8a shows the obtained displacement relationship between the end effector and the VCM while the displacement of the PEA is maintained at $0 \mu \mathrm{~m}$. The displacement amplification ratio for the VCM is calculated to be 0.992 . The small difference between the measured and calculated displacement amplification ratios of VCM confirms the effectiveness of the established analytical model.


Figure 8. Kinematic test: (a) the displacement relationship between VCM and end effector while the displacement of the PEA is maintained at $0 \mu \mathrm{~m}$, and (b) the relationship between the PEA displacement and the PEA-induced output displacement.

By applying a triangular-waveform signal with a frequency of 0.1 Hz and amplitude of 5 V to the PEA (maintaining the control voltage of the VCM at 0 V ), the induced displacement of the end effector and the coupling displacement of the VCM are measured and recorded. By calculating the output displacement induced by the VCM (product of the identified amplification ratio and measured displacement of the VCM) and subtracting it from the measured displacement of the end effector, the PEA-induced output displacement can be obtained. Figure 8 b shows the measured relationship between the displacement of PEA and the output displacement induced by PEA. Because of measurement noise, the measured raw data are distributed around the linear fitting line. Despite this, the kinematic of the PEA actuation can be identified according to the slope ratio of fitted linear line. The displacement amplification ratio for PEA is obtained to be 0.433 . According to the established analytical model, the amplification ratio for the PEA is 0.514 . By means of finite element analysis (based on ANSYS Workbench), the amplification ratio for the PEA is evaluated to be 0.524 . The deviation between the proposed method and the finite element analysis is only $2.0 \%$. Nevertheless, the deviation between the proposed method and the
experiments is $15.7 \%$. This obvious deviation of the PEA displacement amplification ratio can be attributed to manufacturing error, assembly error, mismatched material parameters, etc.

### 5.2. Stroke and Hysteresis Investigation

The stroke and hysteresis characteristics of the proposed PDCNS are further investigated. First, two 0.1 Hz triangular control signals with amplitudes of 10 V and 5 V are separately applied to the VCM. The displacement responses of the PDCNS are obtained, as in Figure 9a. It can be seen that the maximum stroke of the PDCNS can reach 1.49 mm . While the output displacement of PDCNS is calibrated to be 1.49 mm , the maximum stress of the ACPM is simulated to be 431 Mpa , which is below the yield stress of TC4 titanium alloy ( $>790$ Mpa [32]), as shown in Figures 3a and 4a. Hence, the stroke of the PDCNS prototype is limited by the maximum driving force of the voice coil motor. Besides, due to the friction of the VCM's bearing, a significant dead zone exists in the response curve of PDCNS. Then, another two triangular control signals are applied to the PEA, as illustrated in Figure 9b. Compared to the VCM-actuated PDCNS, the PEA-actuated PDCNS is free of the friction-induced dead zone. In the meantime, the PEA-actuated PDCNS displays a reduced hysteresis behavior.


Figure 9. Stroke and hysteresis tests: (a) relationship between the displacement of the end effector and the control voltage of the VCM, (b) relationship between the displacement of the end effector and the control voltage of the PEA.

### 5.3. Motion Resolution Investigation

Consecutive-step-positioning experiments are carried out to investigate the motion resolution of the proposed PDCNS, as shown in Figure 10. A clear motion resolution with a step size of $0.74 \mu \mathrm{~m}$ can be achieved while the PDCNS is actuated by PEA, which is mainly limited by the resolution of the displacement sensor. Compared to the PEA-actuated PDCNS, the VCM-actuated PDCNS exhibits a much worse resolution with an average step size of $9.04 \mu \mathrm{~m}$. The unstable response of the VCM-actuated PDCNS can be attributed to the nonlinearity and friction effects. Hence, the PEA-actuated PDCNS possesses an obvious advantage in high-resolution motion.


Figure 10. Motion responses with consecutive step control signals applied on (a) VCM, (b) PEA.

### 5.4. Closed-Loop Motion Investigation

(1) DSCC Design. Considering that the proposed PDCNS is a two-inputs-one-output system with severe hysteresis nonlinearity, a double-servo cooperative control (DSCC) strategy is designed in this section. Figure 11 depicts the block diagram of the proposed DSCC. The DSCC consists of three main parts: position observer, VCM servo control, and PEA servo control. The position observer is designed to estimate the virtual center of the end effector, $x^{v i r}$, (the position of the end effector if the control voltage of PEA is zero) according to the displacement feedback of end effector as follows: the output displacement induced by PEA is calculated by multiplying the control voltage, $V_{P E A}$, and the voltage-displacement coefficient, $\gamma_{P E A}$; by removing the PEA-induced displacement from the measured position (with the laser displacement sensor) of the end effector, the virtual center of the end effector can be obtained. Using the virtual center of the end effector as feedback, a PID-based servo control strategy with adaptive parameters is designed to control the VCM according to the reference position, $x^{\text {ref }}$. The VCM servo control can not only converge the end effector to the reference position with coarse resolution but also ensure that the PEA is working within its rated range. To cooperate with the VCM actuation, a PID-based PEA servo control method is employed to achieve the fine motion and assure the position accuracy. Additionally, an initial 5 V is added to the control voltage of PEA, $V_{P E A}$, to ensure that the output signal of PEA servo control, $V_{P E A}$, can be regulated within $-5 \mathrm{~V} \sim+5 \mathrm{~V}$ (the control voltage range of PEA driver is $0 \sim 10 \mathrm{~V}$ ). With the specially designed DSCC, the PDCNS is expected to realize nm-level positioning over mm-level range.


Figure 11. Block diagram of the double-servo cooperative control (DSCC) strategy.
(2) Positioning in mm-level range. A consecutive-step reference trajectory is adopted to guide the PDCNS (with DSCC) from -0.7 mm to 0.65 mm . For comparison, the VCM (with traditional PID) positioning experiments are also conducted based on the PDCNS prototype (while the control voltage of PEA is maintained at zero). The parameters of the PDCNS positioning (cooperation of voice coil motor and piezoelectric actuator) are tuned to be: VCM proportional coefficient $=0.03, \mathrm{VCM}$ integral coefficient is adaptive, VCM derivative coefficient $=1 \times 10^{-4}$, voltage-displacement coefficient $=2.5$, PEA proportional coefficient $=0.2$, PEA integral coefficient $=150$, and PEA derivative coefficient $=1 \times 10^{-5}$. In contrast, the parameters of the VCM positioning (only using the voice coil motor) are tuned to be: VCM proportional coefficient $=0.03, \mathrm{VCM}$ integral coefficient $=0.3$, and VCM derivative coefficient $=1 \times 10^{-4}$. The trajectory control results of the PDCNS (with DSCC) and the VCM (with PID) are compared in Figure 12. It can be observed that both PDCNS and VCM are effective for the mm-level positioning. Compared to the VCM, the PDCNS can realize a faster response and eliminate the steady-state error. Due to the fast response, PDCNS also induces an obvious overshoot. Figure 13 depicts the motion-tracking experiments of VCM and PDCNS while facing a consecutive-step trajectory from 0.7 mm to -0.65 mm , which confirms the global-positioning capability of the PDCNS.


Figure 12. Consecutive-step trajectory (from -0.7 mm to 0.65 mm with a step size of 0.15 mm ) control tests (a) tracking results and (b) tracking errors.


Figure 13. Consecutive-step trajectory (from 0.7 mm to -0.65 mm with a step size of -0.15 mm ) control tests (a) tracking results and (b) tracking errors.
(3) Positioning with $\mu \mathrm{m}$-level steps. To evaluate the precision positioning capability of the proposed PDCNS, consecutive-step-positioning tests with step sizes of $\pm 1 \mu \mathrm{~m}$ are performed, as shown in Figures 14 and 15. Compared to the VCM (with PID), faster setting and smaller error can be achieved by the PDCNS (with DSCC). Because severe hysteresis exists in the VCM, it is time consuming for the PID to provide a control signal that can start the motion of the VCM. Due to the existence of friction, it is also a challenging job for the VCM to converge the end effector towards the reference position steadily. Different from the VCM, the PDCNS guarantees the convergence of the tracking error by coordinating the PEA and VCM. The VCM is responsible for driving the end effector close to the reference
position as well as decreasing the control effort of the PEA in a slow manner. Meanwhile, the PEA is in charge of eliminating the tracking error in a fast manner. Therefore, the proposed PDCNS can realize large-range, high-speed, and high-resolution positioning.


Figure 14. Multistep (step size of $+1 \mu \mathrm{~m}$ ) response of (a) PDCNS and (b) VCM.


Figure 15. Multistep (step size of $-1 \mu \mathrm{~m}$ ) response of (a) PDCNS and (b) VCM.
(4) Positioning with nm-level steps. Finally, the nanometer-level positioning capability of the proposed PDCNS (with DSCC) is investigated by two consecutive-step reference signals with step sizes of $\pm 50 \mathrm{~nm}$. In this subsection, to improve the signal-to-noise ratio, the laser displacement sensor is configured to have a measurement range of $-10 \mu \mathrm{~m}$ to $10 \mu \mathrm{~m}$ (corresponding to an output voltage of -10 V to 10 V ). A 50 nm height staircase trajectory response is clearly obtained in Figure 16a. Moreover, a continuous stepping movement with amplitude of -50 nm can be observed in Figure 16b. Therefore, the closed-loop-positioning resolution of the proposed PDCNS is better than 50 nm .


Figure 16. Closed-loop-positioning tests of PDCNS, with step sizes of (a) $+50 \mathrm{~nm}(\mathbf{b})-50 \mathrm{~nm}$.

## 6. Conclusions

In this paper, the mechanical design, analytical modeling, and closed-loop control of a novel PDCNS are conducted. The designed PDCNS combines the coarse motion from a voice coil motor and the fine motion from a piezoelectric actuator through a new ACPM, which breaks through many barriers encountered in traditional serial dual-stage systems. To resolve the kinematic characteristics of the proposed ACPM, an analytical model is specially established. Furthermore, a DSCC strategy with good robustness to nonlinearities is devised to enhance the positioning capability of the PDCNS.

Simulations and experiments are conducted to demonstrate the static and dynamic performance of the PDCNS. The results show that the maximum stroke of the PDCNS can reach 1.49 mm , and the positioning resolution can be better than 50 nm . Moreover, the designed DSCC can eliminate the steady-state position error of PDCNS, despite many nonlinear factors.
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#### Abstract

The main objective of this paper is to propose, design, and control a novel dual servo magnetic levitation stage which is precise and vacuum compatible. The dual servo mechanism, comprising a coarse stage and a fine stage, was applied to a magnetic levitation stage system for the first time. The dual servo stage achieves high precision and a long stroke at the same time. The fine stage, which comprises voice coil motors, achieves high-precision motion by overcoming the limit of the coarse stage, the form of which is a planar motor. The planar motor was mathematically modeled and analyzed with respect to the main design parameters, after which the fine stage was optimally designed to be driven by high force. Both stages including a common heat exchanger were manufactured, and the heat exchanger cools down the heat given off from the planar motor and voice coil motors. The position measuring system consisted of laser interferometers and capacitive sensors, and the integrated dual servo stage was controlled with a master-slave control scheme. The experimental results showed a precision of 10 nm , thus confirming the suitability of the developed magnetic levitation stage for a high-precision fabrication process such as wafer lithography.
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## 1. Introduction

A stage is a system that makes a specimen track desired positions in real time. Numerous types of stage systems and their applications have been researched by many research groups [1-7], as described below. As stage systems-especially for semiconductor lithography-must be highly precise and have a long range of motion, there have been many studies on high-precision motion.

Although the rotary servo motor with a lead screw appeared to be an easy way to implement a stage system, it had a serious problem with backlash, resulting in poor precision [1]. A linear motor capable of transmitting actuation force directly to a moving object was used, but the friction from guides such as ball bearings, cross rollers, and dovetails was the main reason for the low precision [2]. A combination of linear motors with air bearings was used to eliminate the mechanical connection between the actuators and moving objects. By eliminating friction with non-contact configuration, high-precision motion was achieved [3,4].

In order to achieve a high degree of precision coupled with long-range motion, a dual servo mechanism was introduced. The dual servo stage is the combination of a coarse stage with a low degree precision but a long range of motion and a fine stage with a short range of motion range but a high degree of precision. Thanks to the air bearing and dual servo mechanism, the stage showed both high precision and a long range of motion [8]. A stage fitted with air bearings, however, cannot be used in next-generation semiconductor lithography processes. Some processes require a vacuum environment because irradiated light emanating from certain types of sources, such as the extreme ultraviolet (EUV) laser, is scattered through the air. As such, the stages used in the lithography process must be vacuum
compatible. Magnetic levitation (Maglev) mechanisms that have vacuum compatibility, non-contact actuators, and non-contact guides have been introduced to stage systems [9-11]. Moreover, maglev stages equipped with a planar motor can achieve long-range, high-speed motion due to their relatively light moving body and rapid response [12-19]. Maglev planar motors generate actuation force between a two-dimensional magnet and coil arrays. They are categorized into two broad groups, i.e., the moving magnet type [19] and the moving coil type [20]. The former type does not have any wires attached to the mover, so there is no wire disturbance, but complex coil switching dependent on the mover position is necessary for control. Conversely, the moving coil type is disturbed by wire tension, but complex coil switching is not required.

For maglev planar motors, many academic trials have been carried out with the aim of improving its performance. One such trial involved the modification of the coil. More than two layers of coil were used [21-23] to increase the actuation force, and a new winding coil shape was tried [24]. Another approach consisted of enhancing the magnetic flux. Usually, the magnetic flux is increased with the use of the Halbach array and the variation in the magnet shape [14]. However, the maglev planar motor uses a highly complex scheme to control the current, which somewhat degrades the precision, despite the fact that many studies have attempted to develop an accurate current model [25-27].

This paper, however, proposes a novel maglev dual servo stage whose coarse stage is driven by a maglev planar motor and whose fine stage is driven by voice coil motors (VCMs). The fine stage realizes a very high degree of precision, while the coarse stage enables a long range of motion. In addition, the features of non-contact and vacuum compatibility contribute to the verification of the stage's suitability for the wafer lithography process. The rest of the paper is organized as follows. Section 2 introduces the structure and the design results of the dual servo maglev stage; Section 3 presents the fabrication of the dual servo maglev stage and an explanation of the experimental setup; Section 4 presents the evaluation of the performance of the dual servo maglev stage by experiments; and, lastly, Section 5 presents the conclusion.

## 2. Structure of the Dual Servo Maglev Stage

The dual servo maglev stage is composed of a coarse stage and a fine stage, as shown in the schematic diagram of Figure 1. They are driven by two different types of electromagnetic actuators, namely, a planar motor and VCMs. An electromagnetic actuator employing Lorentz force has two parts, a stator and a mover. The dual servo maglev stage developed in this paper consists of three layers: the bottom is the coarse stage stator of the planar motor magnets; the middle is the coarse stage mover of the planar motor coils assembled with the fine stage stator of the VCM coils; and the top is the fine stage mover of the VCM magnets. The three layers are mechanically separated by a maglev mechanism which ensures that the stage has fast dynamics due to the absence of friction. Compared to the dual servo stage with an air bearing, in which the stages are separated without any mechanical contact, the dual servo stage equipped with a maglev mechanism allows the stage to be used in a vacuum environment.

For the VCMs of the fine stage, the magnets belong to the mover and the coils belong to the stator in order to be resistant to thermal deformation and easy to control without force coupling or wire disturbance. If the coils are placed on the moving body of the fine stage, the heat generated at the coils is directly transferred to the moving body and then to the specimen and the measurement system, making it a potential source of poor precision. In addition, parasitic force is induced when the moving body of the fine stage has yaw motion [7]. Finally, the wires connected to the external power supply are a source of disturbance for the moving body. Therefore, the moving magnet type was adopted for the structure of the fine stage.

For the planar motor of the coarse stage, the coils belong to the mover and the magnets belong to the stator, as this makes it easier to control and requires fewer current drivers than the moving magnet-stationary coil structure. Unlike the VCM, the planar motor
generates a six-degrees-of-freedom (DOF) coupled force between the magnets and the coils, so the relationship between the current of each coil and the generated force is required to control the planar motor. We call that relationship "actuator kinematics". The actuator kinematics relationship varies with respect to the position of the mover, since it depends on the magnetic field made by the permanent magnet array, and the magnetic field has spatial variation. When the coil array is the mover, the actuator kinematics relationship varies periodically in accordance with the repeated pattern of the stator and the magnet array. Thus, the actuator kinematics can be obtained by analytic or experimental calculation for one period of the magnet array. If the magnet array is the mover, the actuator kinematics relationship varies periodically in accordance with the repeated pattern of the coil array, which has a longer period than the magnet array. Furthermore, the finite size of the magnet array has the end-effect of showing a distorted magnetic field near the edge of the magnet array. Thus, the size of the real-time computation of the actuator kinematics is very large. In addition, a large number of current drivers are used, since the area of the stator is wider than that of the mover. Furthermore, because only the coils under the magnets can generate force, the coils should be turned on and off according to the position of the moving magnets. All of these factors increase the complexity of the control and power consumption. Considering the characteristics of the planar motor, the coarse stage was designed as a moving coil type.


Figure 1. Schematic diagram showing the structure of the dual servo maglev stage.
According to the decision on the structure, all coils that are a source of the heat are placed on the middle layer. This arrangement separates the heat source from the moving part that carries the specimens. Additionally, it ensures that the top layer is not disturbed by wire tension related to the wires and coolant-carrying tubes.

### 2.1. Fine Stage

The fine stage requires at least six VCMs since it realizes six-DOF motion. In this paper, however, eight VCMs were used for symmetry. The fine stage mover is controlled so as to move on the XY plane by constraining the motion of the other three DOF. Therefore, it is useful to separate the role of the VCMs according to their use, which means decoupling each VCM force in accordance with the desired directions of motion. Two VCMs for motion along the $x$-axis and another two VCMs for motion along the $y$-axis were placed, as shown in Figure 2a. They are denoted by HVCM, which means the VCM for horizontal motion, i.e., the in-plane motion. Since the arrangement of the VCMs is symmetric, the forms of kinetics are the same for both directions of motion. In addition, the effort to regulate the yaw motion is even for all HVCMs. It is very beneficial when a practical control algorithm is applied, and it also simplifies the design process because one design result can be applied to all four HVCMs. VVCM means the VCM for vertical motion, i.e., the out-of-plane motion. The VVCMs could also be placed in the same manner as the HVCMs.


Figure 2. Design of the fine stage: (a) The topology of the VCMs; (b) the fine stage stator with coils; and (c) the fine stage mover with magnets (inverted) [27]. Reprinted from International Journal of Applied Electromagnetics and Mechanics, 62, Dahoon Ahn, et al., Design process of square column-shaped voice coil motor design for magnetic levitation stage, 517-540, Copyright (2020), with permission from IOS Press.

Each HVCM was designed to generate a force of at least 50 N , while each VVCM was designed to generate a force of at least 25 N to support and drive a fine stage mover with an expected weight of 10 kgf . The HVCMs and VVCMs have different sizes and structures. Each VCM was mathematically modeled, analyzed, and optimized to have high force. The design results were verified by FE (finite element) simulations and experiments measuring the force constant. The simple and compact structure of the VCMs exerted high force and uniform force that was constant throughout the entire range of motion. The detailed design process is presented in the previous work [27]. The final design of the fine stage is shown in Figure 2b,c and Table 1. The remainder of the space not occupied by the VCMs is used by sensors and mechanical motion stoppers. The final size of the designed fine stage is 250 mm in width and length and 52 mm in height. In the fine stage, the width and the length of the mover and the stator are the same, the height of the mover is 52 mm , and the height of the stator is 40 mm . If the mover is put on the stator like a lid, the overall height of the fine stage is 52 mm , which is the same as the height of the mover. After the fabrication of the dual servo stage, the mass of the mover of the fine stage was measured to be 8.89 kg , and the mass of the stator was measured to be 4.74 kg .

Table 1. Design specifications of the VCMs of the fine stage [27]. Reprinted from International Journal of Applied Electromagnetics and Mechanics, 62, Dahoon Ahn, et al., Design process of square column-shaped voice coil motor design for magnetic levitation stage, 517-540, Copyright (2020), with permission from IOS Press.

| Design Results | HVCM | VVCM |
| :---: | :---: | :---: |
| Size | $95 \times 50 \times 40 \mathrm{~mm}^{3}$ | $55 \times 55 \times 40 \mathrm{~mm}^{3}$ |
| Wire diameter | 0.6 mm | 0.4 mm |
| Number of turns | 297 turns | 738 turns |
| Electric resistance | $3.29 \Omega$ | $11.29 \Omega$ |
| Max. voltage | 26.5 V | 36.9 V |
| Max. current | 3.43 A | 1.24 A |
| Max. power | 17.5 W | 17.5 W |
| Max. Force | 52.4 N | 28.2 N |
| Force constant | $15.6 \mathrm{~N} / \mathrm{A}$ | $22.3 \mathrm{~N} / \mathrm{A}$ |

### 2.2. Coarse Stage

The coarse stage is levitated and driven by a maglev planar motor. The planar motor generates force between the two-dimensional magnet array and the three-phase coil array. The magnet array creates the spatially periodic magnetic field, and the coil array within the magnetic field generates force via the provided electric current. The main components
of the force generated by one set of three-phase coils are parallel and perpendicular to the top surface of the magnet array. In order to regulate the two components of force, the magnitude and the phase of the electric current are controlled. Force generation using a multi-phase coil and a magnet array has been dealt with in detail in many previous studies $[10,12,16,19,22,26]$. In this section, the topology of the coil and the magnet array to realize the six-DOF motion of the coarse stage is presented. In addition, based on the electromagnetics and kinetics model, the design parameters are determined for the coarse stage so as to show optimal performance.

### 2.2.1. Coil and Magnet Array Topology

The coarse stage requires at least three sets of 3-phase coils to implement the six-DOF motions. In this research, however, four sets of 3-phase coils were used for structural symmetry, as in the case of the VCMs of the fine stage. As shown in Figure 3, two coil sets generate driving force along the $x$-axis and levitation force along the $z$-axis, whereas the other sets generate driving force along the $y$-axis and levitation force along the $z$-axis. For the benefit of the coil and magnet arrangement, the design result of one coil set can also be applied to the other coil set.


Figure 3. Design of the coarse stage: (a) The topology of the 3-phase coils; (b) the coarse stage stator with a two-dimensional magnet array.

The magnet array generates a magnetic field in the space where the coils are placed. The spatial period of the magnetic field (i.e., the spatial distance between magnets) is dependent on the size of the coils. In order to obtain a higher Lorentz force, higher magnetic flux density is desirable. Since the magnet array is the stator of the coarse stage, there is no limitation on the weight. Thus, a steel back-yoke and a Halbach array of tall magnets were used.

The stator of the coarse stage is 650 mm in width and length and 65 mm in height. This enables a fine stage of 250 mm in width and length to have a stroke of about 200 mm . The mover of the coarse stage is the same as the stator of the fine stage, so it is 250 mm in width and length. The height is 52 mm , including the coolant heat exchanger. After the fabrication of the dual servo stage, the mover mass of the coarse stage was measured to be 5.3 kg . The total mass of the magnetically levitated mover, including about 0.1 kg of the coolant mass, is 19.03 kg .

### 2.2.2. Design Parameter Analysis

Figure 4 shows the design parameters of the magnets and coils. There are six independent parameters, five dependent parameters, and three pre-defined parameters, which are the dimensions of the magnets and coils. Descriptions of each parameter and the relationships between them are shown in Table 2, along with Equations (1)-(5).

$$
\begin{gather*}
g_{3}=\frac{3 \sqrt{2}}{4} \tau  \tag{1}\\
\tau=\frac{l_{w}^{c}-\left(g_{3}+2 w_{c}^{c}+g_{4}\right)}{4 \sqrt{2}}  \tag{2}\\
\tau_{m}=\alpha \tau  \tag{3}\\
l_{c}^{c}=2 \sqrt{2} \tau  \tag{4}\\
g_{1}=\frac{2 \sqrt{2}}{3} \tau-2 w_{c}^{c}-g_{2} \tag{5}
\end{gather*}
$$



Figure 4. Design parameters of the planar motor, (a) magnet array, (b) coil array, and (c) four sets of 3-phase coils.

Table 2. Design parameters of the planar motor.

| Design Parameters |  | Description |
| :---: | :---: | :---: |
| Independent parameters | $h_{m}{ }^{c}$ | Height of the magnet array |
|  | $\alpha$ | Ratio of the length of the main magnet to the half-pitch of the magnet array |
|  | $w_{c}{ }^{c}$ | Width of a bundle of coil threads with the same current direction |
|  | $h_{c}{ }^{c}$ | Height of the coil array |
|  | $i^{\text {c }}$ | Current through the coil |
|  | $d^{c}$ | Diameter of the core of the coil (without sheath) |
| Dependent parameters | $\tau$ | Half-pitch of the magnet array |
|  | $\tau_{m}$ | Length of the main magnet |
|  | $l_{c}{ }^{\text {c }}$ | Effective length of the coil |
|  | $g_{1}$ | Center gap of the coil winding |
|  | $g_{3}$ | Distance between the coil sets which generate forces in the same direction |
| Pre-defined parameters | $g_{2}$ | Pre-defined to match the phase of the current and the magnetic flux density: 0 mm |
|  | $g_{4}$ | Pre-defined to consider manufacturing the tolerance of coil winding: 8 mm |
|  | $l_{w}{ }^{\text {c }}$ | Pre-defined by the size of the mover of the coarse stage: 250 mm |
| Materials | Magnet | NdFeB, N-38H, magnetization of $8.99 \times 10^{5} \mathrm{~A} / \mathrm{m}$ |
|  | Coil | Copper wire, resistivity of $1.793 \times 10^{-8} \Omega \mathrm{~m}$ |
|  | Yoke | AISI 1020 |

Using design parameter analysis, the effect of the dependent design parameters on the important indices was inspected. The generated force, the mass of the mover, and the ohmic loss were observed when the height of the magnet, the ratio of the magnet length,
the width of a coil bundle, the height of the coil, the current, and the diameter of the coil all varied from their nominal values. To calculate the indices, the number of coil turns and the electric resistance were obtained using Equations (6) and (7), respectively. $\rho_{e}$ is the electric resistivity of the coil wire.

$$
\begin{gather*}
n=\left(\frac{h_{c}{ }^{c}}{1.1 d_{c}}\right)\left(\frac{2}{\sqrt{3}}\left(\frac{w_{c}{ }^{c}}{1.1 d_{c}}-1\right)+1\right)  \tag{6}\\
R=\rho_{e} \frac{n\left(2 l_{c}^{c}+w_{c}^{c}+g_{1}\right)}{\pi d_{c}{ }^{2} / 4} \tag{7}
\end{gather*}
$$

For the maglev planar motor, the thrust and levitation forces are the most important factors. Since the magnetic flux density has a harmonic form, the thrust and levitation forces of the equations can be approximated to first-order harmonic terms [9,15]. The amplitude of the force is represented by the product of the current and the force constant, $k_{f x}$ and $k_{f z}$, as shown in Equations (8) and (9).

$$
\begin{align*}
& F_{c o i l, x}=i^{c} k_{f x} \cos \left(\frac{2 \pi}{\sqrt{2} \tau} x_{p}\right)  \tag{8}\\
& F_{c o i l, z}=i^{c} k_{f z} \sin \left(\frac{2 \pi}{\sqrt{2} \tau} x_{p}\right) \tag{9}
\end{align*}
$$

If we use three coil windings to create the constant force of a 3-phase coil set, the current can be provided as a harmonic function, while the resultant thrust and levitation forces are as shown in Equations (10) and (11). The magnitude of the generated force of a 3-phase coil can be defined as shown in Equation (12), where $i^{c}$ is the amplitude and $\phi$ is the phase of the provided current required to control the magnitude and the ratio of the thrust and levitation forces.

$$
\begin{gather*}
F_{x}=\sum_{k=1}^{3}\left[I^{c} \cos \left(\frac{2 \pi}{\sqrt{2} \tau} x_{p}+\frac{4(k-1) \pi}{3}+\varphi\right) k_{f x} \cos \left(\frac{2 \pi}{\sqrt{2} \tau} x_{p}+\frac{4(k-1) \pi}{3}\right)\right]=\frac{3}{2} I^{c} k_{f x}(\cos \varphi)  \tag{10}\\
F_{z}=\sum_{k=1}^{3}\left[I^{c} \cos \left(\frac{2 \pi}{\sqrt{2} \tau} x_{p}+\frac{4(k-1) \pi}{3}+\varphi\right) k_{f z} \sin \left(\frac{2 \pi}{\sqrt{2} \tau} x_{p}+\frac{4(k-1) \pi}{3}\right)\right]=-\frac{3}{2} I^{c} k_{f z}(\sin \varphi)  \tag{11}\\
F^{c}=\sqrt{\left(F_{x}^{2}+F_{z}^{2}\right)} \tag{12}
\end{gather*}
$$

Then, the ohmic loss of (13) can be obtained from (7), (10), and (11). The mass is given by (14). $M_{0}$ is the mass of the coarse stage mover, excluding the coils.

$$
\begin{align*}
P^{c} & =\frac{2}{3} I^{c 2} R=\frac{2 R}{3}\left(\left(\frac{F_{x}}{k_{f x}}\right)^{2}+\left(\frac{F_{z}}{k_{f z}}\right)^{2}\right)  \tag{13}\\
M^{c} & =M_{0}+12 \rho_{c}\left(2 w_{c}^{c} l_{c}^{c} h_{c}^{c}+2 w_{c}^{c}\left(w_{c}^{c}+g_{1}\right) h_{c}^{c}\right) \tag{14}
\end{align*}
$$

To compare the indices, the values were normalized by the nominal performance values obtained from the nominal values of the design parameters. Table 3 shows the nominal values and the variation in the design parameters. Figure 5 shows the tendency and sensitivity of the indices to the design parameters. Figure 5 a shows that the force is saturated to a certain level when the height of the magnet array increases. The magnitude of the force with an $h_{m}$ of 20 mm is about $99.2 \%$ of the magnitude of the force with an $h_{m}$ of 45 mm . The magnetic flux density also shows similar behavior when the height of a magnet increases [15]. From Figure 5a, the design parameter $h_{m}$ was fixed to 20 mm for the later optimization process, because magnets that are larger than 20 mm barely increase the force and also make manufacturing and assembly difficult. Figure 5b shows that the Halbach magnet array is more advantageous than the normal magnet array corresponding to a ratio
of 1 . Figure $5 b$ also shows that there is an optimal ratio which can be used to determine the size of the Halbach magnet array. Thus, the design variable $\alpha$, which determines the sizes of the magnets, should be determined in the design process and handled well in the manufacturing process. From Figure $5 c-f$, it was found that there is a trade-off between heat generation and force generation. If the width and height of the coil winding are increased, the Lorentz force and electric resistance are also increased. An increase in force is desirable, but the accompanying increase in heat generation is unfavorable. The generated force and heat also increase simultaneously when the electric current increases. This phenomenon clearly shows that force is proportional to the current and that heat is proportional to the square of the current. Figure 5 f shows that heat generation is very sensitive to variations in the coil diameter below the value of about 0.8 mm . Figure $5 \mathrm{c}, \mathrm{d}$ show that mass is relatively insensitive to the design parameters, since the portion of the coil is small compared to the main body of the coarse stage mover. The mass is changed by less than $5 \%$ or so when the design parameters related to the coil winding vary. However, the other performance indices show a trade-off, and the optimal performance and the optimal design parameters should be determined through an optimization process. The graphs in Figure 5c,d,f are not smooth because the number of coil turns does not vary continuously with respect to the coil's width, height, and diameter. Thus, the design parameters $w_{c}, h_{c}$, and $d$ are handled in a discretized manner through the optimization process.


Figure 5. Results of the sensitivity analysis. (a) effect of height of the magnet array; (b) effect of the Halbach magnet ratio; (c) effect of bundle width of the coil; (d) effect of height of the coil array; (e) effect of electric current of the coil; (f) effect of height of the coil array.

Table 3. Variations in the design parameters of the planar motor for sensitivity analysis.

| Independent Design Parameters | Nominal Value | Variation |
| :---: | :---: | :---: |
| $h_{m}$ | 25 mm | $5 \mathrm{~mm}-45 \mathrm{~mm}$ |
| $\alpha$ | 0.6 | $0.2-1$ |
| $w_{c}{ }^{c}$ | 8 mm | $5 \mathrm{~mm}-11 \mathrm{~mm}$ |
| $h_{c}{ }^{c}$ | 5 mm | $2 \mathrm{~mm}-8 \mathrm{~mm}$ |
| ${ }^{c}$ | 2 A | $1 \mathrm{~A}-3 \mathrm{~A}$ |
| $d^{c}$ | 0.8 mm | $0.3 \mathrm{~mm}-1.3 \mathrm{~mm}$ |

### 2.2.3. Optimization

The objective of the optimization is set to maximize the force and minimize the mass of the coarse stage mover. The production of high force is advantageous not only for acceleration and deceleration within a limited range of motion but also for a fast dynamic response. The mover of the coarse stage is always levitated during the operation, which causes constant power consumption. However, the amount of power consumption can be decreased if the mover is light. Furthermore, the lighter the mover, the easier it is for the stages to achieve the specified acceleration with a smaller inertial force. The objective and the constraints are presented in Table 4.

Table 4. Objective and constraints of optimization for the 3-phase coil set of the planar motor.

| Objective | $\min \left[\left(M^{c} / F^{c}\right)^{2}\right]$ |  |
| :---: | :---: | :---: |
| Constraints | Vertical force | $>50 \mathrm{~N}$ |
|  | Horizontal force | $>100 \mathrm{~N}$ |
|  | Ohmic loss | $<130 \mathrm{~W}$ |

Since the planar motor must support the weight of the mover of the coarse stage and the whole fine stage, each 3-phase coil set should be able to generate at least 50 N in the vertical direction for the expected weight of 20 kgf . At the same time, the planar motor must accelerate the mover in the horizontal direction. Therefore, one set of coils should be able to generate at least 100 N , because two sets of coils should exert at least 200 N in the horizontal direction. The details of the values are described in a previous work [27]. In addition, a larger ohmic loss means that more electric energy is converted to heat, which is then transferred to the surrounding components, causing a negative effect. The value of the ohmic loss is constrained to 130 W by the simulation that is explained in the next section.

The optimization was conducted using the SQP (Sequential Quadratic Programming) algorithm of MATLAB. Since the coil diameter is available only in a discrete size in practice, optimized solutions were obtained for each coil diameter. As shown in Table 5, the results show similar levels of force, ohmic loss, and mass for the different coil diameters. There is no feasible solution for coil diameters that are more than 0.9 mm or less than 0.5 mm in diameter. Among the optimization results in Table 5, a coil with a diameter of 0.6 mm was chosen for the optimized value due to the limited features of the current amplifier. The maximum current output and the terminal voltage of the current amplifier were 8 A and 48 V , respectively. In cases in which a coil diameter is more than 0.6 mm , a current exceeding 8 A should be used, while a terminal voltage of 56.5 V is needed when a coil diameter is 0.5 mm ; for a coil diameter of 0.6 mm , however, the terminal voltage should be 39.5 V .

Table 5. Results of optimization with respect to the various coil diameters.

| Design Parameters |  |  |  |  | Constraints |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\alpha}$ | $w_{c}{ }^{c}(\mathrm{~mm})$ | $\boldsymbol{h}_{\boldsymbol{c}}{ }^{c}(\mathrm{~mm})$ | $\boldsymbol{i}^{c}(\mathbf{A})$ | $\boldsymbol{d}^{c}(\mathrm{~mm})$ | $F^{c}(\mathbf{N})$ | $\boldsymbol{P}^{c}(\mathbf{W})$ | $m^{c}(\mathbf{k g})$ |
| 0.668 | 13.9 | 5.98 | 5.17 | 0.5 | 154.9 | 130 | 19.17 |
| 0.671 | 13.9 | 6.06 | 7.44 | 0.6 | 155.8 | 130 | 19.20 |
| 0.672 | 13.9 | 6.63 | 9.68 | 0.7 | 154.2 | 130 | 19.23 |
| 0.646 | 13.9 | 5.83 | 13.62 | 0.8 | 151.3 | 130 | 19.11 |
| 0.671 | 13.9 | 8.08 | 14.54 | 0.9 | 160.0 | 130 | 19.97 |

## 3. Realization of the Dual Servo Maglev Stage

### 3.1. Heat Exchanger

The generation of heat by the coils of the fine stage and the coarse stage can be a very serious problem. An increase in temperature due to heat can cause the self-bonded coil wires to become unglued, the magnets to lose their magnetism above the Curie temperature, and the thermal deformation of the stage structure, leading to the propagation of motion errors to a specimen or sensors. Therefore, most of the heat generated by the coils should be transferred to a heat sink, for which purpose a heat exchanger was used.

A heat exchanger with a coolant situated right behind the coils was designed. Water was used as the coolant, and two water channels were engraved on the bottom surface of the fine stage stator. The material of the stator is aluminum with very high thermal conductivity. The water channels are closed by a ceramic block on which the coil array for the planar motor is placed. A ceramic coil bearer was chosen due to its high thermal conductivity for heat transfer and to the fact that it does not cause eddy currents induced by the magnet array. The coolant circulates through each channel, and the heat from the coils is transferred to the coolant. The pressure and temperature of the water at the channel inlet are maintained by a chilling circulator (RW-2040G, JEIO Tech., Daejeon, Korea).

The heat transfer from the coils of both the fine and coarse stages to the water coolant was verified by FE simulation (Ansys Icepak, Canonsburg, PA, US). In the analysis model, the coil windings were set to the source of constant heat generation. Heat generation of 150 W was applied to each coil set of the planar motor, while 17.5 W was applied to each coil of the VCM. A combined total of 740 W of heat was assumed to be generated by all the coils. The cross section of the channel was a square, with an area of $5 \times 5 \mathrm{~mm}^{2}$, and the water flow rate from the chilling circulator was $0.5 \mathrm{~L} / \mathrm{min}$. The results of the simulation show that the total heat generation of 740 W is well dissipated to the water flowing through the channel. The simulation results in Figure 6 show that the coils, ceramic block, and stator of the fine stage and the coolant have a temperature of less than $50^{\circ} \mathrm{C}$. The difference in temperature within the structure is less than $10^{\circ} \mathrm{C}$. In consideration of the fact that the temperature endurance limit is $100^{\circ} \mathrm{C}$ for the coil windings and $90^{\circ} \mathrm{C}$ for the magnets, it is concluded that there is no thermal problem, based on the results of the simulation. Based on these results, the constraint of optimization was set to 130 W instead of 150 W , taking into account a margin of roughly $10 \%$.


Figure 6. FE analysis results of the water-cooling heat exchanger: (a) configuration of the heat exchanger; (b) coolant channel engraved on the stator of the fine stage (c) temperature at the coils; (d) temperature at the aluminum block (the stator of the fine stage); (e) temperature at the ceramic block (the stator of the coarse stage) (f) temperature at the coolant.

### 3.2. Experiment Setup

### 3.2.1. Sensors

Two sets of six sensors were employed to realize the six-DOF motions of the dual servo maglev stage. The motion of the fine stage was measured globally using three laser interferometers and three capacitive sensors installed outside the motion system. The laser interferometers (RLE10, Renishaw, Gloucestershire, UK), which are denoted by SG1~SG3, were used to measure the in-plane motion of the fine stage by targeting the bar mirrors placed on the sides of the fine stage. The capacitive sensors (C5S, Lion precision, Oakdale, MN, USA), which are denoted by SG4~SG6, were used to measure the out-of-plane motion of the fine stage by targeting the top surface of the fine stage. The motion of the coarse stage relative to that of the fine stage was measured locally using the six capacitive sensors installed between the stages. The capacitive sensors (C9.5R and C8S, Lion Precision, Oakdale, MN, USA), denoted by SL1~SL6, measured the motion of the coarse stage relative to that of the fine stage. The arrangement of the sensors is shown in Figure 7, and the specifications of the sensors are shown in Table 6.


Figure 7. Arrangement of the motion feedback sensors: (a) global sensors for the fine stage, (b) local sensors for the coarse stage.

Table 6. Specifications of the sensors.

| Sensors |  | Measurement Range | Theoretical Resolution <br> (16-bit A/D) |
| :---: | :---: | :---: | :---: |
| Laser interferometers | RLE10 | 1 m | 38.63 pm |
|  | C5S | $10 \mu \mathrm{~m}$ | 150 pm |
| Capacitive sensors | C9.5R | $1250 \mu \mathrm{~m}$ | 19.07 nm |
|  | C8S | $2000 \mu \mathrm{~m}$ | 30.52 nm |

### 3.2.2. Electric Devices and Data Acquisition

All the coils of the VCMs and the planar motor are driven by linear current amplifiers (TA115, Trust automation, San Luis Obispo, CA, USA), and all the amplifiers are powered by a customized power supply (OPM505, ODA Technologies, Incheon, Korea). A controller (DS1005, dSPACE, Paderborn, Germany) for the high-level control algorithm was used for feedback control. The dual servo maglev system is shown in Figure 8.


Figure 8. The realized dual servo maglev stage system.

### 3.2.3. Control Strategy

The control strategy for the dual servo stage is the master-slave control algorithm. The fine stage, whose position is measured by the global sensors, is the master, while the coarse stage, whose position relative to the fine stage is measured by the local sensors, is the slave. The control block diagram is shown in Figure 9. The master is controlled to follow the main command $r_{f}$, and the slave is controlled to follow the master. The command of the slave, $r_{c}$, is always the zero vector, since the feedback is the relative motion between the fine stage and the coarse stage.

By utilizing the pseudo inverse of the actuator kinematics of the fine stage, $K^{f^{+}}$, the coupled plant model can be converted to a simple decoupled plant model of six-DOF in accordance with the Cartesian coordinates. Thus, six simple PID controllers were used based on the six-SISO (Single Input Single Output) model. The position vectors $\overrightarrow{x_{a}^{f}}$ and $\overrightarrow{x_{m}^{f}}$ $x_{m}^{f}$ denoted in Figure 9 represent the actual and measured positions of the mass center of the fine stage. The measured position, $\overrightarrow{x_{m}^{f}}$, is obtained from the sensor signals, $\overrightarrow{S^{f}}$, by the sensor transformation matrix, $H^{f}$, which is determined by the position of the sensors. The coarse stage is controlled in the same manner as the fine stage. However, in this case, the actuator kinematics relationship is dependent on the position of the coarse stage. Thus, the pseudo inverse of the actuator kinematics $K^{c+}\left(\overrightarrow{x^{c}}\right)$ is determined at every position in real
time. By utilizing the pseudo inverse, the PID controller has six output signals of control force as well as six feedback signals of displacement in the Cartesian coordinates. The position vector $\overrightarrow{x_{a}^{c}}$ represents the actual position of the mass center of the coarse stage in the global sense, and $\overrightarrow{x_{m}^{c}}$ represents the measured position of the mass center of the coarse stage relative to that of the fine stage. The sensor transformation matrix $H^{c}$ is obtained from the sensor signals and the measured positions, $\overrightarrow{S^{c}}$ and $\overrightarrow{x_{m}^{c}}$, respectively.


Figure 9. Control block diagram of the master-slave control scheme of the dual servo maglev stage.

## 4. Results

The dual servo maglev stage was controlled using the master-slave control scheme, and the basic positioning performances were evaluated accordingly.

The motion stroke of the maglev dual servo stage was evaluated. As a result of the position-controllable range, the $x$-axis is 100 mm and the $y$-axis is 140 mm , as shown in Figure 10. Since the size of the coarse stage mover is 250 mm and the size of the magnet array of the coarse stage stator is 600 mm , the motion range based on simple geometry was expected to be 350 mm at the design stage. However, the length of the mirror located above the fine stage mover targeted by the laser interferometers used as a feedback sensor is 260 mm . Considering the distance between the double path beams, the positioncontrollable range is about 200 mm . Additionally, as the mover approaches the outer edge of the permanent magnet array, the periodicity of the magnetic flux density decreases due to the edge effect of the permanent magnets, and the accuracy of the kinematics model obtained using the harmonic model for control decreases. For this reason, the $x$-axis and $y$-axis motion strokes were lower than the design value, and two laser interferometers were installed along the $x$-axis to measure the yaw motion, which further reduced the motion stroke in the $x$-axis.

The in-position stability of the dual servo stage in each axis was evaluated, and the corresponding root-mean-square (RMS) values are shown in Figure 11 and Table 7. The coarse stage was levitated 1 mm from the surface of the magnet array, and the fine stage was levitated 0.5 mm from the coarse stage. The stages were controlled to be in position, and the feedback sensor data were measured for 20 s . As shown in Figure 11, the positioning stability of the fine stage is greatly superior to that of the coarse stage. The in-plane position of the fine stage was kept to within 10 nm in the translational directions and to around 0.01 arcsec in the rotational direction, while the in-plane position stability of the coarse stage was
larger than 100 nm in the translational directions and larger than 0.2 arcsec in the rotational directions. The positioning stability in the $y$ direction is superior to that of the $x$ direction because the sensor signals from the two laser interferometers are averaged. During the experiment, the temperature was measured with a non-contact infrared thermometer while the stage levitated in place was being cooled by $10^{\circ} \mathrm{C}$ water. The temperature did not exceed $30^{\circ} \mathrm{C}$. In the FE analysis, the maximum power consumption was assumed in all coils, but in practice, the temperature was observed to be much lower by using less power.


Figure 10. The evaluated motion stroke data of the dual servo stage: (a) $x$ direction, (b) $y$ direction.


Figure 11. The evaluated in-position stability data of the dual servo stage: (a) $x$ direction, (b) $y$ direction, (c) $z$ direction, (d) $\theta_{x}$ direction, (e) $\theta_{y}$ direction, (f) $\theta_{z}$ direction.

Table 7. The evaluated in-position stability of the dual servo stage with RMS values.

| (RMS Value) | $x(\mathrm{~nm})$ | $y(\mathrm{~nm})$ | $z(\mathrm{~nm})$ | $\theta_{x}$ (arcsec) | $\theta_{y}$ (arcsec) | $\theta_{z}$ (arcsec) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fine stage | 9.29 | 7.85 | 23.2 | 0.0323 | 0.0400 | 0.0106 |
| Coarse stage | 115.94 | 275.87 | 170.73 | 0.3640 | 0.2662 | 0.2435 |
| Fine-to-coarse ratio | 8.01 | 2.85 | 13.59 | 8.87 | 15.03 | 4.35 |
| $(\%)$ |  |  |  |  |  |  |

In order to evaluate the minimum positioning resolution, stepped trajectories were commanded. Figure 12 shows the evaluated result. In the translational direction, 40 nm , 30 nm , and 100 nm steps were clearly resolved in the $x, y$, and $z$ directions, respectively. In the rotational direction, $0.15 \mathrm{arcsec}, 0.15 \mathrm{arcsec}$, and $0.04 \operatorname{arcsec}$ steps were clearly resolved in the $\theta_{x}, \theta_{y}$, and $\theta_{z}$ directions, respectively.


Figure 12. The evaluated minimum positioning resolution data of the dual servo stage: (a) $x$ direction, (b) $y$ direction, (c) $z$ direction, (d) $\theta_{x}$ direction, (e) $\theta_{y}$ direction, (f) $\theta_{z}$ direction.

Figure 13 shows the settling performance of the dual servo maglev stage. The magnitude of the step command was 1 mm , and the time taken for the stage to settle to within $1 \%$ of the command was measured. The fine stage settled within 200 ms for both the $x$ and $y$ directions, while the coarse stage showed a settling time of 470 ms .


Figure 13. The evaluated settling time data of the dual servo stage: (a) $x$ direction, (b) $y$ direction.
The current provided to the coarse and fine stages was measured while moving the stage by 50 mm in the $x$ and $y$ directions. The distance of 50 mm corresponds to the length of one spatial period of both the magnet array and the magnetic field. As shown in Figure 14, while the dual servo maglev stage moves in the $x$ direction, the current provided to the six coils of the planar motor placed along the $y$-axis varies considerably, generating a levitation force according to the spatially varying magnetic field. The variation in the current provided to the other six coils placed along the $x$-axis is small because the variation in the magnetic field affecting the coils is small when the stage is moving in the $x$ direction. The same phenomenon is observed when the stage moves in the $y$ direction. The current provided to the VVCMs is steady because the vertical level of the fine stage is maintained while the stage moves in the $x$ and $y$ directions; however, the current provided to the HVCMs varies, generating force in the $x$ or $y$ directions and moving the fine stage.


Figure 14. The current provided to the coils when the dual servo maglev stage moves 50 mm along the $x$-axis and $y$-axis: (a) measured position along $x$ direction, (b) measured position along $y$ direction, (c) electric current applied to the coils placed along the $y$-axis, (d) electric current applied to the coils placed along the $x$-axis, (e) electric current applied to the HVCMs, (f) electric current applied to the VVCMs.

## 5. Conclusions

This paper proposes a novel dual servo magnetic levitation stage designed to achieve a high degree of precision in the next-generation semiconductor lithography process. It is also vacuum compatible and allows the range of motion to be expanded easily due to the planar motor scheme. The structure of the novel dual servo magnetic levitation stage is composed of three layers: the bottom is the coarse stage stator of the planar motor magnets; the middle is the coarse stage mover of the planar motor coils assembled with the fine stage stator of the VCM coils; and the top is the fine stage mover of the VCM magnets. The layers are separated by the maglev mechanism, which removes mechanical connection and friction between the layers. Therefore, the stage offers a fast dynamics response and a high degree of precision.

As the middle layer has all the coils of the coarse and fine stages, the coarse stage becomes a moving coil type and the fine stage becomes a moving magnet type. The coarse stage belongs to the moving coil type in the form of a planar motor, which makes it easy to control due to the simple actuator kinematics, and it is free of the end-effect of the magnet array. With this type, the coarse stage requires fewer current drivers and has an easier control scheme without complex coil switching. The fine stage of the moving magnet type is free from direct heat transfer and is easy to control without force coupling and wire disturbance. Moreover, the placement of the coils allows only the middle layer to cool, and the coolant-carrying tubes do not disturb the top layer.

Both stages were analytically modeled with respect to the design parameters. Electromagnetics, kinetics, and electrics were used to create a mathematical model. The effect of
the design parameters on the performance of the stage has been inspected. Based on the model and the study, the optimization process determines the design parameters and the final performances of the stage. The fine stage and the coarse stage are integrated into the dual servo maglev stage, and they are equipped with sensors for position feedback. The master-slave concept was used for the control strategy regarding the coordinate of the fine stage as the master and the relative coordinate between the fine stage and the coarse stage as the slave. Linear current amplifiers are utilized to input current to the coils of the planar motor and the voice coil motors. The real-time controller, with several data acquisition boards and a processor, is used to realize the 12-SISO PID control algorithms.

The results of the performance evaluation show that the dual servo stage has an in-position stability of 10 nm along the motion directions of the $x$-axis and the $y$-axis. Additionally, the experiment on a $1 \%$ settling time for a 1 mm step command shows that the fine stage settles within 200 ms for both the $x$ and $y$ directions, while the coarse stage exhibits a settling time of 470 ms . Therefore, it is concluded that the novel dual servo magnetic levitation stage designed and manufactured for this paper delivers a high degree of precision and fast dynamics.
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#### Abstract

As a core component of the X-ray absorption fine structure spectroscopy (XAFS) system, the multi-channel double-crystal monochromator (DCM) can improve the time resolution of the system significantly. In contrast to the conventional single-channel DCM, the multi-channel DCM includes more pairs of crystals that are located separately in the master and slave motor axis with the same driving direction. However, a mismatched parallelism in the pitch direction, which can result from the manual mounting operation between the two separated crystals, directly affects the performance of the flux and the angular stability of the monochromatic beam. This poses a significant challenge to the precision position tracking of this system. In this paper, the mounting errors were translated into repetitive errors in the slave motor when the master motor was rotated at a constant velocity. Therefore, the iterative learning control (ILC) was considered in order to improve the tracking accuracy of the slave motor motion. The zero-magnitude error controller (ZMETC) was used to calculate the learning function to accelerate the convergence of the control inputs, and the convergence conditions of the control signal and error were also given. To validate the effectiveness of the proposed method, comparative experiments were performed on the motor motion platform. Experimental results indicated that the ILC effectively decreased the parallelism errors of the multi-channel DCM under various trajectories by comparing them with feedback controllers and the ZMETC, respectively.


Keywords: multi-channel crystal monochromator; feedforward control; iterative learning control; fourth-order trajectory tracking

## 1. Introduction

With the development of synchrotron light source technology, the study of the realtime structure of materials under in situ conditions has been widely applied in the fields of life and material science [1-3]. The experimental method of time-resolved X-ray absorption fine structure (XAFS) spectroscopy is an important technical method for realizing such research [4,5]. As a core component of the XAFS system, the double-crystal monochromator (DCM) plays an essential role in the stable output of the outgoing beam's position, energy, and flux. In order to reflect the dynamic process of the sample's structure in real time with more detailed test results [6], the improvement of time resolution for the monochromator spectrum is particularly important. It should be pointed out that time resolution is determined by the rotation frequency of the DCM; thus, it is necessary to improve its rotation precision and speed.

According to the Bragg diffraction formula, with a varied angle between the incident beam and the diffractive crystal plane, single-wavelength X-rays are separated from the continuous spectrum of synchrotron radiation, and the outgoing beam is diffracted into a fixed position on the sample. The parallelism in the pitch direction between the two separated crystals directly affects the performance of the flux and the angular stability of the monochromatic beam, as demonstrated in Figure 1. For a conventional DCM, the
parallelism of the pair of crystals is manually adjusted by the stepping motor before actual experiments [7]. However, due to the backlash in the structure of a DCM, the angular stability is destroyed significantly, and, consequently, the rotation velocity is limited during such a motion process. In addition, due to the incident beam being concentrated on the single crystal in both traditional and channel-cut DCMs, the crystals need to be cooled by costly liquid nitrogen $[8,9]$, which increases the complexity of the system. In order to address the mentioned problems, a novel monochromator with multi-channel crystals was designed with two independent polyhedral spindles that were separately driven by master and slave motors. As the crystals were mounted on the surface of the polyhedral spindles, the parallelism of the crystals was controlled by the relative precision rotation of the motors. However, the manual mounting errors of the crystals could degrade the positioning accuracy significantly, resulting in the failure of the output of the monochromatic beam. In particular, it was worth considering that the mounting errors could be regarded as stable errors that repetitively appeared during the rotation process when the master motor was rotated at a constant velocity. Therefore, the mounting errors could be reduced by improving the reference tracking accuracy, just for the slave motor on the fly.


Figure 1. The structure of the XAFS.
There are some motion control methods to improve the position accuracy for single motor motion [10-12]. Feedback controllers are usually used to implement motion control in order to improve the tracking accuracy, including proportion-integration-differentiation (PID) control, robust control, and sliding mode control (SMC), etc. [13-15]. For example, the servo control system, combined with position-speed-current loops, is usually used to track the defined trajectory via a PID controller [16]. The SMC controller is also used to decrease the tracking errors caused by external disturbances or parameter uncertainty in a dynamic motion system [17,18]. Although these methods can improve precision to some extent, their performance is limited by the phase delay of the feedback controller and the achieved bandwidth [19-21]. Some model inversion-based feedforward control methods have been proposed to improve the tracking precision, including the zero-phase error tracking controller (ZPETC) and the zero-magnitude error controller (ZMETC) [22-24], where the control inputs are pre-calculated with the known trajectory via the inverse of the identified system model. Nevertheless, the effectiveness of the feedforward controllers relies heavily on the accuracy of the identified model, and the variation of the plant directly reduces the tracking precision significantly when the models are not identified accurately enough [22,25,26]. It is worthy of being noted that tracking errors, as well as the above-mentioned translated mounting errors, appeared repetitively. Thus, it was natural to use iterative learning control (ILC), a popular learning-based feedforward controller, to improve the repetitive reference tracking performance [27]. ILC can minimize repetitive errors through updating the control input through learning the historical tracking errors and input signals [28]. The combination of feedback and ILC is a promising control scheme, where unknown disturbances are decreased by the feedback controller, and the feedforward controller can compensate for the repetitive errors and known disturbances. Therefore, the design of the ILC was a crucial component for significant performance enhancement due to the existing repetitive errors in the multi-channel

DCM. The ILC consists of a learning function to determine the learning method and a low-pass Q-filter to balance the robustness and precision [29-31]. Although the proportion (P-), differentiation (D-), and proportion-differentiation (PD-) type ILC can be implemented without an accurate model, the convergence speed is lower than the model-inversion ILC $[32,33]$. To this end, the model-inversion ILC was considered to tackle the repetitive errors along with the slave motor rotation.

Motivated by the aforementioned essential issues, the objective of this paper was to compensate for the repetitive errors, followed by the slave motor on the fly, for a multichannel DCM, which has rarely been researched in the field of control for DCM equipment. According to the repetitive property, ILC was adopted to guarantee the parallelism between a pair of crystals. In order to accelerate the convergence speed, the method named ZMETC was used as the learning function, and a Q-filter was delicately designed to improve the robustness of the whole system. Furthermore, a single-axis motor motion platform was built to verify the tracking performance of the references for tracking triangular waves and fourth-order trajectories, respectively, and comparative results using PID control and ZPETC were demonstrated to evaluate the effectiveness of the used method in the improvement of parallelism accuracy in the application of a multi-channel DCM.

The rest of the paper is organized as follows. In Section 2, the principle of a multichannel monochromator is described, and the tracking problem is analyzed. The design of an ILC and learning function are described in Section 3. The experiment using the singleaxis motor motion platform and a comparison of the results are discussed in Section 4. The thesis summary and subsequent research plans are included in Section 5.

## 2. System Description

The comparisons of the principles between the conventional single-channel and multichannel DCMs are illustrated in Figure 2, where it is obvious that the scanning frequency of the single-channel DCM was determined by the velocity of the reciprocal rotation. However, the backlash problem seriously limited the accuracy of the scanning angle with high velocity due to the driven principle, i.e., the direction needed to be switched frequently at the corners. Moreover, the same working area of the crystal plane was always exposed on the incident beam during the reciprocal rotation so that the temperature was varied, which might lead to an uneven crystal surface along with undesired outcomes of the DCM.

In contrast to the conventional single-channel DCM, the multi-channel DCM included more pairs of crystals located at a separate motor axis driven in the same direction to ensure the parallelism of the crystals on the fly. As illustrated in Figure 2b, the scanning frequency could be improved through more crystal pairs and a high rotation speed, and the working crystals varied during the rotation process, which was particularly important for the improvement of the thermal stability of the multi-channel DCM.

As multiple pairs of crystals were manually mounted on the surface of the polyhedral spindles, the parallelism errors were the main concern that hindered the desired performance. Thus, for the multi-channel DCM, the master motor needed to be controlled at a constant velocity, while the slave motor was conducted with a varied velocity to follow the master motor, as displayed by the different trajectories in Figure 2c. Therefore, a single-axis motor motion platform was designed to verify the ILC performance for the slave motor, which could be further applied to the multi-channel DCM scanning process.


(a)



Mouting Error
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Figure 2. The comparison between the single-channel and multi-channel DCMs. The working principles of single-channel and multi-channel DCMs are separately represented by ( $\mathbf{a}, \mathbf{b}$ ), the different trajectories between the master and slave motor are displayed in (c).

## 3. Controller Design

### 3.1. Iterative Learning Control

ILC is an efficient algorithm to improve the performance of a system by learning from previous information, i.e., errors and control inputs. In this paper, the ILC method was utilized to improve the performance of a multi-channel DCM system.


Figure 3. The controller framework of ILC.
The block diagram of the controller is demonstrated in Figure 3. $r(k)$ represents the repeat reference, $C_{f b 1}(z)$ and $C_{f b 2}(z)$ are respectively represented as the position feedback controller and velocity feedback controller, $P(z)$ refers to the combination of the motor driver and the DCM stage, $u_{f f, i+1}(k)$ is the feedforward control input based on the previous $(i)$-th iteration with $i$ indicating the number of iteration, and the external disturbance is represented by $d_{i}(k)$. It should be noted that $d_{i}(k)$ includes repetitive and random interference. According to the configuration of the multi-channel DCM system, the repetitive disturbance comes from the mounting errors of the crystals and torque ripple caused by brushless motor pole stitching, and the environmental vibrations, such as mounting base or coolant flow, results in random interference.

Based on Figure 3, the output $y_{i+1}(k)$ is given by

$$
\begin{equation*}
y_{i+1}(k)=T(z) r(k)+J(z)\left(u_{f f, i+1}(k)+d_{i+1}(k)\right) \tag{1}
\end{equation*}
$$

where $T(z), J(z)$ are separately represented as the transfer functions of complementary sensitivity and process sensitivity, which are given as

$$
\begin{align*}
T(z) & =\frac{G_{p}(z) C_{f b 1}(z)}{1+G_{p}(z) C_{f b 1}(z)}  \tag{2}\\
J(z) & =\frac{G_{p}(z)}{1+G_{p}(z) C_{f b 1}(z)} \tag{3}
\end{align*}
$$

where $G_{p}(z)$ is the closed-loop transfer function of the velocity loop with an integrator, which is calculated as

$$
\begin{equation*}
G_{p}(z)=\frac{1}{s} \frac{C_{f b 2} P(z)}{1+C_{f b 2} P(z)} \tag{4}
\end{equation*}
$$

The output of error is defined as follows:

$$
\begin{equation*}
e_{i+1}(k)=r(k)-y_{i+1}(k) \tag{5}
\end{equation*}
$$

The loop of the ILC algorithm is made up of a learning function $L(z)$ and a lowpass filter $Q_{I L C}(z)$. According to the control law of ILC, the $(i+1)$-th control input is calculated by

$$
\begin{equation*}
u_{f f, i+1}(k)=Q_{I L C}(z)\left(u_{f f, i}(k)+L(z) e_{i}(k)\right) \tag{6}
\end{equation*}
$$

where $Q_{I L C}$ is the low-pass filter that is used to reduce the influence of high-frequency noise, $L(z)$ is the learning function.

With the combination of Equations (1), (5), and (6), the output of error at the $(i+1)$-th iteration is calculated by

$$
\begin{equation*}
u_{f f, i+1}(k)=Q_{I L C}(z)(1-L(z) J(z)) u_{f f, i}(k)+Q_{I L C}(z)\left[1-\left(T(z) r(k)-J(z) d_{i}(k)\right)\right] \tag{7}
\end{equation*}
$$

To ensure the convergence of the control inputs in ILC when the number of iterations tends to infinity, the convergence condition is given by Equation (8):

$$
\begin{equation*}
\left\|Q_{I L C}(1-L(z) J(z))\right\|_{\infty}<1 \tag{8}
\end{equation*}
$$

where $\|\cdot\|_{\infty}$ represents the infinite norm of the above transfer function.
The control input $u_{f f}(k)_{\infty}$ is calculated based on Equation (7):

$$
\begin{equation*}
u_{f f, \infty}(k)=\frac{Q_{I L C} L(z)\left[(1-T(z)) r(k)-J(z) d_{i}(k)\right]}{1-Q_{I L C}(1-L(z) J(z))} \tag{9}
\end{equation*}
$$

After the $(i+1)$-th iteration, the output of error $e_{i+1}(k)$ is given by

$$
\begin{align*}
e_{i+1}(k) & =r(k)-y_{i+1}(k) \\
& =(1-T(z)) r(k)-J(z)\left(u_{f f, \infty}(k)+d_{i+1}(k)\right) \\
& =\frac{(1-T(z))\left(1-Q_{I L C}\right)}{1-Q_{I L C}(1-L(z) J(z))} r(k)+  \tag{10}\\
& J(z)\left[\frac{Q_{I L C} L(z) J(z)}{1-Q_{I L C}(1-L(z) J(z))} d_{i}(k)-d_{i+1}(k)\right]
\end{align*}
$$

According to the Equations (8) and (10), the error converges to zero with $L(z)=J^{-1}(z)$ and $d_{i}(k)=d_{i+1}(k)$, which indicates that ILC could compensate for the repetitive errors. On the other hand, the set value of $Q_{I L C}$ significantly influences the convergence of the control input. If the cut-off frequency was set too high, the high-frequency noise would lead to divergence during the iteration process; otherwise, if the value was set too low, it would spend more time trying to achieve the convergence goal, and the precision of the tracking trajectory was also limited. Hence, it was essential to delicately design the cut-off frequency during the implementation of the iterative controller.

### 3.2. Learning Function

According to inequality (8), restrictions were easy to meet when the learning function was designed by the inverse of the process sensitivity transfer function $J(z)$. However, because the platform was a non-minimum-phase system, the model inversion was difficult to solve due to the presence of the unstable zeros. In this paper, the zero-magnitude error tracking controller (ZMETC) method was used to obtain the approximate inverse model of $J(z)$. The equivalent representation of $J(z)$ is given by

$$
\begin{equation*}
J(z)=\frac{B_{s}(z) B_{u}(z)}{A_{s}(z)} \tag{11}
\end{equation*}
$$

where $B_{s}(z)$ and $B_{u}(z)$ respectively include the stable and unstable zeros, and $A_{s}(z)$ includes all the stable poles. $B_{u}(z)$ can also be translated to the expression of $n$-th order polynomial with $n$ non-minimal phase zeros which is given by

$$
\begin{equation*}
B_{u}(z)=b_{u n} z^{n}+b_{u(n-1)} z^{n-1}+\ldots+b_{u 0} \tag{12}
\end{equation*}
$$

According to the law of ZMETC, the approximate inverse model of $J(z)$ is given by

$$
\begin{equation*}
J^{-1}(z)=\frac{A_{s}(z) B_{u}^{f}(z) z^{-(n+d)}}{B_{s}(z)\left(\left.B_{u}(z)\right|_{z=1}\right)^{2}} \tag{13}
\end{equation*}
$$

where $d$ changes the symbol $d$ such that $n$ represents the relative orders of the model. The expression of $B_{u}^{f}(z)$ is solved by reversing the order of the coefficients in Equation (12) as

$$
\begin{equation*}
B_{u}^{f}(z)=b_{u 0} z^{n}+b_{u 1} z^{n-1}+\ldots+b_{u n} \tag{14}
\end{equation*}
$$

## 4. Experiment Results and Analysis

### 4.1. Experimental Setup

A single-axis motor motion system was used for the experiments, and the experimental setup is shown in Figure 4, which included a Maxon EC-Flat brushless motor, Elmo's motor driver, a 29-bit Heidenhain absolute value encoder, and an aluminum metal shaft. The motor driver was driven by the input current signal generated by the 16-bit digital to analog converters (DAC) on the dSPACE-MicroLabBox platform. The real-time positions were acquired by the absolute value encoder and transferred via the Endat 2.2 protocol port. The control system was established in the Simulink software environment and executed in a real-time application on the dSPACE-MicroLabBox platform. Meanwhile, the sampling frequency of the controller system was set to 5 kHz .


Figure 4. The experimental setup of the single axis motion platform.
In order to identify the linear dynamic model of the experiment platform, a set of the sin-sweep current signal was applied to the motor driver. To avoid the backlash of the motor, the direction of the motor motion was set to be same, and the current driven signal was expressed as

$$
\begin{equation*}
u(t)=1.5+0.5 \times \sin (2 \pi f t) \tag{15}
\end{equation*}
$$

where $u(t)$ represents the input current signal, and the frequency of the current signal was expressed as $f$, which varied between 0.01 and 500 Hz for the system identification.

A continuous-time transfer function model was identified by the system identification toolbox in the MATLAB software and was subsequently discretized via the zero-order holder $(\mathrm{ZOH})$ method to facilitate the controller design, given as

$$
\begin{equation*}
P(z)=\frac{0.4491 z^{2}-1.207 z+0.972}{z^{3}-2.809 z^{2}+2.785 z-0.9757} \tag{16}
\end{equation*}
$$

Figure 5 shows the match between the measured and identified open-loop frequency responses. It was clear that the first-order resonance point existed at 300 Hz for the experimental platform.


Figure 5. Frequency responses of the single axis motion platform, amplitude and phase frequency responses are separately represented by $(\mathbf{a}, \mathbf{b})$.

### 4.2. Tracking Results

A set of triangular waves and fourth-order reference trajectories were applied to verify the performance of ILC in its application to multi-channel DCM scanning [34]. The example of the defined references for experiments is illustrated in Figure 6.


Figure 6. The example of reference trajectory.
In order to evaluate the performance of the designed controller, the following controllers were also used for comparison:

1. $\quad C_{1}$ : feedback controller PID;
2. $C_{2}$ : model-based feedforward controller ZMETC;
3. $C_{3}$ : ILC which is illustrated in Figure 3.

For the PID controller, the parameters were set as follow: $K_{p}=53.0469, K_{i}=3633.5934$, $K_{d}=1.9348$ for the position loop, and $K_{p}=0.0034, K_{i}=0.1703$ for the velocity loop.

As shown in Figure 7, the inversion of model $G_{p}^{-1}(z)$ used in the ZMETC controller is expressed as

$$
\begin{equation*}
G_{p}^{-1}(z)=\frac{155.16 \times(z-0.9991)^{4}\left(z^{2}-1.987 z+0.9875\right)\left(z^{2}-1.823 z+0.9849\right)}{z(z-0.9901)(z-0.9973)^{2}(z-1)^{2}\left(z^{2}-1.242 z+0.4624\right)} \tag{17}
\end{equation*}
$$



Figure 7. Amplitude frequency responses for the inverse model of the plant and the learning function.
Figure 8 shows the frequency spectrum of tracking errors that were measured before the ILC algorithm was loaded, and it was obvious that the errors were mainly located in the region of $30-50 \mathrm{~Hz}$. It should be noted that high-frequency interference might result in the divergence of the control inputs, and thus the bandwidth of the low-pass filter could be set at three to five times the central frequency regions of the errors [32]. Therefore, the cut-off frequency of the Q-filter was set to 100 Hz and realized by the butter function in MATLAB software in this paper.


Figure 8. The FFT spectrum of tracking errors.
In order to further improve the convergence speed, the learning function $L(z)$ was designed by utilizing the inversion of $J(z)$, and here ZMETC was adopted to obtain the approximated inversion as

$$
\begin{equation*}
L(z)=J^{-1}(z)=\frac{2.57 \times 10^{6}(z-0.9991)^{4}\left(z^{2}-1.987 z+0.9875\right)\left(z^{2}-1.823 z+0.9849\right)}{z(z+0.7705)(z-0.9901)(z-1)^{3}\left(z^{2}-1.253 z+0.4663\right)} \tag{18}
\end{equation*}
$$

### 4.2.1. Tracking Triangular Wave

The results of fifty iterations are illustrated in Figure 9 for the reference tracking with 30 Hz triangular waves, and the statistical results for different tracking frequencies are listed in Table 1. The results showed that the tracking errors decreased with the increment of iterations, indicating the ILC's ability to compensate for the repetitive errors during the iteration process, as demonstrated in Figure 9a,b. It was clear that the errors tended to converge after 20 iterations, and the RMS error was much smaller than other controllers. Figure 9d shows the comparison between the reference and actual motion tracking at the 20th iteration. It was evident that the ILC achieved the best tracking performance among the three controllers, with an RMS error of $80.02^{\prime \prime}$. The performance was worst for the feedback PID controller with RMS errors of $545.27^{\prime \prime}$ for the phase delay and no
ability to compensate for repetitive errors along with the reference tracking. Although the performance of feedforward ZMETC was improved significantly in comparison with PID control, the tracking precision depended on accurate model identification, and no learning mechanism was integrated to handle the repetitive errors.

Table 1. Error results of triangular reference tracking.

| Frequency (Hz) | RMS Error (arcsec) |  |  | MAX Error (arcsec) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PID | ZMETC | ILC | PID | ZMETC | ILC |
| 10 | 593.28 | 57.60 | 52.56 | 779.4 | 188.64 | 116.28 |
| 20 | 545.27 | 91.33 | 80.02 | 1366.6 | 293.57 | 185.17 |
| 30 | 474.42 | 151.93 | 103.27 | 1736.4 | 560.97 | 306.14 |



Figure 9. Triangular wave reference tracking performance compared with existing methods.

### 4.2.2. Tracking Fourth-Order Motion Reference Trajectory

In this paper, the fourth-order reference was used for trajectory planning for the difference in trajectories between the master and slave motors, which could significantly decrease the impact of the variable acceleration speed. The results of the 50th iteration are illustrated in Figure 10 for the reference tracking with a 36 Hz fourth-order motion reference, and the statistical results for variable frequency tracking are listed in Table 2 The tracking errors decreased with an increase in the iterations, as shown in Figure 10a, which proved the ability of the ILC to track the fourth-order reference. It was clear that the ILC achieved the best performance with RMS errors of $127.89^{\prime \prime}$, compared with $758.09^{\prime \prime}$ for the PID controller, and $220.98^{\prime \prime}$ for the ZMETC controller. The PID controller achieved the worst performance due to phase delay, which was difficult to eliminate.

In addition, the operating interval during the crystal rotation was particularly displayed as the red shaded area in Figure 10c, and the errors were controlled within the limits of $36^{\prime \prime}$ for the ILC, which indicated that the ILC could contribute to decreasing the parallelism errors in the area for the working crystals.

Table 2. Error results of fourth-order motion reference tracking.

| Frequency (Hz) | RMS Error (arcsec) |  |  | MAX Error (arcsec) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PID | ZMETC | ILC | PID | ZMETC | ILC |
| 18 | 819.25 | 68.26 | 76.83 | 1581.1 | 137.38 | 142.56 |
| 24 | 842.11 | 102.29 | 89.48 | 1761.4 | 237.37 | 203.77 |
| 36 | 758.09 | 220.98 | 127.89 | 1925.0 | 716.16 | 406.96 |



Figure 10. Fourth-order motion reference tracking performance compared with existing methods.

## 5. Conclusions

In this paper, the tracking controller design for a multi-channel DCM was researched to improve the parallelism between the pairs of crystals. As the mounting errors could be translated into the repetitive errors in the slave motor when the master motor was rotated at a constant velocity, ILC was designed to improve the tracking precision by dealing with the repetitive trajectories and disturbances. The control law, as well as the convergence condition, was also given and discussed. To accelerate the convergence of control inputs, the learning function chosen as the inverse of the model was calculated by the method of ZMETC, and the bandwidth of the Q-filter was delicately designed through the frequency spectrum analysis of the measured errors. A set of controllers (PID, ZMETC, and ILC) were tested on the developed single-axis motion platform to evaluate the performance.

Experimental results demonstrated that the best performance was achieved by the ILC, both for triangular wave and fourth-order motion trajectory, which indicated its ability to improve the parallelism accuracy for multi-channel DCM on the fly. Future work will concentrate on improving parallelism accuracy for the coupled crystals in the multi-channel DCM system.
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#### Abstract

A scheme for modelling and controlling a two-dimensional positioning system with a topology-optimized compliant mechanism is presented. The system is designed to ensure a relatively large workspace and exhibit robustness against system nonlinearities. A detailed design procedure based on topology optimization is presented, and a nonlinear description of the designed mechanism is developed as a starting point for further precise position control. The theoretical model is shown to be suitable for a considerably larger working range without losing consistency. A backstepping controller is employed to manipulate the nonlinearities in the model resulting from the geometrical and material nonlinearity of the mechanical structure. The hysteresis of the piezoelectric actuator is also taken into consideration. An experimental verification of the controller demonstrates that the proposed design approach improves the performance of compliant mechanism and satisfies the needs for precision positioning.
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## 1. Introduction

Compliant mechanisms [1,2] have been widely used over the last few decades as a promising routine for transforming motions [3], forces [4], or energy [5,6] from input to output. Unlike rigid-body mechanisms, compliant mechanisms are monolithic and gain their mobility from the deflection of flexible members rather than movable joints. This offers increased precision and reliability combined with reduced wear, eliminating the need for lubrication. Such systems are often designed with certain aims, not only at the macro-scale, such as large-input displacement amplification [7] or sufficiently high output stiffness [8,9], but also at the micro-scale, such as micro-electromechanical systems (MEMS) [10] and surgical applications [11]. As design problems become more complicated, the continuum topology optimization (TO) freeform design methodology has also become a popular routine for such mechanisms [4,12-16]. In TO, the traditional trial-and-error design approach is replaced by an automated iterative design approach, which determines the optimal material distribution in a finite-element model while minimizing a given cost function $[17,18]$. This allows for the design of components or systems based on prescribed loads and boundary conditions, which harness rigorous optimization and simulation schemes to achieve superior performance.

Piezoelectric-actuated compliant mechanisms composed of piezoelectric actuators (PEA) and TO compliant mechanisms (CM) are one of the promising applications in precision positioning, owing to the fast response and extreme positioning resolution of PEAs. These systems also gain flexibility in applications from the TO method because, theoretically, they can take arbitrary design domains and boundary conditions.

However, unlike traditional kinematics-based approaches [1], which allow the designer to apply knowledge and approximations developed for rigid-body mechanisms kinetically $[19,20$ ] or dynamically [21,22], the dynamics of topology-optimized CMs are usually
nonlinear and complicated. This drawback of the TO method, together with the inherent hysteresis nonlinearity of PEAs and system uncertainties, leads to challenges in controlling such topology-optimized CMs, consequently limiting their practical applications. Further, although researchers have made significant advancements in topology-optimized CM design with multiple conditions, constraints, or output ports to composite motion [23-25] or to generate paths [26], the design of an optimization objective for maximum output workspace, which is a crucial attribute for multi-axis positioning stages, remains undone.

In this study, we aim to develop an integrated effective design and control scheme for multi-DOF positioning stage based on topology-optimized compliance mechanisms with a novel TO objective function designed for large output workspace. Firstly, the TO process is performed based on a nonlinear finite-element analysis. Secondly, a reduced spring-mass model with nonlinear disturbances is developed to cover the dynamics of the designed CM . Then, a MIMO backstepping robust controller is employed to achieve a high trajectory tracking performance. The output motions are not deliberately decoupled in the TO process; rather, the CM gains the ability to composite motions by tangent space modeling of the controller. The controller design process starts from the bounded-input-bounded-output PEA systems, which then serve as an ideal input for a new controller that stabilizes the subsequent compliant mechanism, making up a robust backstepping controller [27]. An experiment verification process is also given afterwards. The resulting system is intended to greatly extend the capabilities of such TO compliant mechanisms.

## 2. Topology Optimization

The topology optimization process in this study is based on the solid isotropic material with penalization (SIMP) [28,29] approach. The basic idea is that each finite element is associated with a fictitious pseudo-density variable $\rho$, such that $0 \leq \rho \leq \mathbf{1}$, which parameterizes the topology optimization procedure. The general algorithm is shown in Algorithm 1, and in this section, we will follow the design steps.

```
Algorithm 1 SIMP algorithm for topology optimization. SIMP Algorithm
Initialization:
    Generate mesh and boundary conditions, define material properties, initialize
    pseudo-density
    Main iteration loop:
    While not convergent do
    Finite element analysis
    Objective and constraints evaluation
    Update density
    End while
    Evaluation of results
```


### 2.1. Boundary Conditions and Model Specifications

The first thing to do is to specify the boundary conditions of the design domain. Consider a standard compact setup from previous research $[30,31]$ for a piezoelectricactuated compliance mechanism as the input unit of the design domain, as shown in Figure 1a, and assume the specifications of the PEAs, as shown in Table 1. The total dynamics of a thus-designed PEA set can be described as a single-DOF spring-mass mechanical system, given by:

$$
\begin{equation*}
m_{i n} \ddot{x}_{i n}=F_{i n}-f-F_{\text {res }}, \tag{1}
\end{equation*}
$$

where $m_{i n}$ is the mass of the output blocking plate; $F_{i n}$ is the input force produced by the PEA unit; $F_{\text {res }}\left(x_{i n}, \dot{x}_{i n}\right) \approx K_{i n} x_{i n}+C_{i n} \dot{x}_{i n}$ is the lumped restraint force with $K_{i n}$ and $C_{i n}$ the spring stiffness and the damping coefficient of the flexure blocking plate, respectively; and $f$ is the output force of the total set, which is the opposite direction of the force to be
applied on the compliant mechanism. The force $F_{\text {in }}$ generated by the PEA can be modeled by a compressive spring according to the following:

$$
\begin{equation*}
F_{i n}=K_{p e a} \cdot \delta x, \tag{2}
\end{equation*}
$$

where $K_{p e a}$ is the stiffness of the PEA and $\delta x$ is the difference between the nominal load-free output $x_{\text {nom }}$ and the actual output $x_{i n}$. Substituting Equation (2) into Equation (1) yields the total dynamic model of a single PEA set, as follows:

$$
\begin{equation*}
m_{i n} \ddot{x}_{i n}=K_{\text {pea }} \cdot\left(x_{n o m}-x_{i n}\right)-f-F_{\text {res }}\left(x_{i n}, \dot{x}_{i n}\right) . \tag{3}
\end{equation*}
$$



Figure 1. (a) Schematic illustration of a single PEA set; (b) Design parameters and simplified model of the output port.

Table 1. Specifications of the PEAs.

| Symbol | Quantity | Value |
| :---: | :---: | :---: |
| $K_{\text {pea }}$ | Stiffness | $250[\mathrm{~N} / \mu \mathrm{m}]$ |
| $\max x_{\text {nom }}$ | Max stroke | $60[\mu \mathrm{~m}]$ |
| $f_{\text {block }}$ | Blocking force | $1.5 \times 10^{4}[\mathrm{~N}]$ |
| $R_{\text {hinge }}$ | Hinge radius | $0.75[\mathrm{~mm}]$ |
| $D_{\text {hinge }}$ | Hinge thickness | $0.5[\mathrm{~mm}]$ |

${ }^{\text {a }}$ The max stroke is the maximum of the nominal output $x_{\text {nom }}$ of a given PEA.

In this work, we focus on the study of a simplified 2-DOF positioning application. This process can be easily generalized to higher DOF and higher dimensional designs [32], and the basic ideas are similar. The whole setup is shown in Figure 2a.

The input forces applied to the design space are equal in magnitude but opposite in direction to the reaction force of the compliant mechanism. Because the two PEAs are fixed to the platform bed and the output of the PEAs are most likely to be horizontal, the inputs to the design domain can be assumed as forces parallel to the $x$-axis on roll supports, as shown in Figure 2b. In addition, we make the following assumptions concerning the input forces and the reaction forces ( $f_{i}$ s) of the compliant mechanism to simplify further discussions:


Figure 2. (a) Schematic illustration of a 2-DOF compliance set; (b) Simplification of the design domain and boundary conditions.

Assumption 1. The input forces to the design domain are balanced by the internal residual forces at the corresponding input nodes.

In other words, $f_{i} \mathrm{~s}$ can be represented by the deformations and accelerations of the compliance mechanism. We will return to this assumption in the next subsection.

Assumption 2. The resonance frequency of the design domain is much higher than the input frequency; therefore, the dynamics of the PEAs and the designed compliant mechanism can be separated without loss of generality.

Suppose that the output vector $\boldsymbol{u}_{\text {out }}$ is decomposed into orthogonal vectors $\boldsymbol{x}_{o u t}$ and $y_{\text {out }}$ along the $x$-axis and $y$-axis, respectively, and that the PEAs are almost identical with only minor differences. Typical working conditions, as shown in Table 2, summarize the relationship between the PEA stroke direction $(\rightarrow$ or $\leftarrow$, i.e., along or against the direction of the positive $x$-axis) and the output $y_{\text {out }}$.

Table 2. Typical working conditions.

|  | Working Conditions | PEA1 Stroke $x_{i n 1}$ | PEA2 Stroke $x_{\text {in } 2}$ |
| :---: | :---: | :---: | :---: |
| Regular configuration | Maximum $y_{\text {out }}$ | $\rightarrow$ | $\leftarrow$ |
|  | Minimum $y_{\text {out }}$ | $\leftarrow$ | $\rightarrow$ |
| Reversed configuration | Maximum $y_{\text {out }}$ | $\leftarrow$ | $\rightarrow$ |
|  | Minimum $y_{\text {out }}$ | $\rightarrow$ | $\leftarrow$ |

The reversed configuration assumes that $y_{\text {out }}$ is along the negative $y$-axis under compressive inputs, useful when design domain width $w$ is limited.

### 2.2. Topology Optimization Process

Consider the 2D design problem of compliant mechanisms to maximize the positioning workspace, which occurs when the mechanism is used for precision positioning [33,34], and the whole process is performed in a static sense. The selection of optimization and material parameters is given in Table 3 [35].

Table 3. Algorithm and material specifications for the TO method.

| Optimization specifications | Penalty $p$ | 3 |
| :---: | :---: | :---: |
|  | Max iteration | 1000 |
|  | Pseudo density lower bound $\rho_{\text {min }}$ | $1 \times 10^{-6}$ |
|  | Discretized steps $p_{m}$ | 40 |
| Mesh specifications | Length 1 | 12 [cm] |
|  | Width w | $6[\mathrm{~cm}]$ |
|  | Thickness t | $1[\mathrm{~cm}]$ |
|  | Discretization | $\mathrm{n}_{1} \times \mathrm{n}_{\mathrm{w}}=120 \times 60$ |
| Material properties | Young's modulus E | 73 [GPa] |
|  | Min modulus $\mathrm{E}_{\text {min }}{ }^{\text {a }}$ | 1 [kPa] |
|  | Poisson ratio $v$ | 0.33 |
|  | Material density $\rho_{0}$ | $2.71 \times 10^{3}\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ |
|  | Initial hyper - elastic coefficient $\mathrm{c}_{1}$ | $1 \times 10^{-5} \mathrm{E}$ [GPa] |
|  | Hyper - elastic strain threshold $\varepsilon^{\star}$ | 0.5 |

$\overline{{ }^{a} \text { A minimum modulus for the design domain material is assigned to void regions to prevent the stiffness matrix }}$ from becoming singular.

Suppose that the inputs given as in the previous section can be discretized into $p_{m}$ steps and can simultaneously satisfy the extreme working conditions listed in Table 2. Then, each pair of inputs at step $p$ yields a specific output vector, as shown in the schematic illustration in Figure 3. The aim of maximizing a reachable set of the mechanism is equivalently turned into maximizing the interior area bounded by the static trajectory, which is, in general, an irregular polygon. The area of the polygon is given by the $g$-determinant of the individual output vectors $u_{o j}, j=1,2, \ldots, p_{m}$ at each sampled step along the perimeter of the workspace, as the following [36]:

$$
\begin{equation*}
J=\operatorname{gdet}\left(\boldsymbol{u}_{o 1}, \ldots, \boldsymbol{u}_{o p m}\right)=\frac{1}{2} \sum_{j}^{p_{m}} \boldsymbol{u}_{o j} \times \boldsymbol{u}_{o j+1}, \tag{4}
\end{equation*}
$$

where the summation is cyclic, such that $\boldsymbol{u}_{o p_{m}+1}:=\boldsymbol{u}_{01}$.


Figure 3. Proposed discretized input in this study and the corresponding $L_{o}$ output vectors on the perimeter of the workspace.

The constraints for the optimization process are imposed on both the input displacements and the total strain energy: the maximum stroke of the PEAs is limited to $\max x_{i n}=60 \mu \mathrm{~m}$, and the stroke is smaller in practice because of the assembly error; the strain energy, $\Sigma$, is also constrained, with a coarse upper bound, $\Sigma_{0}$, in a manner similar
to that described in previous research $[37,38]$ to avoid fatigue failures. As a result, the TO problem of maximizing $J$ can be formulated as follows:

$$
\begin{array}{ll}
\underset{\rho}{\max } & J \\
\text { s.t. } & \sum_{j}^{p_{m}}\left|\boldsymbol{P}_{j}-\boldsymbol{R}_{j}\left(\boldsymbol{u}_{j}, \boldsymbol{\rho}_{j}\right)\right|=0  \tag{5}\\
& \boldsymbol{\Sigma} \leq \boldsymbol{\Sigma}_{0} \\
& u_{\text {ini }}<\max x_{\text {nomi }} \quad i=1,2 \\
& \mathbf{0}<\boldsymbol{\rho}_{\min } \leq \boldsymbol{\rho} \leq \mathbf{1}
\end{array}
$$

In that the summation element $\left|\boldsymbol{P}_{j}-\boldsymbol{R}_{j}\left(\boldsymbol{u}_{j}, \boldsymbol{\rho}_{j}\right)\right|$ in the first constraint of the above Equation (5) is always positive, the following holds for all independent variables $\boldsymbol{u}_{j}$ and $\rho_{j}$ :

$$
\begin{equation*}
\boldsymbol{P}_{j}-\boldsymbol{R}_{j}\left(\boldsymbol{u}_{j}, \boldsymbol{\rho}_{j}\right)=0 \tag{6}
\end{equation*}
$$

The above Equation (6) is a nonlinear ordinary differential equation system for the unknown displacement field $u$ and design parameter $\rho$ within the calculation domain. The solution of this differential equation system is usually not analytical, and a conventional way is to approximate the displacement field by performing iterative Newton-Raphson method on the spatial discretization of the design domain [39,40]. A brief introduction of the nonlinear finite element synthesis including the additive hyper-elastic element modification to suppress instability during the optimization process [41] can be found in Appendix A.

Now consider the discretized finite element expression of the design domain. A vector $L_{o}^{T}$ consisting of all zeros but 1 at the index of the output nodes can be used to select the desired output nodes from the discretized displacement field $\hat{\boldsymbol{u}}$, represented by:

$$
\begin{equation*}
\hat{\boldsymbol{u}}_{0}=\boldsymbol{L}_{0}^{T} \hat{\boldsymbol{u}} \tag{7}
\end{equation*}
$$

Since the following derivations will be mainly on this discretized representation, we will drop the hat representing the discretization process for simplicity. Thus, the sensitivity of the objective function can be represented by the summation of the sensitivities of the individual cross products, as follows:

$$
\begin{equation*}
\frac{\partial J}{\partial \rho_{e}}=\frac{1}{2} \sum_{j}^{p_{m}} \frac{\partial\left(\boldsymbol{u}_{o j} \times \boldsymbol{u}_{o j+1}\right)}{\partial \rho_{e}} \tag{8}
\end{equation*}
$$

By introducing a set of vectors of the Lagrangian multipliers $\lambda_{j}, j=1,2, \ldots, p_{m}$, for each output $\boldsymbol{u}_{o j}$, and assuming that the solution of Equation (6) has already been found via the Newton-Raphson method, the term $\lambda_{j}^{T}\left(\boldsymbol{R}_{j}\left(\boldsymbol{u}_{j}\right)-\boldsymbol{P}_{j}\right)$ is equal to zero and can be added to the displacement vector without changing the result, yielding:

$$
\begin{equation*}
\frac{\partial J_{j}}{\partial \rho_{e}}=\frac{1}{2} \frac{\partial\left[\left(\boldsymbol{u}_{0 j}+\lambda_{j}^{T}\left(\boldsymbol{R}_{j}-\boldsymbol{P}_{j}\right)\right) \times\left(\boldsymbol{u}_{0 j+1}+\lambda_{j+1}^{T}\left(\boldsymbol{R}_{j+1}-\boldsymbol{P}_{j+1}\right)\right)\right]}{\partial \rho_{e}} \tag{9}
\end{equation*}
$$

We define the total residual for the $j$ th load step as follows:

$$
\begin{equation*}
\Re_{j}\left(\boldsymbol{u}_{j}, \boldsymbol{\rho}\right)=\boldsymbol{P}_{j}-\boldsymbol{R}_{j}\left(\boldsymbol{u}_{j}, \boldsymbol{\rho}\right) . \tag{10}
\end{equation*}
$$

Then, the sensitivity of this modified function can be given by:

$$
\begin{align*}
\frac{\partial J_{j}}{\partial \rho_{e}}= & \frac{1}{2}\left(\boldsymbol{L}_{o j} \frac{\partial u_{j}}{\partial \rho_{j}}+\lambda_{j}^{T}\left(\frac{\partial \Re_{j}}{\partial u_{j}} \frac{\mathrm{~d} \boldsymbol{u}_{j}}{\mathrm{~d} \rho_{e}}+\frac{\partial \Re_{j}}{\partial \rho_{e}}\right)\right) \times\left(\boldsymbol{u}_{o j+1}+\lambda_{j+1}^{T} \Re_{j+1}\right)  \tag{11}\\
& +\frac{1}{2}\left(\boldsymbol{u}_{o j}+\lambda_{j}^{T} \boldsymbol{\Re}_{j}\right) \times\left(\boldsymbol{L}_{o j+1} \frac{\partial u_{j+1}}{\partial \rho_{e}}+\lambda_{j+1}^{T}\left(\frac{\partial \Re_{j+1}}{\partial u_{j+1}} \frac{\mathrm{~d} u_{j+1}}{\mathrm{~d} \rho_{e}}+\frac{\partial \Re_{j+1}}{\partial \rho_{e}}\right)\right) .
\end{align*}
$$

in accordance with Ref. [42]. By doing some arithmetic and transformations, and introducing the tangent stiffness matrix $K_{T}$ as the linearized approximation of $\frac{\partial \Re_{j}}{\partial u_{j}}$, we have:

$$
\begin{align*}
\frac{\partial J_{j}}{\partial \rho_{e}}= & \frac{1}{2}\left(\left(\boldsymbol{L}_{o j}+\lambda_{j}^{T} \frac{\partial \boldsymbol{\Re}_{j}}{\partial u_{j}}\right) \frac{\mathrm{d} \boldsymbol{u}_{j}}{\mathrm{~d} \rho_{e}}+\lambda_{j}^{T} \frac{\partial \boldsymbol{\Re}_{j}}{\partial \rho_{e}}\right) \times\left(\boldsymbol{u}_{o j+1}+\lambda_{j+1}^{T} \boldsymbol{\Re}_{j+1}\right)+ \\
& \frac{1}{2}\left(\boldsymbol{u}_{o j}+\lambda_{j}^{T} \boldsymbol{\Re}_{j}\right) \times\left(\left(\boldsymbol{L}_{o j+1}+\lambda_{j+1}^{T} \frac{\partial \boldsymbol{\Re}_{j+1}}{\partial u_{j+1}}\right) \frac{\mathrm{d} \boldsymbol{u}_{j+1}}{\mathrm{~d} \rho_{e}}+\lambda_{j+1}^{T} \frac{\partial \boldsymbol{\Re}_{j+1}}{\partial \rho_{e}}\right)  \tag{12}\\
= & \frac{1}{2}\left(\left(\boldsymbol{L}_{o j}+\lambda_{j}^{T} \boldsymbol{K}_{T j}\right) \frac{\mathrm{d} \boldsymbol{u}_{j}}{\mathrm{~d} \rho_{e}}+\lambda_{j}^{T} \frac{\partial \boldsymbol{\Re}_{j}}{\partial \rho_{e}}\right) \times\left(\boldsymbol{u}_{o j+1}+\lambda_{j+1}^{T} \boldsymbol{\Re}_{j+1}\right)+ \\
& \frac{1}{2}\left(\boldsymbol{u}_{o j}+\lambda_{j}^{T} \boldsymbol{\Re}_{j}\right) \times\left(\left(\boldsymbol{L}_{o j+1}+\lambda_{j+1}^{T} \boldsymbol{K}_{T i}\right) \frac{\mathrm{d} \boldsymbol{u}_{j+1}}{\mathrm{~d} \rho_{e}}+\lambda_{j+1}^{T} \frac{\partial \boldsymbol{\Re}_{j+1}}{\partial \rho_{e}}\right)
\end{align*}
$$

Notice that the Lagrange multiplier $\lambda_{i} \mathrm{~s}$ can be chosen freely, such that $\boldsymbol{L}_{o i}+\lambda_{i}^{T} \boldsymbol{K}_{T i}=\mathbf{0}$ is easily satisfied, then the coefficient term before $\frac{\mathrm{d} u_{\bullet}}{\mathrm{d} \rho_{e}}$ can be eliminated immediately. As a result, we can write the sensitivity of the optimization objective regarding working area $J$ in the following form:

$$
\begin{equation*}
\frac{\partial J}{\partial \rho_{e}}=\frac{1}{2} \sum_{j}^{p_{m}}\left(\lambda_{j}^{T} \frac{\partial \boldsymbol{\Re}_{j}}{\partial \rho_{e}} \times\left(\boldsymbol{u}_{0 j+1}+\lambda_{j+1}^{T} \Re_{j+1}\right)+\left(\boldsymbol{u}_{o j}+\lambda_{j}^{T} \boldsymbol{\Re}_{j}\right) \times \lambda_{j+1}^{T} \frac{\partial \boldsymbol{\Re}_{j+1}}{\partial \rho_{e}}\right) \tag{13}
\end{equation*}
$$

Since the evaluation of the gradients only requires the accuracy of a tangent space approximation [37], the approximated $\frac{\partial \Re_{j}}{\partial \rho_{e}}$ can be given by the following:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\Re}_{j}}{\partial \rho_{e}}=-p \rho_{e}^{p-1}\left(E_{0}-E_{m i n}\right) \boldsymbol{K}_{T j} \boldsymbol{u}_{i} . \tag{14}
\end{equation*}
$$

The design parameter is updated using the multi-criterion method of asymptotes (MMA) [35,43], in which case the sensitivities of the constraint functions are also needed. In this study, the input displacement sensitivity is almost identical to the expression given by Equation (13) [17], except that the selecting vector is changed to $L_{i}$, which is defined for the input nodes in a similar sense to Equation (7). The total strain energy is given by the following:

$$
\begin{equation*}
\boldsymbol{\Sigma}=\boldsymbol{u}^{T} \boldsymbol{R}(\boldsymbol{u}) \approx \rho^{p} \hat{\boldsymbol{u}}^{T} \boldsymbol{K}_{\boldsymbol{T}} \hat{\boldsymbol{u}} \tag{15}
\end{equation*}
$$

The sensitivity of Equation (15) is approximated by its linear part in the tangent space, determined elementwise [44] as follows:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\Sigma}_{\mathrm{e}}}{\partial \rho_{e}}=-p \rho_{e}^{p-1} \hat{\boldsymbol{u}}_{e}^{T} \boldsymbol{K}_{e T} \hat{\boldsymbol{u}}_{e} . \tag{16}
\end{equation*}
$$

By performing the iterative optimization process as given in Algorithm 1, the results of the TO are given in Figure 4. The initial calculated boundary of the output workspace is indicated by the dark blue parallelograms, and the final optimization results are indicated by the red parallelograms. The area of the viable output region is enlarged by a factor of over two with respect to the initial configuration. This intermediate result gives us an initial perspective on how the designed compliant reacts to certain input loads and will serve as the start point of the order reduction and controller design process in the following sections.


Figure 4. (a) TO results with extreme points set in accordance with the normal configuration in Table 2, and (b) TO results with a tilted output region w.r.t (a), and the calculated output workspace distribution evolution during the iterative optimization process.

## 3. System Modeling and Controller Design

The basic idea of the controller design for the whole positioning system can be outlined by simultaneously suppressing the influence of the PEA units and the nonlinearities of the designed CM. Considering the cascade nature of the system, i.e., the output displacement of a single PEA is first described as a reacting force on the output plate of the unit, which then serve as the input load to the CM, a robust backstepping controller is a suitable candidate for the controller structure design; by applying such controllers, the dynamics of the PEA and the passive CM part can be treated separately.

### 3.1. Inverse Multiplicative Compensation Scheme for PEA

By a careful selection of the compensation controller, the outputs of the PEA units can be seen as ideal displacement sources. Feedforward control is a common approach to compensate for the hysteresis effect [45,46]. The Prandtl-Ishlinskii, Duhem, and Bouc-Wen models were developed to describe the hysteresis effect, which is then used to construct the inverse controller for compensation of effects of hysteresis [47-50]. These nonlinear models motivated researchers to develop robust feedback controllers such as the sliding-mode controller [51,52], damping controller [53], disturbance observer [31], and adaptive robust controller $[54,55]$. In these control approaches, the hysteresis nonlinearity is treated as a disturbance to the tangent space systems. Specifically, in this section, an asymmetric Bouc-Wen model $[49,56]$ is chosen to simulate the nonlinear hysteresis of the PEAs.

The Bouc-Wen model is based on an artificial state variable $h$. The model represents the hysteresis relationship between an excitation $F$ and the state $h$, according to the following differential equation:

$$
\begin{gather*}
\frac{\mathrm{d} h}{\mathrm{~d} t}=A_{b w} \frac{\mathrm{~d} F}{\mathrm{~d} t}-B_{b w}\left|\frac{\mathrm{~d} F}{\mathrm{~d} t}\right| h|h|^{n-1}-\Gamma_{b w} \frac{\mathrm{~d} F}{\mathrm{~d} t}|h|^{n}+\delta_{b w} F \operatorname{sgn}\left(\frac{\mathrm{~d} F}{\mathrm{~d} t}\right), \\
\operatorname{sgn}(\cdot) \&=\left\{\begin{array}{c}
1, x>0 \\
0, x=0 \\
-1, x<0
\end{array}\right. \tag{17}
\end{gather*}
$$

where $A_{b w}$ is the amplitude of the restoring force, $B_{b w}$ and $\Gamma_{b w}$ control the shape of the hysteresis loop, $n$ controls the smoothness of the transition from elastic-to-plastic response, and $\delta$ is the non-symmetrical factor.

For PEAs, the excitation input $F$ in Equation (17) is replaced by the applied voltage $U$, and $n$ is set to 1 in accordance with the conventional practice. As a result, the Bouc-Wen model for PEAs can be expressed as follows:

$$
\left\{\begin{array}{l}
x_{n o m}(t)=d_{p} U(t)-h(t)  \tag{18}\\
\frac{\mathrm{d} h}{\mathrm{~d} t}=A_{b w} \frac{\mathrm{~d} U}{\mathrm{~d} t}-B_{b w}\left|\frac{\mathrm{~d} U}{\mathrm{~d} t}\right| h-\Gamma_{b w} \frac{\mathrm{~d} U}{\mathrm{~d} t}|h|+\delta_{\mathrm{bw}} U \operatorname{sgn}\left(\frac{\mathrm{~d} U}{\mathrm{~d} t}\right),
\end{array}\right.
$$

where $x_{n o m}$ is the displacement output. The parameter $d_{p}$ represents the piezoelectric coefficient and is strictly positive. A detailed parameter identification process of the involved parameters for the PEAs used in this study can be found in Appendix B; a list of the estimation results is also given.

The output of the PEA unit can be compensated separately following the inverse multiplicative scheme given by previous research [31,57,58]. Note that the state variable $h$ can be rewritten as:

$$
\begin{equation*}
h=H(U), \tag{19}
\end{equation*}
$$

where $H(U)$ is a nonlinear operator characterized by the second equation in Equation (18). Then, the Bouc-Wen model can be reduced to the following:

$$
\begin{equation*}
x_{\text {nom }}=d_{p} U-H(U) . \tag{20}
\end{equation*}
$$

Suppose that we have a desired reference $x_{n o m_{d}}$. Extracting the value of $U$ that meets the reference yields the following:

$$
\begin{equation*}
U=\frac{1}{d_{p}}\left(x_{n o m_{d}}+H(U)\right) . \tag{21}
\end{equation*}
$$

An outline of the total inverse multiplicative compensation diagram is given in Figure 5. Thus, in the following designing process, the output of the PEA units will be simplified to ideal displacement sources with bounded disturbances and uncertainties, which can be addressed suitably by a robust controller.


Figure 5. Inverse multiplicative hysteresis compensation diagram for the PEAs.

### 3.2. Controller Design

The controller design process is based on the total system dynamics considering both the PEA units and the TO designed compliant mechanism. Since the PEA units can be treated as ideal displacement sources with bounded disturbances, the discussion of this subsection will be focused on the dynamics of the compliant mechanism and the deduction of the actual form of the robust controller.

### 3.2.1. Reduced Order System Dynamics

Although there are handy controllers designed for finite element models considering fuzzy logic [57] or for set-invariance under uncertain constraints [58], it is more straightforward to consider the tangent space of the compliant mechanism and regard the bounded nonlinearities as disturbances and deviations.

Take the second result in Figure 4 as an example, we denote by $\boldsymbol{e}=\boldsymbol{T}(\theta)\left[\begin{array}{l}E_{1} \\ E_{2}\end{array}\right]$ the local basis of a tilted output configuration with $\boldsymbol{T}(\theta)=\left[\begin{array}{cc}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right]$ the rotation matrix depicted in Figure 6a. We intuitively guess the geometric relation between the input displacement $x_{i n}=\sum_{i} x_{i n i} E_{i}$, the output compliant mechanism deformation $\boldsymbol{u}_{o}=\sum_{i} u_{o i} E_{i}$, and the actual output $q=\sum_{i} q_{i} e_{i}$ in a static sense. The actual output is then represented as a vector sum of the moving spatial frame $x=\left[\begin{array}{c}\frac{1}{2}\left(x_{i n 1}+x_{i n 2}\right) \\ 0\end{array}\right]$ and the system deformation $\boldsymbol{u}_{o}$ as follows:

$$
q=x+u_{o}=\left[\begin{array}{c}
\frac{1}{2}\left(x_{i n 1}+x_{i n 2}\right)+u_{o 1}  \tag{22}\\
u_{o 2}
\end{array}\right] .
$$



Figure 6. Schematic illustrations of (a) The 2nd-order spring-mass model of the compliant mechanism and (b) The tilted output configuration with rotation angle of $\theta$.

Consider the geometric properties of the compliant mechanism setup, the output $q$ reaches its extreme value when the input boundary displacements satisfy $x_{i n 1} \approx-x_{i n 2}$. In this case, the theoretical output along the $x$-axis of the spatial frame also vanishes, and the output $u_{0}=\left[u_{01}, u_{o 2}\right]^{T}$ can be approximated by its discretized tangent space approximation in accordance with the solution of Equation (6). Consequently, the original load $\boldsymbol{P}$ can also be replaced by a complementary displacement constraint [59,60], satisfying:

$$
\boldsymbol{P}=\left[\begin{array}{l}
\boldsymbol{P}_{f}  \tag{23}\\
\boldsymbol{P}_{s}
\end{array}\right] \approx\left[\begin{array}{ll}
\boldsymbol{K}_{\boldsymbol{T} f f} & \boldsymbol{K}_{\boldsymbol{T} f s} \\
\boldsymbol{K}_{\boldsymbol{T} s f} & \boldsymbol{K}_{\boldsymbol{T} s s}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{u}_{f} \\
\boldsymbol{u}_{s}
\end{array}\right],
$$

where the matrices $K_{T f f}, K_{T f_{s}}, K_{T s f}$, and $K_{T s s}$ are partitions of the original tangent stiffness $K_{T}$ introduced in Equation (11). Specifically, $K_{T f f}$ is the restrained structural stiffness matrix, which is square and symmetric, $K_{T f s}$ and $K_{T_{s f}}$ are the off-diagonal submatrices relating to the known nodal displacement $\boldsymbol{u}_{s}$ to the unknown reaction forces $\boldsymbol{P}_{f}$ on the free nodes. Then, the output deformation of the compliant mechanism can be written as follows:

$$
\begin{align*}
{\left[\boldsymbol{u}_{o}\right]^{2 \times 1} } & =\boldsymbol{u}_{f o}=\left.\boldsymbol{L}_{o}\right|_{f} \boldsymbol{u}_{f} \\
& =\left[\left.\boldsymbol{L}_{0}\right|_{f}\right]^{2 \times(N-2)}\left[\left(\boldsymbol{K}_{T}\right)_{f f}^{-1}\right]^{(N-2) \times(N-2)}\left[\boldsymbol{K}_{f s}\right]^{(N-2) \times 2}\left[\boldsymbol{x}_{i n}\right]^{2 \times 1} \tag{24}
\end{align*}
$$

where $\left.L_{o}\right|_{f}$ is the selection vector given in Equation (7) restricted to the subset $\boldsymbol{u}_{f} \subset u$, $\alpha=\left[\begin{array}{ll}\alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22}\end{array}\right]$ is the transfer matrix from the input to the output, $N$ is the total number of finite elements of the design domain (including the elements with $\rho_{e} \approx 0$ ), and $s=2$ corresponding to the two input displacements in our case. Thus, the elementary form of Equation (24) is given as follows:

$$
\begin{align*}
& u_{o 1}=\alpha_{11} x_{i n 1}+\alpha_{12} x_{i n 2} . \\
& u_{o 2}=\alpha_{21} x_{i n 1}+\alpha_{22} x_{i n 2} . \tag{25}
\end{align*}
$$

We consider the following conditions:
i. $\quad x_{i n 1}=x_{i n 2}$, no compressive force exists, and $\boldsymbol{u}_{0}=\mathbf{0}$;
ii. $\quad x_{i n 1}=-x_{i n 2}$, the spatial frame $\boldsymbol{x}=\mathbf{0}$, and $\boldsymbol{u}_{0}=\boldsymbol{q}_{0}$.

When the output displacement reaches a maximum, the angle between $u_{o}$ and the $y$-axis is presumed to be $\theta$, in which case $\frac{u_{01}}{u_{02}}=\tan \theta$. We then have the following two sets of linear equations:

$$
\begin{gather*}
\left\{\begin{array} { l } 
{ \alpha _ { 1 1 } x _ { i n 1 } + \alpha _ { 1 2 } x _ { i n 1 } = 0 } \\
{ \alpha _ { 2 1 } x _ { i n 1 } + \alpha _ { 2 2 } x _ { i n 1 } = 0 }
\end{array} \Rightarrow \left\{\begin{array}{l}
\alpha_{11}=-\alpha_{12} \\
\alpha_{21}=-\alpha_{22}
\end{array}\right.\right. \\
\left\{\begin{array}{l}
\alpha_{11} \max x_{i n 1}-\alpha_{12} \max x_{i n 2}=q_{o 1} \\
\alpha_{21} \max x_{i n 1}-\alpha_{22} \max x_{i n 2}=q_{o 2}
\end{array} \Rightarrow \alpha_{11}=-\tan \theta \alpha_{22} .\right. \tag{26}
\end{gather*}
$$

This result indicates that the actual value of the matrix $[\alpha]^{2 \times 2}$ can be represented by a single value of $\alpha_{22}$. Thus, we can conclude the static relation between the input and the output by an approximation of $\alpha_{22}$, which is given by the ratio of the maximum output and the maximum compressive input as follows:

$$
\begin{equation*}
\alpha:=\alpha_{22} \approx \frac{\max q_{o 2}}{\max \left(x_{i n} 1-x_{i n 2}\right)}=\frac{\max q_{o 2}}{2 \max x_{i n 1}}, \tag{27}
\end{equation*}
$$

yielding

$$
\alpha(\theta) \approx\left[\begin{array}{cc}
\tan \theta \alpha & -\tan \theta \alpha  \tag{28}\\
\alpha & -\alpha
\end{array}\right] .
$$

This result is especially useful when the full systematic model is unknown, so that one can quickly provide an initial guess to the system's kinematic properties. We provide an approximation of the actual output of our application in the following form:

$$
q:=\left[\begin{array}{l}
q_{1}  \tag{29}\\
q_{2}
\end{array}\right]=A(\theta) x_{i n}
$$

where $A(\theta)=\left[\begin{array}{cc}\frac{1}{2}+\tan \theta \alpha & \frac{1}{2}-\tan \theta \alpha \\ \alpha & -\alpha\end{array}\right]$
When the system is working dynamically, i.e., tracking a certain output trajectory, the whole compliant mechanism can be reduced to a dynamic spring-mass system in correspondence with Equation (29) and Assumption 1, given by:

$$
\begin{gather*}
M \ddot{q}_{o 1}=2 K_{q_{01}}\left(q_{1}-q_{o 1}\right)+2 C_{q_{01}}\left(\dot{q}_{1}-\dot{q}_{o 1}\right)+\text { cross terms } \\
M \ddot{q}_{o 2}=K_{q_{02}}\left(q_{2}-q_{o 2}\right)+C_{q_{02}}\left(\dot{q}_{2}-\dot{q}_{o 2}\right)+\text { cross terms } \tag{30}
\end{gather*},
$$

where $K_{q o i} s$ and $C_{q o i} s$ are the lumped stiffness and damping coefficients of the spring-mass system along the direction of $q_{o i}, i=1,2$, respectively, $M$ is the mass of the system, and the cross terms denote the influence of the spring between the two output directions. An illustration of this reduced system is given in Figure 6b. We can treat the cross terms in Equation (30) as a disturbance term in the form of $\Delta_{q}=\left[\begin{array}{l}\delta_{1}\left(q_{o 2}\right) \\ \delta_{2}\left(q_{o 1}\right)\end{array}\right]$, and we leave the
structural analysis of the cross terms for future research. For simplicity, we now consider the normal configuration, where $\tan \theta=0$. The expansion of Equation (29) yields a direct tangent space approximation of the relation between the input $x_{i n}$ and the system output $q_{0}$ as follows:

$$
\begin{equation*}
M \ddot{q}_{o} \&=\Delta_{q}+K\left(A_{0} x_{i n}-q_{o}\right)+C\left(A_{0} \dot{x}_{i n}-\dot{q}_{o}\right), \tag{31}
\end{equation*}
$$

where

$$
\begin{align*}
& \boldsymbol{M}=\left[\begin{array}{cc}
M & 0 \\
0 & M
\end{array}\right], \boldsymbol{K}=\left[\begin{array}{cc}
2 K_{q_{01}} & 0 \\
0 & K_{q_{02}}
\end{array}\right]  \tag{32}\\
& \boldsymbol{C}=\left[\begin{array}{cc}
2 C_{q_{o 1}} & 0 \\
0 & C_{q_{o 2}}
\end{array}\right], A_{0}=A(0)=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\alpha & -\alpha
\end{array}\right] .
\end{align*}
$$

By including the developed model for the PEA units, we denote by $f$ the interactive force between the inputs $x_{i n i}, i=1,2$, and the output $\boldsymbol{q}_{0}$ as follows:

$$
f=\left[\begin{array}{l}
f_{1}  \tag{33}\\
f_{2}
\end{array}\right]=\left[\begin{array}{l}
K_{q_{01}}\left(x_{i n 1}-q_{o 1}\right)+C_{q_{o 1}}\left(\dot{x}_{i n 1}-\dot{q}_{o 1}\right) \\
K_{q_{01}}\left(x_{i n 2}-q_{o 1}\right)+C_{q_{02}}\left(\dot{x}_{i n 2}-\dot{q}_{o 1}\right)
\end{array}\right] .
$$

For the two PEA sets, we already have the matrix form of Equation (3):

$$
\begin{gather*}
\ddot{\boldsymbol{x}}_{i n}=\boldsymbol{M}_{i n}^{-1} \boldsymbol{K}_{p e a} \boldsymbol{x}_{\text {nom }}-\boldsymbol{M}_{i n}^{-1} \boldsymbol{K}_{i n} \boldsymbol{x}_{i n}-\boldsymbol{M}_{i n}^{-1} \boldsymbol{C}_{i n} \dot{\boldsymbol{x}}_{i n}  \tag{34}\\
+\boldsymbol{M}_{i n}^{-1} \boldsymbol{K}_{i n, q} \boldsymbol{q}_{o}+\boldsymbol{M}_{i n}^{-1} \boldsymbol{C}_{i n, q} \dot{\boldsymbol{q}}_{o^{\prime}}
\end{gather*}
$$

where

$$
\begin{gather*}
\boldsymbol{x}_{i n}=\left[\begin{array}{l}
x_{i n 1} \\
x_{i n 2}
\end{array}\right], \boldsymbol{x}_{n o m}=\left[\begin{array}{c}
x_{n o m 1} \\
x_{n o m 2}
\end{array}\right] \\
\boldsymbol{M}_{i n}=\left[\begin{array}{cc}
m_{i n 1} & 0 \\
0 & m_{i n 2}
\end{array}\right], \boldsymbol{K}_{p e a}=\left[\begin{array}{cc}
K_{p e a 1} & 0 \\
0 & K_{p e a 2}
\end{array}\right]  \tag{35}\\
\boldsymbol{K}_{i n}=\left[\begin{array}{cc}
K_{q_{o 1}}+K_{i n 1}+K_{p e a 1} & K_{q_{o 1}}+K_{i n 2}+K_{p e a 2}
\end{array}\right] \\
0 \\
C_{i n}=\left[\begin{array}{cc}
C_{q_{01}}+C_{i n 1} & C_{q_{01}}+C_{i n 2}
\end{array}\right] \\
\boldsymbol{K}_{i n, q}=\left[\begin{array}{cc}
K_{q_{o 1}} & 0 \\
K_{q_{o 1}} & 0
\end{array}\right], C_{i n, q}=\left[\begin{array}{cc}
C_{q_{o 1}} & 0 \\
C_{q_{o 1}} & 0
\end{array}\right]
\end{gather*}
$$

are the actual output vectors, mass matrix, stiffness matrices, and damping coefficient matrices, respectively.

Thus, the total system dynamics can be written as a combination of Equations (31) and (34), based on Assumption 2. Denoting the state variable vector by $\boldsymbol{z}=\left[\begin{array}{llll}\boldsymbol{q}_{0} & \dot{\boldsymbol{q}}_{0} & \boldsymbol{x}_{i n} & \dot{x}_{i n}\end{array}\right]^{T}$ and the input vector $\boldsymbol{u}=\left[\begin{array}{ll}x_{\text {nom } 1} & x_{\text {nom } 2}\end{array}\right]^{T}$, we obtain the following linearized state-space form of the total system dynamics:

$$
\dot{z}=B z+\left[\begin{array}{c}
0  \tag{36}\\
D
\end{array}\right] u+\Delta
$$

where $\boldsymbol{B}$ and $\boldsymbol{D}$ are the corresponding system matrices, whose details can be found in Appendix C, and $\Delta=\left[\begin{array}{ll}\Delta_{\eta} & \Delta_{\xi}\end{array}\right]^{T}$ is the model error, attributable mainly to the following:
i. finite-element modelling error $\epsilon_{F E}$
ii. piezoelectric modelling error $\epsilon_{P E}$
iii. asymmetric modelling error $\epsilon_{A S Y M}$
iv. systematic noise $n_{S Y S}$
v. measurement error $\delta_{M}$.

Additional uncertainties, such as assembly error and manufacturing defects, are also possible in practice. In this study, we only treat these errors as bounded (i.e., $\|\Delta\| \leq \delta_{I}$ ), matched, and Gaussian for simplicity.

### 3.2.2. Backstepping Robust Controller

In a practical setup, not all state variables in Equation (36) are measurable. In our case, specifically, only the output $q$ is measured. To build an explicit control scheme, estimates of the state variables are essential. Therefore, we utilize K-filters [27] to provide exponentially convergent estimates of the unmeasured states. We design the observer to obtain the estimate $\hat{z}$ as follows:

$$
\begin{align*}
& \dot{\hat{z}}=\mathbf{B}_{0} \hat{z}+\boldsymbol{k}_{e 1} z_{1}+\boldsymbol{k}_{e 2} z_{2}+\boldsymbol{b} \boldsymbol{u}+\boldsymbol{\Delta}  \tag{37}\\
& \boldsymbol{y}=\left[\begin{array}{cc}
z_{1} & z_{2}
\end{array}\right],
\end{align*}
$$

where

$$
\begin{gather*}
\mathbf{B}_{0}=\mathbf{B}-\boldsymbol{k}_{e 1} \underbrace{\left[\begin{array}{lll}
1 & 0 & \cdots
\end{array}\right]}_{8}-\boldsymbol{k}_{e 2} \underbrace{\left[\begin{array}{llll}
0 & 1 & 0 & \cdots
\end{array}\right]}_{8},  \tag{38}\\
\boldsymbol{b}=\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{D}
\end{array}\right] .
\end{gather*}
$$

By choosing a suitable $\boldsymbol{k}_{e_{d}}$, we maintain the stability of observer matrix $\mathbf{B}_{0}$. Thus, there exists a symmetric and positive definite matrix $\boldsymbol{P}$ such that:

$$
\begin{equation*}
\boldsymbol{P B}_{0}+\mathbf{B}_{0}^{T} \boldsymbol{P}=-\boldsymbol{I}, \quad \boldsymbol{P}=\boldsymbol{P}^{T}>\mathbf{0} . \tag{39}
\end{equation*}
$$

Following the design procedure in [27,61], the K-filters are given by:

$$
\begin{equation*}
\hat{z}=\zeta+\boldsymbol{\Omega}^{\mathrm{T}} \boldsymbol{b} \tag{40}
\end{equation*}
$$

where

$$
\begin{align*}
& \dot{\zeta}=\mathbf{B}_{0} \zeta+k_{e 1} z_{1}+k_{e 2} z_{2} \\
& \dot{\Omega}^{T}=\mathbf{B}_{0} \boldsymbol{\Omega}^{T}+\left[\begin{array}{cc}
d_{11} & 0 \\
0 & d_{22}
\end{array}\right]\left[\begin{array}{l}
u_{1} e_{7} \\
u_{2} e_{8}
\end{array}\right], \tag{41}
\end{align*}
$$

and where $\boldsymbol{e}_{i}$ denotes the $i$ th standard basis vector. The state-estimation error $\varepsilon=z-\hat{z}$ is readily shown to satisfy the following:

$$
\begin{equation*}
\dot{\varepsilon}=\mathbf{B}_{0} \varepsilon, \tag{42}
\end{equation*}
$$

and will decay exponentially to zero.
Equation (33) can be modified into a state-space form representing a cascaded connection of two subsystems by selecting the state variables as $\eta=\left[\begin{array}{llllll}z_{1} & z_{2} & z_{3} & z_{4} & z_{5} & z_{6}\end{array}\right]^{T}$ and $\dot{\mathcal{\xi}}=\left[\begin{array}{ll}z_{7} & z_{8}\end{array}\right]^{T}$.

$$
\begin{gather*}
\dot{\eta}=\mathbf{B}_{\eta \eta}+\mathbf{B}_{\eta \xi} \xi+\Delta_{\eta},  \tag{43}\\
\ddot{\xi}=\mathbf{D} \boldsymbol{u}+\mathbf{B}_{\xi \eta} \eta+\mathbf{B}_{\xi \xi} \dot{\xi}+\Delta_{\tilde{\xi}} .
\end{gather*}
$$

We use the following nonlinear input transformation:

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{D}^{-1}\left[-\left(\hat{\mathbf{B}}_{\xi \eta} \hat{\eta}+\hat{\mathbf{B}}_{\xi \xi \xi} \hat{\dot{\xi}}\right)+\dot{v}\right], \tag{44}
\end{equation*}
$$

 at states $\hat{\eta}=\left[\begin{array}{llllll}z_{1} & z_{2} & \hat{z}_{3} & \hat{z}_{4} & \hat{z}_{5} & \hat{z}_{6}\end{array}\right]^{T}$ and $\hat{\dot{\xi}}=\left[\begin{array}{ll}\hat{z}_{7} & \hat{z}_{8}\end{array}\right]^{T}$. All the unmeasured state variables, i.e., $\hat{z}_{i} \mathrm{~s}$, are replaced by their estimations for the controller input calculations. Since the estimators are designed to converge asymptotically to the real value of the state variables, we will drop the hat above the state variables $\eta$ and $\xi$ unless specifically mentioned. To reduce Equation (43) to the pure integrator from the new input $v$ to $\xi$, such that:

$$
\begin{equation*}
\dot{\xi}=v, \tag{45}
\end{equation*}
$$

we must introduce an stabilizing control law $\boldsymbol{a}(\boldsymbol{\eta})$ such that the subsystems in Equation (43) can be stabilized within finite time, as suggested in ref. [27]. The idea behind the selection of this intermediate control law is straightforward:
i. $\quad \xi$ is the actual input of the first subsystem in Equation (43) and is controlled by $v ; a$ is the desired input control law of the first subsystem in Equation (43). Therefore, if we can find some $v$ such that $\boldsymbol{\xi}$ is able to track $\boldsymbol{a}$ very closely, then the first subsystem in Equation (43) is automatically stabilized.
ii. The same for the second subsystem in Equation (43), where the problem turns into finding $u$ from the same $v$ based on the relation given in Equation (44).
Therefore, the ultimate goal is to find this specific $v$ satisfying both conditions. However, before that, we need to solve for the exact form of the ideal control law $\boldsymbol{a}(\boldsymbol{\eta})$. We denote $\epsilon_{i}=\boldsymbol{\eta}_{i}-\boldsymbol{\eta}_{d i}=z_{i}-z_{d i}, i=1,2$, the tracking error between the output node $\boldsymbol{\eta}_{i}=z_{i}$, and the desired trajectory $\eta_{d i}=z_{d i}$. The relative degree of the total system is 2 [62]. A selection of the feedback error term $s=\dot{\boldsymbol{\epsilon}}+\boldsymbol{k}_{\epsilon} \boldsymbol{\epsilon}$ yields the total error dynamic in the form of:

$$
\dot{\boldsymbol{s}}=\left[\begin{array}{l}
s_{1}\left(\eta, \boldsymbol{a}(\boldsymbol{\eta}), \dot{\hat{\xi}}, \eta_{d}\right)+\Delta_{1}  \tag{46}\\
s_{2}\left(\eta, \boldsymbol{a}(\boldsymbol{\eta}), \dot{\hat{\xi}}, \eta_{d}\right)+\Delta_{2}
\end{array}\right],
$$

where $\boldsymbol{a}(\boldsymbol{\eta})$ is the desired input for the subsystem in Equation (43), as discussed; the $\dot{\hat{\xi}}$ is used specifically to avoid ambiguity that considers the control Lyapunov function (CLF):

$$
\boldsymbol{V}(\boldsymbol{\eta})=\frac{1}{2}\left[\begin{array}{l}
s_{1}^{2}  \tag{47}\\
s_{2}^{2}
\end{array}\right] .
$$

The path derivative of the CLF with respect to the solution $\eta(t)$ is as follows:

$$
\dot{\boldsymbol{V}}(\boldsymbol{\eta})=\left[\begin{array}{l}
s_{1} \dot{s}_{1}  \tag{48}\\
s_{2} \dot{s}_{2}
\end{array}\right] .
$$

The desired controller output $a$ can be determined further as the combination of a linear feedback term $\boldsymbol{a}_{m}$ that expresses exponential suppression of the tracking errors and a robust term $\boldsymbol{a}_{s}$ to compensate for the systematic errors, in the form of:

$$
\begin{equation*}
\boldsymbol{a}=\boldsymbol{a}_{m}+\boldsymbol{a}_{s} . \tag{49}
\end{equation*}
$$

This kind of separation gives us additional flexibility to adjust the control law for better performance. Thus, the expression of $a$ can be deduced by solving the inequality assuming that $\dot{V}(\boldsymbol{\eta})<0$ always holds in Equation (48), satisfying the Lyapunov stability criterion.

Note that there is also a deviation between the actual input $\boldsymbol{\xi}$ and its desired value $\boldsymbol{a}$; let $\epsilon_{a}$ be this deviation:

$$
\begin{equation*}
\epsilon_{a}=\xi-a . \tag{50}
\end{equation*}
$$

Augmenting Equation (47) with a quadratic term of the error variable $\boldsymbol{\epsilon}_{a}$, we obtain a CLF for the whole system:

$$
\boldsymbol{V}_{\alpha}(\boldsymbol{\eta}, \boldsymbol{\xi})=\boldsymbol{V}(\boldsymbol{\eta})+\frac{1}{2}\left[\begin{array}{c}
\epsilon_{\alpha}^{2}  \tag{51}\\
\epsilon_{\alpha}^{2}
\end{array}\right] .
$$

The path derivative of $V_{\alpha}$ is computed as follows:

$$
\dot{\boldsymbol{V}}_{\alpha}=\dot{\boldsymbol{V}}(\boldsymbol{\eta})+\left[\begin{array}{l}
\epsilon_{\alpha 1} \dot{\epsilon}_{\alpha 1}  \tag{52}\\
\epsilon_{\alpha 2} \dot{\epsilon}_{\alpha 2}
\end{array}\right] .
$$

Again, we choose to separate the controller input $v$ into two parts, such that:

$$
\begin{equation*}
\boldsymbol{v}=v_{m}+v_{s} . \tag{53}
\end{equation*}
$$

where, same as Equation (49), $\boldsymbol{v}_{m}$ is the proportional feedback stabilizing controller input and $v_{s}$ is a robust controller that eliminates the effects of the modelling errors. The expression can also be deduced by assuming that Equation (52) always holds. We denote the approximation of the calculation of the system input as $\hat{v}=v_{m}+v_{s}$. The system input follows from Equation (44) and this completes the design of a backstepping robust controller for the simplified spring-mass model that was developed for the compliant mechanism. A schematic illustration of the whole closed-loop system with the backstepping robust control law is shown in Figure 7. A detailed deduction process for the controller design can be found in Appendix D.


Figure 7. Schematic illustration of the total closed-loop system. The controller consists of a general state feedback controller to suppress the tracking errors and a robust controller to compensate for the nonlinearities occurring in the system.

## 4. Experimental Results

### 4.1. Experimental Setup

Experiments were carried out on a 2-DOF compliant setup, as shown in Figure 8. The compliant mechanism was manufactured using a wire-cutting method and made of aluminum alloy 6061. The PEA set output plates were made of spring steel. Initial guesses of the material property values are the same as those listed in Table 3. The adopted PEAs have a stroke of more than $60[\mu \mathrm{~m}]$. Other specifications are listed in Table 1. To accomplish the full cycle shown in Figure 4, the PEA sets were preloaded with a biased input voltage yielding a nominal output displacement of $\pm 30[\mu \mathrm{~m}]$. The drivers of the PEAs were linear amplifiers (Type E-472.20, PI Inc.). The position sensors of the output were two capacitive distance sensors, one with a resolution of $7.5[\mathrm{~nm}]$ and one with a resolution of 10 [nm]. The velocity signal was obtained from the difference between two consecutive position measurements, and the horizontal output displacement was derived by vector decomposition using the Pythagorean theorem. Note that in this setup the deformation of the joint will affect the precision of the measurement results, and so the control system is actually following a "nominal" trajectory with some minor differences to the actual desired displacement. This has little effect on a proof-of-principal experiment which mainly aims to show the efficiency of the control system. The measuring devices were connected to a data acquisition card via a noise-shielding I/O junction box with a sample time of less than $0.1[\mu \mathrm{~s}]$. The real-time codes of the control algorithm were explicitly implemented in computational software. The sampling period was set to $0.1[\mathrm{~ms}]$.


Figure 8. Image showing the experimental setup of the system. Two capacitance displacement sensors were used to measure the coupled output trajectory.

### 4.2. Experimental Results and Discussion

The values of the parameters of the system described by Equation (35) were estimated using an online least-squares estimator provided by the System Identification Toolbox in Simulink. The systems described by Equations (31) and (34) were discretized in time to make use of the estimators. The parameters to be evaluated, their corresponding regressors, and the reference outputs are given by the following:

$$
\begin{gather*}
\boldsymbol{\varphi}=\left[\begin{array}{c}
\boldsymbol{A}_{0} \hat{\boldsymbol{x}}_{i n}\left(t-T_{S}\right)-\boldsymbol{q}_{o}\left(t-T_{s}\right) \\
\boldsymbol{A}_{0}\left[\hat{\boldsymbol{x}}_{i n}(t)-\hat{\boldsymbol{x}}_{i n}\left(t-2 T_{S}\right)\right]-\left[\boldsymbol{q}_{o}(t)-\boldsymbol{q}_{o}\left(t-2 T_{s}\right)\right] \\
-\hat{\boldsymbol{x}}\left(t-T_{S}\right) \\
-\left[\hat{\boldsymbol{x}}_{i n}(t)-\hat{\boldsymbol{x}}_{i n}\left(t-2 T_{s}\right)\right]
\end{array}\right],  \tag{54}\\
\boldsymbol{\theta} \&=\left[\begin{array}{c}
T_{S}^{2} \boldsymbol{M}^{-1} \boldsymbol{K} \\
\frac{T_{s}}{2} \boldsymbol{M}^{-1} \boldsymbol{C} \\
T_{S}^{2} \boldsymbol{M}_{i n}^{-1} \boldsymbol{K}_{i n} \\
\frac{T_{S}}{2} \boldsymbol{M}_{i n}^{-1} \boldsymbol{C}_{i n}
\end{array}\right],  \tag{55}\\
\boldsymbol{u}_{r}=\left[\begin{array}{c}
\boldsymbol{q}_{o}(t)-2 \boldsymbol{q}_{o}\left(t-T_{S}\right)+\boldsymbol{q}_{o}\left(t-2 T_{S}\right) \\
\hat{\boldsymbol{x}}_{i n}(t)-2 \hat{x}_{i n}\left(t-T_{S}\right)+\hat{\boldsymbol{x}}_{i n}\left(t-2 T_{S}\right)-\boldsymbol{u}+\boldsymbol{M}_{i n}^{-1} \boldsymbol{K}_{i n} \boldsymbol{x}_{i n}\left(t-T_{S}\right)
\end{array}\right], \tag{56}
\end{gather*}
$$

where $T_{s}$ represents the sampling period of the controller, and was set to $1 \times 10^{-4}[\mathrm{~s}]$ in our case. Note that some of the parameters were not evaluated. The masses were weighed on an electronic scale. The amplification ratio was approximated using the maximum as shown in Equation (27). The values of parameters that only appear in the additional terms, such as $K_{p e a_{i}}$ s in $K_{i n}$, were calculated algebraically from the estimated $K_{i n_{i}} \mathrm{~s}$ and $K_{q o_{1}}$. Initial guesses of the model parameters, as well as their final estimations, are provided in Table 4. The state estimator gain and feedback loop gain in the controller design process are also given in Table 4.

Lissajous curves with specified ratios of 3 and 2 were chosen as the desired output trajectories. Specifically, Figure 9a shows the time-domain performance of the designed system tracking a ratio-3 Lissajous curve without compensating for the nonlinearities by a robust controller, as a comparison. This is realized by aborting the robust feedback output in the block diagram of Figure 8. Figure 9b shows the performance of the complete system tracking the same desired ratio-3 Lissajous trajectory. The tracking of a ratio-2 curve is given in Figure 10a; a circular trajectory was also performed, as shown in Figure 10b. A two-dimensional plot for the space-domain trajectories is shown in Figure 11, for all four different experiments.

Table 4. Evaluated system parameters and controller design specifications.

| Part | Quantity | Guess | Estimate |
| :---: | :---: | :---: | :---: |
| CM | Horizontal stiffness $\mathrm{k}_{\mathrm{qo} 1} \times 10^{6}[\mathrm{~N} / \mathrm{m}]$ | 5 | 3.78 |
|  | Vertical stiffness | 5 | 4.03 |
|  | $\begin{gathered} \mathrm{k}_{\mathrm{qo} 2} \times 10^{6}[\mathrm{~N} / \mathrm{m}] \\ \text { Mass } \mathrm{M}[\mathrm{~kg}] \end{gathered}$ | 0.046 | 4.03 -a |
|  | Amplification ratio $\alpha$ | 1.012 | - |
|  | PZT1 stiffness $K_{\text {pea } 1} \times 10^{8}[\mathrm{~N} / \mathrm{m}]$ | 2.5 | - |
| PZT set | $\begin{gathered} \text { PZT2 stiffness } \\ \mathrm{K}_{\text {pea } 2} \times 10^{8}[\mathrm{~N} / \mathrm{m}] \end{gathered}$ | 2.5 | - |
|  | Input plate stiffness $\mathrm{K}_{\mathrm{in} 1} \times 10^{5}[\mathrm{~N} / \mathrm{m}]$ | 1 | 0.92 |
|  | Input plate stiffness $\mathrm{K}_{\mathrm{in} 2} \times 10^{5}[\mathrm{~N} / \mathrm{m}]$ | 1 | 0.89 |
|  | Input plate mass $\mathrm{M}_{\mathrm{ini}}[\mathrm{kg}]$ Estimator gain $\mathrm{k}_{\mathrm{e}_{1}}$ | 0.042 | - |
| State Estimator | Estimator gain $\mathrm{k}_{e_{2}}$ | $1 \times 10^{5}$ |  |
|  | Error gain $\mathrm{k}_{\epsilon_{1}}$ | $2 \times 10^{4}$ |  |
| Controller design ${ }^{\text {b }}$ | Error gain $\mathrm{k}_{\epsilon_{2}}$ | $1.5 \times 10^{4}$ |  |
|  | Feedback gain $\mathrm{k}_{1}$ | $1.2 \times 10^{4}$ |  |
|  | Feedback gain $\mathrm{k}_{2}$ | $1.2 \times 10^{3}$ |  |

${ }^{a}$ The masses in this table were measured on an electronic scale and were assumed to remain constant throughout the experiments. ${ }^{\mathrm{b}}$ The functionalities of the gains in the controller design can be found in Appendix C.
(a)

(b)


Figure 9. Experiment result showing a comparison between (a) Tracking of 3:1 Lissajous curve without the robust controller and (b) Tracking of 3:1 Lissajous curve with the robust controller.
(a)

(b)


Figure 10. Experiment result showing the $C M$ tracking (a) A 2:1 Lissajous curve and (b) A circular trajectory.


Figure 11. Two-dimensional plot of the results from Figures 9 and 10, showing the actual trajectory of the closed-loop CM.

In general, the results shown in Figures 9 and 10 indicate that despite the errors in the physical parameters, i.e., the vibration at the very beginning of the error signals, the controller achieves boundedness and guaranteed transient performance for error signals. As a comparison, as shown in Figure 9a, the non-robust controller suffers from higher noise levels and a larger overall tracking error amplitude. Further, the maximum linear feedback
gain of the non-robust controller is also lower than the robust one due to uncompensated noises and disturbances, resulting in a slower response to fast variating input signals.

On the other hand, however, although the proposed method outperforms the nonrobust one to some degree, the deduction for the robust controller is cumbersome and varies in accordance with different system designs. In addition, the nonlinearity in our system is suppressed by a robust controller with knowledge of only a part of the nonlinear deformation denoted by $\delta \boldsymbol{u}$. The whole modeling and controller design process is performed in the corresponding tangent space, which is a major limitation to final performance. Work on larger deformations and more profound nonlinearities remains to be conducted.

## 5. Conclusions

In this paper, we developed an integrated design and control scheme for a large workspace topology-optimized compliant mechanism. The scheme takes the noisy sensors, system distortions, and nonlinearities of the PEAs into consideration. The system model is based on a simplification of a spring-mass system with fully coupled inputs $\boldsymbol{x}_{i n}$. The controller described in this study was designed without deliberately trying to decouple the input-output relationship, which is usually unavailable. The proposed controller employs a backstepping procedure with a robust part and an output feedback part. The theoretical analysis was verified through experimental studies.

Future work will be conducted on controller design using full finite-element models or reduced-order modal analysis to achieve better tracking performance. The error analysis mentioned in Section 3.2.1 is also a potential area of future research. The development of an adaptive controller is also a potential research topic, since in the current study, dynamic response and convergence efficiency is limited due to ignorance of the online parameter variations.
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## Appendix A. Nonlinear Finite-Element Method Synthesis

The spatial discretization of the design domain, with element alignment, node connectivity, and DOF indexing, is shown in Figure A1a, which is in accordance with [44]. In general, there are two main contributors to the nonlinearity of the system design [40]. The first one is geometric nonlinearity, which appears in the form of higher-order terms $\boldsymbol{H}^{T} \boldsymbol{H}$ in the Green-Lagrange strain tensor, when we take large deformations in the elements into consideration:

$$
\begin{equation*}
\boldsymbol{E}=\frac{1}{2}\left(\boldsymbol{H}+\boldsymbol{H}^{T}+\boldsymbol{H}^{T} \boldsymbol{H}\right), \tag{A1}
\end{equation*}
$$

where $\boldsymbol{H}=\nabla \overline{\boldsymbol{u}}$, the displacement gradient when the displacement vector $\overline{\boldsymbol{u}}(X, t)$ is introduced. A detailed iso-parametric mapping of the deformation of a finite element, $\Omega_{e}$, is
depicted in the lower part of Figure A1a: The unit square reference configuration, $\Omega_{\square}$, is first transformed into the initial configuration, $\Omega_{e}$, with the coordinates $X_{e l}, l=1,2,3,4$ by the Jacobian $J_{e}$. The initial configuration, $\Omega_{e}$, is then transformed into the current configuration, $\bar{\varphi}\left(\Omega_{e}\right)$, with coordinates $\boldsymbol{x}_{e l}, l=1,2,3,4$ via a deformation gradient $\boldsymbol{F}_{e}=\boldsymbol{H}_{e}+\boldsymbol{I}$, where $I$ is the identity matrix.


Figure A1. (a) Schematic illustration of the design domain discretization and elemental deformation; (b) Newton-Raphson method for nonlinear finite element analysis.

The second main contributor to the nonlinearity of the system is the material nonlinearity, which occurs when the relation between the stress and strain is not linear. Material nonlinearities are usually neglected in the finite-element analysis of TO. However, in our case, the use of an additive hyper-elastic element will suppress the numerical instability in the low-stiffness region and is thus an effective way to achieve global convergence [41,63]. The basic idea is to add a soft hyper-elastic material with a strain energy function in accordance with the Yeoh model to the low-density elements that are at risk of instability. The additive stiffness energy function of the $e$ th element $\Omega_{e}$ is of the following form:

$$
\begin{equation*}
\widetilde{\Psi}_{e}\left(I_{1}\right)=\left(1-\rho_{e}^{p}\right)\left(c_{1 e}\left(I_{1}-3\right)+c_{2 e}\left(I_{1}-3\right)^{2}\right) \tag{A2}
\end{equation*}
$$

where $I_{1}=\operatorname{tr}\left(\mathfrak{C}_{e}\right)$ is the first invariant of the right Cauchy-Green strain tensor $\mathfrak{C}_{e}, \rho_{e}$ is the elemental density, $p$ is the penalization factor used in the SIMP approach, and $c_{1 e}>0, c_{2 e}>0$ are the material constants of the additive hyper-elastic material for the $e^{\text {th }}$ element. In general, $c_{1 e}$ is assumed to be small to sustain a convergent result under little strain, whereas $c_{2 e}$ is relatively larger to suppress the instability at larger deformations. These coefficients are updated elementwise in each iteration of the SIMP in accordance with the following [41]:

$$
\begin{align*}
& c_{1 e}=\frac{\rho_{\text {min }}^{p} E_{0}}{6} \\
& c_{2 e}^{(k+1)}=\left\{\begin{array}{l}
c_{e}^{(k)} \sqrt{\omega_{e}^{(k)}}, \text { if } \eta_{e}^{(k)} \leq 1 \\
c_{e_{2}^{(k)}}^{(k)}\left(\omega_{e}^{(k)}\right), \text { if } \eta_{e}^{(k)}>1
\end{array}\right.  \tag{A3}\\
& \eta_{e}^{(k)}=\frac{\varepsilon_{e}^{(k)}}{\varepsilon^{k}},
\end{align*}
$$

where the superscript ( $k$ ) represents the iteration step of the optimization process, $\varepsilon_{e}$ is the average von Mises strain of the $e$ th element, and $\varepsilon^{\star}$ is the specified threshold.

The second Piola-Kirchhoff stress $\widetilde{\mathfrak{S}}$ of the additive element is the derivative of the strain energy function with respect to the Gauss-Lagrange strain tensor $\boldsymbol{E}$ :

$$
\begin{equation*}
\tilde{\mathfrak{S}}_{e}=\frac{\partial \widetilde{\Psi}_{e}}{\partial E} \&=\frac{2 \partial \widetilde{\Psi}_{e}}{\partial \mathfrak{C}}=2\left(1-\rho_{e}^{p}\right)\left(c_{1 e}+2 c_{2 e}\left(I_{1}-3\right)\right) \frac{\partial I_{1}}{\partial \mathfrak{C}} . \tag{A4}
\end{equation*}
$$

Notice that the associated nonlinearity of the additive hyper-elastic material only benefits the convergence procedure during the TO iterations and is not included in the actual nonlinear dynamic analysis.

Returning to the spatially discretized design domain with square elements as shown in Figure A1a, the finite-element formulations of the weak form in the initial configuration for the residuum and both boundary loads $\boldsymbol{P}_{e}^{\sigma}$ and body force $\boldsymbol{P}_{e}$ within a single element $\Omega_{e}$ in the SIMP method are obtained as follows [39]:

$$
\begin{align*}
\boldsymbol{R}_{e}\left(\boldsymbol{u}_{e}, \rho_{e}, p\right) \mid & =\int_{\Omega_{e}} \boldsymbol{B}\left(\boldsymbol{u}_{e}\right)^{T}\left(\boldsymbol{s}_{e}+\tilde{\mathfrak{S}}_{e}\right) \operatorname{det} J_{e} \mathrm{~d} \square \\
\boldsymbol{P}_{e}^{\sigma} \mid & =\int_{\Gamma_{r}} \boldsymbol{N}^{T} \overline{\boldsymbol{t}} d \Gamma  \tag{A5}\\
\boldsymbol{P}_{e} \mid & =\int_{\Omega_{e}} \rho_{0} \rho_{e} \overline{\boldsymbol{b}} \mathrm{~d} \Omega
\end{align*}
$$

where $\boldsymbol{u}_{e}:(X, t) \rightarrow \mathbb{R}^{N}$ denotes the displacement vector from the original configuration $\boldsymbol{X}_{e}$ to the current configuration $\boldsymbol{x}_{e}$. Further, $\boldsymbol{B}$ denotes the strain-displacement matrix, whereas $S_{e}=\rho_{e} \boldsymbol{D E}$ is the Piola-Kirchhoff stress of the original elastic material in the SIMP, and $N$ is the shape function used in the evaluation of the deformations. All variables and matrices are evaluated within element $\Omega_{e}$ and are related to the initial configuration. The approximated integration is carried out with Gauss integration due to its efficiency.

The assembly operators for the residual forces and mass are the same and denoted by $\cup_{e} \bullet$, where $\{e\}_{e \in \mathbb{N}^{+}}$is the index set for the interior elements. The boundary loads are assembly operators acting on $\Gamma_{r} \subseteq \partial \Omega$, denoted by $\cup_{r} \bullet$, where $\{r\}_{r \in\{e\}}$ is the index set for the boundary elements to be considered. The global matrices are expressed as shown below with the assistance of the assembly operators:

$$
\begin{gather*}
{[\boldsymbol{R}(\boldsymbol{u})]^{2 N \times 1}=\bigcup_{e=1}^{n_{e}}\left[\boldsymbol{R}_{e}\left(\boldsymbol{u}_{e}\right)\right]^{8 \times 1}}  \tag{A6}\\
{[\boldsymbol{P}]^{2 N \times 1}=\bigcup_{e=r}^{n_{r}}\left[\boldsymbol{P}_{r}\right]^{8 \times 1},}
\end{gather*}
$$

where $N$ is the total number of nodes in the discretized design domain. Therefore, $2 N$ is the total number of DOF in the two-dimensional setup for all of the nodes, and $n_{e}$ and $n_{r}$ are the number of total elements and number of boundary elements, respectively. A detailed assembly algorithm was followed, as presented in previous research [40,64].

The above derivations lead to a compact nonlinear system of ordinary differential equations of the following form:

$$
\begin{equation*}
\boldsymbol{R}(u)-\boldsymbol{P}=0 . \tag{A7}
\end{equation*}
$$

We usually denote by $K_{T}=\left.\frac{\partial R}{\partial u}\right|_{u}=\cup_{e=1}^{n_{e}} \boldsymbol{K}_{e T}$ the assembly of the elementary tangent stiffness matrix $K_{e T}=\left.\frac{\partial R_{e}\left(\boldsymbol{u}_{e}\right)}{\partial u_{e}}\right|_{\boldsymbol{u}_{e}}$ at the state $\boldsymbol{u}\left(\boldsymbol{u}_{e}\right)$, as shown in Figure A1b. The approximated solution $u$ of the nonlinear dynamic system in Equation (A7) is obtained via a modified Newton-Raphson method.

## Appendix B. Identifying the Hysteresis Model of the PEAs

Various previous studies have reported on the identification procedure for the PEA coefficients [2,48,56]. In this study, we used recursive least-squares estimation to estimate the model parameters. We rewrote Equation (18) in the form of a state-space representation. Suppose that $\hat{\dot{x}}_{\text {nom }}$ represents the predicted output vector of the model. By selecting the parameter vector $\boldsymbol{\theta}=\left[\begin{array}{llll}\alpha & B_{b w} & \Gamma_{b w} & \delta_{b w}\end{array}\right]^{T}$, where $\alpha=d_{p}-A_{b w}$ is a combined
intermediate parameter, and the state variables $\boldsymbol{\varphi}=\left[\begin{array}{llll}\dot{U} & |\dot{U}| h & \dot{U}|h| & -\operatorname{Usgn}(\dot{U})\end{array}\right]^{T}$, a time derivative of the first formula in Equation (18) yields the following:

$$
\begin{equation*}
\hat{\dot{\boldsymbol{x}}}_{\text {nom }}(t, \boldsymbol{\theta})=\boldsymbol{\varphi}(t)^{T} \boldsymbol{\theta} . \tag{A8}
\end{equation*}
$$

A covariance matrix for the recursive least square estimation process can be given as follows [27,64]:

$$
\begin{equation*}
\operatorname{Cov}(t)=\left[\sum_{i=1}^{t} \boldsymbol{\varphi}(i) \boldsymbol{W}(t, i) \boldsymbol{\varphi}(i)^{T}\right]^{-1} \in \mathbb{R}^{p \times p} \tag{A9}
\end{equation*}
$$

where $W(t, i)$ represents the weighting matrices, in the form of:

$$
\begin{equation*}
\boldsymbol{W}(t, n)=\prod_{m=n+1}^{t} \lambda_{f}(m) \boldsymbol{W}_{0} . \tag{A10}
\end{equation*}
$$

The $\lambda_{f}(k)$ in the above expression is the forgetting factor, applied to improve the realtime performance against system disturbances, and $\boldsymbol{W}_{0} \in \mathbb{R}^{m \times m}$ is an arbitrary constant weighting matrix. We obtain the following recursive formula for least-squares estimation based on the parameter estimate $\hat{\boldsymbol{\theta}}(t-1)$ and covariance matrix $\operatorname{Cov}(t-1)$ obtained in the previous step:

$$
\begin{align*}
& \boldsymbol{\Gamma}(t)=\frac{1}{\lambda_{f}(t)} \operatorname{Cov}(t-1) \\
& \operatorname{Cov}(t)=\boldsymbol{\Gamma}(t)\left\{I_{p}-\varphi(t)\left[\boldsymbol{W}_{0}^{-1}+\varphi(t) \boldsymbol{\Gamma}(t) \varphi(t)\right]^{-1} \varphi(t)^{T} \boldsymbol{\Gamma}(t)\right\}  \tag{A11}\\
& \epsilon^{0}(t):=\hat{\dot{x}}_{\text {nom }}(t)-\boldsymbol{\varphi}(t)^{T} \hat{\boldsymbol{\theta}}(t-1) \\
& \hat{\boldsymbol{\theta}}(t)=\hat{\boldsymbol{\theta}}(t-1)+\operatorname{Cov}(t) \boldsymbol{\varphi}(t) W_{0} \epsilon^{0}(t) .
\end{align*}
$$

The intermediate adaptation rate matrix $\Gamma(t)$ is introduced for notational simplicity and efficiency of computation. $\epsilon^{0}$ is normally called the a priori prediction error. The $d_{p}$ in the combined intermediate variable $\alpha$ is estimated by a simultaneous process with a structure identical to the one given in Equation (A11), where $\varphi(t)=U(t)$ and $h(t)$ is updated via a forward Euler algorithm, in accordance with the first formula in Equation (18). Choose another set of parameter vector $\boldsymbol{\varphi}_{\text {nom }}=\left[\begin{array}{ll}d_{p} & -1\end{array}\right]^{T}$ and state variable vector $\boldsymbol{\theta}_{\text {nom }}=\left[\begin{array}{ll}U & h\end{array}\right]$, the parallel RLSE process can be formulated as follows:

$$
\begin{equation*}
\hat{x}_{\text {nom }}(t, \boldsymbol{\theta})=\boldsymbol{\varphi}_{\text {nom }}(t)^{T} \boldsymbol{\theta}_{\text {noт }} . \tag{A12}
\end{equation*}
$$

Thus, by fixing the constant -1 in the $\boldsymbol{\varphi}_{n o m}$, the value of $d_{p}$ can be estimated via an integrated process based on $U$ and $h$. Meanwhile, the value of the parameter $A_{b w}=d_{p}-\alpha$ can also be calculated at every time step of the identification procedure. Details of the algorithm are given in Algorithm A1, and the estimation results are given in Figure A2 and Table A1.

```
Algorithm A1 Parallel recursive least square algorithm for online parameter estimation.
Parallel RLSE Algorithm
Initialization:
Make an initial guess of the coefficients, compute corresponding initial values of \(\theta\) and \(\varphi\)
Main loop:
While PEA is working do
Do process (A11) for regressor Equation (A8)
Update state variable \(h\)
Do process (A11) for regressor Equation (A12)
Update \(\mathrm{d}_{\mathrm{p}}\) and \(\mathrm{A}_{\mathrm{bw}}\)
End while
```



Figure A2. Parameter identification process for one of the PEAs and the corresponding hysteresis curve for both.

Table A1. Estimation results of characteristic coefficients of the PEAs.

|  | Symbol | Initial Guess |  |
| :--- | :--- | :--- | :--- |
|  |  |  |  |
|  |  |  | Estimates |
| PEA1 | PEA2 |  |  |
| $\mathbf{d}_{\mathbf{p}}$ | 0 | $\approx 6.2 \times 10^{-2}$ | $\approx 6.5 \times 10^{-2}$ |
| $\mathbf{A}_{\mathbf{b w}}$ | 0 | $\approx 1.2 \times 10^{-2}$ | $\approx 2.5 \times 10^{-2}$ |
| $\mathbf{B}_{\mathbf{b w}}$ | 0 | $1.9 \times 10^{-3}$ | $1.8 \times 10^{-3}$ |
| $\boldsymbol{\Gamma}_{\mathbf{b w}}$ | 0 | $1.6 \times 10^{-3}$ | $5.3 \times 10^{-3}$ |
| $\boldsymbol{\delta}$ | 0 | $5.015 \times 10^{-4}$ | $1.973 \times 10^{-4}$ |

## Appendix C. The State-Space Representation of the System Dynamics

Following the steps given in Section 3.2.1, the elementary form of the total system dynamics can be given as follows:

$$
\begin{align*}
& \dot{z}_{1}=z_{5} \\
& \dot{z}_{2}=z_{6} \\
& \dot{z}_{3}=z_{7} \\
& \dot{z}_{4}=z_{8} \\
& \dot{z}_{5}=\sum_{i=1}^{8} \beta_{5 i} z_{i} \\
& \dot{z}_{6}=\sum_{i=1}^{8} \beta_{6 i} z_{i}  \tag{A13}\\
& \dot{z}_{7}=d_{11} u_{1}+d_{12} u_{2}+\sum_{i=1}^{8} \beta_{7 i} z_{i} \\
& \dot{z}_{8}=d_{21} u_{2}+d_{22} u_{2}+\sum_{i=1}^{8} \beta_{8 i} z_{i}
\end{align*}
$$

This linear differential equation system can be modified into the state-space form as Equation (36), whose coefficient matrices $B=\left[\beta_{i j}\right]^{8 \times 8}$ and $D=\left[d_{i j}\right]^{2 \times 2}$ are detailed below:

$$
\begin{align*}
& {\left[\begin{array}{ll}
\beta_{51} & \beta_{52} \\
\beta_{61} & \beta_{62}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{2 K_{q 01}}{M} & 0 \\
0 & -\frac{K_{q 02}}{M}
\end{array}\right],\left[\begin{array}{cc}
\beta_{53} & \beta_{54} \\
\beta_{63} & \beta_{64}
\end{array}\right]=\left[\begin{array}{cc}
\frac{K_{q q_{1}}}{M} & \frac{K_{q q_{1}}}{M} \\
\frac{\alpha K_{q 02}}{M} & -\frac{\alpha K_{q 02}}{M}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
\beta_{55} & \beta_{56} \\
\beta_{65} & \beta_{66}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{2 C_{q 01}}{M} & 0 \\
0 & -\frac{C_{q 02}}{M}
\end{array}\right],\left[\begin{array}{cc}
\beta_{57} & \beta_{58} \\
\beta_{67} & \beta_{68}
\end{array}\right]=\left[\begin{array}{cc}
\frac{C_{q q_{01}}}{M} & \frac{C_{q q_{1}}}{M} \\
\frac{\alpha C_{q 02}}{M} & -\frac{\alpha C_{q 02}}{M}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
\beta_{71} & \beta_{72} \\
\beta_{81} & \beta_{82}
\end{array}\right]=\left[\begin{array}{ll}
\frac{K_{\text {o } 1}}{M_{\text {in } 1}} & 0 \\
\frac{K_{\text {qo }}}{M_{\text {in } 2}} & 0
\end{array}\right],}  \tag{A14}\\
& {\left[\begin{array}{ll}
\beta_{73} & \beta_{74} \\
\beta_{83} & \beta_{84}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{K_{\text {in } 1}+K_{\text {pea } 1}+K_{q 01}}{M_{\text {in } 1}} & 0 \\
0 & -\frac{K_{\text {in } 2}+K_{\text {pea } 2}+K_{\text {qo } 1}}{M_{\text {in } 2}}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
\beta_{75} & \beta_{76} \\
\beta_{85} & \beta_{86}
\end{array}\right]=\left[\begin{array}{ll}
\frac{C_{q 01}}{M_{i n 1}} & 0 \\
\frac{C_{q 01}}{M_{i n 2}} & 0
\end{array}\right],\left[\begin{array}{ll}
\beta_{77} & \beta_{78} \\
\beta_{87} & \beta_{88}
\end{array}\right]=\left[\begin{array}{cc}
-\frac{C_{i n 1}+C_{q 01}}{M_{i n 1}} & 0 \\
0 & -\frac{C_{i n 2}+C_{q 01}}{M_{i n 2}}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
d_{11} & d_{12} \\
d_{21} & d_{22}
\end{array}\right]=\left[\begin{array}{cc}
\frac{K_{\text {pea } 1}}{M_{\text {in } 1}} & 0 \\
0 & \frac{K_{\text {pea } 2}}{M_{\text {in } 2}}
\end{array}\right] .}
\end{align*}
$$

## Appendix D. Deduction of the Backstepping Controller

Recall that $\boldsymbol{a}(\eta)=\left[a_{1}, a_{2}\right]^{T}$ represents the ideal control law for the inputs $\left[x_{\text {in } 1}, x_{i n 2}\right]^{T}$ according to Equation (A13), the notation that $\boldsymbol{z}=\left[\begin{array}{llll}\boldsymbol{q}_{0} & \dot{\boldsymbol{q}}_{0} & \boldsymbol{x}_{i n} & \dot{\boldsymbol{x}}_{i n}\end{array}\right]^{T}$, and the subsystem Equation (43a) in terms of $\boldsymbol{a}$ is given as follows:

$$
\begin{align*}
& \dot{\eta}_{1}=\eta_{5}:=a_{1} \\
& \dot{\eta}_{2}=\eta_{6}:=a_{2} \\
& \dot{\eta}_{3}=\dot{\xi}_{1} \\
& \dot{\eta}_{4}=\dot{\xi}_{2} \\
& \dot{\eta}_{5}=\sum_{i}^{6} \beta_{5 i} \eta_{i}+\beta_{57} \dot{\xi}_{1}+\beta_{58} \dot{\xi}_{2}+\Delta_{\eta 1}  \tag{A15}\\
& \dot{\eta}_{6}=\sum_{i}^{6} \beta_{6 i} \eta_{i}+\beta_{67} \dot{\xi}_{1}+\beta_{68} \dot{\xi}_{2}+\Delta_{\eta 2}
\end{align*}
$$

When denoting $\epsilon_{i}=\eta_{i}-\eta_{d i}=z_{i}-z_{d i}, i=1,2$, the tracking error between the output node $\eta_{i}=z_{i}$, and the desired trajectory $\eta_{d i}=z_{d i}$, a selection of the feedback error $s=\dot{\epsilon}+k_{\epsilon} \epsilon$ yields the total error dynamic:

$$
\begin{align*}
& \dot{s}_{1}=-\frac{2 K_{q_{o} 1}}{M} \eta_{1}+\frac{K_{q_{o 1}}}{M} a_{1}+\frac{K_{q_{o 1}}}{M} a_{2}+\beta_{57} \dot{\xi}_{1}+\beta_{58} \dot{\xi}_{2}-\ddot{\eta}_{d 1}+k_{\epsilon 1}\left(\eta_{5}-\dot{\eta}_{d 1}\right)+\Delta_{\eta 1}  \tag{A16}\\
& \dot{s}_{2}=-\frac{K_{q_{0} 2}}{M} \eta_{2}+\alpha \frac{K_{q_{o 2}}}{M} a_{1}-\alpha \frac{K_{q_{o 2}}}{M} a_{2}+\beta_{67} \dot{\xi}_{1}+\beta_{68} \dot{\tilde{\xi}}_{2}-\ddot{\eta}_{d 2}+k_{\epsilon 2}\left(\eta_{6}-\dot{\eta}_{d 2}\right)+\Delta_{\eta 2} \tag{A17}
\end{align*}
$$

Consider the control Lyapunov function (CLF) Equations (47) and (48):

$$
\boldsymbol{V}(\boldsymbol{\eta})=\frac{1}{2}\left[\begin{array}{l}
s_{1}^{2}  \tag{A18}\\
s_{2}^{2}
\end{array}\right] .
$$

The path derivative of the CLF with respect to the solution $\eta(t)$ is as follows:

$$
\dot{\boldsymbol{V}}(\boldsymbol{\eta})=\left[\begin{array}{l}
s_{1} \dot{s}_{1}  \tag{A19}\\
s_{2} \dot{s}_{2}
\end{array}\right] .
$$

Next, we choose a specific $\boldsymbol{a}$ such that $\dot{V}(\boldsymbol{\eta})<0$, satisfying the Lyapunov stability criterion. Substituting Equations (A16) and (A17) into Equation (A19) and considering the inequalities, we have

$$
\left\{\begin{array}{l}
s_{1}\left(\frac{K_{q o 1}}{M}\left(a_{1}+a_{2}-2 \eta_{1}\right)-\ddot{\eta}_{d 1}+k_{\epsilon 1}\left(\eta_{5}-\dot{\eta}_{d 1}\right)+\left(\beta_{57} \hat{\dot{\xi}}_{1}+\beta_{58} \hat{\dot{\tilde{j}}}_{2}\right)+\Delta_{\eta 1}\right)<0  \tag{A20}\\
s_{2}\left(\frac{\alpha K_{q o 2}}{M}\left(a_{1}-a_{2}-\frac{\eta_{2}}{\alpha}\right)-\ddot{\eta}_{d 2}+k_{\epsilon 2}\left(\eta_{6}-\dot{\eta}_{d 2}\right)+\left(\beta_{67} \hat{\dot{\xi}}_{1}+\beta_{68} \hat{\dot{\xi}}_{2}\right)+\Delta_{\eta 2}\right)<0
\end{array}\right.
$$

The desired controller output $\boldsymbol{a}$ as a combination of $\boldsymbol{a}_{m}$ and $\boldsymbol{a}_{s}$ from Equation (49) satisfies the following:

$$
\begin{gather*}
\left\{\begin{array}{c}
\frac{K_{q o 1}}{M}\left(a_{m 1}+a_{m 2}\right)-Z_{5}\left(\eta_{1}, \dot{\eta}_{1}, \hat{\dot{\xi}}_{1}\right)=-\left(k_{\eta 1}-1\right) s_{1}, \\
\frac{\alpha K_{q o 2}}{M}\left(a_{m 1}-a_{m 2}\right)-Z_{6}\left(\eta_{1}, \dot{\eta}_{1}, \hat{\dot{\xi}}_{1}\right)=-\left(k_{\eta 2}-1\right) s_{2},
\end{array}\right.  \tag{A21}\\
\left\{\begin{array}{c}
\frac{K_{q o 1}}{M}\left(a_{m 1}+a_{m 2}\right)+\Delta_{\eta 1}<\frac{K_{q o 1}}{M}\left(a_{m 1}+a_{m 2}\right)+\max \left|\Delta_{\eta 1}\right|=-s_{1} \\
\frac{\alpha K_{q o 2}}{M}\left(a_{m 1}-a_{m 2}\right)+\Delta_{\eta 2}<\frac{\alpha K_{q o 2}}{M}\left(a_{m 1}-a_{m 2}\right)+\max \left|\Delta_{\eta 2}\right|=-s_{2}
\end{array},\right. \tag{A22}
\end{gather*}
$$

where $k_{\eta i}>1, i=1,2$ are the linear feedback gains and can be chosen freely, and

$$
\begin{align*}
& Z_{5}\left(\eta_{1}, \dot{\eta}_{1}, \dot{\xi}_{1}\right)=\frac{2 K_{q o 1}}{M} \eta_{1}+\left(\ddot{\eta}_{d 1}-k_{\epsilon 1}\left(\eta_{5}-\dot{\eta}_{d 1}\right)\right)-\left(\beta_{57} \hat{\dot{\xi}}_{1}+\beta_{58} \hat{\dot{\xi}}_{2}\right)  \tag{A23}\\
& Z_{6}\left(\eta_{2}, \dot{\eta}_{2}, \dot{\xi}_{2}\right) \&=\frac{K_{q 02}}{M} \eta_{2}+\left(\ddot{\eta}_{d 2}-k_{\epsilon 2}\left(\eta_{6}-\dot{\eta}_{d 2}\right)\right)-\left(\beta_{67} \hat{\dot{\xi}}_{1}+\beta_{68} \hat{\dot{\xi}}_{2}\right)
\end{align*}
$$

By solving Equations (A21) and (A22), we get the following expressions for the ideal control law $a$ :

$$
\begin{gather*}
\boldsymbol{a}_{m}=\left[\begin{array}{cc}
K_{q o 1} / M & K_{q o 1} / M \\
\alpha K_{q 02} / M & -\alpha K_{q o 2} / M
\end{array}\right]^{-1}\left(\left[\begin{array}{cc}
-\left(k_{\eta 1}-1\right) s_{1}+Z_{5} \\
-\left(k_{\eta 2}-1\right) s_{2}+Z_{6}
\end{array}\right]\right),  \tag{A24}\\
\boldsymbol{a}_{s}=\left[\begin{array}{cc}
K_{q o 1} / M & K_{q o 1} / M \\
\alpha K_{q o 2} / M & -\alpha K_{q o 2} / M
\end{array}\right]^{-1}\left[\begin{array}{c|c|c}
-\max \left|\Delta_{\eta 1}\right| & -s_{1} \\
-\max \left|\Delta_{\eta 2}\right| & -s_{2}
\end{array}\right] . \tag{A25}
\end{gather*}
$$

Let $\epsilon_{a}$ be the deviation from Equation (50):

$$
\begin{equation*}
\epsilon_{a}=\xi-a . \tag{A26}
\end{equation*}
$$

The total system in the new error coordinates $\left[\begin{array}{ll}s & \boldsymbol{\epsilon}_{a}\end{array}\right]^{T}$ is then given by:

$$
\begin{align*}
& \dot{\boldsymbol{s}}=-\left[\begin{array}{l}
k_{\eta 1} s_{1} \\
k_{\eta 2} s_{2}
\end{array}\right] \\
& \dot{\boldsymbol{\epsilon}}_{a}=v-\left[\begin{array}{cc}
K_{q o 1} / M & K_{q o 1} / M \\
\alpha K_{q o 2} / M & -\alpha K_{q o 2} / M
\end{array}\right]^{-1}\left(\left[\begin{array}{l}
k_{\eta 1}\left(k_{\eta 1}-1\right) s_{1}+\frac{\partial Z_{5}(\eta)}{\partial \eta} \\
k_{\eta 2}\left(k_{\eta 2}-1\right) s_{2}+\frac{\partial Z_{6}(\eta)}{\partial \eta}
\end{array}\right]\right)+\boldsymbol{\Delta}_{\epsilon}, \tag{A27}
\end{align*}
$$

where the error term $\Delta_{\epsilon}$ is derived from Equation (43b), such that $\Delta_{\epsilon}=\Delta_{\mathcal{\zeta}}$.

The CLF for the whole system in accordance with Equation (51) can be given as follows:

$$
\boldsymbol{V}_{\alpha}(\boldsymbol{\eta}, \boldsymbol{\xi})=\boldsymbol{V}(\boldsymbol{\eta})+\frac{1}{2}\left[\begin{array}{c}
\epsilon_{\alpha}{ }_{1}^{2}  \tag{A28}\\
\epsilon_{\alpha} 2
\end{array}\right] .
$$

The path derivative of the above Equation (A28) along the solutions of Equation (43a) can be calculated by substituting the expression of $\dot{\boldsymbol{s}}$ in Equation (A27) into Equation (52), in the following form:

$$
\dot{\boldsymbol{V}}_{\alpha}=\left[\begin{array}{l}
-k_{\eta 1} S_{1}^{2}  \tag{A29}\\
-k_{\eta 2} S_{2}^{2}
\end{array}\right]+\left[\begin{array}{l}
\epsilon_{\alpha 1} \dot{\epsilon}_{\alpha 1} \\
\epsilon_{\alpha 2} \dot{\epsilon}_{\alpha 2}
\end{array}\right] .
$$

The term $\boldsymbol{\epsilon}_{\alpha} \dot{\boldsymbol{\epsilon}}_{\alpha}$ can further be written as a linear combination of input $v$. Denoting $\left[\begin{array}{ll}\theta_{1} & \theta_{2}\end{array}\right]=\left[\begin{array}{ll}\frac{K_{q 01}}{M} & \frac{K_{q o 2}}{M}\end{array}\right]$, we have the following total system formulation for Equation (A29):

$$
\begin{align*}
& \left.\dot{V}_{\alpha 1}=-k_{\eta 1} s_{1}^{2}+\binom{\hat{\dot{\xi}}_{1}+\Pi_{11}}{\dot{V}_{\alpha 2}=-k_{\eta 2} s_{2}^{2}+\left(\hat{\dot{\xi}}_{2}+\Pi_{21}\right)}\left(\Pi_{12}\right)+\epsilon_{\alpha 1} \Delta_{\epsilon 1}-\Pi_{22}\right)+\epsilon_{\alpha 1} \Delta_{\epsilon 2}
\end{align*}
$$

where

$$
\begin{align*}
& \Pi_{11}=\frac{\left(\max \left|\Delta_{\eta 2}\right|-Z_{6}+k_{\eta 2} s_{2}\right) \theta_{1}+\alpha\left(\max \left|\Delta_{\eta 1}\right|-Z_{5}+k_{\eta 1} s_{1}\right) \theta_{2}}{2 \alpha \theta_{1} \theta_{2}}, \\
& \Pi_{12}=\frac{\left(k_{\eta 2}\left(k_{\eta 2}-1\right) s_{2}+\frac{\partial Z_{6}(\eta)}{\partial \eta}\right) \theta_{1}+\alpha\left(s_{1} k_{\eta 1}\left(k_{\eta 1}-1\right)+\frac{\partial Z_{5}(\eta)}{\partial \eta}\right) \theta_{2}}{2 \alpha \theta_{1} \theta_{2}},  \tag{A31}\\
& \Pi_{21}=-\frac{\left(\max \left|\Delta_{\eta 2}\right|-Z_{6}+k_{\eta 2} s_{2}\right) \theta_{1}-\alpha\left(\max \left|\Delta_{\eta 1}\right|-Z_{5} \theta_{2}+k_{\eta 1} s_{1}\right) \theta_{2}}{2 \alpha \theta_{1} \theta_{2}} . \\
& \Pi_{22}=\frac{\left(k_{\eta 2}\left(k_{\eta 2}-1\right) s_{2}+\frac{\partial Z_{6}(\eta)}{\partial \eta}\right) \theta_{1}-\alpha\left(k_{\eta 1}\left(k_{\eta 1}-1\right) s_{1}+\frac{\partial Z_{5}(\eta)}{\partial \eta}\right) \theta_{2}}{2 \alpha \theta_{1} \theta_{2}} . \tag{A32}
\end{align*}
$$

The task is to choose inputs $v_{i}$ s such that $\dot{V}_{\alpha i}, i=1,2$ are negative definite, in which case the whole system is Lyapunov stable. Suppose that our controller input is of the following form:

$$
v_{m}+v_{s}=\left[\begin{array}{l}
v_{m 1}+v_{s 1}  \tag{A33}\\
v_{m 2}+v_{s 2}
\end{array}\right],
$$

and notice that $-k_{\eta i} s_{i}^{2} \leq 0$ always holds. The values of $v_{m i}$ s are then chosen such that:

$$
\left\{\begin{array}{l}
\left(\hat{\tilde{\xi}}_{1}+\Pi_{11}\right)\left(v_{m 1}-\Pi_{12}\right)=-k_{1} \epsilon_{a 1}  \tag{A34}\\
\left(\hat{\tilde{\xi}}_{2}+\Pi_{21}\right)\left(v_{m 2}-\Pi_{22}\right)=-k_{2} \epsilon_{a 2}
\end{array},\right.
$$

where $k=\left[\begin{array}{ll}k_{1} & k_{2}\end{array}\right]>0$ is the feedback gain, thus yielding:

$$
\left\{\begin{array}{l}
v_{m 1}=-\frac{k_{1} \epsilon_{a 1}}{\hat{\tilde{\xi}}_{1}+\Pi_{11}}+\Pi_{12}  \tag{A35}\\
v_{m 2}=-\frac{k_{2} \epsilon_{a 2}}{\hat{\tilde{\xi}}_{2}+\Pi_{21}}+\Pi_{22}
\end{array}\right.
$$

The system nonlinearity is overcome by the robust controller $v_{s i} s$, satisfying the following relationships:

$$
\left\{\begin{array}{l}
\left(\hat{\dot{\xi}}_{1}+\Pi_{11}\right) v_{s 1}+\epsilon_{\alpha 1} \Delta_{\epsilon 1}<\left(\hat{\xi}_{1}+\Pi_{11}\right) v_{s 1}+\max \left|\epsilon_{\alpha 1} \Delta_{\epsilon 1}\right|=-\epsilon_{\alpha 1}  \tag{A36}\\
\left(\hat{\dot{\xi}}_{2}+\Pi_{21}\right) v_{s 2}+\epsilon_{\alpha 2} \Delta_{\epsilon 2}<\left(\hat{\xi}_{2}+\Pi_{21}\right) v_{s 2}+\max \left|\epsilon_{\alpha 2} \Delta_{\epsilon 2}\right|=-\epsilon_{\alpha 2}
\end{array}\right.
$$

and the expression of the $v_{s i} s$ can be solved as follows:

$$
\begin{align*}
& v_{s 1}=-\frac{\max \left|\epsilon_{\alpha 1} \Delta_{\epsilon 1}\right|+\epsilon_{\alpha 1}}{\hat{\dot{\xi}}_{1}+\Pi_{11}}  \tag{A37}\\
& v_{s 2}=-\frac{\max \left|\epsilon_{\alpha 2} \Delta_{\epsilon 2}\right|+\epsilon_{\alpha 2}}{\hat{\dot{\xi}}_{2}+\Pi_{21}}
\end{align*}
$$

We can also choose identical feedback gains such that $k_{i}=k_{m i}=k$. The final design of the controller input, Equation (A33), as a combination of Equations (A35) and (A37), is simplified to:

$$
\begin{align*}
& v_{1}=-\frac{k_{1} \epsilon_{a 1}}{\hat{\tilde{\xi}}_{1}+\Pi_{11}}-\frac{\max \left|\epsilon_{\alpha 1} \Delta_{\epsilon 1}\right|+\epsilon_{\alpha 1}}{\hat{\tilde{\xi}}_{1}+\Pi_{11}}+\Pi_{12}  \tag{A38}\\
& v_{2}=-\frac{k_{2} \epsilon_{a 2}}{\frac{\sin }{\tilde{\xi}_{2}+\Pi_{21}}-\frac{\max \left|\epsilon_{\alpha 2} \Delta_{\epsilon 2}\right|+\epsilon_{\alpha 2}}{\hat{\xi}_{2}+\Pi_{21}}+\Pi_{22}}
\end{align*}
$$

Also, all the coefficients are calculated with respect to estimation of the state varia.
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#### Abstract

An asymmetric friction principle is newly proposed for the design of inertial impact piezoelectric actuators. There are two ways to achieve asymmetric frictions: either by tuning the positive pressure or by tuning the friction coefficient. Compared with tuning the positive pressure by an asymmetric structure, the structural parameters can be reduced by employing a symmetric structure and tuning the friction coefficient. In this study, an asymmetric friction inertial impact actuator was developed using a symmetric compliant mechanism (SCM), and the asymmetric frictions were realized by laser texturing of the driving feet at one end of the SCM. Four kinds of microstructures were initially fabricated on the driving feet, and their friction properties were experimentally tested. Accordingly, two kinds of microstructures, namely $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures, were selected. Output characteristics of the actuator with these two microstructures were measured and comparatively analyzed. The experimental results indicate that the actuator could achieve stable step motion, and the output characteristics were affected by the fabricated microstructure, as it determined the friction coefficient. The actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure achieved a maximum speed of $2.523 \mathrm{~mm} / \mathrm{s}$, a resolution of 188 nm , a vertical loading capacity of 2 N and a horizontal loading capacity of 0.6 N , whereas the actuator with the $\mathrm{T}_{\mathrm{a}}$ microstructure had a higher resolution of 74 nm . This study provides a novel idea for the design of asymmetric friction inertial impact actuators by tuning the friction coefficient.
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## 1. Introduction

With features of fast response, nanopositioning resolution, miniaturization, no coils and magnets, etc., piezoelectric actuators have been widely used in aerospace [1-3], optical scanning [4-6], biomedical engineering [7-9], precision/ultraprecision manufacturing, etc. [10-12]. Depending on the difference in driving principle, piezoelectric actuators can be divided into the following types: direct-driving actuators [13-15], inchworm actuators [16-18], ultrasonic actuators [19-24], stick-slip actuators (friction inertia type) [25-27] and inertial actuators (inertia impact type) [28-32]. Among them, the inertial impact piezoelectric actuators have the advantages of simple structure and control, micro/nanopositioning resolution and large stroke, so they have attracted wide attention and have been applied in various fields [33,34].

Figure 1a illustrates the working principle of traditional inertial impact piezoelectric actuators; they are normally composed of a main mass, a piezoelectric element and an inertial mass. The main mass is placed on the guiding surface, and the inertial mass does not contact the guiding surface. As the piezoelectric element slowly elongates, the inertial mass moves to the right, and the main mass remains stationary due to the static
friction between the main mass and the guiding surface. Then, the piezoelectric element rapidly shrinks, and an inertial impact force is generated. If the generated inertial impact force is greater than the maximum static friction between the main mass and guiding surface, the main mass overcomes the static friction and moves to the right. Based on the traditional impact inertial working principle and two kinds of piezoelectric elements (piezoelectric wafer and piezoelectric stack), various inertial impact piezoelectric actuators have been designed [33,35-37]. However, some issues, such as incompatibility between the speed and resolution, the low frequency bandwidth and loading capacity, the overturning moment and motion instability, generally exist for most such actuators. To improve the output performance, traditional inertial impact piezoelectric actuators usually employ a relatively large inertial mass, which in turn significantly increases the size of the actuator and decreases the frequency bandwidth.


Figure 1. The working principles of (a) the traditional inertial impact actuator and (b) the asymmetric friction inertial impact actuator.

The main cause of the above problems is the non-contact inertial mass. If the inertial mass is also in contact with the guiding surface, as illustrated in Figure 1b, many of the above problems could be solved. In this case, these two masses in Figure 1a are replaced by two friction elements, and the frictions at the two ends should be different. Accordingly, we proposed an asymmetric friction principle for the design of inertial impact piezoelectric actuators in our previous study [38]. The asymmetric friction working principle is similar to the traditional inertial impact working principle. It includes friction element 1 and friction element 2. Friction element 1 corresponds to the traditional main mass, and friction element 2 corresponds to the inertial mass. The asymmetric frictions are realized by tuning the positive pressure between the two friction elements and the guiding surface. Compared with traditional inertial impact piezoelectric actuators, the actuator designed with the asymmetric friction working principle shows the stable motion, no overturning moment, high-frequency bandwidth and loading capacity. In particular, the contradiction between the speed and resolution is solved. However, in our previous study [38], an asymmetrically compliant mechanism was used as the mover. Its asymmetric structure led to an increase in the structural parameters, making structural design and parameter selection quite difficult. Therefore, it is necessary to explore new methods to achieve asymmetric frictions with a simpler structure.

The friction is mainly determined by two factors: the positive pressure and the friction coefficient. In our previous study [38], we tuned the positive pressure by employing an asymmetric structure; however this method increases the design difficulty. If the friction is tuned by the friction coefficient, a symmetric structure could be used, which would simplify the structure design. Many previous studies [39-41] have indicated that fabrication of microstructures on the surface of materials is an effective method to tune
the friction coefficient. Therefore, in this study, we attempted to develop an asymmetric friction inertial impact actuator using a symmetrically compliant mechanism (SCM), and asymmetric frictions were achieved by laser texturing of the driving feet at one end of the SCM. Four kinds of microstructures were initially fabricated on the driving feet, and their friction properties were experimentally tested. Accordingly, two kinds of microstructures, namely $T_{a}$ and $T_{b}$ microstructures, were selected. Output characteristics of the actuator with these two microstructures were further measured and comparatively analyzed.

## 2. Structure of the Developed Actuator

Figure 2a shows the detailed structure of the developed asymmetric friction inertial impact piezoelectric actuator. It includes a symmetrically compliant mechanism (SCM) with laser-textured driving feet at one end, a piezoelectric stack (PES), two parallel guide rails and a base. The overall size of the actuator is $100 \mathrm{~mm} \times 94 \mathrm{~mm} \times 31 \mathrm{~mm}$. These two parallel guide rails are installed on the base by screws. The SCM with Al 7075 has two pairs of arc-shaped driving feet, and it is nested in the two parallel guide rails, working as the mover. To generate the asymmetric frictions, microstructures are fabricated on the surface of the driving feet at one end by laser texturing. The driving feet with microstructures are referred to as the laser-textured end, and the other end without microstructures is referred to as the original end. Figure 1 b shows the detailed structure of the arc-shaped driving foot. The main structural parameters are given in Table 1 based on our previous study [38]. To generate positive pressure, the inside width of two parallel guide rails is designed to be 0.3 mm smaller than that of the SCM. When the SCM is nested into the two parallel guide rails, the driving feet are deformed, and preloading forces will emerge between each driving foot and the guide rails. Furthermore, the friction coefficients of the laser-textured driving feet differ from those of the original driving feet, generating asymmetric frictions.


Figure 2. (a) Structure of the developed actuator with laser-textured driving feet and (b) detailed structure of a quarter of the arc-shaped driving foot.

Figure 3 shows the motion process of the actuator according to its structure. As the SCM has a symmetric structure, the forces and deformations are completely consistent. Therefore, the actuator cannot achieve effective step motion if the surfaces of the driving feet at the two ends are the same, as shown in Figure 3a. However, with microstructures fabricated on the surfaces of the driving feet at one end, the friction coefficients ( $\mu_{\mathrm{o}}$ and $\mu_{\mathrm{L}}$ ) of the two ends would be different. When the SCM is deformed with the elongation of the PES, asymmetric frictions occur at the two ends. According to the asymmetric friction motion principle [38], the actuator with laser-textured driving feet can generate displacement $\left(L_{0}\right)$ along the negative- $x$ axis in one motion period, as shown in Figure 3b.

Table 1. The main structural parameters of a quarter of the arc-shaped driving foot.

| Parameter | Meaning | Value |
| :---: | :---: | :---: |
| $r_{1}$ | Radius of circle $\mathrm{O}_{1}$ | 7.5 mm |
| $r_{2}$ | Radius of circle $\mathrm{O}_{2}$ | 7 mm |
| $t$ | Thickness of the driving foot | 1.6 mm |
| $x_{1}$ | Distance between points $\mathrm{O}_{1}$ and O | 14.5 mm |
| $x_{2}$ | Distance between points $\mathrm{O}_{2}$ and O | 13.4 mm |



Figure 3. The motion process of the actuator with (a) the original driving feet and (b) the lasertextured driving feet.

## 3. Selection of Microstructures for Laser Texturing of the Driving Foot

According to some previous studies [39-41], the non-smooth surface of natural animal bodies, such as convex hulls, ridges and concaves, can effectively tune the surface friction properties. Therefore, four kinds of typical microstructures were selected as the basic microstructures and further experimentally compared and analyzed. Four arc-shaped driving feet were machined by wire electrical discharge machining (WEDM) with Al 7075, as shown in the insert in Figure 4a. Four kinds of microstructures, i.e., striped convex, square convex, circular convex and circular concave, were fabricated on the four arc-shaped driving feet by a fiber nanosecond pulsed laser with a wavelength of 1064 nm , pulse duration of 7 ns , repetition frequency of 600 kHz , scanning speed of $2 \mathrm{~mm} / \mathrm{s}$ and average power of 15.8 W . An optical microscope (OM, DSX500, Olympus, Tokyo, Japan) was used to observe the four kinds of microstructures of the laser-textured driving feet surfaces; the results are shown in Figure 4.

An experimental system was established to test the friction properties of the four laser-textured driving feet, as shown in Figure 5a, including an IPC (industrial personal computer), a friction test unit, an analog output card (PCI NI6722, National Instruments Corporation, Austin, TX, USA), a voltmeter and a 24 V DC power supply. As the core part of the experimental system, the friction test unit is constituted by an $X$ positioning stage, two lifting platforms, sensor I, signal amplifier I, sensor II, signal amplifier II, a rope, a polished disc with a mandrel, a driving foot, a base, a bearing and a transition
plate. To reduce the effect of environmental vibration, all experiments were performed on a vibration-isolated optical table.


Figure 4. Four kinds of microstructures fabricated on the driving feet surfaces by laser texturing: (a) striped convex, (b) square convex, (c) circular convex and (d) circular concave.

(b)

Figure 5. (a) The established experimental system for testing the friction properties of the four laser-textured driving feet and (b) a schematic diagram illustrating the measuring principle.

The measuring principle corresponding to the established experimental system is illustrated in Figure 5b. Sensor I and sensor II were used to measure the lateral force and positive pressure between the driving foot and polished disc, respectively. The standard weights were used to calibrate the voltage-force relationship of sensor I and sensor II. To measure the positive pressure between the driving foot and the polished disc, the driving foot was installed below the tangential position of the polished disc. The base with a polished disc and sensor II were fixed on two lifting platforms. The positive pressure was adjusted by two lifting platforms. The detected signal (positive pressure) of sensor II was amplified by signal amplifier II and recorded by the voltmeter. To test the lateral force, sensor I was fixed to the $X$ positioning stage and controlled by software on the IPC. Sensor I was connected with the polished disc by a rope. Finally, when the positive pressure is constant, the X positioning stage with sensor I moves along the negative- $x$ axis, driving the rope to pull the polished disc to rotate clockwise. During the test process, the detected signal (the lateral force) of sensor I was amplified by signal amplifier I and transmitted to the PCI analog output card, for further processing by the IPC. In addition, although the measured frictions include the friction between the bearing and the mandrel, all tests were completed using the same experimental system. Therefore, the measured lateral force can be approximately regarded as the maximum static friction.

Given the aforementioned experimental system and measuring principle, the maximum static friction $\left(f_{\mathrm{o}}\right)$ of the original driving foot was tested first, with a result of 0.47 N under positive pressure of 1.92 N , as shown in Figure 6. Then, the maximum static frictions $\left(f_{\mathrm{L}}\right)$ of the four laser-textured driving feet were tested under the same positive pressure, with results of $0.57 \mathrm{~N}, 0.6 \mathrm{~N}, 0.57 \mathrm{~N}$ and 0.48 N , respectively, as shown in Figure 7. Accordingly, the friction coefficient $\left(\mu_{\mathrm{o}}\right)$ of the original driving foot is 0.24 , and the friction coefficients $\left(\mu_{\mathrm{L}}\right)$ of the four laser-textured driving feet are $0.30,0.31,0.30$ and 0.25 , respectively. Compared with the original driving foot, the friction coefficients of the four laser-textured driving feet are increased. According to the asymmetric friction principles [38], if the difference in friction coefficient between the original end and the laser-textured end is larger, the actuator would have better output characteristics. Therefore, two kinds of microstructures (striped convex and square convex) were selected for subsequent experiments, named $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures, respectively, for convenience. To test the output characteristics of the actuator with these two microstructures, $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures were fabricated on the surfaces of the driving feet at one end by laser texturing.


Figure 6. Lateral force-time curves of the original driving foot.


Figure 7. Lateral force-time curves of the four laser-textured driving feet: (a) striped convex, (b) square convex, (c) circular convex and (d) circular concave.

## 4. Experiments and Output Characteristics of the Actuator

To verify that the actuator could also achieve the stable motion by tuning the friction coefficients between the SCM and two parallel guide rails, a prototype was fabricated, and its output characteristics were tested using the experimental system, as shown in Figure 8. The signal generator (DG4062, RIGOL Technologies, Suzhou, China) produces a sawtooth-type driving voltage signal. Then, the signal is enlarged 15 times by the signal amplifier (E01.A3, Harbin Core Tomorrow Science \& Technology Co., Ltd., Harbin, China) and applied to the PES $(5 \mathrm{~mm} \times 5 \mathrm{~mm} \times 20 \mathrm{~mm}$, AE0505D16DF, TOKIN, Japan; nominal displacement output: $17.4 \pm 2.0 \mu \mathrm{~m}$ at 150 V ) to drive the prototype. The motion displacement of the prototype was tested by a laser displacement sensor (ILD2300-2, Micro-Epsilon, Ortenburg, Germany), and the collected data were further processed by the IPC. The corresponding height between the prototype and laser displacement sensor was adjusted by the lifting platforms.


Figure 8. The established experimental system.

### 4.1. Output Characteristics with Various Working Gaps

The width of the two parallel guide rails, defined as the working gap, could significantly affect the output characteristics of the actuator. Taking the $T_{b}$ microstructure as an example, Figure 9 shows the output displacement characteristics of the actuator with different working gaps when the driving voltage and frequency are 100 V and 10 Hz , respectively. A working gap of 58.6 mm was selected as the initial value based on our previous study [38]. However, with this working gap, the output displacement within 1 s is only $1.79 \mu \mathrm{~m}$, possibly because the thickness of the driving foot is the same as that of the thick end in the previous study, resulting in high frictions between the SCM and the two parallel guide rails. The high frictions cause the output displacement to decrease. Therefore, it is necessary to increase the working gap. When the working gap is 58.7 mm , the actuator can achieve stable motion, as shown in the insert in Figure 9. When the working gap increases to 58.8 mm , the output displacement of the actuator can reach about 1 mm within 0.8 s . The reason for the large displacement is that the preload force between the SCM and guide rails is relatively small with a working gap of 58.8 mm , which can generate the small frictions. However, with this working gap, the output force of the actuator is relatively low. Therefore, to obtain better comprehensive output characteristics for the actuator, the subsequent experiments were performed with a working gap of 58.7 mm .


Figure 9. Output displacement of the actuator obtained with various working gaps. The driving voltage and frequency are 100 V and 10 Hz , respectively.

### 4.2. Output Characteristics with Various Driving Voltages and Frequencies

The output characteristics of the actuator with the $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures were further tested with various driving voltages ( 40 to 120 V ) and driving frequencies ( 1 to 10 Hz ) and a working gap of 58.7 mm . The results are presented in Figure 10. Figure 10a shows the accumulated displacement of the actuator within 1 s with a $T_{a}$ microstructure, a fixed driving voltage of 100 V and various driving frequencies (1 to 10 Hz ). Although the displacement increases with increased driving frequency, the evolution of the speed according to frequency fluctuates considerable, as shown in the insert in Figure 10a. The relatively small difference in friction coefficient between the $T_{a}$ microstructure surface and the original surface results in an unstable motion. On the other hand, due to this small difference in the friction coefficient, the contact state between the SCM and guide rails is easily affected by fabrication and assembly errors, resulting in motion instability. Compared with the $T_{a}$ microstructure, the difference in friction coefficient between the $T_{b}$ microstructure surface and the original surface is relatively large. Therefore, the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure has better output characteristics, as shown in Figure 10c and the insert in Figure 10c. For example, when the driving frequency increases from 1 to 10 Hz , the speed-frequency curve obtained with the $\mathrm{T}_{\mathrm{b}}$ microstructure shows a linear increasing tendency, indicating stable motion. In addition, under 100 V and 10 Hz , the output displacement obtained with the $\mathrm{T}_{\mathrm{b}}$ microstructure reaches $104.8 \mu \mathrm{~m}$ within 1 s , compared to only $50.1 \mu \mathrm{~m}$ with the $\mathrm{T}_{\mathrm{a}}$ microstructure. Therefore, a relatively high speed can be achieved by the $\mathrm{T}_{\mathrm{b}}$ microstructure.


Figure 10. Output displacement change over time obtained under various driving voltages ( 40 to 120 V ) and driving frequencies ( 1 to 10 Hz ): ( $\mathbf{a}, \mathbf{b}$ ) output characteristics of the actuator with the $\mathrm{T}_{\mathrm{a}}$ microstructure, (c,d) output characteristics of the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure.

Figure $10 \mathrm{~b}, \mathrm{~d}$ shows the displacement-time curves of the actuator obtained with $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures with a fixed driving frequency of 10 Hz and various driving voltages ( 40 to 120 V ). For both $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures, the actuator can achieve stable motion under different driving voltages, but the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure has obvious advantages in terms of accumulated output displacement within 1 s . For example, under 120 V and 10 Hz , the accumulated output displacement is $117.5 \mu \mathrm{~m}$ for the $\mathrm{T}_{\mathrm{b}}$ microstructure compared to only $60.6 \mu \mathrm{~m}$ for the $\mathrm{T}_{\mathrm{a}}$ microstructure. Therefore, under various driving voltages and frequencies, relatively high motion stability and speed can be achieved for the actuator by employing the $\mathrm{T}_{\mathrm{b}}$ microstructure.

### 4.3. Loading Capacity and Resolution

Loading capacity is an indispensable output characteristic for practical applications of actuators. Therefore, the vertical and horizontal loading capacities of the actuator with were tested with $T_{a}$ and $T_{b}$ microstructures under 100 V and 10 Hz . Figure 11a,b shows the experimental methods and results. To test the vertical loading capacity, a standard weight was placed directly on the SCM. When the vertical load is in the range of 0 to 2 N , the speed of the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure is still higher than that of the actuator with the $T_{a}$ microstructure. For tests of horizontal loading capacity, a pulley was used to convert the standard weight to the horizontal force and applied to the SCM. The speeds of the actuator with the $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures reduce to $4.85 \mu \mathrm{~m} / \mathrm{s}$ and $31.91 \mu \mathrm{~m} / \mathrm{s}$ when the horizontal load is 0.4 N and 0.6 N , respectively. In comparison, the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure has a better loading capacity than that with the $\mathrm{T}_{\mathrm{a}}$ microstructure.


Figure 11. Motion speed change with (a) a vertical load and (b) a horizontal load. (c,d) Resolution testing results of the actuator with the $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures without an external load.

For piezoelectric actuators, the minimum stable stepping displacement, i.e., the resolution, is another important parameter. To measure the resolution, the driving frequency was kept at 10 Hz , and the driving voltage was gradually increased from zero without an external load. The minimum stable stepping motions of the actuator with the $T_{a}$ and $T_{b}$ microstructures are achieved when the voltages are increased to 15 V and 20 V , respectively. Figure 11c,d shows the output displacements of the actuator in ten steps obtained with the $\mathrm{T}_{\mathrm{a}}$ and $\mathrm{T}_{\mathrm{b}}$ microstructures. The accumulated displacements are $0.74 \mu \mathrm{~m}$ and $1.88 \mu \mathrm{~m}$, so the resolution of the actuator with the $T_{a}$ and $T_{b}$ microstructures can be derived as 74 nm and 188 nm , respectively. Although the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure exhibits stable motion and relatively high loading capacity, its resolution is lower than that of the actuator with the $T_{a}$ microstructure. Therefore, for some practical applications that require a higher resolution, the $T_{a}$ microstructure should be selected

### 4.4. Output Characteristics of the Actuator with the $T_{b}$ Microstructure

According to the above comparison, the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure exhibits relatively high motion stability, speed and loading capacity, so its output characteristics were further tested. Figure 12a presents the speed change according to driving frequency ( 1 to 450 Hz ) under a fixed driving voltage of 100 V . The actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure reaches a maximum speed of $2.523 \mathrm{~mm} / \mathrm{s}$ under 100 V and 300 Hz .

Both forward and reverse motions of the actuator are required in practical applications. By simply changing the driving voltage waveform to that shown in the insert in Figure 12b, the actuator can realize the reverse motion along the positive $x$ axis. The reverse motion speed is faster than the forward motion speed, as explained in our previous study [38].


Figure 12. (a) Speed change according to driving frequency ( 1 to 450 Hz ) under a fixed driving voltage of 100 V . (b) Reverse stepping characteristics of the actuator in the frequency range of 1 to 10 Hz .

### 4.5. Comparison and Discussion

Table 2 shows a comparison of output characteristics between previously reported inertial impact piezoelectric actuators and the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure developed in the present study, including the frequency bandwidth, maximum speed, resolution, and horizontal and vertical loading capacities. The actuator presented in this study has a high-frequency bandwidth and motion speed. The main aim of [37] was to improve the frequency bandwidth of the inertial impact actuator so that the actuator could move stably in a large frequency range. It is well known that inertial impact piezoelectric actuators generally have a low-frequency bandwidth due to their intrinsic structure (the main mass and inertial mass), as listed in Table 2 (Refs. [29,33,42,43]). Compared to these actuators, the actuator designed according to the newly proposed asymmetric friction principle presents with an improved frequency bandwidth and motion speed.

Table 2. Comparison of output characteristics between actuators reported in previous studies and the present study.

| Reference | [29] | [33] | [42] | [43] | [37] | [38] | This Work <br> $\left(T_{\mathbf{b}}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency bandwidth $(\mathrm{Hz})$ | 45 | 35 | 13 | 11 | 275 | 390 | 300 |
| Maximum speed $(\mathrm{mm} / \mathrm{s})$ | $/$ | 0.44 | 0.2 | 0.03 | 1.218 | 7.311 | 2.523 |
| Resolution $(\mathrm{nm})$ | 600 | 30 | 2000 | 20 | 214 | 221 | $188 / \mathrm{T}_{\mathrm{a}}-74$ |
| Horizontal load $(\mathrm{N})$ | $/$ | $/$ | $/$ | $/$ | 0.6 | 1.4 | 0.6 |
| Vertical load $(\mathrm{N})$ | 4.25 | 0.06 | 0.9 | 8 | 17 | 20 | 2 |

Although the actuator designed in our previous study in [38] achieved improved output characteristics by employing an asymmetric structure, this resulted in an increase in the structural parameters, causing difficulty with respect to structural design and optimization. Alternatively, the actuator in this study employs a symmetric structure and achieves asymmetric friction driving by tuning the friction coefficient. Although some output characteristics are weakened compared to those reported in [38], the structure is simplified, and the output characteristics are still quite competitive compared to traditional inertial impact actuators.

## 5. Conclusions

In this study, we developed an asymmetric friction inertial impact actuator using a symmetrically compliant mechanism (SCM), and asymmetric frictions were achieved by laser texturing of the driving feet at one end of the SCM. Four kinds of microstructures were initially fabricated on the driving feet, and their friction properties were experimentally tested. Accordingly, two kinds of microstructures (striped convex and square convex, i.e., $T_{a}$ and $T_{b}$ microstructures) with relatively large friction coefficients were selected for
subsequent experiments. Output characteristics of the actuator with these two microstructures were measured and comparatively analyzed. The experimental results showed that the actuator with the $\mathrm{T}_{\mathrm{b}}$ microstructure had better output characteristics in terms of motion stability, speed and loading capacity. It achieved a maximum speed of $2.523 \mathrm{~mm} / \mathrm{s}$, a resolution of 188 nm , a vertical loading capacity of 2 N and a horizontal loading capacity of 0.6 N , whereas the actuator with the $\mathrm{T}_{\mathrm{a}}$ microstructure had a higher positioning resolution of 74 nm . According to comparison with previously reported inertial impact piezoelectric actuators, the output characteristics of the actuator developed herein are quite competitive.

By tuning the friction coefficient, a symmetric structure can be used to simplify the structural design of asymmetric friction inertial impact actuators. The topography of the microstructure affects the output characteristics of the actuator. Therefore, various output characteristics can be obtained by selecting different microstructures.
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#### Abstract

The piezoelectric ultrasonic actuator is driven by the friction coupling between the stator and mover. Its friction pairs are very important, but there are few studies on the long-term output stability. Therefore, zirconia $\left(\mathrm{ZrO}_{2}\right)$ is selected as a stator material to form friction pairs with four different wear-resistant materials: silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right), \mathrm{ZrO}_{2}$, bearing steel $\left(\mathrm{GCr}_{15}\right)$ and polyether ether ketone (PEEK). Experiments show that the friction pair composed of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ is the best, and the attenuation percentage of the speed from the initial state to the end state in the speed rising stage of 50 m is $3.66 \%$. A linear piezoelectric platform is developed based on the best friction pair; a maximum speed of $426.2 \mathrm{~mm} / \mathrm{s}$ and a resolution of 85 nm are achieved.


Keywords: piezoelectric ultrasonic actuator; friction pairs; stable output characteristics; long service life

## 1. Introduction

The piezoelectric actuator has the advantages of a flexible structure design, no electromagnetic interference, a fast response speed and no reducer [1-6]. Therefore, it has attracted more and more attention from researchers and is widely used in aerospace, military, robotics, medical and other fields [7-11]. According to the difference of actuation modes, piezoelectric actuators can be divided into four actuation modes: inertia [12,13], direct drive [14], inchworm [15] and ultrasonic [16-18]. With the advantages of a high output speed, a strong load capacity, a simple structure, a flexible design and an unlimited stroke, the piezoelectric actuator has been well used in precision linear motion platforms [19-22]. The output force of the PUA is transmitted by the friction coupling between the stator and the mover. Therefore, the selection of friction materials has a great impact on the driving effect and the service life of the piezoelectric actuator [23].

In order to reduce the wear between the stator and the mover, a lot of research is carried out. The selection of friction materials not only needs to meet the high friction coefficient but also needs to have excellent wear resistance [24]. Friction pairs usually contain three combinations: organic materials and organic materials, organic materials and inorganic materials and inorganic materials and inorganic materials. In terms of the friction characteristics between organic materials and organic materials, Gu et al. studied the dry sliding friction and wear of polytetrafluoroethylene (PTFE)/Kevlar composites under different vacuums, loads, sliding speeds and temperature performances; the results show that the friction coefficient of the PTFE/Kevlar composite material under vacuum conditions is lower than that of normal temperature conditions, and it has good wear resistance under low and medium vacuum conditions and poor wear resistance under high vacuum conditions. Under vacuum conditions, the friction coefficient and wear rate decrease with the increases in the sliding speed, load and temperature within a certain range [25]. So, the application of the friction pair of organic materials in vacuum is greatly affected by the degree of vacuum, load and temperature.

In terms of the friction characteristics between organic materials and inorganic materials, Liu et al. studied the influence of the PTFE composite and polyimide (PI) composite as mover friction materials on the energy conversion efficiency and mechanical output performance of PUA with phosphorous bronze as the stator friction material. The experimental results show that the PI composite as a friction material can significantly improve the output performance of PUA compared with the PTFE composite. The maximum energy conversion efficiency of the PUA is increased from $24.27 \%$ to $41.32 \%$ by replacing the PTFE-based friction material with the PI composite material [26]. Song et al. used graphite, molybdenum disulfide or PTFE-filled aramid fiber/PI composite materials as friction materials, which were formed friction pairs with phosphor bronze, respectively, and each friction pair was used to carry out the reciprocating friction and wear systematic research. A comparative study of the friction reduction and wear resistance of polyimide composites shows that graphite exhibits the best lubricity with a lower friction coefficient and wear rate [27]. Qu et al. glued polyphenylene (EKonol) composites to the stator of a traveling-wave PUA, which was combined with rotors of grade 45 steel, copper, stainless steel and aluminum, respectively, and the influence of the drive mode and friction pair combination on the tribological properties of the motor contact interface was analyzed. The experimental results show that, when polyphenylene (EKonol) is combined with a copper rotor, the contact layer can obtain a greater coefficient of friction, a higher output torque and a better wear performance, which can meet the actual operation needs of a traveling ware ultrasonic motor [28]. Therefore, the friction pair composed of suitable organic materials and inorganic materials has a positive effect on improving the energy conversion efficiency, output torque, friction stability and wear resistance of the actuator.

In the research on friction pairs composed of inorganic materials and inorganic materials, Zhang et al. selected $\mathrm{ZrO}_{2}$, alumina $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$, silicon carbide $(\mathrm{SiC})$ and silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$ ceramics as the contact material of the stator, which is matched with the $\mathrm{ZrO}_{2}$, $\mathrm{Al}_{2} \mathrm{O}_{3}, \mathrm{SiC}$ and $\mathrm{Si}_{3} \mathrm{~N}_{4}$ ceramic of movers, respectively, and the output performance, friction, wear characteristics and performance life of the standing wave linear PUA in the contact interface are studied, respectively. The experimental results show that the combination of $\mathrm{SiC}-\mathrm{ZrO}_{2}, \mathrm{Si}_{3} \mathrm{~N}_{4}-\mathrm{ZrO}_{2}$ and $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ stator and rotor friction pairs has a better working reliability and durability [29]. Adachi et al. used $\mathrm{Al}_{2} \mathrm{O}_{3}$ as a stator and mover materials, respectively, to form friction pairs. The research results show that a smooth wear surface can be formed by two processes of micro-wear and small-wear particles filling surface depression [30]. Olofsson et al. carried out disc and ball tests with $\mathrm{Al}_{2} \mathrm{O}_{3}$ as the friction material under different humidity conditions, and the results show that the wear characteristics of the brake disc remained stable between 14,000 and 200,000 RPM under all humidity conditions. For the water lubrication test, the width of the wear track increases significantly between 800 and 200,000 RPM but does not increase significantly in the dryer test. The friction coefficient is the highest under dry conditions and the lowest under water lubrication conditions [31]. Under high temperature and high-pressure conditions, friction sintering of the wear particles is possible when $\mathrm{Al}_{2} \mathrm{O}_{3}$ is in friction with itself. Under dry conditions, the friction coefficient is at its maximum when the wear is at its minimum. Therefore, the friction pairs composed of inorganic and inorganic materials and the selection of suitable friction pairs and lubrication conditions have an important impact on the stability and life of the actuator.

Although the research work of friction pairs has been carried out for a long time and a lot of research work has been done, the previous research work mainly aims to evaluate the output characteristics. The research focused on the efficiency and wear characteristics under different environments and different combinations of friction pairs. So, this work uses PUA to study the output speed, output force and long-term running speed stability of different friction pair materials and selects the friction pair with the best output characteristics to develop a linear motion platform, which will provide an idea for improving the long-term running stability of the ultrasonic motor. The main content of the work is as follows. The experimental platform of the friction pair is constructed, and the speed, output force and
speed stability of different friction pairs are illustrated in Section 2. The experimental results were discussed, and the material of the friction pair with better characteristics was selected in Section 3. The linear motion platform was developed, and platform characteristics were tested in Section 4.

## 2. Experimental Platform Construction and Friction Pair Performance Test

The basic configuration and principle of the actuator is introduced first, and then the friction pair testing system built by the actuator is presented. $\mathrm{ZrO}_{2}$ is used as the stator material in the experiment, which constitutes the friction pairs with silicon nitride $\left(\mathrm{Si}_{3} \mathrm{~N}_{4}\right)$, $\mathrm{ZrO}_{2}$, bearing steel $\left(\mathrm{GCr}_{15}\right)$ and polyether ether ketone (PEEK), respectively. The speed, output force and motion stability of different friction pairs were tested, respectively

### 2.1. Configuration of the Actuator and Actuating Principle

## A. Actuator configuration

Considering the working stability and output characteristics of PUA, the sandwich PUA with four zones of the $\mathrm{d}_{33}$ working mode was selected as the basic configuration in this work. As shown in Figure 1a, the actuator is composed of a luffing lever made of 2A12, six pieces of the four-zone ceramic, six pieces of the electrode plate, a pedestal and a connecting bolt. Two sets of sinusoidal signals with a phase difference of $90^{\circ} / 270^{\circ}$ were selected to apply to the ceramic in the horizontal and vertical directions, respectively. Under this driving condition, the motion trajectory of the driving foot is a positive ellipse when it is actuated. The motion trajectory under the excitation signal is shown in Figure 1b, which can ensure that the motion trajectory of the point on the actuator driving foot is a positive ellipse. The main structural parameters of the piezoelectric ultrasonic actuator are shown in Figure 1c. Its overall dimensions in the $\mathrm{X}, \mathrm{Y}$ and Z directions are $30 \mathrm{~mm}, 30 \mathrm{~mm}$ and 34.2 mm , respectively, and its mass is 0.074 kg .


Figure 1. Actuator configuration and driving signal. (a) Basic structure. (b) The movement process of the stator. (c) The dimensions of the stator.

## B. Actuating principle

The motion process of the PUA in a sinusoidal AC excitation signal cycle and the working process of the PUA in one cycle $(T)$ is illustrated by the motion states of the PUA at four special time points: $T / 4, T / 2,3 T / 4$ and $T$.
(1) $\quad t=T / 4$ : The excitation voltage applied to the two vertical zones of the piezoelectric ceramics reaches the maximum positive value, and the bending displacement of the PUA along the negative direction of the $Y$ axis reaches the maximum to press down the actuator.
(2) $t=T / 2$ : The excitation voltage applied to the horizontal two regions of the piezoelectric ceramic reaches the maximum value, and the bending displacement of the

PUA reaches the maximum along the positive direction of the X -axis. The driving foot moves along the positive $X$-axis of the actuator between $t=T / 4$ and $t=T / 2$.
(3) $t=3 T / 4$ : The excitation voltage applied to the two vertical zones of the piezoelectric ceramics reaches the maximum negative value, the bending displacement of the PUA along the positive direction of the $Y$ axis reaches the maximum and the driving foot leaves the actuator. The driving foot does not contact the mover between $t=T / 2$ and $t=3 T / 4$.
(4) $t=T$ : The excitation voltage applied to the left and right zones of the piezoelectric ceramics reaches the maximum negative value, and the bending displacement of the PUA along the negative direction of the $X$ axis reaches the maximum. The driving foot does not contact the mover between $t=3 T / 4$ and $t=T$.
This is the working process of the PUA in an excitation signal cycle. The PUA pushes the mover in the positive direction of the $X$-axis during each excitation signal cycle. The mover can realize the movement of a large stroke by the continuous accumulation of multiple cycles. The reverse driving process of the mover can be realized when the phase difference of two sinusoidal AC excitation signals is changed to $270^{\circ}$.

### 2.2. Friction Pair Performance Test

A. Configuration friction pair performance test

The experimental device shown in Figure 2 was used to test the mechanical output performance and long-term operation output speed stability of the PUA. Because the main wear mechanism of ceramic materials is mechanical fracture, $\mathrm{ZrO}_{2}$ materials have a higher fracture toughness and less wear [20]. In the experiment, $\mathrm{ZrO}_{2}$ was used as the stator material to form friction pairs with four different wear-resistant materials: $\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}$, $\mathrm{GCr}_{15}$ and PEEK. The material parameters are shown in Table 1. The experimental device took the bearing as the mover, the PUA drives the bearing to move, the lifting frame is connected with the force sensor, the force sensor is connected with the mover through the connecting device, the height of the lifting frame is controlled by the hand wheel, the accurate preload value between the stator and the mover can be obtained through the force sensor and the mover is pasted with reflective paper. The laser emitted by the tachometer returns to the tachometer after being reflected by the reflective paper. The speed value of the mover can be obtained by calculating the time interval of the reflected laser.


Figure 2. Friction pair test experimental device.

Table 1. Basic parameters of friction pair materials.

| Material Parameters | $\mathrm{Si}_{3} \mathbf{N}_{\mathbf{4}}$ | $\mathbf{Z r O}_{\mathbf{2}}$ | $\mathrm{GCr}_{15}$ | PEEK | 2A12 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Density $\rho\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 3.2 | 6 | 7.8 | 1.32 | 2.81 |
| Elastic modulus $E(\mathrm{GPa})$ | 320 | 210 | 208 | 3.8 | 72 |
| Poisson's ratio | 0.26 | 0.3 | 0.3 | 0.4 | 0.33 |

B. Experiment development and data processing

The initial preload value was set to 1 N , the commercial ultrasonic power supply (Model: QD-8D, Harbin Jiangjun precision testing technology Co., Ltd., Harbin, China) was used to provide the excitation signal, the excitation voltage was increased from $40 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$ to $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$ and the relationship between the output speed of the actuator and the excitation voltage is shown in Figure 3a. The experimental results show that the output speed of the PUA increases approximately linearly with the increase in excitation voltage. The output speeds of the friction pair materials from high to low are $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$, $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and $\mathrm{ZrO}_{2}$-PEEK. When the excitation voltage is $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, the maximum output speed of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair can reach $470.66 \mathrm{r} / \mathrm{min}$. By contrast, the minimum output speed of the $\mathrm{ZrO}_{2}$-PEEK friction pair is $230.95 \mathrm{r} / \mathrm{min}$. The output speed of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair is about 2.04 times that of the $\mathrm{ZrO}_{2}$-PEEK friction pair, and the $\mathrm{ZrO}_{2}$-PEEK friction pair cannot work when the excitation voltage is less than $130 \mathrm{~V}_{\mathrm{p} \text {-p }}$.


Figure 3. Characteristics of speed. (a) Relationship between the velocity and excitation voltage characteristics of the PUA. (b) Relationship between the output and preload characteristics of the PUA.

The excitation voltage was $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, and the preload between the stator and the mover was increased from 1 N to 10 N . The relationship between the output speed of the actuator and the preload is shown in Figure 3b. The experimental results show that the output speed of the PUA decreases approximately linearly with the increase in the preload. The output speeds of the friction pair materials from high to low are $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$, $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}, \mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and $\mathrm{ZrO}_{2}$-PEEK. When the friction pair material is $\mathrm{ZrO}_{2}$-PEEK, the PUA cannot work when the preload is greater than 4 N .

The preload is 8 N , the value of the excitation voltage increases from $100 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$ to $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$ and the relationship between the actuator output force and excitation voltage is shown in Figure 4a. The experimental results show that the output force of the PUA increases approximately linearly with the increase in the excitation voltage. The friction pair materials with the overall output force from high to low are $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ and $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$. When the excitation voltage is $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, the maximum output force of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair can reach 1.32 N . Under the same conditions, the minimum output force of the $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ friction pair is 0.54 N , and the output force of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair is about 2.44 times that.


Figure 4. Characteristics of the output force. (a) Relationship between the output force and excitation voltage. (b) Relationship between the output force and preload.

The value of the excitation voltage is $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, and the preload increases from 1 N to 10 N . The relationship between the actuator output force and the preload is shown in Figure 4b. The experimental results show that the output force of the PUA first increases and then decreases with the increase in the preload. At a lower preload, the output forces of the friction pair materials from high to low are $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ and $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$. At a high preload, the high output forces of the friction pair materials from high to low are $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ and $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$, respectively. When the preload is $5 \mathrm{~N}, 7 \mathrm{~N}$ and 9 N , the output forces of the $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ and $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pairs reach the maximum, which are $1.25 \mathrm{~N}, 0.805 \mathrm{~N}$ and 1.42 N , respectively. When the preload force is greater than 6.5 N , the output force of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ is always greater than that of the other friction pairs. Therefore, the output force characteristics of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair combination are better.

The stability of the output speed of the PUA under different material combinations of friction pairs is the key factor to evaluate each friction pair. Under the experimental conditions that the peak value of the excitation voltage was $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$ and the preload was 2 N , the PUA drove the bearing to run continuously for 500 m , and the variation law of its output speed with the operating distance was measured, as shown in Figure 5. Firstly, the change in the output speed of the PUA running for a long distance was analyzed. It can be seen from the experimental results that, under the four different friction pair material combinations, the output speed of the PUA experienced a process of rising at the beginning and then fell. The specific output speed changes of the four friction pairs are shown in Table 2.


Figure 5. Output speed stability experiment under long-term operation ( 500 m ).

Table 2. Variation in the output speed of different friction pairs.

| Friction Pairs | Running <br> Distance (m) | Initial Velocity <br> $(\mathbf{r} / \mathbf{m i n})$ | Peak Velocity <br> $(\mathbf{r} / \mathbf{m i n})$ | End Speed <br> $(\mathbf{r} / \mathbf{m i n})$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ | 50 | 410 | 420 | 395 |
| $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ | 40 | 355 | 390 | 228 |
| $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ | 25 | 285 | 295 | 258 |
| $2 \mathrm{Al}^{2}-\mathrm{Cr}_{15}$ | 130 | 198 | 218 | 190 |

The running distances of the four kinds of friction pairs of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$, $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and 2A12- $\mathrm{GCr}_{15}$ in the rising stage are $50 \mathrm{~m}, 40 \mathrm{~m}, 25 \mathrm{~m}$ and 130 m , respectively; the initial speeds are $410 \mathrm{~mm} / \mathrm{s}, 355 \mathrm{~mm} / \mathrm{s}, 285 \mathrm{~mm} / \mathrm{s}$ and $198 \mathrm{~mm} / \mathrm{s}$, respectively. The rising peak speeds are $420 \mathrm{~mm} / \mathrm{s}, 390 \mathrm{~mm} / \mathrm{s}, 295 \mathrm{~mm} / \mathrm{s}$ and $218 \mathrm{~mm} / \mathrm{s}$, respectively. The end speeds are $395 \mathrm{~mm} / \mathrm{s}, 228 \mathrm{~mm} / \mathrm{s}, 258 \mathrm{~mm} / \mathrm{s}$ and $190 \mathrm{~mm} / \mathrm{s}$, respectively. Through calculation, the attenuation percentages of the output speed of the four friction pairs from the initial state to the end state are $3.66 \%, 35.77 \%, 9.47 \%$ and $4.04 \%$, respectively. The speed attenuation degree of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair is the lowest, which is followed by $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and $2 \mathrm{~A} 12-\mathrm{GCr}_{15} . \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ is the same kind of friction material, the wear of which is the most severe, and the output speed of the PUA attenuation is the fastest.

The discreteness of the output velocity of the PUA for long-distance operation was analyzed. It can be seen from Figure 6 that the velocity dispersions of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ and $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ friction pairs are small, and the velocity dispersion of $2 \mathrm{~A} 12-\mathrm{GCr}_{15}$ is the largest. However, the output speed of the $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ combination fluctuates violently in the second half of the whole operation cycle of the PUA, which is caused by cracks on the surface of the abrasive particles and mover. The discrete type of the output speed of the PUA is accurately analyzed by a statistical method. A histogram of the output velocity distribution of the four different friction pairs is shown in Figure 6. It can be seen intuitively that the output speed distributions of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and 2A12- $\mathrm{GCr}_{15}$ are approximately normal, the output speed distribution of $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ is not obvious and the speed stability is not good.


Figure 6. Statistical histogram of the output velocity of different friction pairs: (a) $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$; (b) $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$; (c) $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$; (d) $2 \mathrm{~A} 12-\mathrm{GCr}_{15}$.

In order to further quantitatively evaluate the stability of the output speeds of the four friction pairs, the part of the concentrated distribution of the output speeds in the dotted box in Figure 6 was selected for speed distribution analysis, and the mean value $\left(V_{m}\right)$, standard deviation $(S D)$, corrected sum of squares (CSS), coefficient of variation (CV), skewness $(S)$ and kurtosis $(K)$ of their output speeds were calculated, respectively. The calculation formula is as follows:

$$
\left\{\begin{array}{l}
C V=\frac{S D}{\bar{x}}  \tag{1}\\
V_{m}=\frac{x_{1}+x_{2} \ldots+x_{n}}{n} \\
S D=\sqrt{\frac{\left(x_{1}-\bar{x}\right)^{2}+\left(x_{2}-\bar{x}\right)^{2} \ldots+\left(x_{n}-\bar{x}\right)^{2}}{n}} \\
C S S=\left(x_{1}-\bar{x}\right)^{2}+\left(x_{2}-\bar{x}\right)^{2} \ldots+\left(x_{n}-\bar{x}\right)^{2} \\
S=\frac{\sqrt{n(n-1)}}{n-2}\left[\frac{\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{3}}{\left(\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right)^{\frac{3}{2}}}\right] \\
K=\frac{(n+1) n}{(n-1)(n-2)(n-3)} \sum_{i=1}^{n}\left(\frac{\left(x_{i}-\bar{x}\right)^{4}}{s}\right)-\frac{3(n-1)^{2}}{(n-2)(n-3)}
\end{array}\right.
$$

where $x_{i}$ is the speed sample, $n$ is the number of samples and $\bar{x}$ is the speed average.
The calculation results are shown in Table 3.
Table 3. Discrete analysis parameters of the output speed of actuators with different friction pairs.

| Friction Pairs | $V_{m}$ | $S D$ | $C S S$ | $C V$ | $S$ | $K$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ | 406.06 | 7.01 | $1.53 \times 10^{5}$ | 0.01726 | 0.36572 | -0.50952 |
| $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ | 307.39 | 53.29 | $88.5 \times 10^{5}$ | 0.17336 | 0.08296 | -1.36762 |
| $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ | 265.50 | 11.08 | $3.83 \times 10^{5}$ | 0.04173 | -0.03711 | 2.60159 |

The mean velocity $\left(V_{m}\right)$ reflects the output performance of different friction pairs. The mean velocities ( $V_{m}$ ) of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}, \mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and $2 \mathrm{~A} 12-\mathrm{GCr}_{15}$ are $406.06 \mathrm{r} / \mathrm{min}, 307.39 \mathrm{r} / \mathrm{min}, 265.50 \mathrm{r} / \mathrm{min}$ and $193.46 \mathrm{r} / \mathrm{min}$ respectively. The output performance of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ is the best, followed by those of $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ and $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$, and that of $2 \mathrm{~A} 12-\mathrm{GCr}_{15}$ is the worst. The standard deviation (SD), corrected sum of squares (CSS) and coefficient of variation (CV) reflect the dispersion of speed. The order of the three evaluation indexes from small to large is $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and 2A12- $\mathrm{GCr}_{15}$, $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$, which fully shows that the discrete type of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ output speed is the smallest, that of $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$, 2A12- $\mathrm{GCr}_{15}$ is the second smallest and the $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ output speed is the largest. Skewness $(S)$ and kurtosis $(K)$ reflect the distribution of the output speed of the PUA, and skewness $(S)$ reflects the symmetry of the operating speed. The skewness ( $S$ ) values of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ and $\mathrm{ZrO}_{2}-\mathrm{ZrO}_{2}$ are positive, indicating that their speed is concentrated on the left side of the mean value, and the skewness ( $S$ ) values of $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ and $2 \mathrm{~A} 12-\mathrm{GCr}_{15}$ are negative; it shows that the velocity is concentrated on the right side of the mean value. Kurtosis $(K)$ reflects the aggregation degree of the velocity in the mean center. The kurtosis ( $K$ ) value of $\mathrm{ZrO}_{2}-\mathrm{GCr}_{15}$ is the largest, and the velocity aggregation degree is the best. However, in the second half of the operation, the output velocity fluctuates violently due to the generation of abrasive particles and mover surface cracks.

## 3. Discussion and Friction Material Selection

According to Hertz contact theory [32], when the stator of the PUA is in contact with the mover, the depth $h$ of the driving foot pressing into the mover can be calculated as follows:

$$
\begin{gather*}
h=\frac{F}{\pi l} \times \frac{1-v^{2}}{E}\left(2 \ln \frac{2 R}{\sqrt{\frac{F}{\pi l} \times \frac{R}{E}}}-1\right)  \tag{2}\\
\frac{1}{E}=\left(\frac{1-v_{1}^{2}}{E_{1}}+\frac{1-v_{2}^{2}}{E_{2}}\right) \tag{3}
\end{gather*}
$$

where $F$ is the preload between the driving foot and the mover, $l$ is the contact thickness between the driving foot and the mover ( mm ), $R$ is the radius of the driving foot ( mm ), $h$ is the driving foot pressuring depth into the mover, $v$ is the equivalent Poisson's ratio of the stator, $E$ is the equivalent modulus of the friction pair composed of the actuator and the stator, $E_{1}$ is the elastic modulus of the stator and $E_{2}$ is the elastic modulus of the mover.

The output force of the PUA was tested by combining different friction pair materials, and the variation law of the output force with the excitation voltage and preload was measured, respectively, the equivalent elastic modulus $E$ and friction coefficient of the four friction pair materials are shown in Table 4.

Table 4. Equivalent elastic modulus and friction coefficient of different friction pair combinations.

| Friction Pair Material | $\mathbf{Z r O}_{\mathbf{2}}-\mathbf{- S i}_{\mathbf{3}} \mathbf{N}_{\mathbf{4}}$ | $\mathbf{Z r O}_{\mathbf{2}} \mathbf{- Z r O}_{\mathbf{2}}$ | $\mathbf{Z r O}_{\mathbf{2}} \mathbf{- G C r}_{\mathbf{1 5}}$ | $\mathbf{Z r O}_{\mathbf{2}}$-PEEK |
| :---: | :---: | :---: | :---: | :---: |
| Equivalent elastic modulus $E(\mathrm{GPa})$ | 126.8 | 105 | 104.5 | 3.73 |
| Friction coefficient | 0.13 | 0.11 | 0.13 | 0.14 |

Assuming $F=100 \mathrm{~N}, l=2 \mathrm{~mm}, R=4 \mathrm{~mm}$ and $v=0.3$, the relationship between the depth $h$ of the driving foot pressing into the mover and the equivalent elastic modulus $E$ of the stator and mover is obtained, as shown in Figure 7a. It can be seen that the depth $h$ of the driving foot pressing into the mover gradually decreases with the increase in the equivalent elastic modulus $E$, and the depth $h$ of the driving foot pressing into the mover decreases rapidly when the equivalent elastic modulus $E$ is small. When the equivalent elastic modulus $E$ is large, the depth $h$ of the driving foot into the mover decreases slowly.


Figure 7. Micro-mechanism analysis. (a) Relationship between pressuring depth and equivalent elastic modulus. (b) Stator and mover micro-drive model. (c) Horizontal movement speed of the driving point.

The power transmission process between the stator and the mover of the PUA is analyzed. As shown in Figure $7 \mathrm{~b}, \mathrm{c}$, during the elliptical motion of the point on the driving foot of the PUA, its horizontal velocity can be expressed as follows:

$$
\begin{equation*}
v_{x}=d_{x}^{\prime}=A \omega \sin (\omega t) \tag{4}
\end{equation*}
$$

where $d_{x}$ represents the displacement in the horizontal direction, $A$ is the velocity amplitude, $\omega$ is the frequency of the speed and its velocity is a sinusoidal curve. When the driving foot is at point $\mathrm{O}_{1}$ in the initial state, the horizontal speed is 0 , and when it moves to point M , the horizontal speed reaches the maximum. Then, in the process of driving the foot from point M to point $\mathrm{O}_{2}$, the speed gradually decreases to 0 . The stator experiences the process from contact to separation with the mover. Point $\mathrm{N}_{1}$ is the contact point, point $\mathrm{N}_{2}$ is the separation point and points $Q_{1}$ and $Q_{2}$ are the points where the horizontal speed of the stator is equal to the speed of the mover, which is called the isokinetic point. When the stator moves from point $\mathrm{N}_{1}$ to point $\mathrm{Q}_{1}$, the stator speed is less than the mover speed, and the friction does negative work to the mover. When the stator moves from point $Q_{1}$ to point $\mathrm{Q}_{2}$, the speed of the stator is greater than that of the mover, and the friction does positive work to the mover. When the stator moves from point $Q_{2}$ to point $N_{2}$, the stator speed is less than the mover speed, and the friction does negative work to the mover. When the positive work and negative work done by the friction on the mover are equal, the output speed of the mover is stable.

For different friction materials, the pressuring depth $h$ between the stator and actuator is closely related to its elastic modulus. The pressuring depth $h$ between the stator and actuator is smaller when the equivalent elastic modulus $E$ is larger, so the position of the contact point between the stator and actuator moves backward. In this case, if the location of the uniform point remains at the previous position, the positive work done by the friction force on the mover remains unchanged, while the negative work decreases, which does not meet the law of energy conservation. Therefore, the isokinetic point must be increased to reduce the positive work and increase the negative work to achieve an energy balance. Therefore, the friction pair combination with the larger equivalent elastic modulus $E$ has a higher output speed.

When the equivalent elastic modulus $E$ of the friction pair material is smaller, the pressuring depth $h$ between the stator and the mover is larger, which leads to a larger effective contact area between the stator and the mover, and the friction force is increased to a certain extent, thus increasing the output force of the PUA. However, when the pressuring depth is too large and exceeds a certain critical value, the elliptical motion trajectory of the stator will "fall" into the mover, which reduces the power transmission efficiency and the output force of the PUA. By comprehensively comparing the mechanical output performance and the stability of the output speed of the PUA under different friction pair material combinations, it can be found that the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ material combination has a better performance in terms of output speed and speed stability than that of other friction pair materials. The output force of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ combination is better under a high preload, but the performance under a low preload is not as good as that of other friction pair combinations. The piezoelectric ultrasonic actuated linear platform is developed in this work, which is rarely used in applications where the output force is required, so the combination of the $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ friction pair is selected. The piezoelectric linear driving platform developed in this work has a low demand for the output force in application, so the ZRO2-Si3N4 friction pair combination is selected.

## 4. Results

In order to measure the mechanical output characteristics of the PUA linear motion platform, an experimental test system was built. The overall dimensions of the platform in the $\mathrm{X}, \mathrm{Y}$ and Z directions are $80 \mathrm{~mm}, 51.5 \mathrm{~mm}$ and 66 mm , respectively, as shown in Figures 8 and 9 a . The driving power supply of the system adopted the commercial QD-8D ultrasonic power supply. The magnetic grid displacement sensor (Model: MSK

200/1-0085, SIKO GmbH, Buchenbach, Germany) and the data acquisition card (DAQ card) (Model: PCI 2394, Beijing Art Technology Development Co., Ltd., Beijing, China) were used to measure the motion displacement of the linear platform and collect the test data, respectively. The collected data were displayed and processed on the PC; the weight block was placed on the platform to measure the load speed output characteristics of the linear platform.


Figure 8. Linear platform system. (a) Appearance top view. (b) Internal structure.


Figure 9. Application test system and experimental results. (a) Experimental test system for the mechanical output characteristics of the linear motion platform. (b) Relationship between the speed and frequency. (c) Relationship between the speed and excitation voltage. (d) Relationship between the speed and load mass.

The speed and frequency characteristics of the linear motion platform were tested to determine the best working frequency point of the linear motion platform by the experi-
mental platform. During the experiment, the excitation voltage was $100 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, the phase difference of the two excitation signals was $90^{\circ}$, the preload between the driving foot and the mover was 18 N and the frequency of the excitation signal increases from 21.4 kHz to 22.5 kHz . As shown in Figure 9b, the experimental results show that, with the increase in the excitation frequency, the motion speed of the linear platform increases at the beginning and then decreases. When the excitation frequency is 21.9 kHz , the maximum output speed of the linear platform is $179.8 \mathrm{~mm} / \mathrm{s}$, indicating that 21.9 kHz is the best working frequency point of the linear motion platform.

The speed and excitation voltage characteristics of the linear platform were tested with the measured optimal frequency point. The experimental results are shown in Figure 9c. It can be seen from the experimental results that the output speed of the linear platform increases significantly with the increase in the excitation voltage, which is approximately linear with the excitation voltage. When the excitation voltage reaches $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, the output speed can reach $426.2 \mathrm{~mm} / \mathrm{s}$. When the excitation voltage is less than $40 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, the output speed is 0 , which shows that, when the excitation voltage is less than $40 \mathrm{~V}_{\mathrm{p} \text {-p }}$, the foot end displacement of the PUA is not enough to overcome the maximum static friction between the actuator and the mover.

The speed and load characteristics of the platform were tested under an excitation voltage of $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, a frequency of 21.9 kHz and a phase difference of $90^{\circ}$. The experimental results are shown in Figure 9d. The experimental results show that the output speed decreases with the increase in the load mass. When the load mass is less than 5 kg , the output speed decreases faster, and when the load mass is greater than 5 kg , the output speed decreases slowly. When the load mass is 23 kg , the output speed of the platform is $25.75 \mathrm{~mm} / \mathrm{s}$, which performs a strong load capacity.

The output displacement resolution of the linear platform was tested under the excitation of the pulsed AC sinusoidal excitation signal, as shown in Figure 10a. The excitation voltage was $100 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$, the excitation signal frequency $f \mathrm{r}$ was 21.9 kHz , the frequency $f \mathrm{~s}$ of the step cycle was 100 Hz and the preload between the driving foot and the mover was 18 N . The output displacement of the linear platform was obtained by changing the number of sinusoidal signals in a step cycle to $20,30,40,50$ and 60 , respectively, as shown in Figure 10b. The experimental results show that, under the excitation of the pulsed AC sinusoidal excitation signal, the linear platform outputs a stepping motion, and the number $n$ of sinusoidal signals in a step cycle significantly affects the stepping displacement of the linear platform. The measurement resolution of the magnetic grid displacement sensor is $0.5 \mu \mathrm{~m}$. When the number of signals is less than 5 , the magnetic grid displacement sensor can no longer meet the measurement requirements; it was replaced by capacitive displacement sensors (PI D-E20.050, German PI Co., Ltd., Karlsruhe, Germany) with a range of $50 \mu \mathrm{~m}$ and a dynamic resolution of 1 nm . The experimental results show that, when there is only one sinusoidal signal, the linear platform can reach a motion step of about 85 nm , that is, the PUA can achieve a nano-level high resolution in the resonant working state when there is only one sinusoidal signal. The output displacement of the linear platform is shown in Figure 10c.

The comparisons between the proposed ultrasonic motor and some existing ultrasonic motors are listed in detail in Table 5. Izuhara et al. proposed a miniature linear ultrasonic motor with a size of $2.6 \times 2.6 \times 2.2 \mathrm{~mm}^{3}$ and a maximum output speed of $140 \mathrm{~mm} / \mathrm{s}$ at 150 Vp-p. The motor has a compact structure but a small load capacity [33]. Smithmaitrie et al. proposed a dual transducer ultrasonic motor with a motor size of $85 \times 6 \times 1 \mathrm{~mm}^{3}$ and a maximum output speed of $176.2 \mathrm{~mm} / \mathrm{s}$ under $60 \mathrm{Vp}-\mathrm{p}$. The structure of the dual transducer is complex, and the machining accuracy is complex, so it is difficult to ensure the consistency of the actuator [34]. Shi et al. proposed a precision linear ultrasonic motor with a size of $55 \times 26 \times 14 \mathrm{~mm}^{3}$, and the speed reaches $159 \mathrm{~mm} / \mathrm{s}$ under a 400 Vp -p driving voltage [35]. The maximum speed of the motor proposed in this paper is $179.8 \mathrm{~mm} / \mathrm{s}$ under $100 \mathrm{Vp}-\mathrm{p}$, the load mass can reach 23 kg and the resolution in the resonance mode is 85 nm . These performances are significantly better than that of the several motors listed in Table 5.

Therefore, the proposed motor has a wide application potential in the fields of high-speed, large-load and precision drive applications.


Figure 10. Excitation signal and output displacement characteristics. (a) Sinusoidal alternating current pulse signal. (b) Output displacement under the pulse signal. (c) Output displacement under one signal.

Table 5. Comparison between the proposed ultrasonic motor and some existing works.

| Parameters | This Work | The Motors <br> in [33] | The Motors <br> in [34] | The Motors <br> in [35] |
| :---: | :---: | :---: | :---: | :---: |
| Total size $(\mathrm{mm})$ | $30 \times 30 \times 34.2$ | $2.6 \times 2.6 \times 2.2$ | $85 \times 6 \times 1$ | $55 \times 26 \times 14$ |
| Voltage $(\mathrm{Vp}-\mathrm{p})$ | 100 | 150 | 60 | 400 |
| Speed $(\mathrm{mm} / \mathrm{s})$ | 179.8 | 140 | 176.2 | 159 |
| Load mass $(\mathrm{kg})$ | 23 | $/$ | $/$ | $/$ |
| Resolution $(\mu \mathrm{m})$ | 0.085 | $/$ | $/$ | $/$ |

## 5. Conclusions

In this study, $\mathrm{ZrO}_{2}$ was used as the driving foot surface material of the PUA to form a friction pair with $\mathrm{Si}_{3} \mathrm{~N}_{4}, \mathrm{ZrO}_{2}, \mathrm{GCr}_{15}$ and PEEK, respectively. The variation rules of the output speed with the excitation voltage and preload were tested, respectively, by four friction pairs. The output speeds of the friction pair composed of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ is the best under the same excitation voltage or preload. Then, the variation rules of the output force with the excitation voltage and preload were tested, respectively. The output force of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ is always the largest under the same excitation voltage. When the preload force is greater than 6.5 N , the output force of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$ is always greater than that of other friction pairs. Under an excitation signal of $200 \mathrm{~V}_{\mathrm{p}-\mathrm{p}}$ and a preload of 2 N , different combinations of friction pairs are used to drive the mover for 500 m to test the output stability. In the long-term test of the friction pair composed of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$, the attenuation percentage of the speed from the initial state to the end state in the speed rising stage of 50 m is $3.66 \%$. According to the experimental results, the combination of $\mathrm{ZrO}_{2}-\mathrm{Si}_{3} \mathrm{~N}_{4}$
has the best output characteristics and was thus selected and applied to the linear motion platform. The maximum output speed of the platform can reach $426.2 \mathrm{~mm} / \mathrm{s}$; it can achieve a high resolution of about 85 nm and has good load characteristics, which are important to push the technological development of high-end manufacturing equipment. This work also provides an idea for improving the output capacity and long-term operation stability of ultrasonic motors and provides a possibility for expanding the application range of ultrasonic motors.
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#### Abstract

This paper presents a flexure-based displacement reduction mechanism driven by a voice coil motor to improve the motion resolution and eliminate the hysteresis nonlinearity of the traditional piezo-actuated micropositioning/nanopositioning stages. The mechanism is composed of three groups of compound bridge-type displacement reduction mechanisms, which adopt distributedcompliance rectangular beams to reduce the concentration of stress and improve the dynamic performance of the mechanism. The symmetrical distribution of the structure can eliminate the parasitic displacement of the mechanism and avoid the bending moment and lateral stress applied to the voice coil motor. Firstly, the analytical model of the mechanism is obtained by the stiffness matrix method. The theoretical displacement reduction ratio, input stiffness, and natural frequency of the displacement reduction mechanism are obtained by solving the analytical model. Then, through the static analysis and modal analysis of the mechanism with the Ansys software, the accuracy of the analytical model is verified, and the experimental prototype is also constructed for performance tests. The results show that the maximum stroke of the mechanism is $197.43 \mu \mathrm{~m}$ with motion resolution of 40 nm . The natural frequency is 291 Hz , and the input stiffness is $28.50 \mathrm{~N} / \mathrm{mm}$. Finally, the trajectory tracking experiment is carried out to verify the positioning performance of the mechanism. The experimental results show that the designed feedback controller has good stability, and the introduction of the feedforward controller and disturbance observer can greatly reduce the tracking errors.
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## 1. Introduction

Microdisplacement actuators such as piezoelectric actuators (PZTs) and voice coil motors (VCMs) are widely used in the fields of micromanipulation/nanomanipulation, scanning probe microscopy, and ultra-precision machining owing to their high stiffness, high resolution, fast response, and nanopositioning accuracy [1-4]. However, the PZT has only a small stroke of tens of microns and nonlinear characteristics such as hysteresis and creep [5,6]. Therefore, in order to achieve larger output displacement, flexurebased displacement amplification mechanisms are often used to amplify the stroke of the PZT [6]. As a kind of electromagnetic actuator, the VCM has been increasingly used in the large-stroke micropositioning/nanopositioning stages [7]. For instance, micropositioning/nanopositioning stages with millimeter or even centimeter ranges were reported in [8-14]. However, with the increase of the travel range, the motion resolution and accuracy of the micropositioning stage actuated by the VCM will also decline. Therefore, opposite the amplified PZTs, the motion resolution of the long-range electromagnetic actuators such as the VCM can be improved by employing a displacement reduction mechanism, which can also solve the hysteresis problem of the PZTs.

In the previous literature, many works have systematically studied the design and modeling of the flexure-based displacement amplification mechanism [15-18], but few the reduction mechanism. Theoretically, the displacement amplification mechanism can achieve the purpose of displacement reduction by exchanging the input and output positions. However, there will be several problems after exchanging. Firstly, the specifications to be considered in designing the amplification mechanism are obviously different from those in designing the reduction mechanism [19-21]. Different from the displacement amplification mechanism driven by the PZT, the displacement reduction mechanism changes the macrodisplacement generated by the VCM into microdisplacement. Therefore, the stiffness design and the macro-/micro-scale transmission process of the displacement reduction mechanism should be deeply studied. Several flexure-based displacement reducers have been designed in the past few years. For instance, Wu and Chen proposed a bridge differential displacement reducer with a reduction ratio of 100 by combining two bridge-type flexure mechanisms [22]. However, this kind of displacement reducer with a high reduction ratio is generally suitable for the PZT. The large reduction ratio achieved by combining multiple reducers will also lead to energy transmission inefficiency [19-21].

Therefore, the focus of this paper is to propose a novel fully flexure-based displacement reduction mechanism. Through the displacement reduction mechanism driven by the large-stroke VCM, the millimeter-level output displacement of the motor is transmitted to the end-effector to achieve micron-level output. The mechanism is composed of three groups of compound bridge-type displacement reduction mechanisms. The distributedcompliance rectangular beams used in the mechanism not only reduce the concentration of stress, but also improve the dynamic performance of the mechanism. The symmetrical distribution structure can eliminate the parasitic displacement of the mechanism along the $X$ direction and avoid the bending moments and lateral stress applied to the VCM. In terms of stroke range, through reasonable structural design, the displacement reduction mechanism driven by the VCM has a stroke equivalent to the conventional displacement amplification mechanism driven by the PZT. More importantly, the design avoids various nonlinear characteristics such as hysteresis and creep caused by the PZT in principle. The rest of this paper is organized as follows: In Section 3, based on the stiffness matrix method, the analytical model of the mechanism is established. Section 4 verifies the good static performance of the mechanism through finite element analysis and experiment tests. In Section 5, the position control is carried out to verify the good trajectory tracking performance of the mechanism. Finally, the conclusion is given in Section 6. The main contribution and innovation points of this work are that the displacement reduction mechanism is successfully used to reduce the displacement of the VCM to improve its motion resolution and effectively eliminate the hysteresis nonlinearity of the traditional piezo-actuated nanopositioning stage.

## 2. Design of Displacement Reduction Mechanism

The displacement reduction mechanism proposed in this paper is a distributedcompliance flexure mechanism, and its structure and working principle are shown in Figure 1. The mechanism is composed of three groups of compound bridge-type displacement reduction mechanisms. The two groups of bridge-type mechanisms on both sides are secondary reduction mechanisms, and the one in the middle is a primary reduction mechanism. After the two-stage displacement reduction of the mechanism, the millimeter-level input displacement of Rigid Body 3 produced by the VCM can be significantly reduced and transmitted to Rigid Body 4 to achieve micron-level output displacement. Instead of the commonly used concentrated notch flexure hinge in the traditional flexure mechanism, the proposed mechanism adopts 12 distributed-compliance rectangular beams, which not only reduce the concentration of stress, but also improve the dynamic performance of the mechanism. This is because, in the deformation process, the stress generated on the notch flexure hinge will become very large, which will make the flexure hinge very fragile in this state. Moreover, the traditional lumped-compliance bridge-type mechanism, using the notch flexure hinges, will introduce rigid bodies with large mass in its arms, which has
great weakness for the resonant frequency of the mechanism. Therefore, the bending deformation of rectangular beams in the proposed mechanism makes the stress distribution of the whole flexure mechanism relatively uniform, rather than concentrated in specific areas. This characteristic ensures that the mechanism has better performance and longer service life in dynamic applications. Moreover, the mechanism adopts a symmetrical distribution structure to reduce the input displacement with two stages, which can also eliminate the parasitic displacement of the mechanism in the $X$ direction, avoiding the bending moments and lateral stress applied to the VCM, and effectively eliminate the friction between the mover and the stator in the VCM. In addition, it is worth mentioning that the design can avoid various nonlinear characteristics such as hysteresis and creep caused by the PZT in principle and improve the stability and positioning accuracy.


Figure 1. Flexure-based displacement reduction mechanism. (a) Structure of the mechanism. (b) Working principle of the mechanism.

## 3. Analytical Model

As shown in Figure 1a, the displacement reduction mechanism is mainly composed of six rigid bodies, of which Rigid Bodies 5 and 6 are used as frames, and the other four are movable rigid bodies. To obtain the dynamic equation of the mechanism, the three degrees of freedom (3-DOFs) $\mathbf{q}_{i}=\left[\begin{array}{lll}x_{i} & y_{i} & \theta_{z i}\end{array}\right]$ of each movable rigid body are taken as the generalized coordinates of the mechanism.

$$
\mathbf{q}=\left[\begin{array}{llll}
\mathbf{q}_{1} & \mathbf{q}_{2} & \cdots & \mathbf{q}_{4} \tag{1}
\end{array}\right]^{T}
$$

Therefore, the multi-DOF vibration differential equation of the displacement reduction mechanism is expressed in matrix form as

$$
\begin{gather*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{K q}=\mathbf{F}  \tag{2}\\
\mathbf{M}=\operatorname{diag}\left(\begin{array}{llll}
\mathbf{M}_{1} & \mathbf{M}_{2} & \mathbf{M}_{3} & \mathbf{M}_{4}
\end{array}\right) \tag{3}
\end{gather*}
$$

The stiffness matrix $\mathbf{K}$ is

$$
\mathbf{K}=\left[\begin{array}{cccc}
\tilde{K}_{11} & -\tilde{K}_{12} & -\tilde{K}_{13} & -\tilde{K}_{14}  \tag{4}\\
-\tilde{K}_{21} & \tilde{K}_{22} & -\tilde{K}_{23} & -\tilde{K}_{24} \\
-\tilde{K}_{31} & -\tilde{K}_{32} & \tilde{K}_{33} & -\tilde{K}_{34} \\
-\tilde{K}_{41} & -\tilde{K}_{42} & -\tilde{K}_{43} & \tilde{K}_{44}
\end{array}\right]
$$

The external force vector $\mathbf{F}$ is

$$
\mathbf{F}=\left[\begin{array}{llll}
\mathbf{F}_{1} & \mathbf{F}_{2} & \mathbf{F}_{3} & \mathbf{F}_{4} \tag{5}
\end{array}\right]^{T}
$$

In Equation (3), the form of the $i$ th element of the mass matrix $\mathbf{M}$ is $\mathbf{M}_{i}=\operatorname{diag}\left(\begin{array}{lll}m_{x i} & m_{y i} & J_{z i}\end{array}\right)$, where $\left(m_{x i}, m_{y i}\right)$ are the mass components of the $i$ th rigid body in the X and Y directions, respectively. $J_{z i}$ is the mass moment of inertia of the $i$ th rigid body in the Z -axis direction. In Equation (5), the $i$ th element of external force vector $\mathbf{F}$ is $\mathbf{F}_{i}=\operatorname{diag}\left(\begin{array}{lll}\mathbf{F}_{x i} & \mathbf{F}_{y i} & \mathbf{M}_{z i}\end{array}\right)$. When force vector $\mathbf{F}$ is applied, the relationship between the applied force and displacement is obtained by the following formula:

$$
\begin{equation*}
\mathbf{q}=\mathbf{K}^{-1} \mathbf{F} \tag{6}
\end{equation*}
$$

Based on the observation method in vibration theory, each element in the stiffness matrix of $\mathbf{K}$ can be obtained. This method can be described as the main diagonal element $\tilde{K}_{i i}$ of the stiffness matrix being the sum of the stiffness of the elastic elements connected with the $i$ th rigid body, and the non-diagonal element $\tilde{K}_{i j}$ is the sum of the stiffness of the elastic elements connected with the $i$ th and $j$ th rigid bodies. Therefore, in Equation (4), the elements of the equivalent stiffness matrix are

$$
\begin{align*}
& \tilde{K}_{i i}=\sum_{j=1}^{n_{i}} \mathbf{J}_{i j} \mathbf{K}_{i j} \mathbf{J}_{i j}{ }^{T}  \tag{7}\\
& \tilde{K}_{i j}=\sum_{k=1}^{n_{i j}} \mathbf{J}_{i j k} \mathbf{K}_{i j k} \mathbf{J}_{j i k}{ }^{T}, \tilde{K}_{j i}=\tilde{K}_{i j}^{T}  \tag{8}\\
& \mathbf{J}_{i j}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-r_{y_{i j}} & r_{x_{i j}} & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta_{i j} & -\sin \theta_{i j} & 0 \\
\sin \theta_{i j} & \cos \theta_{i j} & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{9}\\
& \mathbf{H}_{i j k}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-h_{y_{i j k}} & h_{x_{i j k}} & 1
\end{array}\right]  \tag{10}\\
& \begin{aligned}
\mathbf{J}_{i j k} & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-r_{y_{i j k}} & r_{x_{i j k}} & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta_{i j k} & -\sin \theta_{i j k} & 0 \\
\sin \theta_{i j k} & \cos \theta_{i j k} & 0 \\
0 & 0 & 1
\end{array}\right], \\
\mathbf{J}_{j i k} & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-r_{y_{j i k}} & r_{x_{i j k}} & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta_{j i k} & -\sin \theta_{j i k} & 0 \\
\sin \theta_{j i k} & \cos \theta_{j i k} & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned} \tag{11}
\end{align*}
$$

In Equation (9), $\left[r_{x_{i j}} r_{y_{i j}}\right]$ represents the coordinates of the vector $\overrightarrow{O_{i} O_{i j}}$ in the $O_{i}-X Y Z$ coordinate system. $\theta_{i j}$ represents the rotation angle of $O_{i j}-X Y Z$ relative to the $O_{i}-X Y Z$ coordinate system, as shown in Figure 2a. The expression method of Equation (11) is similar to that of Equation (9), as shown in Figure 2b. In addition, the stiffness matrices $K_{i j}$ and $K_{i j k}$ of the rectangular beam can be obtained by taking the inverse of the compliance matrix and expressed as

$$
\begin{gather*}
\mathbf{C}_{i j}=\left[\begin{array}{ccc}
\frac{l}{E b t} & 0 & 0 \\
0 & \frac{4 l^{3}}{E b t}+\frac{3 l}{2 G b t} & \frac{6 l}{E t^{3}} \\
0 & \frac{6 l^{2}}{E b t^{3}} & \frac{12 l}{E b t^{3}}
\end{array}\right]  \tag{12}\\
\mathbf{K}_{i j}=\left(\mathbf{C}_{i j}\right)^{-1} \tag{13}
\end{gather*}
$$

where $E$ is the elastic modulus of the material and $G$ is the shear modulus of the material.


Figure 2. (a) The $i$ th rigid body connected with the $j$ th flexure beam. (b) The $i$ th rigid body and the $j$ th rigid body are connected by the $k$ th flexure beam.

According to the theory of vibration, the characteristic equation of the multi-DOF differential equation is obtained by solving Equation (3):

$$
\begin{equation*}
\left|\lambda \mathbf{I}-\mathbf{M}^{-1} \mathbf{K}\right|=0 \tag{14}
\end{equation*}
$$

The natural frequencies of the mechanism are

$$
\begin{equation*}
f_{i}=\frac{1}{2 \pi} \sqrt{\lambda_{i}}, \mathrm{i}=1,2, \ldots, 12 \tag{15}
\end{equation*}
$$

Based on the analytical model of the mechanism, when the VCM applies force along the Y direction to Rigid Body 3, the motion and pose of the end-effector can be calculated by Equation (6). Therefore, the displacement reduction ratio and input stiffness of the mechanism can be expressed as

$$
\begin{align*}
& \mathbf{C}=\mathbf{K}^{-1} \\
& R_{\text {red }}=u_{\text {out }} / u_{\text {in }}=c_{11,2} / c_{2,2}  \tag{16}\\
& K_{\text {in }}=1 / c_{2,2}
\end{align*}
$$

Based on the analytical model, the structural parameters of the displacement reduction mechanism can be determined under certain constraints. In order to obtain the desired natural frequency and output displacement of the mechanism along the working direction, the size parameters of the mechanism need to be carefully adjusted, as shown in Figure 3. An appropriate safety level must be maintained, and the designing of the structures should be conducted in compliance with optimization procedures. Generally, the structural safety level can be measured with the application of a reliability index $[23,24]$. The maximum stress produced at the root of the stretched beam shall be less than the allowable stress. According to the known maximum continuous output force of the selected VCM ( 40 N ) and the desired output displacement $(200 \mu \mathrm{~m})$, the structural parameters are carefully adjusted through the trial-and-error method with the assistance of the analytical model. The design parameters of the mechanism are shown in Table 1.


Figure 3. Design parameters of the mechanism.
Table 1. Main parameters of the mechanism.

| $l_{1}$ | $b_{1}$ | $t_{1}$ | $a_{1}$ | $w_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 40 mm | 10 mm | 0.8 mm | $15^{\circ}$ | 4.8 mm |
| $l_{2}$ | $b_{2}$ | $t_{2}$ | $a_{2}$ | $w_{2}$ |
| 35 mm | 10 mm | 1 mm | $15^{\circ}$ | 5 mm |

## 4. FEA and Experimental Verification

### 4.1. FEA Verification

In this section, the Ansys Workbench software is used for static and modal analysis of the mechanism to obtain its performances, including the displacement reduction ratio, input stiffness, and natural frequency. The three-dimensional (3D) model of the mechanism was established by the Solidworks software and imported into Ansys Workbench for static analysis. Aluminum alloy was selected as the model material, and its elastic modulus and Poisson ratio were 70 Gpa and 0.33, respectively. As shown in Figure 4, fixed constraints were applied to the two bolt holes at the bottom of the mechanism, and the VCM provides continuous driving force $F=40 \mathrm{~N}$ to act on the mechanism along the Y direction. Thus, the end-effector of the mechanism produces the reduced output displacement along the same direction. The static von Mises stress and the total deformation of the mechanism are shown in Figure 5.


Figure 4. Finite element model of displacement reduction mechanism.


Figure 5. Static deformation and von Mises stress analyzed by FEA. (a) von Mises stress. (b) Static deformation.

The displacement reduction ratio and input stiffness are obtained by FEA:

$$
\begin{equation*}
R_{\text {red }}=\frac{u_{\text {out }}}{u_{\text {in }}}, K_{\text {in }}=\frac{F}{u_{i n}} \tag{17}
\end{equation*}
$$

where $u_{\text {in }}$ and $u_{\text {out }}$ are the maximum input and output displacements calculated by the FEA results. F is the continuous thrust of the VCM in FEA.

It can be seen from the FEA results that the maximum input displacement of the mechanism is $1348.4 \mu \mathrm{~m}$ and the maximum output displacement is $184.35 \mu \mathrm{~m}$. The displacement reduction ratio calculated by Equation (17) is 0.1367 , and the input stiffness is $29.67 \mathrm{~N} / \mathrm{mm}$, which is basically consistent with the results of 0.1335 and $29.28 \mathrm{~N} / \mathrm{mm}$ calculated by the analytical model, and the corresponding errors are $2.34 \%$ and $1.31 \%$, respectively. Moreover, the maximum von Mises stress obtained from the FEA solution is 141.09 Mpa , which is far lower than the allowable stress of aluminum alloy 7075 (the yield strength is about 480 Mpa ), indicating that the displacement reduction mechanism is always in the state of elastic deformation in the whole movement process. At the same time, to analyze the load capacity of the mechanism, a force of 40 N is applied to the end-effector along the working direction in the FEA model. It can be obtained that the displacement of the end-effector under the force is $24.35 \mu \mathrm{~m}$, and then, the output stiffness of the mechanism is $164 \mathrm{~N} / \mathrm{mm}$, about 5.6 -times the input stiffness, showing the high load capacity of the mechanism.

In addition, the first four vibration modes of the reduced mechanism are also obtained through FEA, as shown in Figure 6, and the natural frequencies corresponding to the first four modes of the mechanism are listed in Table 2. The results show that the first mode corresponds to the regular left-right swing of the four movable rigid bodies in the XOY plane. The second mode corresponds to the rotation around the fixed constraint in the ZOX plane. The third mode corresponds to the working mode of the mechanism, and the fourth mode corresponds to the irregular left-right swing of the four movable rigid bodies in the XOY plane, while the fourth-order natural frequency is much higher than the first three modes. In practical application, although the displacement reduction mechanism is assembled with the VCM, the stiffness of the VCM is infinite, and its mover is light in weight, which has little impact on the dynamic performance of the mechanism.


Figure 6. The first four mode shapes of the mechanism. (a) First mode, (b) 2nd mode, (c) 3rd mode, and (d) 4th mode.

Table 2. First 4 modal frequencies of the mechanism.

| Mode | Nature Frequencies (Hz) |
| :---: | :---: |
| 1 | 152.87 |
| 2 | 276.58 |
| 3 | 310.64 |
| 4 | 571.69 |

### 4.2. Performance Testing

To evaluate the performance of the mechanism and verify the accuracy of the analytical model, experimental setups were established as shown in Figure 7. The mechanism was processed by fine milling and wire cutting, and aluminum alloy 7075 was selected as the material of the mechanism to improve its structural strength. In the experimental test, the VCM (VCAR0070-0419-00A) was selected as the driver of the mechanism to generate the input force and displacement. The motor can provide continuous thrust of 40 N (corresponding drive voltage of 5.6 V ). The force constant of the VCM was $17.7 \mathrm{~N} / \mathrm{A}$, and the maximum allowable current was 4 A . A capacitive displacement sensor (NMT.C1) with a resolution of 2.5 nm and a measuring range of $200 \mu \mathrm{~m}$ was used to measure the output displacement of the mechanism. An inductance micrometer (DGG-8Z) with a resolution $0.01 \mu \mathrm{~m}$ and a measuring range of 2 mm was used to measure the input displacement of the mechanism. Two displacement sensors are shown in Figure 8. In addition, the output voltage ( $0 \sim 10 \mathrm{~V}$ ) of the displacement sensor is collected by the data acquisition card (PCI6251 ) equipped with 16 -bit $\mathrm{A} / \mathrm{D}$ and $\mathrm{D} / \mathrm{A}$ converters, and the output voltage ( $-10 \mathrm{~V} \sim 10 \mathrm{~V}$ ) of the data acquisition card is linearly converted into the driving current ( $-4 \mathrm{~A} \sim+4 \mathrm{~A}$ ) through the current linear amplifier (TA115) to drive the VCM.

Firstly, when the motor thrust gradually increased, the input and output displacements of the mechanism were detected simultaneously by two displacement sensors to obtain the maximum stroke and reduction ratio of the mechanism. The experimental setup is shown in Figure 8. The experimental test results of the mechanism are shown in Figure 9. Obviously, the maximum stroke of the mechanism is $197.43 \mu \mathrm{~m}$ when the driving voltage is about 5.6 V , corresponding to the driving current of 2.26 A and the driving force of 40 N . The good linear relationships between the input and output displacements and the control voltage show that the displacement reduction mechanism driven by the VCM does not have various nonlinear characteristics such as hysteresis and creep and has good positioning stability and accuracy. Meanwhile, according to the relationship between the input and output displacement, the reduction ratio of the mechanism is 0.1390. In Figure 10, the displacement reduction ratios calculated by the analytical model, FEA model, and experimental prototype are compared, and the results are in good agreement, indicating that the analytical model has high modeling accuracy.


Figure 7. Displacement reduction mechanism and experimental test system.


Figure 8. The experimental setup for the reduction ratio test.


Figure 9. The relationship between the input and output displacements and the control voltage.


Figure 10. Comparison of displacement reduction ratio.
To obtain the input stiffness of the mechanism, the inductive micrometer (DGC-8Z) and the force sensor (JLBS-MD of Jinnuo company) were combined at the input end of mechanism. The experimental setup is shown in Figure 7. The force sensor was placed between the VCM and the input rigid body. When the VCM pushes and pulls the input rigid body, the force sensor can read its output force, and the inductance micrometer is used to measure the input displacement. According to the relationship between the force and displacement, the input stiffness of the mechanism obtained from the testing result is $28.50 \mathrm{~N} / \mathrm{mm}$. The comparison of the input stiffness is given in three ways, as shown in Figure 11, and the results show good consistency.

To obtain the natural frequency along the working direction of the mechanism, the mechanism was separated from the VCM, and then, the impact load was applied to the end-effector of the mechanism along its working direction to make it vibrate freely. At the same time, the capacitive sensor was used to measure the vibration displacement of the mechanism to obtain the dynamic characteristics of the whole system. The data acquisition card collects the input time-domain vibration signals, which are then processed by the fast Fourier transform (FFT) to convert them into frequency-domain signals through the Labview software. The experimental test result of the mechanism is shown in Figure 12. It can be seen that the natural frequency of the mechanism is 291 Hz . The maximum error of the natural frequency among the analytical model, FEA model, and testing results is $9.84 \%$. This difference is mainly attributed to the neglect of the influence of the flexure beams' vibration kinetic energy on the dynamic performance in the analytical model.


Figure 11. Comparison of input stiffness.


Figure 12. Natural frequency test results.
Table 3 compares the reduction ratio, input stiffness $K_{i n}(\mathrm{~N} / \mathrm{mm})$, and natural frequency $f_{m}(\mathrm{~Hz})$ of the displacement reduction mechanism, which were obtained from the analytical model, FEA, and experimental test. Taking the experimental results as a reference, the relative errors of the analytical model (Error1) and FEA (Error2) can be obtained, respectively. As can be seen from Table 3, the differences among the results of the analytical model, FEA, and the experimental test are less than $10 \%$, indicating that the three results are in good agreement and the analytical model has high calculation accuracy.

Table 3. Comparison results among the analytical model, FEA, and experimental test.

| Specifications | Anal. | FEA | Experiment | Error1 (\%) | Error2 (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{\text {red }}$ | 0.1335 | 0.1367 | 0.1390 | 3.96 | 1.65 |
| $K_{\text {in }}(\mathrm{N} / \mathrm{mm})$ | 29.28 | 29.67 | 28.50 | 2.74 | 4.11 |
| $f_{m}(\mathrm{~Hz})$ | 319.62 | 310.64 | 291 | 9.84 | 6.75 |

## 5. Controller Design

In this section, the tracking performance of the mechanism is evaluated. Firstly, the dynamic parameters of the system are identified, and the nominal transfer function of the system is obtained. Then, a two-DOF controller consisting of feedback controller $G_{c}(s)$ and a dynamic inverse feedforward controller $C_{f f}(s)$ are used to control the position of the mechanism. The feedback controller is obtained by allocating the zero-pole distribution of the system using the root locus method. Finally, to meet the requirements of micropositioning/nanopositioning accuracy, an anti-interference controller based on a disturbance observer (DOB) was introduced to effectively suppress the interference. The control system diagram is shown in Figure 13.


Figure 13. Control system diagram.

### 5.1. Dynamic Model Identification

To obtain the dynamic model of the system, a semi-physical real-time simulation control system was established by using the PCI-6251 data acquisition card, Links-Box02 embedded real-time simulator, and MATLAB/Simulink real-time simulation system software packages. The experimental setup of the control system is shown in Figure 14. The chirp signal with a sweep voltage amplitude of 0.1 V was selected as the driving input, and the frequency was changed linearly from 0.1 Hz to 1.0 kHz . The output displacement was collected by the capacitive contactless displacement sensor (NMT.C1). Using the system identification toolbox in MATLAB, the system nominal transfer function is obtained as

$$
\begin{equation*}
G_{n}(s)=\frac{8.472 \times 10^{4}}{s^{2}+141.4 s+1.301 \times 10^{5}} \tag{18}
\end{equation*}
$$

The input and output time-domain signals collected in the experiment were processed by the FFT, as shown in Figure 15. The frequency response of the experimental measurement results is plotted and compared with the Bode diagram of the identified transfer function. According to the formant peak, the natural frequency of the system is about 347 $\mathrm{rad} / \mathrm{s}$, which is different from the natural frequency of the flexure mechanism itself due to the electrical and control system of the VCM. At the same time, the identified system model fits well with the experimental results, which can accurately describe the dynamic characteristics of the whole system.


Figure 14. Experimental setup for position control.


Figure 15. Measured frequency response and Bode plot.

### 5.2. Design Process of Controller

In the system model of the flexure mechanism, there are two poles very close to the virtual axis, and the resonant mode has a low damping ratio of about 0.2 . Mechanical vibration will be easily excited when moving at high speed. The low gain margin caused by low damping resonant mode causes large phase error, which affects the stability and the rapid response of the system. Therefore, in this paper, a high-performance feedback controller that can effectively suppress stage resonance and high-frequency noise disturbance was designed by using zero-pole placement and the root locus correction method. First, a new pole was placed at the origin to achieve zero steady-state error. In the system test, a pair of conjugate poles near the virtual axis may cause large-amplitude vibrations and make the system difficult to stabilize. To offset the influence of these poles, a pair of conjugate zeros was placed near them. Finally, to improve the response speed of the system, two poles were placed far away from the virtual axis. After correctly designing the poles, zeros, and gains of the controller, the system behavior was obtained, as shown in Figure 16. Finally, the transfer function of the designed controller is obtained as

$$
\begin{equation*}
G_{\mathrm{C}}(s)=\frac{9437.1 \times\left(s^{2}+140.8 s+1.293 \times 10^{5}\right)}{s \times\left(s^{2}+4014 s+4.208 \times 10^{6}\right)} \tag{19}
\end{equation*}
$$

After the feedback controller is added, the open loop Bode diagram of the system is shown in Figure 16b. The amplitude margin and phase margin of the system after correction are 26.2 dB and $79.1^{\circ}$, respectively. Obviously, the controlled system is stable with a large margin.

Due to the integral element of the feedback controller, the stage system is a type 1 system, which cannot track with zero steady-state error when it is a ramp signal. Feedforward compensation based on the system dynamics inverse is widely used in the position control of complex dynamic systems. A feedforward controller $C_{f f}(s)$ is designed as

$$
\begin{equation*}
C_{f f}(s)=G_{n}{ }^{-1}(s) \tag{20}
\end{equation*}
$$


(a)

Figure 16. Cont.


Figure 16. The design results of the controller of the mechanism. (a) Pole-zero assignment and root locus correction. (b) Open-loop Bode diagram of the system.

To test the motion resolution of the mechanism in the working direction, a staircase signal with a height of 125 nm was applied to the VCM, and the position tracking test was carried out by using the compound control methods of feedback control and dynamic inverse feedforward. A capacitive displacement sensor (NMT.C1) with a resolution of 2.5 nm and a measurement range of $200 \mu \mathrm{~m}$ was used to measure the output displacement of the mechanism. The output displacement curve in Figure 17 shows an about 40 nm peak-to-peak amplitude, meaning that the motion resolution of the mechanism can reach 40 nm in the working direction.


Figure 17. Experiment results for staircase signal input.

### 5.3. Disturbance Rejection

One problem of the VCM using Lorentz force to drive the low-stiffness-flexure mechanism is the low resonant frequency, which will be easily excited by disturbance and affect the positioning resolution of the system. In the positioning process of the mechanism, the main disturbances are the noise of current amplifier and DA converter, the VCM mover vibration, as well as the vibration of the isolation platform. The disturbance observer can unify the disturbances such as friction and model the uncertainty of the controlled
object into equivalent disturbances, then estimate the equivalent disturbance by using the nominal inverse model of the controlled object and the input control value. For instance, Deng and Yao designed an extended state observer, which can estimate the unmeasurable velocity signal for the control of electrohydraulic servomechanisms [25]. Due to the simple structure and convenient parameter adjustment, the DOB has been widely used as a part of controller compensating for disturbances [26-29]. As shown in Figure 13, to obtain micro-/nano-level tracking performance, the disturbance observer (DOB) is introduced into the closed-loop negative feedback control loop to observe the equivalent disturbance $\hat{d}$, which can theoretically achieve the complete suppression of the disturbance. By designing low-pass filter $Q(s)$, the low-frequency disturbance can be observed effectively, and the high-frequency noise signal can be filtered effectively. $Q(s)$ is expressed as

$$
\begin{equation*}
Q(s)=\frac{\sum_{k=0}^{M} \alpha_{k}(\tau s)^{k}}{(\tau s+1)^{N}} \tag{21}
\end{equation*}
$$

where $\alpha_{k}=\frac{N!}{(N-k)!k!}$ is the coefficient, $N$ is the order of the denominator, $M$ is the order of the numerator, and $N-M$ is the relative order. The value of the parameter determines the bandwidth of $Q(s)$. Considering the ability of the disturbance observer to suppress external disturbance and its sensitivity to measurement noise, $\tau=0.001$ was selected. Due to the order of $Q(s)$, the filter should not be too high, so $N=3$ and $M=1$ were selected.

To test the trajectory tracking effect of the designed control system, a sinusoidal signal with an amplitude of 2 V (corresponding to $40 \mu \mathrm{~m}$ displacement) and a frequency of 5 Hz was selected as the desired trajectory. The tracking performances of three controllers, Feedback, Feedback + Feedforward, and Feedback + Feedforward + DOB, were compared. The tracking results are shown in Figure 18. It can be seen from Figure 18b that Feedback control has a relatively large phase error compared with the other two control methods.

The trajectory tracking errors of the three control systems are shown in Figure 18c. The maximum tracking error peak-to-trough value ( $\mathrm{P}-\mathrm{V}$ ) for the Feedback control is approximately $\pm 4.98 \mu \mathrm{~m}(12.38 \%)$. After adding Feedforward control, the error is reduced to $\pm 2.60 \mu \mathrm{~m}(6.5 \%)$. When DOB anti-interference compensation is further added, the maximum tracking error of the designed control system is reduced to $\pm 1.40 \mu \mathrm{~m}(3.5 \%)$, which is only 0.28 -times that of Feedback control. The maximum tracking error (MTE) and root-mean-squared tracking error (RMSTE) of trajectory tracking are shown in Table 4. The MTE and RMSTE of the latter two control methods are less than $3 \mu \mathrm{~m}$, indicating that the proposed reduction mechanism can achieve good tracking performance.

(a)

Figure 18. Cont.


Figure 18. Trajectory tracking performance (a) Trajectory tracking results. (b) Partial enlargement. (c) Tracking errors.

Table 4. Tracking performance of the mechanism with different control methods

| Method | MTE $(\mu \mathrm{m})$ | RMSTE $(\mu \mathrm{m})$ |
| :---: | :---: | :---: |
| Feedback | $\pm 4.98$ | 10.50 |
| Feedback + Feedforward | $\pm 2.60$ | 1.88 |
| Feedback + Feedforward + DOB | $\pm 1.40$ | 0.13 |

## 6. Conclusions

This paper presents a fully flexure displacement reduction mechanism, which is composed of three groups of compound bridge-type displacement reduction mechanisms to realize two-stage displacement reduction. Firstly, an analytical model for the predictions of the theoretical displacement reduction ratio, input stiffness, and natural frequency was derived based on the stiffness matrix method. Then, after determining the size of the mechanism based on the analytical model, the 3D model of the mechanism was established through SolidWorks and then imported into Ansys Workbench for FEA. The experimental tests were also carried out to validate the performances of the proposed displacement reduction mechanism. The motion range of $197.43 \mu \mathrm{~m}$, the reduction ratio of 0.1369 , the input stiffness of $28.50 \mathrm{~N} / \mathrm{mm}$, the motion resolution of 40 nm , and the natural frequency of 291 Hz were obtained from the experiment. The experimental test results were basically consistent with the analytical model and FEA model, and the maximum error was the error of the natural frequency, which was less than $10 \%$. Finally, a two-DOF controller consisting of a feedback controller, a dynamic inverse feedforward controller combined with DOB anti-interference compensation was designed for the control of positioning stage. Excellent positioning and tracking performances were achieved, which verifies the effectiveness of the proposed displacement reduction mechanism and the designed controller. Our subsequent main work is to design a multi-DOF high-speed decoupled displacement reduction mechanism to improve the performance and application scope of the stage. In addition, taking this stage as a micro-stage to design a macro-micro dual-drive stage is also the focus of future research.
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#### Abstract

Magnetic continuum millirobots have presented outstanding potential in ultrahighprecision engineering including minimally invasive surgery, due to their flexible mechanical structures and dexterous manipulation. Traditional continuum millirobots exhibit limited cargo-loading capacity, which restricts their application. Herein, we propose a novel design scheme of a magnetically actuated untethered hollow continuum millirobot. The millirobot is composed of silicone as the mainframe structure and two tiny magnets for actuation. To improve the loading capacity, partial silicone is removed to create a flexible cavity, which enables cargo delivery and potential in vivo sampling functions under wireless magnetic actuation. Theoretical analysis and experimental testing are conducted to reveal the effectiveness of the proposed design. The soft structure brings a new strategy to achieve multimodal motion including rolling, tumbling, and swinging. Moreover, the magnet part can generate a powerful magnetic force output for dexterous manipulation. These functionalities lay a foundation for playing a greater role in next-generation biomedical applications.


Keywords: microrobotics; magnetic actuation; continuum millirobot; untethered soft robot; mechanism design

## 1. Introduction

Mobile microrobots have demonstrated attractive performance in various assignments at a small scale, especially in medical applications. The mini-level physical size of microrobots enables more precise operations in crowded and extreme environments. It facilitates reaching deeper tissues within the human body, where untethered actuation mechanisms [1,2] play a profound role. With the help of recent development and breakthrough in material [1,3], chemistry [4], and biotechnology [5], plenty of microrobots have been designed and put into concrete experimental applications, including actuation [6-8], navigation [9], control [10], and execution [1]. However, it remains a challenge to further promote microrobots' functionalities for more practical applications.

Among recent works, increasing attention has been focused on detailed clinical scenarios, such as cardiovascular diseases, which cause numerous death all over the world [11-13]. To overcome the current medical equipment's limitations in invasive surgeries, catheterbased continuum microrobots have been developed $[1,14,15]$ to intrude into hard-to-reach corners, where the controlled magnetic fields contribute to high-efficiency untethered actuation. These works have revealed the attractive advantages of continuum structures, especially in endovascular surgeries. Nevertheless, from the perspective of functionalities and designs, relatively simple mechanical structures cannot enable more potential usage schemes. For example, polydimethylsiloxane (PDMS) was utilized to connect two permanent magnets, by which the continuum microrobot was produced for flexible magnetic actuation [16]. The solid continuum structure and complex structural design limits the diversity of applications [7,17-20], such as cargo loading, which is significant to achieve live sampling in deeper tissues, in view of the sampling procedure in the medical scenarios.

Proper mechanical design improvement and size optimization [2] is a potential solution for strengthening such functionalities.

Herein, we propose a novel design scheme for an untethered multifunctional hollow continuum magnetic millirobot (MHCMM). The MHCMM is constructed by integrating silicone as the main frame structure and several miniaturized magnets for actuation. The removal of some non-magnetic connecting parts in the millirobot creates a flexible cavity, which improves the cargo-loading capacity and enables cargo delivery during a potential bio-sampling role under a wireless magnetic drive. It is notable that the operating space of the MHCMM is limited to microscopic scales, such as multimodal motion range within 0.5 mm in each axis and a sampling capacity of $300-600 \mu \mathrm{~L}$, which is beneficial for future exploration tasks in vivo. By controlling the external magnetic field, the MHCMM can offer multimodal motion and execute dexterous manipulation. In addition, the MHCMM is capable of producing an output force of $5-15 \mathrm{mN}$, which enables it to exert a sufficient force on the objects such as tumors in the human body. With the help of a magnetic navigation system powered by permanent magnets mounted on a robot arm, the wirelessly actuated millirobot is promising for minimally invasive surgery. It facilitates more flexible motion, where two-dimensional electromagnetic coils serve as the local actuation device. The reported multifunctional hollow continuum magnetic millirobot demonstrates great potential for minimally invasive surgery.

Compared with existing works [2,7,8], the novelty of the proposed MHCMM lies in the simplified sampling method, risk reduction of drug leakage, and more functions such as cargo transportation and output force test. The remaining parts of the paper are organized as follows. The design and modeling of the magnetic millirobot are presented in Section 2. The prototype fabrication and experimental investigations are outlined in Section 3, where the experimental results are given and the discussion is addressed. Section 4 concludes this paper.

## 2. Design and Modeling

### 2.1. Design Scheme

At small scales, it is important to support more functionalities by microdevices in a constrained space. For continuum millirobots, previous work utilized various soft materials to construct solid structures, which serve as the connecting parts or main structure of the millirobots $[20,21]$. Such a design achieved outstanding deformation and control results. However, the fully solid structures cause some wasted space, which is designed to integrate other functionalities. Here, we transform the soft structure into a hollow one. The redundant parts are supposed to be removed, which results in a novel hollow millirobot. As shown in Figure 1a, this design provides more usable space for cargo loading and sampling.

To form a cavity structure, we used rapid-forming silicone over the top of a thin glass tube (outer diameter of 0.5 mm ) to allow it to settle naturally. In addition, we can control the magnetism at the end of the magnets (at both ends) to perform different functions. By tuning the distribution of the poles at both ends of the MHCMM, a circle structure and an arch structure can be obtained, respectively, as shown in Figure 1b. Under the steering of external magnetic fields, this concept design brought a new solution to the mechanical design of soft millirobots.


Figure 1. Physical prototype and illustration of the working principle of the MHCMM. (a) The main structure of the MHCMM is composed of two miniature magnets at the two terminals and a silicone hose cavity in the middle. (b) The magnetism at the end of two magnets can be controlled to perform different functions. When the poles at both ends of the MHCMM are tuned to be the same polarity, an arch shape can be produced by applying an external gradient magnetic field. When they have different polarity magnetic poles, a circumferential shape can be generated.

### 2.2. Physical Modeling

### 2.2.1. Magnetic Actuation

The introduction of magnetic parts plays a significant role in actuating and controlling the millirobot. For realizing magnetic field actuation, we consider an axially magnetized cylindrical NdFeB (N52-grade) magnet with an axial-symmetric magnetic field distribution. The magnet has a radius of $R$ and a length of $2 R$. For the permanent magnet with the same diameter and length, the distribution of the magnetic field remains constant when the characteristic dimensions of the magnetized body are normalized [ $15,22,23$ ]. Thus, we can express the magnetic field at a determined spatial location in the form of a normalized vector function as follows:

$$
\begin{equation*}
\mathbf{B}(\mathbf{p})=B_{m} \mathcal{F}(\mathbf{p} / R) \tag{1}
\end{equation*}
$$

where $\mathbf{p}$ denotes the position vector with respect to the center of the magnet in cylindrical coordinates, $B_{m}$ is the remanent magnetization of the magnet, and $\mathcal{F}$ represents the vector function (its implicit form is given in [24-26]).

Along the central axis of the magnet, we can explicitly express the magnitude of the magnetic field in the normalized form below:

$$
\begin{equation*}
B=\frac{B_{m}}{2}\left(\frac{d / R+1}{\sqrt{(d / R+1)^{2}+1}}-\frac{d / R-1}{\sqrt{(d / R+1)^{2}+1}}\right) \tag{2}
\end{equation*}
$$

where $d$ is the distance from the center of mass of the permanent magnet to the measurement point along the centerline.

From Equation (2), we can see that the magnetic field strength decreases as the normalized distance $d / R$ increases. Thus, a large-enough external magnet is required to impose an actuation effect to guide the MHCMM within a reasonable working distance. Generally, the task of controlling the MHCMM requires a maximal magnetic field strength of $20-40 \mathrm{mT}$. Then, $d / R=0.66-1.34$ can be derived according to Equation (2). Thus, we can calculate the required external magnet, i.e., a cylindrical permanent magnet with a diameter and length
of 300 mm (with $R=150 \mathrm{~mm}$ ) and $B_{m}=0.574 \mathrm{~T}$. The normalized distance is translated into a distance, which is at least 284 mm from the center of the magnet (or 134 mm from the surface of the magnet).

In principle, a magnetized object in a magnetic field suffers from a magnetic force and a magnetic torque. The equations for the magnetic force and magnetic torque of an object subjected to magnetization in a magnetic field are both related to the gradient of the magnetic field, as follows:

$$
\begin{align*}
\tau_{m} & =\int_{V_{m}} \mathbf{M} \times \mathbf{B} d V_{m}  \tag{3}\\
\mathbf{F}_{m} & =\int_{V_{m}}(\mathbf{M} \cdot \nabla) \mathbf{B} d V_{m} \tag{4}
\end{align*}
$$

where $\mathbf{M}$ is the magnetization of the object and $V_{m}$ is the volume of the magnetized object. All of these magnetic interactions determine the effects of magnetic actuation.

### 2.2.2. Robot Deformation

When manipulating the MHCMM with different polarities at both ends, the S-pole of the permanent magnet is initially placed in the positive Z-axis direction. This causes the MHCMM to remain standing at one end, along with an inclined angle for the other end. Ideally, the MHCMM should be purely vertical if the external permanent magnets are placed in the given position. In practice, the silicone material does not exhibit a uniform density, resulting in a slight bending deformation. This state is the result of several forces interacting together, such as the attractive force of opposite-pole magnets $F_{M 1}$, repulsive force of same-pole magnets $F_{M 2}$, and supporting force of materials $F_{e 1}$, as shown in Figure 2A.


Figure 2. Physical analysis of MHCMM in three force states (lateral view). (A) Standing at one end; (B) leading the attraction process at both ends; (C) knotting into a circle.

Its static deformation is described by a linear elastic strain model, which is given by:

$$
\begin{equation*}
F_{e 1}=\frac{E_{1} d L S}{L} \tag{5}
\end{equation*}
$$

where $S$ is the maximum cross-sectional area of the MHCMM cavity, $E_{1}$ is the Young's modulus, and $d L / L$ is the elongation of the cavity divided by the original length.

Through the above equation, the bearing force of the cavity $F_{e 1}$ is analyzed below.

$$
\begin{equation*}
0=F_{M 1} \cdot d_{1}+F_{M 2} \cdot d_{2}+F_{e 1} \cdot d_{3} \tag{6}
\end{equation*}
$$

where $F_{M 1}$ and $F_{M 2}$ are the forces applied to the magnets at both ends. $d_{1}, d_{2}$, and $d_{3}$ are the distances from the point of force to the center of mass of the cavity. Their sum is 0 , which ensures a stable standing condition for the MHCMM.

Referring to Figure 2B, we use a small magnet to attract both ends of the MHCMM (with double-ended anisotropic poles) to contact each other in a plane. Due to the friction force and suction force of the anisotropic poles canceling each other, the elastic tension of silica gel is derived as follows:

$$
\begin{equation*}
0=F_{M 3} \cdot d_{4}+F_{M 4} \cdot d_{5}+F_{e 2} \cdot d_{6}+F_{e 2^{\prime}} \cdot d_{7}+F_{f} \cdot d_{8}+F_{f} \cdot d_{9} \tag{7}
\end{equation*}
$$

where $F_{M}$ is the shaped magnet attraction, $F_{f}$ is the friction between the MHCMM and the plane, and $F_{e}$ is the elastic tension of silica gel. In this way, MHCMM will form the shape as shown in Figure 2B. Subsequently, we remove the external small magnet, and the magnetic poles at both ends of MHCMM will attract each other to form a circle, as shown in Figure 2C.

## 3. Prototype Fabrication and Experimental Results

### 3.1. Prototype Fabrication and Experimental Setup

### 3.1.1. Material and Fabrication

For the potential clinical application of this millirobot, we selected several types of fabrication materials by considering biocompatibility, optimal working temperature, and other factors. In particular, five different soft materials (i.e., Dragon Skin 10 Medium (from Smooth-on Inc., East Texas, PA, USA), Dragon Skin 30 (from Smooth-on Inc.), Finished Silicone (from Runze Fluid Co. Ltd., Nanjing, China), E610 (from Hongye Technology Co. Ltd., Shenzhen, China), and E630 (from Hongye Technology Co. Ltd.)) are adopted as candidates to assemble the MHCMMs (e.g., making thin tubes out of silicone inverted molds). The cavities are created by heating and solidifying after natural dropping on a thin glass tube with a radius of 0.3 mm .

Due to the material property, only three of the five materials can be used to produce the prototype of the MHCMM. The adopted materials and their properties are shown in Table 1. The other two materials (E610 and E630) are not feasible because they are too viscous, which has a negative impact on forming cavities. For each of the three MHCMM samples, after fabricating the MHCMM sample with a length of 20 mm , it was stretched by increasing the distance between two magnets at the terminals. The original and maximally deformed lengths were measured for each stretch. The experiment was repeated six times, and the experimental results are shown in Figure 3. We can observe that the silicone material of Dragon Skin 10 Medium provides the best tensile property, which is stretched about 1.55 times on average.

We used rapid-forming silicone over the top of a thin glass tube (outer diameter: 0.5 mm ) to allow it to settle naturally to form a cavity structure. Furthermore, its effective working temperature ( $-65^{\circ} \mathrm{F}$ to $450{ }^{\circ} \mathrm{F}$ ) also meets the requirements of our working environment (i.e., $99.5^{\circ} \mathrm{F}$, the internal ambient temperature of humans). Thus, the prototype with this material is chosen for the subsequent tests.

Table 1. Millirobot materials and properties.

| Material Name | Material Properties | Stretching Rate |
| :---: | :---: | :---: |
| Dragon Skin | Shore hardness: 10A, Specific gravity <br> $1.07 \mathrm{~g} / \mathrm{mL}$, Tensile strength: 475 psi | 1.55 |
| 10 Medium | Shore hardness: 30A, Specific gravity <br> $1.08 \mathrm{~g} / \mathrm{mL}$, Tensile strength: 500 psi | 1.34 |
| Dragon Skin 30 | Rockwell hardness: 70A | 1.42 |
| Finished Silicone Tube |  |  |



Figure 3. Test results of three types of materials. In the histogram, error bars compare the properties before and after stretching.

### 3.1.2. Experimental Setup

For the experimental study, we adopted a magnetic driving system that consists of a three-axis orthogonal electromagnetic coil device, a tube vessel ( 35 mm diameter) containing the millirobot, a top camera, and a side movable camera, as shown in Figure 4. A triaxial electromagnetic-coil actuation system generates the oscillating magnetic field, with each of the three orthogonally arranged coils driven by a servo amplifier (KXN-6020D DC, from Zhaoxin Inc., Shanghai, China). The amplifier was controlled via a digital I/O board by a developed LabVIEW program (National Instrument Inc., Pinehurst, NC, USA) running on a personal computer.


Figure 4. Experimental setup of a magnetic actuation system consisting of a three-axis orthogonal electromagnetic coil device, a Petri dishes ( 35 mm in diameter) with the robot inside, a top camera, and a side movable camera.

### 3.1.3. MHCMM Characterization

Since understanding the support capability of the MHCMM's inner cavity structure is the basis for the next step in the control of its unidirectional oscillation, it is necessary to
measure the bending angle of the MHCMM under different magnetic field strengths. Here, we fixed one end of the MHCMM, and then applied different currents to the electromagnetic coil on the Z-axis of the MHCMM as shown in Figure 5A. The experimental test diagram and results are shown in Figure 5B.


Figure 5. Head-up test and swing motion results. (A) The head-up angle of the MHCMM itself can be obtained by changing the input signal to the electromagnetic coil amplifier. (B) Experimental results of six sets of head-up angles versus input magnetic field strength. (C) A 3D schematic of oscillating forward motion with an electromagnetic coil underneath, which produces an oscillating magnetic field. (D) The electromagnetic coil, which has an output magnetic field strength of 300 mt , is controlled to produce an oscillating magnetic field of different frequencies, and the lap time is the time taken to make one revolution along a 35 mm diameter Petri dish. (E) The deformation of MHCMM under the action of an external magnetic field of strength 210 mT . The analysis result is consistent with the test result.

### 3.2. Experimental Results

### 3.2.1. Navigation Control Results

After fabricating the MHCMM, we installed permanent magnets at the end of a robot arm (R14000 dual-arm robot, from ABB Ltd., Zürich, Switzerland) with custom-built parts (THREE-M 3D printer, from Wiiboox.net Inc., Nanjing, China). A model structure of human blood vessels was built and manufactured using transparent resin by 3D printing. The main parts of the aorta, renal artery, common skeletal artery, and superior mesenteric artery are involved in the 3D vascular model. In consideration of the plasma density of the human body [27], an aqueous solution of $30 \%$ glycerol was chosen for filling the 3D vascular model in the experimental study.

The robot arm is programmed to guide the MHCMM to move along a predefined motion trajectory in the vascular pipeline for arriving at the target point. Due to the multidimensional motion of the robot arm, we not only can program the motion trajectory in the two-dimensional plane but also can set the motion program in three dimensions. Based on the previously calculated attraction force between the permanent magnet of the robot arm and the miniature magnetic robot, we found that the robot arm can carry the end-effector magnet well, and thus guide the MHCMM to deliver the catheter inside the 3D vascular model, as shown in Figure 6.


Figure 6. The MHCMM is moved to the perimeter of the target position by a permanent magnet fixed at the end of a robot arm.

Considering the limitation of precision, the robot arm cannot guarantee local precise navigation control. Hence, a coarse-fine strategy is adopted to improve the precision by the combination of a robot arm and an electromagnetic coil system. After a long-trip navigation by the robot arm, the electromagnetic coil system serves as a subsequent actuation device for more precise local navigation. We used an oscillating magnetic field to drive the MHCMM for swing motion, as shown in Figure 5C. The MHCMM produces turbulence at frequencies above 7 Hz . Thus, its performance is measured at frequencies from 1 to 6 Hz . The MHCMM has the best frequency response at 5 Hz , and it can go around the Petri dish in a shorter time with satisfactory stability.

To further demonstrate the advantages of the MHCMM in multimodal motion, we manipulate the external permanent magnet by hand to actuate the MHCMM. Both the circle structure and arch structure of MHCMM can tumble to the assigned target point, as shown in Figure 7A,B. Additionally, the tumbling motion of the MHCMM successfully crossed some obstacles, proving the ability to cross obstacles as shown in Figure 7C. Motion mechanics analysis of tumbling motion is shown in Figure 8. In addition, we explored a
worm-like motion of the MHCMM, as shown in Figure 9. Due to this motion being mainly pulled by magnetic fields, it does not become a full-fledged motion, as shown in Figure 9.


Figure 7. The multimodal motion of MHCMM. (A) The "U"-shaped trajectory by circular tumbling; (B) the " M "-shaped trajectory by the tumbling motion; (C) the MHCMM demonstrated the ability of the tumbling motion to cross obstacles by crawling by path in a human stomach model.


Figure 8. Motion mechanics analysis of tumbling motion. Different morphological forces are experienced when the MHCMM undergoes tumbling motion in the side view perspective.



Figure 9. The worm-like motion and path of MHCMM. (a) By changing the distance of the external permanent magnet, the MHCMM with opposite magnet polarity at the end can perform a worm-like motion. (b) The path of worm-like motion of the MHCMM is marked.

### 3.2.2. MHCMM Function Test Results

The soft hollow structure design enables various potential medical applications. To test the functions of the MHCMM in drug delivery, material sampling, stirring, and manipulation, a series of experiments were conducted as follows.

The cavity of the MHCMM makes it accessible to load more cargo, which provides a tool for in vivo biological sampling and drug delivery. To demonstrate this functionality, stretch sampling was performed. In particular, the magnets at both ends of the MHCMM were tugged by the permanent magnets in hand for executing the outward stretching motion. In this way, the volume of the internal cavity of the MHCMM was increased, leading to filling in the cavity with external ambient fluid. After the external ambient fluid is mixed with the preservation fluid in the cavity, the external magnetic field is removed, and the MHCMM retracts. We repeated this operation several times to ensure the presence of external ambient solution in the MHCMM cavity. The final measurement can reach 300-600 uL of liquid volume per sample, which completely encompasses the requirements of biological sampling for the number of cells. The scheme of the biological sampling process is presented in Figure 10. What is more, the MHCMM uses a sample sampling port similar to the principle of a heart valve manufactured by needle hole injection, and the external pressure will effectively reduce its loss of internal cargo. In addition, if the MHCMM is loaded with drugs, we can also achieve targeted drug transport through the liquid exchange in the cavity.


Figure 10. Illustration of material sampling by the millirobot. The MHCMM cavity was filled with water and then put into a colored solution for sampling testing.

For testing the stirring function of MHCMM, we regulated the external permanent magnet by hand to form a rotating permanent magnetic field. The experiment was conducted by using a double-ended anisotropic magnet MHCMM. According to a preliminary experiment, a double-ended magnet with a different polarity MHCMM easily forms an upright shape, which is suitable for stirring, as shown in Figure 11. We performed finite element analysis simulation by COMSOL software. The results demonstrate that with the same motion velocity, the string structure contributes more to the induced flow field, as shown in Figure 12. Whereas a double-ended magnet with the same polarity as MHCMM will exhibit an arch-like shape under the attraction of an external permanent magnet, which affects the stirring function. Driven by an external magnetic field, the MHCMM exhibits the function of stirring in water. According to this function, we can make the drug diffuse faster in the human body.


Figure 11. Stirring mode and physical demonstration. The MHCMM has the function of stirring in water, which is driven by the external magnetic field.


Figure 12. Simulation results of flow induction by the MHCMM. (a) The initial state (at 0 s) of the millirobot with the string structure is denoted by the slender square. (b) At 0.08 s , the slender square moves with a velocity of $3.0 \mathrm{~cm} / \mathrm{s}$. In the simulation, the total areas of the slender square and the flat square are identical. (c) The initial state (at 0 s ) of the millirobot with normal structures, which are denoted by flat squares. (d) At 0.08 s , the squares move with a velocity of $3.0 \mathrm{~cm} / \mathrm{s}$.

Figure 13A shows the experimental setup for measuring the tensile force. In view of the potential of the circle-structure MHCMM for robotic manipulation, we accomplished target capture and measured its output forces, as shown in Figure 14. The experimental setup includes a microforce sensor (model 308445, from Zero Draft Inc.), which is an extended measurement range (extended force sensing range with a thin glass tube). One circle-structure MHCMM can manipulate the objects, as shown in Figure 13B. Its force signal is given in Figure 14a. This provides the experimental basis for the next step of MHCMM micromanipulation (e.g., pulling and snapping) of tumors in the vasculature.

From the experimental results, we found that two MHCMMs can form a bigger circle for executing the capture task of a larger target. Its output force signal is given in Figure 14b. Moreover, it is seen that the output force of the ring formed by the connection of two MHCMMs is greater than that of a single ring, which provides the indication for the next step of study in cluster control.


Figure 13. Illustration of re-configurable function and microforce measurement of a circular MHCMM. (A) Experimental setup of microforce measurement; (B) once the robot reaches the specified position, the hypothetical tumor (heteromorph) nesting is completed.


Figure 14. Microforce measurement result of circular MHCMM. (a) One ring is measured with the microforce measurement instrument for determining the tensile force, which can be released under constant magnetic field traction; (b) microforce measurement results with two MHCMMs, which provides an indication for the next step study of cluster control.

### 3.3. Discussion

We introduced a hollow mechanical structure to endow the ability to carry more cargo or potential functional components. Small permanent magnets can be easily actuated under various external magnetic fields, which brings diverse manipulation schemes for potential applications. Similar designs can be found in the literature [28], whose string-like mechanical structure is composed of a central magnetic beam with two identical buoyant components attached to its free ends. Its key actuation part is the magnetic beam between the two ends. With the help of the harmonic magnetization profile of the beam with a phase shift angle, six-degrees-of-freedom multimodal locomotion was obtained. However, the mechanical structure cannot provide available space for cargo loading. To solve this problem, in the literature [29], a magnetic soft capsule was introduced to overcome the disadvantage in cargo delivery. In addition, its robot footpad design brings more intriguing strategies in 3D locomotion. However, the introduced capsules increase the physical size, and environmental sampling remains a challenge. Compared with these works, our hollow mechanical design is more practical during long-trip navigation, guaranteeing the completeness of desired cargos.

In the literature, previous works have conducted fine attempts at hollow structure design for magnetic microrobots [2,7,8]. As compared with the endoscopic robot in the reference [2], the novelty of our proposed MHCMM lies in the optimized size of the robot and simplified sampling method for bio-liquids. As compared with the magnetic microrobot in [8], the novelty of the proposed MHCMM is the risk reduction of drug leakage. Unlike the sample output and input ports of the previous magnetic microrobot, our MHCMM introduces a simple sampling port, which is similar to the principle of a heart valve. The external pressure will effectively reduce the risk of internal cargo loss. In addition, as compared with the magnetic microrobot in [7], our proposed MHCMM has more practical functions, such as cargo transportation and output force test.

For many current continuum microrobots [ $15,16,21$ ], there is still plenty of accessible improvement in their mechanical design, which should be paid more attention to remove unnecessary parts of the continuum millirobots to obtain more available space. In fact, the experimental results given in this paper indicate that the proper removal of solid structures has not severely reduced the functionalities of continuum millirobots. The increment of space is essential for further promoting the continuum millirobot, and the decrease in volume size reduces the potential dangers of blockages in vessels. The hollow
design allows more space for integrating other necessary components, such as sensors and other components. For live sampling tasks, this design helps to reach deep tissues within the human internal body and carry more medical material for potential treatments. However, this promotion is limited because the long and hollow continuum part lacks sufficient rigidity, leading to poor performance in robotic manipulation tasks. More research will be conducted to reveal the optimal distribution of the hollow parts as well as the small permanent magnets in future work. It is also a big challenge to realize the precise control of sampling and releasing tasks, which is significant for safety and efficiency in medical scenarios. Moreover, free from the guidewire, the untethered millirobot can demonstrate more personalized operations, such as tumbling and deformation functions. Such untethered designs reveal potential research in multiple millirobot system control, which is a promising solution for further promoting the performance of millirobot systems in future work.

## 4. Conclusions

In this paper, we proposed a new soft continuum millirobot design promoting the functionalities and locomotion flexibility for potential intravascular applications. This millirobot is composed of two parts: (1) two small permanent magnets at the two ends, enabling powerful actuation for getting rid of the reliance on guidewire-based equipment; (2) soft materials as the combination part for the two magnets, which can be flexibly designed as a hollow mechanical structure. Force analysis reveals the effectiveness of magnetic actuation. Based on this, a movable magnetic field actuation system supplied by a robot arm is presented by fixing a permanent magnet as the end-effector for wirelessly navigating the millirobot in a long-trip 3D vascular model. Three-dimensional electromagnetic coils enable the achievement of more precise local motion control. In addition, with multimodal movements at a space of $0.5-0.7 \mathrm{~mm}$, liquid sampling and cargo delivery of 300-600 $\mu \mathrm{L}$ volume were accomplished under the control of a magnet moved by hand. The output force of $5-20 \mathrm{mN}$ was achieved by both single and multiple MHCMMs, indicating their outstanding potential for complex operations in a confined environment. In future work, we will try to integrate more powerful components (such as sensors) into the microrobots and provide reconfigurable control methods for multiple robots dedicated to various applications.
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#### Abstract

Taking advantage of the concurrent stretching and bending property of corrugated flexure hinges, a sinusoidal corrugated flexure linkage was proposed and applied for the construction of a corrugated dual-axial mechanism with structural symmetry and decoupled planar motion guidance. Castigliano's second theorem was employed to derive the complete compliance for a basic sinusoidal corrugated flexure unit, and matrix-based compliance modeling was then applied to find the stiffness of the sinusoidal corrugated flexure linkage and the corrugated dual-axial mechanism. Using established analytical models, the influence of structural parameters on the stiffness of both the corrugated flexure linkage and the dual-axial mechanism were investigated, with further verification by finite element analysis, with errors less than $20 \%$ compared to the analytical results for all cases. In addition, the stiffness of the corrugated flexure mechanism was practically tested, and its deviation between practical and analytical was around $7.4 \%$. Further, the feasibility of the mechanism was demonstrated by successfully applying it for a magnetic planar nanopositioning stage, for which both open-loop and closed-loop performances were systematically examined. The stage has a stroke around $130 \mu \mathrm{~m}$ for the two axes and a maximum cross-talk less than $2.5 \%$, and the natural frequency is around 590 Hz .


Keywords: dual-axial nanopositioning; corrugated flexure hinge; system modeling; trajectory tracking

## 1. Introduction

Flexure hinge-based planar XY nanopositioning stages in parallel are widely employed in the fields of micro-machining, micro-manipulation, and scanning-based surface metrology, to mention a few of the applications [1-3]. For state-of-the-art designs, dual-axial compliant mechanisms are symmetrically constructed by combining several flexure hinges having a single degree-of-freedom (DOF) of planar bending [4]. For example, four sets of " T "-shape mechanisms were employed in [4], for a total of 12 leaf-spring flexure hinges, and a combination of the bending motions of all the hinges jointly contributed to the decoupled dual-axial motions for the end-effector. Taking advantage of the right circular flexure hinges, a compound mechanism combining a separated prismatic joint and a parallelogram was developed to construct a decoupled XY nanopositioning stage in [5].

Although a structural configuration combining flexure hinges with the bending DOF dominates the current design of dual-axial nanopositioning stages, this increases structural complexity and the equivalent moving inertia caused by the employment of multiple flexure hinges $[4,5]$. To reduce structural complexity, simplified non-symmetric mechanisms having only two orthogonal parallelogram mechanisms were developed to guide the dual-axial motions, as reported in [6,7]. However, this simplified structure may lead to an unconstrained parasitic motion for the end-effector, which may greatly deteriorate the positioning accuracy of the planar stages. To overcome this defect, an alternative solution might be the adoption of flexure hinges to directly connect the end-effector and the base in a symmetric manner, which may simultaneously simplify the structure and guarantee accurate motion. In this condition, concurrent transition of planar bending and axial stretching
deformations is essentially required for the flexure hinges to enable planar motions. As a candidate, "L"-shape flexure linkages are promising, and four sets of "L"-shape linkages may provide symmetric guidance for the motion along the two directions [8-10]. However, considering the corner structure of the linkage, it is difficult to arrange a parallel configuration for the multiple linkages to improve the resistance capability.

Recently, the concept of corrugated flexure hinges was developed and applied to construct dual-axial XY nanopositioning stages [11-13]. Along with a circular curve segment [14], a cone-shaped [15] segment was also developed to enrich the grouping of the corrugated flexural hinges. Following the conventional "T"-shape structure, corrugated hinges have also been applied to construct dual-axial XY nanopositioning stages [11-13]. As for those designs, the corrugated hinges were adopted to reduce the stress and extend the deformation range of conventional flexure hinges within a limited space [14], and the unique stretchable feature has not been explored for motion delivery. Since the "T"-shape structure was adopted for those designs, the resulting corrugated hinge-based planar stages may inevitably have similar defects as aforementioned.

To gain high-performance dual-axial guidance, we develop a dual-axial corrugated flexure mechanism with a simple structure and low moving mass. The main contributions of this study are: (a) A sinusoidal corrugated flexure hinge with a simple mathematical description is developed and comprehensively characterized by both analytical and finite element simulation methods. (b) The unique stretchable property is explored to realize concurrent stretching and bending of the corrugated flexure hinge for dual-axial motion guidance. (c) A corrugated dual-axial flexure mechanism is developed and demonstrated by applying it to a dual-axial electromagnetic stage.

The remainder of this paper is organized as follows: Section 2 introduces the sinusoidal corrugated hinge and derives its static compliance, Section 3 presents the developed corrugated dual-axial mechanism, and Section 4 demonstrates the parameter selection for constructing the dual-axial nanopositioning stage. The experimental testing of mechanism stiffness and the basic performance of the constructed dual-axial stage is detailed in Section 5, and the main conclusions are drawn in Section 6.

## 2. The Sinusoidal Corrugated Flexure Linkage

Although a sinusoidal corrugated beam was developed in [12] to clamp the movers to eliminate under-constraining, the complex stretching and bending property was not investigated for the corrugated beam. Herein, we introduce a monolithic sinusoidal corrugated flexure linkage, and the three-dimensional (3D) structure is illustrated in Figure 1. Along with the bending property, the linkage is intrinsically stretchable due to the structure corrugation, and multiple cycles may further enhance the flexibility for tuning the stretching stiffness.


Figure 1. Structure of the sinusoidal corrugated flexure linkage with $n=3$ for illustration.
Mathematically, the sinusoidal corrugated flexure linkage can be described by a simple and continuous equation as

$$
\begin{equation*}
z(x)=-A \sin \left(2 \pi p_{x}^{-1} x\right), x \in\left[0, n p_{x}\right] \tag{1}
\end{equation*}
$$

where $A, p_{x}$, and $n$ denote the amplitude, spatial periodicity, and cycle number of the linkage, respectively.

### 2.1. Stiffness Modeling of the Sinusoidal Corrugated Flexure Linkage

The sinusoidal corrugated linkage shown in Figure 1 can be decomposed into several $(n)$ serially connected flexure units $\left(x \in\left[0, p_{x}\right]\right)$. Assuming the load and corresponding deformation at the free end of the unit are, respectively, $\mathbf{F}=\left[f_{x}, f_{y}, f_{z}, m_{x}, m_{y}, m_{z}\right]^{\mathrm{T}}$ and $\mathbf{u}=\left[u_{x}, u_{y}, u_{z}, \theta_{x}, \theta_{y}, \theta_{z}\right]^{\mathrm{T}}$, the bending torques at position $x$ can be expressed as

$$
M_{b}(x):=\left\{\begin{array}{l}
M_{x y}(x)=m_{z}+f_{y}\left(p_{x}-x\right)+f_{x} z(x)  \tag{2}\\
M_{x z}(x)=m_{y}+f_{z} \sqrt{\left(p_{x}-x\right)^{2}+z^{2}(x)} \\
M_{y z}(x)=m_{x}
\end{array}\right.
$$

and the planar normal and shear force are

$$
\left\{\begin{array}{l}
N(x)=f_{y} \sin \varphi+f_{x} \cos \varphi  \tag{3}\\
S(x)=-f_{y} \cos \varphi+f_{x} \sin \varphi
\end{array}\right.
$$

with

$$
\varphi=\left\{\begin{array}{l}
\arctan |\dot{z}|, x \in\left[\frac{1}{4} p_{x}, \frac{3}{4} p_{x}\right]  \tag{4}\\
\pi-\arctan |\dot{z}|, \text { otherwise }
\end{array}\right.
$$

Therefore, following Castigliano's second theorem, the elastic strain energy can be expressed as [16]

$$
\begin{align*}
& U=\int_{0}^{\mathcal{L}}\left(\frac{M_{b}^{2}(x)}{2 E I}+\frac{N^{2}(x)}{2 E A_{c}}+\frac{\alpha_{s} S^{2}(x)}{2 G A_{c}}\right) \mathrm{d} s \\
& =\int_{0}^{p_{x}}\left(\frac{M_{b}^{2}(x)}{2 E I}+\frac{N^{2}(x)}{2 E A_{c}}+\frac{\alpha_{s} S^{2}(x)}{2 G A_{c}}\right) \sqrt{1+\dot{z}^{2}(x)} \mathrm{d} x \tag{5}
\end{align*}
$$

where $I$ is the second moment of the rectangular section of the corrugated beam, and $A_{c}=w t$ is the cross-sectional area. In addition, $E$ represents the Young's modulus of the material, $G=\frac{E}{2(1+\mu)}$ is the shear modulus, with $\mu$ denoting the Passion's ratio, and $\alpha_{s}=\frac{12+11 \mu}{10(1+\mu)}$ is the shear coefficient.

Accordingly, the spatial six-DOF compliance for the sinusoidal corrugated flexure unit can be obtained as $[16,17]$

$$
\left\{\begin{array}{l}
C_{x, f_{x}}=\frac{\partial^{2} U}{\partial f_{x}^{2}}, C_{y, f_{y}}=\frac{\partial^{2} U}{\partial f_{y}^{2}}, C_{z, f_{z}}=\frac{\partial^{2} U}{\partial f_{z}^{2}},  \tag{6}\\
C_{\theta_{x}, m_{x}}=\frac{\partial^{2} U}{\partial m_{x}^{2}}, C_{\theta_{y}, m_{y}}=\frac{\partial^{2} U}{\partial m_{y}^{2}}, C_{\theta_{z}, m_{z}}=\frac{\partial^{2} U}{\partial m_{z}^{2}}, \\
C_{\theta_{z}, f_{y}}=C_{y, m_{z}}=\frac{\partial^{2} U}{\partial m_{z} \partial f_{y}}, \\
C_{\theta_{y}, f_{z}}=C_{z, m_{y}}=\frac{\partial^{2} U}{\partial m_{y} \partial f_{z}} .
\end{array}\right.
$$

By substituting Equations (1)-(5) into Equation (6), the compliance items can be derived, which are presented in detail in Appendix A. Accordingly, the relationship between the deformations and loads for the flexure unit yields

$$
\begin{equation*}
\mathbf{u}=\mathbf{C}_{s} \mathbf{F} \tag{7}
\end{equation*}
$$

where the compliance matrix $\mathbf{C}_{s}$ is defined as

$$
\mathbf{C}_{s}=\left[\begin{array}{cccccc}
C_{x, f_{x}} & 0 & 0 & 0 & 0 & 0  \tag{8}\\
0 & C_{y, f_{y}} & 0 & 0 & 0 & C_{y, m_{z}} \\
0 & 0 & C_{z, f_{z}} & 0 & C_{z, m_{y}} & 0 \\
0 & 0 & 0 & C_{\theta_{x}, m_{x}} & 0 & 0 \\
0 & 0 & C_{\theta_{y}, f_{z}} & 0 & C_{\theta_{y}, m_{y}} & 0 \\
0 & C_{\theta_{z}, f_{y}} & 0 & 0 & 0 & C_{\theta_{z}, m_{z}}
\end{array}\right]
$$

Considering the serially connected flexure units ( $n$ ) as shown in Figure 1, the complete compliance of the sinusoidal corrugated linkage can be derived following matrix-based compliance modeling (MCM) [18,19] as

$$
\begin{equation*}
\mathbf{C}_{u}=\sum_{i=1}^{n} \mathbf{T}_{i} \mathbf{C}_{s} \mathbf{T}_{i}^{\mathrm{T}} \tag{9}
\end{equation*}
$$

where $\mathbf{T}_{i}$ is the compliance transformation matrix (CTM) to transfer the local coordinate system of the $i$-th flexure unit to the coordinate system of the linkage [18,19]. Accordingly, the stiffness matrix of the corrugated linkage can be derived as $\mathbf{K}_{s}=\mathbf{C}_{s}^{-1}$.

### 2.2. FEA-Based Stiffness Verification

FEA is conducted via commercial software ANSYS/Workbench to characterize the performance and to verify the stiffness model of the corrugated flexure linkage. Aluminum alloy (AL7075-T651) is selected as the material for the mechanism, with Young's modulus of $E=72$ GPa and Poisson's ratio of $\mu=0.33$. In addition, the adaptive meshing method provided by ANSYS/Workbench modulus is employed for element meshing. To guarantee simulation accuracy, the simulation was conducted using different scales of the element size, with the final scale chosen when further refinement did not lead to variation of the simulated results.

By setting the overall height $w=8 \mathrm{~mm}$, there are four main parameters $\left(A, t, p_{x}\right.$, and $n$ ) that can flexibly determine the deformation behavior of the flexure linkage. By fixing three of them, the stretchable ( $x$-axis) and bending ( $y$-axis) stiffness related to the one other parameter are obtained through both the analytical and FEA model, which are then comparatively illustrated in Figures 2 and 3, respectively. In general, the stretching stiffness is much higher than the bending stiffness, which may be attributed to the much larger equivalent bending length.


Figure 2. The $x$-axis stiffness $k_{x}$ of the sinusoidal corrugated flexure hinge related to (a) amplitude $A$, (b) thickness $t$, (c) length $p_{x}$, and (d) cycle number $n$.


Figure 3. The $y$-axis stiffness $k_{y}$ of the sinusoidal corrugated flexure hinge related to (a) amplitude $A$, (b) thickness $t$, (c) length $p_{x}$, and (d) cycle number $n$.

Although the stiffness values for the two directions are different for the linkage, their variation in relation to structural parameter changes are similar. As shown in Figures 2 and 3 , an increase in amplitude $A$, unit length $p_{x}$, and cycle number $n$ may decrease both the stretching and bending stiffness. By contrast, an exponential increase in stiffness may occur in terms of a linear increase in the thickness $t$. Overall, good agreement is observed between the analytical and FEA result, and all deviations between the analytical and FEA results for all cases are within $20 \%$, verifying the effectiveness of the developed stiffness model for sinusoidal corrugated flexure hinges.

## 3. The Sinusoidal Corrugated Dual-Axial Mechanism

Taking advantage of the linkage, a sinusoidal corrugated dual-axial mechanism is constructed, as shown in Figure 4a. It mainly consists of four pairs of parallelograms arranged symmetrically, and each parallelogram has two parallel sinusoidal corrugated flexure linkages. For force balancing during axial elongation/compression, the two parallel linkages for each parallelogram are specially designed to have mirror-symmetry.

As illustrated in Figure 4b, when an actuation force ( $F_{x}$ for example) is applied, the double parallelograms along the actuation direction ( $x$-axis) will stretch, and the other two double parallelograms ( $y$-axis) will mainly bend to generate the $x$-axial motion with suppressed parasitic motions. Accordingly, dual-axial actuation forces on the endeffector may simultaneously generate axial stretching and planar bending for planar dualaxial motions.


Figure 4. Structure of the sinusoidal corrugated dual-axial mechanism: (a) 3-D structure and (b) deformation principle.

### 3.1. Modeling of the Dual-Axial Mechanism

### 3.1.1. Stiffness Modeling

With respect to the $k$-th corrugated linkage, its compliance in the global coordinate system $0-x y z$ as shown in Figure 4 can be derived through MCM as

$$
\begin{equation*}
\mathbf{C}_{L}^{(k)}=\mathbf{T}_{k} \mathbf{C}_{u} \mathbf{T}_{k}^{\mathrm{T}} \tag{10}
\end{equation*}
$$

where $\mathbf{T}_{k}$ is the CTM transferring the coordinate system of the $k$-th linkage to the global coordinate system of the mechanism.

Since the dual-axial mechanism is constructed by eight linkages in parallel, the stiffness for the mechanism can be derived as

$$
\begin{equation*}
\mathbf{K}=\sum_{k=1}^{8}\left(\mathbf{C}_{L}^{(k)}\right)^{-1} \tag{11}
\end{equation*}
$$

Accordingly, $x$ - and $y$-directional stiffness for the mechanism at point $o$ is

$$
\begin{equation*}
k_{x}=k_{y}=\mathbf{K}(1,1)=\mathbf{K}(2,2) \tag{12}
\end{equation*}
$$

### 3.1.2. Dynamics Modeling

Assume the generalized coordinate for the end-effector is $\mathbf{u}=\left[u_{x}, u_{y}\right]$. Following Lagrange's equation, by ignoring the damping effect, the dynamics equation for the mechanism can be expressed as

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{u}}+\mathbf{K} \mathbf{u}=\mathbf{F} \tag{13}
\end{equation*}
$$

where $\mathbf{M}$ represents the equivalent mass matrix, and $\mathbb{F}$ is the generalized force. In addition, the stiffness matrix for the mechanism is $\mathbf{K}=\operatorname{diag}\left(k_{x}, k_{y}\right)$.

Considering the structural symmetry, the kinetic energy for the mechanism is

$$
\begin{equation*}
T=\frac{1}{2}\left(m \dot{u}_{x}^{2}+m \dot{u}_{y}^{2}+4 J \frac{\dot{u}_{x}^{2}}{l^{2}}+4 J \frac{\dot{u}_{y}^{2}}{l^{2}}\right) \tag{14}
\end{equation*}
$$

where $m$ is the equivalent moving mass, and $J$ and $l=n p_{x}$ are the rotational inertia and length of the corrugated hinge, respectively.

Accordingly, the mass matrix $\mathbf{M}$ yields

$$
\begin{equation*}
\mathbf{M}=\frac{\partial T}{\partial \dot{\mathbf{u}}} \dot{\mathbf{u}}^{-1} \tag{15}
\end{equation*}
$$

and the resonant frequencies can be obtained through solving

$$
\begin{equation*}
\left|\left(2 \pi f_{i}\right)^{2} \mathbf{M}-\mathbf{K}\right|=0, i=x, y \tag{16}
\end{equation*}
$$

### 3.2. FEA Verification of the Mechanism

Similarly, FEA-based simulation is further conducted using the same material and software for stiffness verification of the corrugated dual-axial flexure mechanism. As performed in Section 2.2, by fixing three of the four parameters, the directional stiffness $k_{x}$ or $k_{y}$ related to the selected parameter is presented in Figure 5. An increase in the amplitude $A$, unit length $p_{x}$, and cycle number $n$ may lead to a decrease in the stiffness, whereas increasing the thickness $t$ results in an increase in the stiffness. In addition, the maximum deviation between the analytical and FEA results is also smaller than $20 \%$ for all cases.


Figure 5. The stage's stiffness related to (a) amplitude $A$, (b) thickness $t$, (c) length $p_{x}$, and (d) cycle number $n$.

## 4. Structure Parameter Determination for a Planar Nanopositioning Stage

Since the mechanical structure is simple, the structure of the corrugated hinge may have a very limited influence on the equivalent moving mass. The working performance, including both the stroke and natural frequency, may highly depend on the stiffness of the mechanism. Therefore, only the axial stiffness is adopted as the design target for the construction of the planar nanopositioning stage, and it is set as $k_{x}=k_{y}=0.4 \mathrm{~N} / \mu \mathrm{m}$, taking into full consideration the actuation force.

Through trial-and-error, the dimensional parameters for the flexure linkages are determined as $A=2.3 \mathrm{~mm}, t=0.44 \mathrm{~mm}, w=9.4 \mathrm{~mm}, p_{x}=3.33 \mathrm{~mm}$, and $n=3$, which lead to an analytical stiffness of $0.408 \mathrm{~N} / \mu \mathrm{m}$. By adopting the same FEA model as in Section 3.2, the directional deformation when subjected to an $x$-axial force of 100 N on the platform is illustrated in Figure 6a. Through dividing the driving force ( 100 N ) by the deformation $(199.76 \mu \mathrm{~m})$, the stiffness is derived to be about $0.496 \mathrm{~N} / \mu \mathrm{m}$. Taking the FEA result as the benchmark, the analytical stiffness has an acceptable deviation around $20 \%$. In addition, in-plane rotation is subjected to a torque ( $1 \mathrm{~N} \cdot \mathrm{~m}$ ) around the $z$-axis of the platform, which is illustrated in Figure 6b. The rotation angle of the platform is estimated to be about 0.0227 rad , which suggests an in-plane rotational stiffness of about $4.405 \times 10^{7} \mathrm{~N} \cdot \mu \mathrm{~m} / \mathrm{rad}$. The analytical result is then found to have a deviation of about 19.4\%.

As this paper mainly studies the flexible mechanism, only the moving part of the stage, including the flexible mechanism and the part directly connected to it, is considered in the dynamic simulation. By assembling all the necessary accessories for the planar stage demonstrated in Section 5.2, FEA simulation is employed to characterize the first four resonant modes of the dual-axial flexure mechanism, which are illustrated in Figure 7. As expected, the first two resonances have a nearly identical resonant frequency around 679 Hz , and the mode shapes are consistent with the desired dual-axial motions. Considering the structural symmetry, the analytical resonant frequencies for the first two resonant frequencies are calculated to be identical as 599.341 Hz , which deviates about $11.7 \%$ compared with the FEA result. In addition, out-of-plane translation and rotation are observed for the third and fourth mode, and the corresponding resonant frequencies are about 976.54 Hz and 1007.5 Hz , as shown in Figure 7c,d.


Figure 6. Simulated deformation of the platform: (a) axial deformation when subjected to an axial force of 100 N , and (b) rotation when subjected to a torque around the $z$-axis of $1 \mathrm{~N} \cdot \mathrm{~m}$.


Figure 7. Simulated mode shapes: (a) first, (b) second, (c) third, and (d) fourth modes.
Note 1 The compliance and stiffness matrices of the designed stage are presented in Appendix A.3. From the calculated stiffness matrix $\mathbf{K}$, the $z$-axial stiffness $(10.8 \mathrm{~N} / \mu \mathrm{m})$ is about two orders of magnitude larger than the $x$ - and $y$-axial stiffness $(0.408 \mathrm{~N} / \mu \mathrm{m})$, suggesting that the out-of-plane DOF is well-constrained.

Note 2 Compared with the in-plane rotation, the much larger tilting stiffness around the $x$ - and $y$-axes suggests that the two tilting DOFs are also constrained. Although the induced rotation is relatively small ( 1 N disturbance on the sidewall of the platform may only lead to a slight rotation of 0.17 mrad$)$, undesired overly large in-plane torques must be carefully avoided to eliminate in-plane rotation errors for practical applications.

## 5. Experimental Results and Discussion

### 5.1. Stiffness-Testing the Mechanism

Using the selected structural parameters, the produced prototype of the sinusoidal corrugated dual-axial mechanism is shown in Figure 8a. The experimental setup in Figure 8b is developed for testing the stiffness of the mechanism. A force gauge with a digital display is employed to apply a directional force on the end-effector, and a dial indicator is used to record the resulting displacement.


Figure 8. Photograph of (a) the mechanism prototype and (b) the experimental setup for stiffness measurement.

The obtained displacement related to the applied force for each direction is presented in Figure 9. From the best-fitted linear lines, the stiffness along the two directions is almost identical as $k_{x} \approx k_{y}=0.38 \mathrm{~N} / \mu \mathrm{m}$. Taking the practically tested stiffness as the benchmark, the analytical modeling error is about 7.4\%.


Figure 9. Relationship between applied force and resulting displacement for (a) the $x$-axis and (b) the $y$-axis.

### 5.2. Performance Testing for the Planar Stage

Practically, the feasibility of the sinusoidal corrugated dual-axial mechanism is demonstrated by applying it to a planar nanopositioning stage. With the stage, dual-axial normalstressed electromagnetic forces are applied on the side surfaces of the armature, which is directly attached to the end-effector of the mechanism. Therefore, the actuation force is imposed on the end-effector and guides the corrugated mechanism during work. A detailed description of the newly developed electromagnetic actuator is presented in [20].

The photograph of the assembled planar nanopositioning stage is illustrated in Figure 10a, and the main components, including the electromagnetic and mechanical parts, are shown in Figure 10b. Two linear servo amplifiers (SMA5005-1, Glenteck Corporation, El Segundo, CA, USA) were adopted to amplify the command for driving the stage, and two ultra-precise capacitive sensors (Micro-sense-5810, Micro-sense Corporation, Lowell, MA, USA) were used to measure the end-effector motion. All the signals were collected and sent out through a data acquisition board (PCI-6259, NI Corporation, Austin, TX, USA) with a sampling frequency of 20 kHz .


Figure 10. Photograph of the magnetic stage: (a) the assembled stage and (b) the key components.

### 5.2.1. Open-Loop Performance

A maximum allowable current of 3 A was independently applied to the excitation coil winding for each direction, and the resulting primary motion and its cross-talk are shown in Figure 11. Overall, nearly identical strokes are observed: $133.5 \mu \mathrm{~m}$ and $132.6 \mu \mathrm{~m}$ for the $x$ - and $y$-axis, respectively. The practical cross-talks are around $3.3 \mu \mathrm{~m}(2.47 \%)$ and $1.26 \mu \mathrm{~m}$ $(0.95 \%)$, which might be caused by manufacturing errors in both the compliant mechanism and the electromagnetic actuator.


Figure 11. Motion and resulting cross-talk with maximum actuation along (a) the $x$-axis and (b) the $y$-axis.

In addition, taking advantage of the independent sweep excitation for each axis, the resulting frequency response functions for both axes are obtained and illustrated in Figure 12. As shown in Figure 12, the primary resonant frequencies for the two axes are identified as about $f_{1}=586 \mathrm{~Hz}$ and $f_{2}=596 \mathrm{~Hz}$, and the smaller resonant peaks at $f_{3}=816 \mathrm{~Hz}$ and $f_{4}=882 \mathrm{~Hz}$ may correspond to the high-order resonances. Overall, the resonances exhibit good agreement with the simulation results obtained by FEA.


Figure 12. The amplitude response function of (a) the $x$-axis and (b) the $y$-axis.

### 5.2.2. Closed-Loop Performance

To perform trajectory tracking, a closed-loop system is constructed for the dual-axial nanopositioning stage. With the control system, each axis is treated as a single-input-singleoutput system (SISO), and the practical cross-talks and system hysteresis are lumped as the general disturbance to be compensated for by the feedback control [21].

The developed control system for each axis is schematically illustrated in Figure 13. The control system employs a typical proportional-integral-differential (PID) controller combining a system dynamics inversion-based feedforward compensator as the main controller for trajectory tracking [22,23]. Considering the lumped disturbance, a system model-based disturbance observer ( DOB ) is employed for disturbance compensation, as detailed in Figure 13. To simplify the controller design, the system nominal models for both axes are approximated by the system gains relating to the static input voltage and output motion, namely $P_{m}(s) \approx g_{m}$, and the PID parameters are tuned manually through trail-and-error.


Figure 13. Schematic of the control loop, where $k_{p}, k_{i}$, and $k_{d}$ are, respectively, the proportional, integral, and differential gains of the PID controller, and $Q_{1}(s)$ and $Q_{2}(s)$ are the low-pass filters.

The closed-loop performance of the stage is demonstrated by tracking a spiral trajectory. By setting $f=30 \mathrm{~Hz}$ as the motion frequency, the spiral trajectory can be mathematically expressed as

$$
\left\{\begin{array}{l}
x=125 t \sin (2 \pi f t) \mu m  \tag{17}\\
y=125 t \cos (2 \pi f t) \mu m
\end{array}\right.
$$

The tracking result shown in Figure 14a suggests good accordance between the desired and practical motion. In addition, from the tracking error shown in Figure 14b,c, the maximum tracking error for both axes is observed to be less than $\pm 0.5 \mu \mathrm{~m}$, which is about $\pm 1 \%$ of the full motion span.


Figure 14. Trajectory tracking performance: (a) spiral trajectory tracking, and the error along (b) the $x$-axis and (c) the $y$-axis.

### 5.3. Results Comparison and Discussion

For comparison, the theoretical and practical performances including the stiffness and resonant frequency are summarized in Table 1. Considering the structure symmetry, only
the stiffness $k_{x}$ and the first resonant frequency $f_{x}$ are presented, and the error between the analytical and practical results is also included.

Table 1. Performance comparison of the mechanism.

|  | $k_{x}(\mathbf{N} / \mu \mathrm{m})$ | $f_{x}(\mathbf{H z})$ |
| :---: | :---: | :---: |
| Analytical | 0.408 | 599 |
| FEA | 0.496 | 679 |
| Experiment | 0.38 | 586 |
| Error | $7.4 \%$ | $2.2 \%$ |

As shown in Table 1, both the stiffness and natural frequency obtained by FEA are slightly larger than the analytical and experimental results, and better agreement is obtained between the theoretical and practical results. As for stiffness testing, the inevitable deformation of the clamped structure of the mechanism leads to overestimated motion when subjected to an external force. In addition, since the force is not consistent with the central axis of the end-effector, an extra torque is also imposed on the end-effector. The two factors may jointly lead to smaller practical stiffness.

In addition, the theoretical result only considers the mechanical structure, and the influence of the electromagnetic system on the final natural frequency of the stage is ignored. With the magnetic actuator, the actuation force is linearly related to the position of the armature, which may lead to a "negative" stiffness phenomenon for the nanopositioning stage $[20,24]$. Therefore, considering the "negative" stiffness effect, the natural frequency of the flexure mechanism might be slightly larger than the practically tested one presented in Table 1.

To illustrate the performance of the designed platform, comparisons with some typical dual-axial stages are presented in Table 2. As shown in Table 2, a much smaller size, a larger workspace, and a relatively high bandwidth are achieved in this work. Different from traditional designs, the proposed sinusoidal flexible hinge has two-degree-of-freedom planar bending, so it can realize a large range of two-axis motion in a limited volume. In addition, the designed mechanism does not have to consider complex input decoupling and driver protection issues due to the contactless electromagnetic actuation at the input ends, so high frequencies and large strokes can be achieved in a compact dimension. The coupling ratio of the designed mechanism is higher than that of the compared platforms. This may be due to the complex structure of the sinusoidal flexure hinge, which results in higher manufacturing errors than with the traditional design, and the assembly induced two-axis crosstalk at the input end.

Table 2. Performance comparison with state-of-the-art dual-axial stages.

| Reference | Dimension (mm $\left.{ }^{\mathbf{2}}\right)$ | Workspace $\left(\mu \mathbf{m}^{\mathbf{2}}\right)$ | Bandwidth $(\mathrm{Hz})$ | Coupling Ratio (\%) |
| :---: | :---: | :---: | :---: | :---: |
| $[4]$ | $165 \times 145$ | $31.5 \times 31.5$ | 570 | $0.7 / 0.9$ |
| $[5]$ | $142 \times 142$ | $40.2 \times 42.9$ | 483 | $0.58 / 0.56$ |
| $[11]$ | - | $1800 \times 1820$ | 72 | - |
| $[25]$ | $160 \times 160$ | $55.4 \times 53.2$ | 253 | $0.42 / 0.45$ |
| $[26]$ | $190 \times 190$ | $19.5 \times 19$ | 2 k | $0.62 / 0.99$ |
| This work | $54.4 \times 54.4$ | $133.5 \times 132.6$ | 586 | $2.47 / 0.95$ |

## 6. Conclusions

A sinusoidal corrugated flexure linkage is proposed to concurrently stretch and bend, which is crucial to directly deliver dual-axial motions. Taking into full consideration this unique property, a corrugated flexure mechanism using four pairs of corrugated linkagebased parallelograms is developed for the planar nanopositioning stages to support and guide the dual-axial motions. The stiffness is analytically modeled for both the sinusoidal corrugated flexure linkage and dual-axial mechanism, and their deformation behavior
related to the structural parameters are further investigated with finite element simulationbased verification. The deviation between the analytical and finite element result is less than $20 \%$ for all cases.

As for the dual-axial mechanism, the stiffness of the produced prototype is practically tested, and the deviation between the practical and analytical stiffness is around $7.4 \%$. By applying the mechanism for the construction of a planar magnetic nanopositioning stage, a nearly identical stroke and resonant frequency are observed for the two axes, which are, respectively, around $130 \mu \mathrm{~m}$ and 590 Hz , and the maximum cross-talk is observed to be less than $2.5 \%$. Finally, by adopting a PID-based main controller with the disturbance observer, the closed-loop performance of the dual-axis stage is also demonstrated.
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## Appendix A

Appendix A.1. The Compliance Equations for the Sinusoidal Corrugated Flexure Unit

$$
\text { Let } \omega_{x}=\frac{2 \pi}{p_{x}}, D_{x}=\sqrt{p_{x}^{2}+4 A^{2} \pi^{2}}, E_{1}=\operatorname{EllipticF}\left(\omega_{x} x, \frac{4 A^{2} \pi^{2}}{p_{x}^{2}+4 A^{2} \pi^{2}}\right), \text { and } E_{2}=
$$ EllipticE $\left(\omega_{x} x, \frac{4 A^{2} \pi^{2}}{p_{x}^{2}+4 A^{2} \pi^{2}}\right)$, for which EllipticF and EllipticE stand for the incomplete elliptic integral of the first and second kind, respectively. Accordingly, the detailed equation for the compliance term can be expressed as follows:

$$
\begin{gather*}
C_{x, f_{x}}=\frac{\left(16 A^{4} \pi^{4}-p_{x}^{4}\right) E_{2}+p_{x}^{2} D_{x}^{2} E_{1}}{2 w \pi^{3} t^{3} E D_{x}}-\frac{A^{2} \sqrt{p_{x}^{2}+2 A^{2} \pi^{2}+2 A^{2} \pi^{2} \cos \left(2 \omega_{x} x\right)} \sin \left(2 \omega_{x} x\right)}{\pi w t^{3} E} \\
+\frac{(12+11 \mu) D_{x}^{2} E_{2}-(7+11 \mu) p_{x}^{2} E_{1}}{10 \pi w t E D_{x}}  \tag{A1}\\
C_{y, f_{y}}=\frac{12 \int_{0}^{p_{x}}\left(p_{x}-x\right)^{2} \sqrt{1+A^{2}\left(\omega_{x}\right)^{2} \cos ^{2}\left(\omega_{x} x\right)} d x}{w t^{3} E}+\frac{5 D_{x}^{2} E_{2}-p_{x}^{2}(17+11 \mu) E_{1}}{10 \pi w t E D_{x}}  \tag{A2}\\
C_{\theta_{z}, f_{y}}=C_{y, m_{z}}=\frac{12 \int_{0}^{p_{x}}\left(p_{x}-x\right) \sqrt{1+A^{2} \omega_{x}^{2} \cos ^{2}\left(\omega_{x} x\right)} d x}{w t^{3} E}  \tag{A3}\\
C_{z, f_{z}}=\frac{12 \int_{0}^{p_{x}} \sqrt{1+A^{2} \omega_{x}^{2} \cos ^{2}\left(\omega_{x} x\right)}\left[\left(p_{x}-x\right)^{2}+A^{2} \sin ^{2}\left(\omega_{x} x\right)\right] d x}{\pi w t_{2}^{3} E} \tag{A4}
\end{gather*}
$$

$$
\begin{gather*}
C_{\theta_{y}, m_{y}}=\frac{6 D_{x} E_{2}}{\pi t w^{3} E}  \tag{A6}\\
C_{\theta_{y}, f_{z}}=C_{z, m_{y}}=\frac{12 \int_{0}^{p_{x}} \sqrt{\left[1+A^{2} \omega_{x}^{2} \cos ^{2}\left(\omega_{x} x\right)\right]\left[\left(p_{x}-x\right)^{2}+A^{2} \sin ^{2}\left(\omega_{x} x\right)\right]} d x}{t w^{3} E}  \tag{A7}\\
C_{\theta_{x}, m_{x}}=\frac{12(1+\mu) D_{x} E_{2}}{\pi\left(t w^{3}+w t^{3}\right) E} \tag{A8}
\end{gather*}
$$

## Appendix A.2. The Compliance Transformation Matrix

The compliance transformation matrix (CTM) is defined by $[18,19]$

$$
\mathbf{T}=\left[\begin{array}{cc}
\mathbf{R}(\theta) & \mathbf{S}(\mathbf{r}) \mathbf{R}(\theta)  \tag{A9}\\
\mathbf{O} & \mathbf{R}(\theta)
\end{array}\right]
$$

where $\mathbf{R}(\theta)$ is the required rotation operation for the local coordinate system to rotate to the global coordinate system in terms of a rotation angle of $\theta$. For this study, the rotation is around the $z$-axis, which has the form of

$$
\mathbf{R}(\theta)=\left[\begin{array}{ccc}
\cos \phi & \sin \phi & 0  \tag{A10}\\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

In Equation (A9), $\mathbf{S}(\mathbf{r})$ represents the position transformation, which is defined as

$$
\mathbf{S}=\left[\begin{array}{ccc}
0 & -z_{r} & y_{r}  \tag{A11}\\
z_{r} & 0 & -x_{r} \\
-y_{r} & x_{r} & 0
\end{array}\right]
$$

where $\mathbf{r}=\left[x_{r}, y_{r}, z_{r}\right]$ is the relative position of the local coordinate system in the global coordinate system.

## Appendix A.3. The Characteristic Matrix of the Designed Stage

The compliance matrix for the sinusoidal corrugated flexure hinge designed for the mechanism is
$\mathrm{C}_{s}=\left[\begin{array}{cccccc}4.02 & 0 & 0 & 0 & 0 & 0 \\ 0 & 7.88 & 0 & 0 & 0 & 0.0035 \\ 0 & 0 & 0.236 & 0 & 1.01 \times 10^{-5} & 0 \\ 0 & 0 & 0 & 1.21 \times 10^{-8} & 0 & 0 \\ 0 & 0 & 1.01 \times 10^{-5} & 0 & 4.57 \times 10^{-9} & 0 \\ 0 & 0.0035 & 0 & 0 & 0 & 2.09 \times 10^{-6}\end{array}\right]$
The stiffness matrix for the sinusoidal corrugated dual-axial mechanism is

$$
\mathbf{K}=\left[\begin{array}{cccccc}
0.408 & 0 & 0 & 0 & 0 & 0  \tag{A13}\\
0 & 0.408 & 0 & 0 & 0 & 0 \\
0 & 0 & 10.8 & 0 & 0 & 0 \\
0 & 0 & 0 & 1.07 \times 10^{9} & 0 & 0 \\
0 & 0 & 0 & 0 & 1.07 \times 10^{9} & 0 \\
0 & 0 & 0 & 0 & 0 & 3.55 \times 10^{7}
\end{array}\right]
$$
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#### Abstract

The contact force between the polishing tool and the workpiece is crucial in determining the surface quality in robotic polishing. Different from rigid end-effectors, this paper presents a novel compliant end-effector (CEE) for robotic polishing using flexible beams. The flexibility of the CEE helps to suppress the excessive displacement caused by the inertia of the polishing robot and avoids damaging the polishing tool and workpiece surface. In addition, the contact force can also be precisely estimated via the measurement of the CEE's displacement using a capacitive position sensor. The design, modeling and experimental validation of the CEE are presented. Firstly, the analytical model of the CEE is established using the stiffness matrix method. Subsequently, the analytical model is verified by finite element analysis. Further, a prototype is manufactured, and its characteristics and performance are experimentally tested. The equivalent stiffness is measured to be $0.335 \mathrm{~N} / \mu \mathrm{m}$, and the first natural frequency along its working direction is 42.1 Hz . Finally, the contact force measurement using the CEE is compared with a force sensor. Under open-loop condition, the resolution of the contact force measurement is found to be 0.025 N , which makes the fine tuning of the contact force possible in robotic polishing.


Keywords: robotic polishing; compliant end-effector; finite element analysis; equivalent stiffness

## 1. Introduction

Polishing is an extremely important processing technology in improving the surface quality of the workpiece [1]. The control of the contact force between the polishing tool and the workpiece is crucial in polishing. Currently, manual polishing is still very common, especially in the fine polishing of complex surfaces [2]. However, the quality of manual polishing is highly dependent on the skills and experience of the practitioner, resulting in low production efficiency and poor consistency [3]. On the contrary, in various precision industries, robots have been more and more frequently used for deburring and polishing the workpiece surface [4]. Compared with manual polishing, in robotic polishing, the contact force can be precisely regulated using force sensing techniques. Therefore, how to precisely sense and maintain the contact force has become an important issue in the robotic polishing process [5,6].

In order to realize contact force control, there are two kinds of control methods: passive compliance and active compliance. The most straightforward way to control the contact force between the polishing tool and the workpiece surface is to use a linear spring or a compliance mechanism [7], i.e., the passive compliance control. The active compliance control is to realize the closed-loop control of the contact force through the force sensor. In active compliance system, the most widely used drivers are pneumatic cylinder [8] and voice coil motor [9]. In order to avoid excessive contact between the polishing tool and the workpiece surface, the polishing end effector should exhibit certain compliance characteristics. Currently, the end-effectors can be briefly divided into mechanical [10],
pneumatic [11], electrical [12] and electromagnetic [13]. With the force feedback, the active compliance control can obtain a nearly constant contact force via adjusting the displacement between the polishing tool and the workpiece surface [14,15].

Li et al. proposed a novel macro-mini robot with active force control for robotic polishing [9]. In this design, a macro robot provides the posture control during polishing operations, and a high-bandwidth end-effector, the mini robot, realizes constant contact force control. Tian et al. set up an active and passive compliance control polishing model by explicit force control based on position, using a tilting polishing tool with an elastic sponge disk to achieve a relatively constant force control effect [16]. Fan et al. presented a novel smart end-effector for active contact force control by using a gravity compensated force controller and two novel eddy current dampers for vibration suppression in the robotic polishing of thin-walled blisks [17].

Although the above researchers realized the constant force control in polishing, they did not consider the impact of the excessive displacement caused by the inertia of the robot on the workpiece and the polishing tool. Du et al. designed a compliant end-effector, where the deformation of the rubber support was used to improve the compliance of the polishing system. At the same time, an adaptive anti-saturation integral separated fuzzy proportional-integral (PI) controller was designed to control the contact force by using a force sensor [18]. Wu et al. proposed a novel force-controlled spherical polishing tool combined with self-rotation and co-rotation motion, providing compliance and polishing force in the polishing process [19]. Mohammad et al. presented a novel design of a forcecontrolled end-effector for automated polishing. In this design, the polishing tool can be extended and retracted by a linear hollow voice coil actuator to provide compliance [1].

The compliant mechanism has the advantage of no gap and friction, no lubrication and assembly, and integrated design and processing [20-22]. It has been utilized in a wide range of applications, such as micro-electromechanical systems, scanning probe microscopes, ultra-precision machining, and biological cell operations [23-25]. Wei et al. proposed a novel end-effector based on constant force mechanism (CFM), a specially designed compliant mechanism featuring almost zero stiffness within the effective range. This is the first time that CFM is used in robotic polishing. The constant-force motion range acts as a damper to counteract the excessive displacement caused by the inertia, and thus the end-effector regulates the contact force passively [26]. Ding et al. proposed a novel CFM based on the combination of positive and negative stiffness mechanism by using folding beam and bi-stable beam mechanisms. Without using any additional sensors and control algorithms, the proposed CFM can produce a travel range in constant force manner [27]. However, in the above CFMs, the value of the constant force is predefined cannot be adjusted. Therefore, when the contact force needs to be adjusted to another value, the current CFM has to be replaced to another CFM with a new set of dimensions.

In this paper, a flexible beam based compliant end-effector (CEE) for robotic polishing is proposed, which is beneficial to solve the problem that the polishing tool and workpiece surface are damaged due to excessive displacement caused by the inertia when the polishing robot approaches the workpiece surface quickly. When the polishing tool contacts the workpiece surface, the elastic deformation of the CEE can act as a damper. Further, the contact force can also be calculated from the displacement and the stiffness coefficient of the CEE without the use of the force sensor. As a capacitive position sensor is used to measure the displacement, the accuracy of the contact force sensing can be guaranteed, which is important to improve the force control accuracy of robotic polishing.

The rest of this paper is arranged as follows: Section 2 gives the mechanical structure design and analytical stiffness model of the CEE for robotic polishing. Sections 3 and 4 give the finite element analysis (FEA) results and the experimental verification, respectively. Finally, the conclusion is provided in Section 5.

## 2. Design and Analysis of the Compliant End-Effector

### 2.1. Mechanical Design of the Compliant End-Effector

The schematic diagram of robotic polishing is illustrated in Figure 1, where a robot arm is used to hold and moves the polishing tool across the workpiece surface. A pneumatic cylinder is used to push the polishing tool against the workpiece with controllable contact force. Different from the conventional active compliance design, an additional CEE is inserted between the slider of the pneumatic cylinder and the polishing tool. During polishing, the pneumatic cylinder moves the polishing tool toward the workpiece. When the polishing tool touches the workpiece surface, the moving plate of the CEE can move back and forth, following the variation of the contact force, as shown in the inset of Figure 1. The elastic deformation of the CEE can act as a damper, which is beneficial to stabilize the contact force.


Figure 1. Schematic diagram of the proposed CEE installed on an industrial robot arm.
Considering the possibility of the CEE's failure and making it compatible for different robotic polishing tasks, a modular design is adopted herein such that the CEE can be easily replaced, as shown in Figure 1. In addition, due to the harsh polishing environment and the long working time, it is necessary to improve the adaptability of the CEE. Therefore, in the mechanical design of the CEE, very complex and tiny structures are not pursued. Considering the eccentric force generated by the rotation of the motor and the transverse force generated during polishing, six groups of flexible beams with completely symmetrical distribution are adopted in the design of the CEE, as shown in the inset of Figure 1. A flexible beam is adopted in construct the CEE because of its lower stress concentration and ease of manufacture when compared with the other types of flexure hinges. In order to further reduce the stress concentration, fillets are adopted at both ends of the flexible beams.

The proposed CEE also features precise contact force sensing capability. Within the elastic deformation range, the CEE can be treated as a linear spring with constant stiffness. In applications, the stiffness of the CEE can be calibrated in advance, and thus the contact force can be obtained via the displacement measurement of the CEE without the use of force sensor. In the prototype, high-precision capacitive displacement sensor is used as displacement feedback. Therefore, precise contact force sensing is also available.

The key design parameters of the CEE are the length $l$, the width $b$, the thickness $t$, and the rotating angle $\theta$, as shown in Figure 2. As the designed CEE is used to obtain the contact force during robotic polishing, the design target value of the resolution of contact force is set to be below 0.1 N . Moreover, the deformation range should be as large as possible, because the CEE also acts as a damper when the polishing tool contacts the workpiece surface. In addition, the structure of this design is simple, and it does not need a complicated
optimization program, so it is set manually herein. Finally, the main parameters of the flexible beam used are shown in Table 1.

(a)

(b)

Figure 2. Design parameters of the CEE: (a) overall structure; (b) the parameters of the flexible beam.
Table 1. Key parameters of the flexible beam.

| Parameter | $\boldsymbol{l}(\mathrm{mm})$ | $\boldsymbol{b}(\mathrm{mm})$ | $\boldsymbol{t}(\mathrm{mm})$ | $\boldsymbol{\theta}(\mathrm{rad})$ |
| :---: | :---: | :---: | :---: | :---: |
| Value | 50 | 10 | 2 | $\pi / 3$ |

### 2.2. Analytical Modeling of the Compliant End-Effector

When the polishing tool touches the workpiece surface, the CEE can generate elastic deformations. The deformation of the CEE is dependent on its stiffness and the allowable stress. In order to obtain the displacement of the moving plate, a capacitive displacement sensor is placed behind the moving plate. The stiffness matrix method [28] shown below is used to obtain stiffness of the CEE.

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{K q}=\mathbf{F}, \tag{1}
\end{equation*}
$$

where the mass matrix $\mathbf{M}=\operatorname{diag}\left[m_{x} m_{y} J_{z}\right]$ corresponds to the inertia mass and moment of inertia of the moving plate in its generalized coordinates $\mathbf{q}, m_{x}$ and $m_{y}$ represent the mass of the moving plate, and $J_{z}$ indicates the moment of inertia of the moving plate on $\mathbf{Z}$ axis. The stiffness matrix $\mathbf{K}$ is

$$
\begin{equation*}
\mathbf{K}=\sum_{i=1}^{6} \mathbf{T}_{i} \widetilde{\mathbf{K}} \mathbf{T}_{i}^{T} \tag{2}
\end{equation*}
$$

where $\widetilde{\mathbf{K}}$ is the stiffness matrix of a single flexible beam, and

$$
\mathbf{T}_{i}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{3}\\
d_{z i} & 1 & 0 \\
0 & d_{x i} & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta_{i} & 0 & -\sin \theta_{i} \\
0 & 1 & 0 \\
\sin \theta_{i} & 0 & \cos \theta_{i}
\end{array}\right]
$$

As presented in Equation (3), $\left[d_{x j} 0 d_{z i}\right]^{\mathrm{T}}$ represents the distance from $\mathrm{O}-\mathrm{XYZ}$ to $\mathrm{O}_{i^{-}}$ $X_{i} Y_{i} Z_{i} . \theta_{i}$ is the rotating angle of $\mathrm{O}_{i}-\mathrm{X}_{i} \mathrm{Y}_{i} \mathrm{Z}_{i}$ with respect to $\mathrm{O}-\mathrm{XYZ}$, as displayed in Figure 3. The values of all the above parameters are shown in Table 2.

Table 2. Detailed parameters of matrix $\mathbf{T}_{i}$.

| $i$ | $d_{x i}(\mathrm{~mm})$ | $d_{z i}(\mathrm{~mm})$ | $\boldsymbol{\theta}_{i}(\mathrm{rad})$ |
| :---: | :---: | :---: | :---: |
| 1 | 12.99 | 0 | 0 |
| 2 | 6.50 | -11.25 | $\pi / 3$ |
| 3 | -6.50 | -11.25 | $2 \pi / 3$ |
| 4 | -12.99 | 0 | $\pi$ |
| 5 | -6.50 | 11.25 | $4 \pi / 3$ |
| 6 | 6.50 | 11.25 | $5 \pi / 3$ |



Figure 3. The moving plate connected with the $i$ th flexible beam.
The flexible beam used in this CEE is a straight beam, and its flexibility matrix $\widetilde{\mathbf{C}}$ expressed in its local coordinate is

$$
\widetilde{\mathbf{C}}=\left[\begin{array}{ccc}
\frac{1}{E b t} & 0 & 0  \tag{4}\\
0 & \frac{4 l^{3}}{E b t^{3}}+\frac{3 l}{2 G b t} & \frac{6 l^{2}}{E b b^{3}} \\
0 & \frac{6 l^{2}}{E b t^{3}} & \frac{12 l}{E b t^{3}}
\end{array}\right],
$$

where $E$ and $G$ are the elastic modulus and shear modulus of the material, respectively, and the stiffness matrix $\widetilde{\mathbf{K}}$ of the flexible beam is

$$
\begin{equation*}
\widetilde{\mathbf{K}}=\widetilde{\mathbf{C}}^{-1}, \tag{5}
\end{equation*}
$$

The generalized force, $\mathbf{F}=\operatorname{diag}\left[F_{x} F_{y} M_{z}\right]$, is applied on the moving plate. In terms of the static analysis, the relationship between the static force and displacement can be expressed as follows:

$$
\begin{equation*}
\mathbf{q}=\mathbf{K}^{-1} \mathbf{F} \tag{6}
\end{equation*}
$$

According to the vibration theory, the natural frequency $f$ of the CEE can be obtained by solving the characteristic equation of $\left|\lambda \mathbf{I}-\mathbf{M}^{-1} \mathbf{K}\right|=0$,

$$
\begin{equation*}
f=\frac{\sqrt{\lambda}}{2 \pi} \tag{7}
\end{equation*}
$$

When the contact force $F_{y}$ is generated on the polishing tool, the output motion of the CEE can be calculated by Equation (6). Based on the above-mentioned method, the theoretical displacement $u$ and stiffness $k$ of the CEE along its working direction can be given by the following formulas:

$$
\begin{align*}
k & =\frac{1}{\mathrm{C}_{2,2}}  \tag{8}\\
u & =\frac{F_{y}}{k} \tag{9}
\end{align*}
$$

## 3. Finite Element Analysis and Verification

In order to verify the static and dynamic performance of the CEE, the 3D model is constructed and imported into ANSYS Workbench for the FEA. The selected material is aluminum alloy 7075 , and the elastic modulus $E$ and Poisson's ratio $v$ are 70 GPa and 0.3 , respectively.

### 3.1. Static Analysis Validation

The maximum force output of the pneumatic cylinder is 350 N . Therefore, in order to detect the maximum deformation of the proposed CEE, a force of 350 N is applied along its working direction. In this case, the deformation along the CEE working direction can reach
1.14 mm , as shown in Figure 4a. Through calculation, the stiffness $k$ of the proposed CEE is $0.307 \mathrm{~N} / \mu \mathrm{m}$.


Figure 4. FEA results of the CEE for robotic polishing: (a) deformation; (b) stress distribution.
Moreover, the static stress analysis is conducted to verify whether the safety factor is qualified, as shown in Figure 4b. The yield strength of Al 7075 is 503 MPa , and the maximum stress is 239.38 MPa . Hence, the safety factor is calculated as $2.10(>1)$.

According to the different polishing requirements, the contact force generally varies within $10 \sim 40 \mathrm{~N}[1,16]$. In this force range, the deformation and stress of the CEE are also obtained, which are $32.48 \sim 129.90 \mu \mathrm{~m}$ and $6.84 \sim 27.36 \mathrm{MPa}$, respectively, which are within the allowable elastic deformation range of the material.

### 3.2. Dynamic Analysis Validation

When the load of the CEE is 0 kg , the first natural frequency along its working direction is 501.93 Hz , as shown in Figure 5a. It is consistent with the analytic result ( 498.84 Hz ). The second and third mode shapes are the rotations in the vertical direction and the horizontal direction, respectively, as shown in Figure 5b,c.


Figure 5. The first three mode shapes of the CEE without load: (a) the first mode; (b) the second mode; and (c) the third mode.

In applications, the polishing tool and the connectors need to be installed on the moving plate of the CEE, i.e., the external loads to the CEE. In this case, the dynamic performance of the CEE will be influenced. Therefore, the corresponding theoretical calculation and FEA are also carried out to evaluate the influence of the external loads. For
example, the load of the connecting flange installed on the CEE's moving plate is 13.82 N , and the loads of the plastic and aluminum polishing tools (model: YQ060501, Shenzhen Han's Robot Co., Ltd., Shenzhen, China) are 6.86 N and 9.02 N , respectively. When these loads are installed on CEE's moving plate, the first natural frequency will be decreased. The variation of the first natural frequency against the external load is listed in Table 3.

Table 3. Analytical model and FEA results of first natural frequency under different loads.

| Load | No Load <br> $(\mathbf{0} \mathbf{N})$ | Flange Only <br> $(\mathbf{1 3 . 8 2} \mathbf{~ )}$ | Flange + Plastic Tool <br> $(20.68 \mathbf{N})$ | Flange + Aluminum Tool <br> $(\mathbf{2 2 . 8 3} \mathbf{~ )})$ |
| :---: | :---: | :---: | :---: | :---: |
| Anal. $(\mathrm{Hz})$ | 498.84 | 77.32 | 58.48 | 55.65 |
| FEA $(\mathrm{Hz})$ | 501.93 | 68.87 | 56.48 | 53.78 |

## 4. Prototype Fabrication and Experimental Test

### 4.1. Experimental Setup

In order to further verify the performance of the proposed CEE for robotic polishing, a prototype was fabricated using Al 7075 in a monolithic piece. In the fabricated prototype, the width $b$ and the thickness $t$ of the flexible beam slightly vary from the nominal values, and an increment of 0.1 mm is found. This magnitude of manufacturing error cannot be ignored. As a result, the measured dimensions of the CEE are adopted in the subsequent calculations. A force sensor (model: ZNLBS-V1-30 kg, Bengbu chino sensor Co., Ltd., Bengbu, China) is used to calibrate the contact force. A capacitive displacement sensor (model: NS-CDCS10L-400 with a resolution of 35 nm , Sanying Motion Control Instruments, Ltd., Tianjin, China) is used to measure the displacement. All force and displacement signals are acquired by a real-time target machine (model: Performance with a data acquisition card of IO133, Speedgoat). The overall experimental setup is shown in Figure 6.


Figure 6. Experimental setup of the proposed CEE for robotic polishing.

### 4.2. Test of Equivalent Stiffness

Firstly, the equivalent stiffness of the CEE is calibrated. A real-time control system is built on the real-time target machine. A stair signal with a step of $180 \mu \mathrm{~m}$ is set to the pneumatic cylinder under the open-loop condition. Under the excitation of this signal, the pneumatic cylinder pushes the CEE against the force sensor. The reaction force is measured by the force sensor, and the displacement of the moving plate of the CEE is measured by the capacitive displacement sensor. The measured force-displacement relationship is provided in Figure 7. Based on the measurements, the equivalent stiffness $k$ of the CEE along its working direction can be calculated as follows:

$$
\begin{equation*}
\hat{F}_{y}=k u+b, \tag{10}
\end{equation*}
$$

where

$$
\begin{gather*}
k=\frac{\sum_{i=1}^{n} u_{i} F_{y i}-\sum_{i=1}^{n} u_{i} \sum_{i=1}^{n} \frac{F_{y i}}{n}}{\sum_{i=1}^{n} u_{i}^{2}-\left(\sum_{i=1}^{n} u_{i}\right)^{2} / n},  \tag{11}\\
b=\sum_{i=1}^{n} \frac{F_{y i}}{n}-k \sum_{i=1}^{n} \frac{u_{i}}{n}, \tag{12}
\end{gather*}
$$



Figure 7. Comparative analysis of the stiffness $k$ of the CEE.
After the above treatment, the equivalent stiffness $k$ of the CEE is calculated to be $0.335 \mathrm{~N} / \mu \mathrm{m}$. The equivalent stiffness $k$ obtained from the analytical model and FEA results are $0.312 \mathrm{~N} / \mu \mathrm{m}$ and $0.307 \mathrm{~N} / \mu \mathrm{m}$, respectively. The analytical and FEA results are also shown in Figure 7 as a comparison. Both the analytical model and FEA results slightly underestimate the equivalent stiffness, and the errors are calculated to be $6.87 \%$ and $8.36 \%$, respectively.

### 4.3. Test of Contact Force Sensing

In order to verify the consistency between the contact force estimated by the CEE and that measured by the force sensor, a triangular wave is used to drive the cylinder to reciprocate and record the signal of force sensor and deformation displacement of the CEE in real time. The comparison results are shown in Figure 8a. It can be seen that the contact force estimated by the CEE is consistent with the force sensor. It further verifies that the contact force can also be calculated from the displacement and the stiffness coefficient of the CEE without the use of force sensor. Within the contact force range shown in Figure 8a, the maximum deformation and maximum stress of the CEE are $65.67 \mu \mathrm{~m}$ and 15.05 MPa , respectively, within the allowable elastic deformation range of the material.

In the meantime, a stair signal with 0.025 N height is used to drive the cylinder for force resolution test. As shown in Figure 8b, it can be found that the noise level of the force sensor is in the magnitude of 0.2 N , whereas the noise level of the CEE measurement is in the magnitude of 0.04 N . The contact force resolution obtained by using CEE instead of force sensor is 0.025 N , which is important to improve the force control of the robotic polishing process. All the above experimental tests are carried out under the open-loop condition.


Figure 8. Comparison of contact force obtained by force sensor and CEE: (a) consistency of measurement results; (b) resolution of contact force.

### 4.4. Test of Natural Frequency

In order to obtain the natural frequency of CEE for robotic polishing, a modal hammer is used to apply an impact load along its working direction to excite the CEE. At the same time, the capacitive displacement sensor is used to measure its displacement. The time domain signal is recorded and shown in Figure 9a. The natural frequency of the signal is 42.1 Hz after fast Fourier transform processing, as shown in Figure 9b. The measured first natural frequency is lower than the FEA results. This might result from the compliance of the pneumatic cylinder and the additional loads and accessories installed on the CEE during the test, such as the end cap.


Figure 9. Natural frequency test for the CEE: (a) time domain signal; (b) frequency domain signal.

## 5. Conclusions

This paper presents a novel design of the CEE for robot polishing using flexible beams. Compared with the conventional rigid end-effector, the elastic deformation of the CEE can act as a damper when the polishing robot installed polishing tool approaches the workpiece surface quickly. This design can help to solve the problem of excessive displacement caused by the inertia of the polishing robot and avoid damaging the polishing tool and workpiece surface during the polishing process. Further, the contact force can also be estimated from the displacement of the CEE without the use of a force sensor. Firstly, the equivalent stiffness and dynamic characteristics of the proposed CEE are carried out by means of analytical modeling and FEA. Then, a series of experimental tests are performed to verify its comprehensive performances. The experimental results demonstrate that the stiffness of this CEE is $0.335 \mathrm{~N} / \mu \mathrm{m}$. The resolution of the contact force measurement under open loop is found to be 0.025 N . Finally, the first natural frequency along its working direction is 42.1 Hz. All of the above work makes the fine tuning of the contact force possible in robotic polishing.
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#### Abstract

Density and Young's modulus are critical parameters in biological research, which can be used to characterize molecules, cells, or tissues in the diagnosis of severe diseases. Microcantilever resonators are ideal tools to measure the physical parameters of small objects at the micro/nanoscale. In this study, a mathematical model was built based on the Rayleigh-Ritz method with the consideration of the first five-order bending natural frequencies. The mathematical model can be used to detect the density and Young's modulus of an adsorbate on a cantilever resonator with a single measurement. The influence of different order natural frequencies and the adsorbate position on the measurement accuracy and reliability was analyzed. This study revealed that the frequency pairs and the relative position of the adsorbate on the cantilever are two important factors that affect the accuracy and reliability of the measurement. Choosing appropriate frequency pairs can help to improve the accuracy and reliability of measurement. Finally, the results of finite element analysis verified the proposed method.


Keywords: microcantilever resonator; Young's modulus measurement; density measurement; bending vibration mode

## 1. Introduction

The microcantilever resonator has shown high versatility, sensitivity, and flexibility in the characterization of micro/nano-scale matters in chemistry and biology research [1]. It shows potential applications in particle detection [2-8], biochemical reactions [9], magnetics [10], force research [11], humidity sensing [12], liquid characterization [13], and biomolecular detection $[14,15]$. It is proved that the Young's modulus of cancer cells is dramatically different from that of normal ones [16]. It could be possible to diagnose cancer at an early stage by measuring the Young's modulus of the cells.

Young's modulus and density can be deciphered from the dynamic process of the measurement [17]. The adsorbate on the cantilever resonator increases the natural frequency of the vibration system, especially when it is located at the fixed end. At the free end, the mass of the adsorbate takes a significant role and decreases the natural frequency $[18,19]$. In previous research, without considering the stiffness effect, the mass of the added sample could be obtained with high accuracy [5,20-22]. Gil-Santos took nanowires as the carrier and measured the mass and stiffness of an adsorbate with high sensitivity by investigating the frequencies of the first two vibration directions caused by the imperfect axisymmetry of the nanowire [23]. In Belardinelli's study, the combination of the first and fifth-order natural frequencies improved the measurement accuracy of the density and Young's modulus of the polymer located at the fixed end of the cantilever [24]. However, it is still unclear whether higher frequency pairs can bring better results. For adsorbates with different sizes located at different positions on the resonator, the best frequency pairs to measure Young's modulus and density may vary, which is another question that needs to be investigated. Moreover, there are few studies about the impact of unexpected frequency shifts on the
accuracy and stability of mechanical properties measurement. Hence, challenges remain to measure the mechanical properties of adsorbates with any size and at any position with high accuracy and reliability.

In this study, we built a novel mathematical model to measure the Young's modulus and density of a single adsorbate on a resonator based on the Rayleigh-Ritz method by using multiple order vertical bending mode natural frequencies. We considered adsorbates with different sizes and located at different positions along the cantilever. We further discussed the frequency error effects on measurement results and provided an elaborate method to obtain more accurate and reliable results by selecting specific frequency pairs. The study revealed that the best frequency pairs may vary when the adsorbate is located at different relative positions on the cantilever, but they are hardly affected by the geometry or mechanical parameters of the adsorbate or the resonator.

## 2. Mathematical Modeling

To calculate the Young's modulus and density of an adsorbate, the first step is to obtain the mode shapes of the resonator. Based on the Euler equation for a beam, the vertical bending vibration of the cantilever resonator can be obtained. The natural frequencies in torsion, lateral bending, and longitudinal vibration modes of the cantilevers are higher than in vertical bending mode, and these mode shapes are more challenging to be measured in the real world than the vertical bending mode shape. To simplify the measurement of vibration frequency and the mathematical calculation, this study focused on the vertical bending vibration modes of the cantilever resonator, thus the vibration modes in torsion, lateral bending, and longitudinal directions are ignored. For simplification and without loss of generality, mode shape changes of the resonator are ignored when the mass and stiffness of the adsorbate are significantly less than that of the resonator [24]. The air-damping effect is complex and unclear [25]. In an atmospheric environment, air damping causes an insignificant effect on the resonator vibration [26]. Furthermore, resonators are commonly applied in vacuum or low atmosphere environments to achieve high-quality factors, which realize high sensitivity and accuracy measurement [27]. So, the damping effect of air is ignored in this study. Materials of both the resonator and the adsorbate are assumed to be linearly elastic, one-layer, and isotropic. Damping, residual stress, and temperature are assumed not to affect the Young's modulus or density of the resonator and the adsorbate. The minimum dimensions of the mathematical model are larger than the nanoscale. In other words, the mathematical model is based on the assumption that the Young's modulus and the density of the resonator and the adsorbate are constant. The vertical mode shapes of the cantilever resonator are given as

$$
\begin{equation*}
\psi_{n}(x)=A_{n}\left(\cos \kappa_{n} x-\cosh \kappa_{n} x\right)+B_{n}\left(\sin \kappa_{n} x-\sinh \kappa_{n} x\right) \tag{1}
\end{equation*}
$$

where $\psi_{n}(x)$ is the time-independent vibration mode shape of the $n$th order natural frequency, $x$ is the position along the length of the cantilever from the fixed end. The modal wavenumbers $\kappa_{n}$ are the solutions to $\cos \left(\kappa_{n} L\right) \cosh \left(\kappa_{n} L\right)=-1$, and $\kappa_{n} L=1.875$, 4.694, $7.855,10.996,14.137$, respectively. $L$ is the length of the cantilever. The mode coefficients fulfill $A_{n} / B_{n}=\left(\cos \kappa_{n} L+\cosh \kappa_{n} L\right) /\left(\sin \kappa_{n} L-\sinh \kappa_{n} L\right)$ and $A_{n} / B_{n}=-1.362$, $-0.982,-1.001,-1.000,-1.000$, respectively [5].

In this study, the adsorbate is assumed to be a cuboid. When it is coated on the resonator, it caused both mass and stiffness to increase in the system. The natural frequencies of the vibration system would increase as the stiffness increases and would decrease as the mass increases.

The schematic diagram of the resonator and the adsorbate is shown in Figure 1, where $W_{R}, T_{R}, E_{R}$, and $\rho_{R}$ are the width, thickness, Young's modulus, and density parameters of the resonator, respectively. $L_{C}, W_{C}, T_{C}, E_{C}$ and $\rho_{C}$ are the length, width, thickness, Young's modulus and density of the adsorbate, respectively. In this study, $E_{C}$ and $\rho_{C}$ are the parameters that need to be measured. $L_{\text {Cini }}$ is the start position of the adsorbate on the cantilever, and $L_{\text {Cend }}$ is the end position of the adsorbate on the resonator. $h_{0}$ is the position
of the neutral surface. $y$ is the axis along the thickness direction and the zero point is set on the neutral surface of the section.


Figure 1. (a) The schematic diagram of the cantilever resonator with an adsorbate. (b) The crosssection of the adsorbate and the resonator.

Next, the Rayleigh-Ritz method is used to calculate the natural frequencies of the resonator with an adsorbate. The numerator in Equation (2) denotes the total effective stiffness of the resonator and the adsorbate, while the denominator denotes the total effective mass of the resonator and the adsorbate from the fixed end to the free end of the cantilever [18,24].

$$
\begin{equation*}
\omega_{n}^{2}=\frac{\int_{0}^{L_{R}} D(x)\left(\frac{\partial^{2} \psi_{n}(x)}{\partial x^{2}}\right)^{2} d x}{\int_{0}^{L_{R}} \rho(x) \psi_{n}^{2}(x) d x} \tag{2}
\end{equation*}
$$

where $\omega_{n}$ is the $n$ th-order angular natural frequency of the vibration system. $D(x)$ means the bending rigidity of the section. According to the mechanics of materials, the bending rigidity of the resonator section without the adsorbate equals the Young's modulus of the resonator multiplied by the moment of inertia of the resonator section.

$$
\begin{equation*}
D(x)=E_{R} \frac{W_{R} T_{R}^{3}}{12}\left(0 \leq x<L_{\text {Cini }}, L_{\text {Cend }}<x \leq L\right) \tag{3}
\end{equation*}
$$

Figure 1 b shows the section of the resonator where the adsorbate is located. The position of the neutral surface $h_{0}$ should be determined first. The position of the neutral surface is found from the condition that the resultant axial force acting on the cross-section is zero [28]. Therefore,

$$
\begin{equation*}
E_{C} \int_{C} y d A+E_{R} \int_{R} y d A=0 \tag{4}
\end{equation*}
$$

In this study, the widths of the adsorbate and the resonator are constant along the length direction of the resonator. So, Equation (4) can be expressed below

$$
\begin{equation*}
E_{C} W_{C} \int_{h_{0}}^{h_{0}+T_{C}} y d y+E_{R} W_{R} \int_{h_{0}-T_{R}}^{h_{0}} y d y=0 \tag{5}
\end{equation*}
$$

Then $h_{0}$ can be solved as,

$$
\begin{equation*}
h_{0}=\frac{E_{R} W_{R} T_{R}^{2}-E_{C} W_{C} T_{C}^{2}}{2\left(E_{C} W_{C} T_{C}+E_{R} W_{R} T_{R}\right)} \tag{6}
\end{equation*}
$$

The flexural rigidity of the section is expressed as [28]

$$
\begin{equation*}
D(x)=E_{C} I_{C h_{0}}+E_{R} I_{R h_{0}}\left(L_{\text {Cini }} \leq x \leq L_{\text {Cend }}\right) \tag{7}
\end{equation*}
$$

where $I_{C h_{0}}$ and $I_{R h_{0}}$ are the moments of inertia of the adsorbate and resonator. Then $D(x)$ is expressed as [18]

$$
\begin{equation*}
D(x)=\frac{E_{C}^{2} W_{C}^{2} T_{C}^{4}+E_{R}^{2} W_{R}^{2} T_{R}^{4}+E_{C} W_{C} T_{C} E_{R} W_{R} T_{R}\left(4 T_{C}^{2}+4 T_{R}^{2}+6 T_{C} T_{R}\right)}{12\left(E_{C} W_{C} T_{C}+E_{R} W_{R} T_{R}\right)}\left(L_{\text {Cini }} \leq x \leq L_{\text {Cend }}\right) \tag{8}
\end{equation*}
$$

$\rho(x)$ means the linear density of the section, presented as

$$
\rho(x)=\left\{\begin{array}{l}
\rho_{R} W_{R} T_{R}\left(0 \leq x<L_{\text {Cini }}, L_{\text {Cend }}<x \leq L\right)  \tag{9}\\
\rho_{R} W_{R} T_{R}+\rho_{C} W_{C} T_{C}\left(L_{\text {Cini }} \leq x \leq L_{\text {Cend }}\right)
\end{array}\right.
$$

Commonly in experiments, the geometry parameters of the resonator and the adsorbate can be measured easily with a scanning electron microscope with nanoscale precision [24]. Resonators are built at nano precision with rigorously selected material, such as high-purity silicon. To calculate the density and Young's modulus of the adsorbate, it is necessary to obtain the relationship between the Young's modulus and the density of the adsorbate. Equation (8) contains the relationship between $D(x)$ and $E_{C}$. Hence, the next step is to find the relationship between $D(x)$ and $\rho_{C}$ for different order natural frequencies. Here, Equation (2) is transformed into the following formula.

$$
\begin{equation*}
D(x)=\frac{\omega_{n}^{2}\left[\left(\rho_{R} W_{R} T_{R}\right) \int_{0}^{L} \psi_{n}^{2}(x) d x+\rho_{C} W_{C} T_{C} \int_{L_{\text {Cini }}}^{L_{\text {Cend }}} \psi_{n}^{2}(x) d x\right]-E_{R} \frac{W_{R} T_{R}^{3}}{12}\left[\int_{0}^{L_{\operatorname{Cini}}}\left(\frac{\partial^{2} \psi_{n}(x)}{\partial x^{2}}\right)^{2} d x+\int_{L_{C e n d}}^{L}\left(\frac{\partial^{2} \psi n(x)}{\partial x^{2}}\right)^{2} d x\right]}{\int_{L_{\text {Cini }}}^{L_{\text {Cen }}}\left(\frac{\partial^{2} \psi_{n}(x)}{\partial x^{2}}\right)^{2} d x} \tag{10}
\end{equation*}
$$

By combining Equations (8) and (10), the relationship between the density and Young's modulus of the adsorbate for different order natural frequency is obtained and expressed as

$$
\begin{equation*}
E_{C}=f\left(\rho_{C}, \omega_{n}\right) \tag{11}
\end{equation*}
$$

As $E_{C}$ and $\rho_{C}$ are the material properties of the adsorbate, they should fulfill Equation (11) for different order natural frequencies. The results can be calculated by solving equation sets generated from Equation (11) of different order natural frequency curves. Thus, the determined values of $E_{C}$ and $\rho_{C}$ can be read out from the intersection of the curves drawn from Equation (11).

## 3. Results and Discussion

### 3.1. Numerical Simulation with No Frequency Error

Based on Equation (2) and the parameters in Table 1, a simulation model was built to describe the effect of Young's modulus and density of the adsorbate on the natural frequencies of the resonator. The geometry and physical parameters of the resonator referred to the size and characteristics of an atomic force microscope silicon cantilever in common usage. The material of the adsorbate referred to the polymer mentioned in Belardinelli's experiment [24].

Table 1. The parameters of the silicon resonator and polymer adsorbate.

| Resonator | Material | $L$ | $W_{R}$ | $T_{R}$ | $E_{R}$ | $\rho_{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Silicon | $400 \mu \mathrm{~m}$ | $40 \mu \mathrm{~m}$ | $2 \mu \mathrm{~m}$ | 168 GPa | $2329 \mathrm{~kg} / \mathrm{m}^{3}$ |
| Adsorbate | Material | $L_{C}$ | $W_{C}$ | $T_{C}$ | $E_{C}$ | $\rho_{C}$ |
|  | Polymer | $30 \mu \mathrm{~m}$ | $30 \mu \mathrm{~m}$ | $2 \mu \mathrm{~m}$ | 1.36 GPa | $746 \mathrm{~kg} / \mathrm{m}^{3}$ |

Table 2 shows the calculated natural frequencies of the resonator with an adsorbate located at various positions from the fixed end toward the free end of the cantilever. Then the obtained natural frequencies in Table 2 and the parameters in Table 1 except $E_{C}$ and $\rho_{C}$ were substituted into Equation (11). The Young's modulus-density curves are shown in Figure 2.

Table 2. The natural frequency values when adsorbate located at various positions on the resonator.

| $L_{\text {Cini }}$ | $\mathbf{0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{1 0 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{2 0 0} \boldsymbol{\mu \mathrm { m }}$ | $\mathbf{3 7 0} \boldsymbol{\mu \mathrm { m }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\omega_{1}(\mathrm{rad} / \mathrm{s})$ | 108,892 | 108,160 | 107,296 | 104,421 |
| $\omega_{2}(\mathrm{rad} / \mathrm{s})$ | 680,706 | 669,885 | 668,214 | 659,332 |
| $\omega_{3}(\mathrm{rad} / \mathrm{s})$ | $1,901,794$ | $1,863,729$ | $1,889,331$ | $1,847,176$ |
| $\omega_{4}(\mathrm{rad} / \mathrm{s})$ | $3,722,077$ | $3,679,178$ | $3,669,068$ | $3,697,473$ |
| $\omega_{5}(\mathrm{rad} / \mathrm{s})$ | $6,141,323$ | $6,117,132$ | $6,102,113$ | $6,114,159$ |



Figure 2. The first five order natural frequency $E_{C}-\rho_{C}$ curves. The red points denote the ideal Young's modulus and density values of the adsorbate. The left side of the adsorbate $L_{\text {Cini }}$ on the resonator was: (a) the fixed end. (b) $100 \mu \mathrm{~m}$ from the fixed end. (c) $200 \mu \mathrm{~m}$ from the fixed end. (d) the free end.

It is noted in Figure 2 that the $E_{C}-\rho_{C}$ curves of the first five order natural frequencies intersect at the same point in these figures, and thus the density and Young's modulus values of the adsorbate can be obtained as $E_{C}=1.36 \mathrm{GPa}$ and $\rho_{\mathrm{C}}=746 \mathrm{~kg} / \mathrm{m}^{3}$. The results are consistent with the pre-set $\rho_{C}$ and $E_{C}$ values in Table 1.

### 3.2. Analysis of Numerical Simulation Results with Frequency Errors

Errors in the size and material properties are inevitable in the measurement and manufacturing process, which will cause frequency errors in the resonator. So, it is necessary to evaluate how frequency errors affect the calculated $E_{C}$ and $\rho_{C}$ values. Due to frequency error, the intersections of different order natural frequency $E_{C}-\rho_{C}$ curves will not coincide at the same point.

The errors of Young's modulus values can be presented as $\Delta E_{C}=\left|E_{C\left(\omega_{i}, \omega_{j}\right)}-E_{C}\right|$, in which $E_{C}=1.36 \mathrm{GPa}$ is the ideal value and $E_{C\left(\omega_{i}, \omega_{j}\right)}$ is the Young's modulus value obtained from the $i$ th and $j$ th order natural frequencies. A relative frequency error of $0.001 \%$ was put into each of the first five order natural frequencies. Figure 3a illustrates the relative Young's modulus errors of the adsorbate calculated from different natural frequency pairs at different positions on the resonator. Similarly, the density error is $\Delta \rho_{C}=\left|\rho_{C\left(\omega_{i}, \omega_{j}\right)}-\rho_{C}\right|$, in which $\rho_{C}=746 \mathrm{~kg} / \mathrm{m}^{3}$ is the ideal value and $\rho_{C\left(\omega_{i}, \omega_{j}\right)}$ is the density value obtained from the $i$ th and $j$ th order natural frequencies. The relative density errors are shown in Figure 3b. Secondly, the Young's modulus and density errors caused by $0.01 \%$ frequency error are shown in Figure 4a,b.


Figure 3. The relative physical parameter errors of the polymer adsorbate when $0.001 \%$ frequency error were added to the first five order natural frequencies. (a) Young's modulus errors, (b) Density errors.


Figure 4. The relative physical parameter errors of the polymer adsorbate when $0.01 \%$ frequency error were added to the first five order natural frequencies. (a) Young's modulus errors, (b) Density errors.

It can be clearly seen that higher frequency errors will lead to higher Young's modulus and density errors. Furthermore, by comparing Figure 3a with Figures 4a and 3b with Figure 4 b, it is obvious that the curves drawn from different frequency errors show the same trend along the longitude direction. All the peaks in the two relative figures are perfectly located at the same positions. Hence, Figures 3 and 4 proved that the value of the natural frequency error will not change the most appropriate location and frequency pairs for both Young's modulus and density measurement. It should be noted that some curves appear to be discontinuous in Figures 3 and 4. This is caused by the fact that for specific frequency pairs, their $E_{C}-\rho_{C}$ curves did not intersect at the adsorbate positions so there were no available values.

Another simulation with different geometry dimensions of the adsorbate and the resonator was carried out. The material of the adsorbate was set as platinum in this simulation. The parameters of the adsorbate and the resonator are shown in Table 3.

Table 3. The parameters of the silicon cantilever resonator and platinum adsorbate.

| Resonator | Material | $L$ | $W_{R}$ | $T_{R}$ | $E_{R}$ | $\rho_{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Silicon | $800 \mu \mathrm{~m}$ | $40 \mu \mathrm{~m}$ | $1 \mu \mathrm{~m}$ | 168 GPa | $2329 \mathrm{~kg} / \mathrm{m}^{3}$ |
| Adsorbate | Material | $L_{C}$ | $W_{C}$ | $T_{C}$ | $E_{C}$ | $\rho_{C}$ |
|  | Platinum | $20 \mu \mathrm{~m}$ | $20 \mu \mathrm{~m}$ | $1 \mu \mathrm{~m}$ | 168 GPa | $21,450 \mathrm{~kg} / \mathrm{m}^{3}$ |

By comparing Figure 5a with Figures 4 a and 5 b with Figure 4 b , it can be noticed that the curves drawn from different materials or geometry sizes of the adsorbate and resonator show almost the same trend along the longitude direction. For example, the highest peaks
all appear at $50 \%$ of the length of the cantilever. All the peaks in the two relative figures are perfectly located at the same relative positions. Hence, Figures 4 and 5 proved that the parameters of the adsorbate and resonator do not make a difference to the most appropriate location or frequency pairs for either Young's modulus or the density measurement.


Figure 5. The relative physical parameter errors of the platinum adsorbate when $0.01 \%$ frequency error were added to the first five order natural frequencies. (a) Young's modulus errors, (b) Density errors.

The numerical simulation results revealed that the measurement accuracy and reliability are affected by the relative position of the adsorbate on the cantilever and the frequency pairs applied. The best frequency pairs for the measurement can be obtained by the following principles. (1) The $\Delta E_{C} / E_{C}$ and $\Delta \rho_{C} / \rho_{C}$ are smallest at the corresponding adsorbate location. This means the calculated Young's modulus and density are close to the ideal values. (2) The curves change smoothly along the longitudinal axis. As frequency errors are always random, small slopes make the results less sensitive to position errors, as the position is highly related to frequency error.

Based on the principles, the suggestions for Young's modulus and density measurement are as follows, when the adsorbate is located at a specific position on the resonator, the corresponding best frequency pair for the Young's modulus measurement can be found in Figure 4a. For example, when the distance between the adsorbate center and the fixed end of the resonator is less than $44 \% L$, the results from $\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right)$, and $\left(\omega_{1}, \omega_{5}\right)$ change smoothly within a low level. From $56 \%$ to $79 \% L$, the result from $\left(\omega_{1}, \omega_{3}\right)$ appears to be smooth with low error. From $79 \% L$ to the free end, $\left(\omega_{1}, \omega_{5}\right)$ can provide more accurate results.

As for the measurement of density, the best frequency pair can be found in Figure $4 b$. From the fixed end to about $23 \% L,\left(\omega_{1}, \omega_{5}\right)$ could provide a better result. From $23 \%$ to $35 \% L,\left(\omega_{1}, \omega_{3}\right)$ will be the best choice. Beyond $54 \% L,\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right)$, and $\left(\omega_{1}, \omega_{5}\right)$ can provide good results and their results will get closer as the adsorbate move to the free end of the resonator.

By combining Figure $4 \mathrm{a}, \mathrm{b}$, several recommended positions on the resonator and relative natural frequency pairs can be found to measure the density and the Young's modulus of the adsorbate with good results. The recommended choices are given in Table 4.

Table 4. Recommended adsorbate center positions and relative natural frequency pairs to measure Young's modulus and density.

| Position | Young's Modulus | Density |
| :---: | :---: | :---: |
| Fixed end-23\% $L$ | $\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right),\left(\omega_{1}, \omega_{5}\right)$ | $\left(\omega_{1}, \omega_{5}\right)$ |
| $23-35 \% L$ | $\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right),\left(\omega_{1}, \omega_{5}\right)$ | $\left(\omega_{1}, \omega_{3}\right)$ |
| $56-79 \% L$ | $\left(\omega_{1}, \omega_{3}\right)$ | $\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right),\left(\omega_{1}, \omega_{5}\right)$ |
| $79 \% L$-Free end | $\left(\omega_{1}, \omega_{5}\right)$ | $\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right),\left(\omega_{1}, \omega_{5}\right)$ |

### 3.3. The Relationship between Error Peaks and the Density to Young's Modulus Frequency Shift Ratio

To find out what affects the error of density and Young's modulus measurement of the adsorbate, a simulation was performed and revealed the effects of the density and Young's modulus on the natural frequencies of the resonator. The result of the polymer adsorbate is shown in Figure 6a. Another simulation result with a platinum adsorbate is shown in Figure 6b.


Figure 6. The ratio of the frequency shift caused by added density to the frequency shift caused by added Young's modulus. (a) The curves are simulated with parameters in Table 1, the material of the adsorbate is polymer (b) The curves are simulated with parameters in Table 3, the material of the adsorbate is platinum.
$\omega_{\rho_{n}}$ represents the $n$th order natural frequency of the resonator only affected by the density of the adsorbate, while $\omega_{E_{n}}$ means the $n$th order natural frequency only affected by the Young's modulus of the adsorbate. $\omega_{\text {Bare }_{n}}$ is the $n$ th-order natural frequency of the cantilever without the adsorbate. $\Delta \omega_{E_{n}} / \Delta \omega_{\rho_{n}}$ is the ratio of the frequency shift caused by the added Young's modulus to the frequency shift caused by added density. $\omega_{\rho_{n}}, \omega_{E_{n}}$, and $\omega_{\text {Baren }_{n}}$ can be acquired with Equation (2) by using relative parameters.

$$
\begin{equation*}
\Delta \omega_{\rho_{n}} / \Delta \omega_{E_{n}}=\left|\omega_{\rho_{n}}-\omega_{\text {Bare }_{n}}\right| /\left|\omega_{E_{n}}-\omega_{\text {Bare }_{n}}\right| \tag{12}
\end{equation*}
$$

In Figure 6a, red points are the intersections of different order natural frequency curves. Curves of the fourth and fifth order natural frequencies coincided with each other as the adsorbate moved toward the free end of the resonator.

Interestingly, the horizontal coordinate values of the interactions in Figure 6a matched perfectly with those of the peaks in Figure 4a,b, which means when the adsorbate is located at these positions, the calculated Young's modulus and density will be inaccurate. Especially for the central point on the resonator, or the middle of the cantilever, all the five order natural frequency curves were almost crossing at the same point in Figure 6a, causing the peaks in Figures 3 and 4 for all different order frequency pairs. Hence, it will be better to locate the adsorbate away from the center of the resonator in the longitudinal direction.

Furthermore, comparing Figure 6a with Figure 6b, the geometry parameters and mechanical properties of the adsorbate and resonator mainly influence the amplitude of the plots in Figure 6a but hardly affect the trend of the plots and the positions of the interactions. As a result, the suggestions provided for the choice of adsorbate position and frequency pair are capable of measuring adsorbates with different materials and different dimensions.

## 4. Measurement Procedures and Finite Element Analysis Simulation Validation

The detailed procedures to measure Young's modulus and density of the adsorbate on a cantilever in a real-world application are listed as follows.

### 4.1. The Procedures of Young's Modulus and Density Measurement

1. Firstly, prepare a large length-to-thickness ratio rectangle cantilever resonator with known Young's modulus and density values.
2. Place the adsorbate that needs to be measured on one surface of the cantilever resonator. The adsorbate should be securely fixed to the cantilever so it will not separate or change its location during frequency measurement. Commonly, the fixed end of the cantilever is better for Young's modulus measurement, while the free end of the resonator performs better for density measurement. Furthermore, avoid putting the adsorbate in the center of the longitudinal direction of the cantilever.
3. Measure the geometry parameters of the resonator and the adsorbate, including the length, width, thickness, and relative position in a scanning electron microscope.
4. Measure the vertical bending mode natural frequencies of the cantilever and the adsorbate with a contactless method. The measurement device can be atomic force microscopy or a laser doppler vibrometer.
5. Find the best frequency pairs for the Young's modulus and density measurement from Table 4 according to the relative position of the adsorbate measured in step 3 .
6. Input the length, width, and thickness of the adsorbate and the resonator, the location of the adsorbate center on the resonator, the first five order natural frequencies, and the Young's modulus and density of the cantilever into Equation (11) to plot the Young's modulus and density curves of the adsorbate for different order natural frequencies. The interaction of the frequency pairs chosen in step 5 will be the determined Young's modulus and density.

In real-world applications, air damping will decrease the natural frequencies of the cantilever. The best way is to carry out the experiment in a vacuum. If not, it is better to measure the natural frequency of the cantilever without the adsorbate in the air to evaluate the effect of the air damping. The residual stress in the microcantilever may make the mode shape of the cantilever different from the theoretical result and affect the measurement accuracy. It is recommended to use the resonator after its residual stress has been released. Temperature may affect the mechanical properties of the cantilever and the adsorbate. It may cause residual stress between the adsorbate and resonator, and change the density, and the stiffness. Therefore, keeping the temperature stable during the experiment would help to improve the measurement accuracy and reliability.

To validate the proposed method, an FEA model was applied in this research.

### 4.2. Finite Element Analysis Validation

The parameters of the adsorbate and resonator were set according to Table 1. The length, width, and thickness of the cantilever were $400 \mu \mathrm{~m}, 40 \mu \mathrm{~m}$, and $2 \mu \mathrm{~m}$, respectively. The length, width, and thickness of the adsorbate were $30 \mu \mathrm{~m}, 30 \mu \mathrm{~m}$, and $2 \mu \mathrm{~m}$, respectively. The Poisson's ratio of them was set as 0 . The interface between the adsorbate and the resonator was constrained as a Tie type in Abaqus software. The fixed-end surface of the cantilever was constrained with no displacement in any direction. The center of the adsorbate was located at $50 \mu \mathrm{~m}$ from the fixed end of the cantilever. The mesh element shape was Hexahedron. The FEA model is shown in Figure 7.


Figure 7. The FEA model of the cantilever resonator and adsorbate.

The first five order vertical bending angular natural frequencies and relative mode shapes simulated with the FEA method are shown in Figure 8.


Figure 8. The first five order bending angular natural frequencies and relative mode shapes.
Putting these bending natural frequencies into Equation (11), the Young's modulus and density of the adsorbate were calculated from each frequency pair, as shown in Table 5.

Table 5. The Young's modulus and density calculated from different natural frequency pairs.

| Parameters | $\left(\omega_{1}, \omega_{2}\right)$ | $\left(\omega_{1}, \omega_{3}\right)$ | $\left(\omega_{1}, \omega_{4}\right)$ | $\left(\omega_{1}, \omega_{5}\right)$ | $\left(\omega_{2}, \omega_{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{C}(\mathrm{GPa})$ | 1.309 | 1.037 | 1.306 | 1.306 | 1.087 |
| $\rho_{C}\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ | 1180 | 862.2 | 775.0 | 760.5 | 853.4 |
| Parameters | $\left(\omega_{2}, \omega_{4}\right)$ | $\left(\omega_{2}, \omega_{5}\right)$ | $\left(\omega_{3}, \omega_{4}\right)$ | $\left(\omega_{3}, \omega_{5}\right)$ | $\left(\omega_{4}, \omega_{5}\right)$ |
| $E_{C}(\mathrm{GPa})$ | 1.022 | 1.003 | 5.502 | 2.918 | 1.650 |
| $\rho_{C}\left(\mathrm{~kg} / \mathrm{m}^{3}\right)$ | 757.7 | 729.0 | 1027 | 926.0 | 795.9 |

Based on the curves in Figure 9a, the $\Delta E_{C} / E_{C}$ values calculated from $\left(\omega_{1}, \omega_{2}\right),\left(\omega_{1}, \omega_{3}\right)$, $\left(\omega_{1}, \omega_{4}\right)$, and $\left(\omega_{1}, \omega_{5}\right)$ are relatively lower than other frequency pairs at the $50 \mu \mathrm{~m}$ position. As for the $\Delta \rho_{C} / \rho_{C}$ curves of different frequency pairs shown in Figure 9b, $\left(\omega_{1}, \omega_{5}\right)$ and $\left(\omega_{2}, \omega_{5}\right)$ can provide better results at this location. However, the curves of $\left(\omega_{1}, \omega_{5}\right)$ changed more gently without sudden change, making the calculated result less sensitive, so the result from this frequency pair will be more stable and reliable. Additionally, these frequency pairs coincided with the recommended frequency pairs mentioned in Table 3.


Figure 9. The partial zoom of Figure 4 contains the curves of different frequency pairs of the adsorbate locating at $50 \mu \mathrm{~m}$ from the fixed end of the resonator. (a) Young's modulus errors, (b) Density errors.

Finally, $\left(\omega_{1}, \omega_{2}\right)$ was picked out for the Young's modulus measurement and $\left(\omega_{1}, \omega_{5}\right)$ was picked out for the density measurement of the adsorbate. The $E_{C}$ was calculated as 1.309 GPa , with an error of $3.75 \%$ compared with the ideal value of 1.36 GPa . Furthermore, the $\rho_{C}$ was calculated as $760.5 \mathrm{~kg} / \mathrm{m}^{3}$, with an error of $-1.94 \%$ compared with the ideal density value of $746 \mathrm{~kg} / \mathrm{m}^{3}$. The selected frequency pairs and the relative Young's modulus and density result are shown in Figure 10.


Figure 10. $E_{C}-\rho_{C}$ curves of the first five order natural frequencies and the recommended frequency pairs to calculate the Young's modulus and density values of the adsorbate.

## 5. Conclusions

In summary, a mathematical model based on the Rayleigh-Ritz method was built to determine the Young's modulus and density of an adsorbate by measuring several vertical vibration natural frequencies of the resonator and extracting the intersections of their nonlinear Young's modulus and density curves. Ideally, the intersections of different natural frequency curves would coincide, which revealed the Young's modulus and density of the adsorbate simultaneously. This research revealed a vital conclusion, that when there were errors in the measurement of natural frequencies, the position of the adsorbate had a complicated and nonlinear effect on the measurement accuracy of Young's modulus and density. Furthermore, this study revealed that frequency pairs and the relative position of the adsorbate on the cantilever are two important factors that affect the accuracy and reliability of the measurement. Using appropriate frequency pairs can improve the accuracy and reliability of measurement. This study provided a method to set the adsorbate at specific positions and choose suitable natural frequency pairs to obtain more accurate and stable results. Finally, the method was validated by the finite element analysis method.

The results from this study show the potential application of combining several highorder natural frequencies to improve measurement accuracy. It can be applied in real-time micro/nano-scale research and provide researchers with intensive data to monitor the mechanical properties variation in the experimental process. It is a non-invasive and labelfree scheme that works to monitor the biological reaction or to distinguish the cell by its mechanical properties without destroying the sample.
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#### Abstract

A novel pure rotary actuator with a double-layer flexible mechanism (RA-DFM), which is driven by a single piezoelectric ceramic in the lower mechanism and generates rotational motion in the upper mechanism, is proposed in this paper. The output of piezoelectric ceramic is successively amplified using an enhanced double Scott-Russell mechanism and two lever-type mechanisms to obtain a large rotation range. The static, kinematic and dynamic properties of the RA-DFM are numerically analyzed, and the actual output of the piezoelectric is analyzed considering the input stiffness. The geometric parameters of the RA-DFM are optimized based on the constructed numerical models. Finite element analysis has been implemented to validate the correctness of the theoretical models and further evaluate the output property. The simulation results show the maximal rotation angle of the RA-DFM is 15.14 mrad with $0.44 \%$ center drift.
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## 1. Introduction

The precise positioning stage with nanoscale accuracy has been widely used in surface topography, biological medicine and optics [1-3]. In the actuation of the nano-positioning stage, voice coil motor (VCM) and piezoelectric ceramic are the most popular candidates. The voice coil motor (VCM) is generally used to realize large strokes, but the small output force limits the working frequency of the positioning stage [4,5]. Piezoelectric ceramic has also been widely applied due to the high resolution, fast response and large output force [6-8], but the micron-level stroke impedes more extensive applications.

In recent years, the nano-rotational motion was usually included in the multi degrees of freedom (DOF) positioning stage, especially as the $X Y \theta$-type stage generates the planar translation and the rotation around the vertical direction of the plane. For instance, Wang designed a 3-DOF monolithic manipulator based on the 3-revolute-revolute-revolute (3RRR) parallel mechanism; it is used to generate translations in the $X$ and $Y$ axes and rotation around the $Z$ axis [9]. A similar kinematic mechanism has been applied by many researchers to generate rotational motion in the micro positioning stage [10,11]. In the developed 3-DOF mechanism of Kim [12], the rotational motion was generated through controlling the two piezoelectric ceramics in one direction. The 6-DOF positioning system is also generally designed with three rotational motions about the $X, Y$ and $Z$ axes [13]. However, the rotational motion in these nano-propositioning stages is usually coupled with other motions, which leads to the drift of the rotation center, and the rotational motion is realized through the actuation of multiple actuators, bringing in the issue of actuation redundancy.

In order to avoid motion coupling, a pure rotation stage has been developed. Lee proposed a pure nano-rotation scanner based on circular hinges and leaf springs, but it was still driven by two piezoelectric ceramics [14]. The rotary micro-positioning stage of Zhu employed a single piezoelectric ceramic driving the stage to avoid actuation redundancy,
but the rotation range of 1.58 mrad is not enough for some applications [15]. To facilitate the machinability of the flexure-based mechanism, Clark presented a single piezoelectricdriven multi-level rotation stage using emerging additive manufacturing techniques; the working range reached 2.54 mrad , but the stage output drifted seriously over time [16].

For the requirements of large range, the stick-slip mechanism has been applied to drive the mobile slider, which could generate both linear movement and rotation with a large stroke $[17,18]$. The piezoelectric inchworm rotary actuator is also an effective method to obtain a large workspace [19,20]. However, the backward motion of the stickslip mechanism is difficult to eliminate. The inchworm driving method requires simultaneous control of multiple piezoelectric ceramics, leading to control complexity and actuation redundancy.

Aiming at the requirements of large stoke, compact structure and without actuation redundancy, this paper proposes a single piezoelectric-driven rotary actuator with a doublelayer flexible mechanism, which integrates the lever type and enhances the double ScottRussell amplification mechanism. In this paper, mechanical design of the rotary stage is firstly introduced in Section 2. Then, the theoretical models, including the actual output model of piezoelectric ceramic, the maximum stress, kinematic and dynamic model of the rotary stage are established in Section 3. The main geometrical parameters are optimized in Section 4, and then the finite element analysis (FEA) is implemented in Section 5.

## 2. Mechanical Design of the RA-DFM

The proposed pure rotary actuator is shown in Figure 1a, which includes doublelayer flexible mechanisms with a thread-connected base. The lower mechanism shown in Figure 1 b displays a symmetrical layout. The piezoelectric ceramic is utilized as the actuator, one side of which is contacted with the input end and the other side is preloaded with a screw. A half column is designed on the input end to avoid the piezoelectric ceramic suffering a bending moment. A dual leaf parallelogram hinge (DLPH) is connected on two symmetric traditional Scott-Russell mechanisms to organize the enhanced double ScottRussell mechanism (EDSRM), which has been demonstrated to possess excellent dynamic properties [21]. The EDSRM is utilized to amplify the input displacement and transfer the single translation to the symmetric and contrary translation. Afterwards, the displacements are secondly amplified via the lever type mechanism of the lower mechanism ( $\mathrm{LTM}_{\mathrm{low}}$ ).

As shown in Figure 1c, the upper mechanism is designed with a rotary symmetric structure. The symmetric outputs from the lower mechanism are thirdly amplified and transferred to parallel and opposite translations via the lever-type mechanisms in the upper mechanism (LTM ${ }_{u p}$ ). The amplified displacements act on the top and bottom sides of the output platform to form the moment of couple and further generate rotational motion on the output platform. In addition, the output platform is over-constrained by a pair of flexible support mechanisms (FSM) to enlarge the stiffness in the out-off-plane direction, but it has little effect on the rotational motion due to the compliance in this direction, which could restrain the unwanted resonant vibration.

The motion transferred from the lower mechanism to the upper mechanism seriously affects the output efficiency. As shown in Figure 1a, the lower connecting block is connected to the upper connecting block with a horizontally arranged screw in the structure design. This connecting method generates normal pressure between the upper and lower connecting block, which could transfer a larger force compared with the friction-type connection.

Furthermore, the velocity diagrams of the connecting block, which are shown in Figure 2, are analyzed using the pseudo rigid body theory. The right circular hinges are simplified as a revolute joint and marked as A-K, and the FSM is regarded as the revolute joint L due to the actual rotary motion of the output platform. The linkage GH is the connection bar between the lower and upper mechanism. If the rotation centers of output hinge F and fulcrum hinge G of $\mathrm{LTM}_{\text {low }}$ as well as the input hinge I and fulcrum hinge H of $\mathrm{LTM}_{\mathrm{up}}$ are respectively designed in a strictly straight line, the velocity of flexure hinge

G will be same as flexure hinge H , and the linkage GH will generate translational motion as an integral. Otherwise, there will be a rotary motion on the linkage GH , as shown in Figure 3, which may result in the separation of the two connecting blocks. Therefore, the flexure hinge positions of $\mathrm{LTM}_{\mathrm{low}}$ and $\mathrm{LTM}_{\mathrm{up}}$ are designed as in Figure 2.

(a)

(b)

(c)

Figure 1. Mechanical design of the RA-DFM: (a) the assembly diagram; (b) the lower mechanism; (c) the upper mechanism.


Figure 2. The velocity diagram of half RA-DFM: (a) the lower stage; (b) the upper stage.


Figure 3. The velocity diagram of the connecting block with unaligned rotation centers in the $\mathrm{LTM}_{\mathrm{low}}$ and LTM $_{\text {up }}$.

## 3. Theoretical Modeling and Analysis of the RA-DFM

### 3.1. The Kinematic Modeling

Based on the velocity diagram of the half RA-DFM in Figure 2, the velocity response of each flexure hinge is analyzed under the action of the input velocity $v_{B}$. It is obvious that the linkages AC, FG and IJ rotate around their revolute joints A, F and I; the linkage LK rotates around the assumed center L. According to the input and output velocity directions, the linkages BD and JK rotate with $O_{1}$ and $O_{2}$, respectively. Considering the small deformation of the whole system, the velocity directions of the linkages are seen as constant, so the linkage DE generates pure translational movement similar to linkage GH. The velocities of revolute joints $B-K$ can be obtained as follows:

$$
\begin{gather*}
v_{B}=w_{B D} l_{O_{1} B}  \tag{1}\\
v_{C}=w_{B D} l_{O_{1} C}=w_{A C} l_{A C}  \tag{2}\\
v_{D}=v_{E}=w_{B D} l_{O_{1} D}=w_{F G} l_{E F}  \tag{3}\\
v_{G}=v_{H}=w_{F G} l_{F G}=w_{I J} l_{I H}  \tag{4}\\
v_{J}=w_{I J} l_{I J}=w_{J K} l_{O_{2} J}  \tag{5}\\
v_{K}=w_{J K} l_{O_{2} K}=w_{L K} l_{L K} \tag{6}
\end{gather*}
$$

where $l_{A C}, l_{E F}, l_{F G}, l_{I H}, l_{I J}, l_{I K}$ and $w_{B D}, w_{A C}, w_{F G}, w_{I J}, w_{I K}, w_{L K}$ are the length and angular velocity of the corresponding linkages, respectively. $l_{O_{1} B}, l_{O_{1} C}, l_{O_{1} D}, l_{O_{2} J}, l_{O_{2} K}$ and $l_{L K}$ are the rotation radii of the corresponding revolute joints, which could be easily calculated using the sine theorem of triangles.

The rotational angles of flexure hinges are analyzed with the input displacement $y_{B}$. In order to clearly describe the rotational deformation, the amplification ratios of the EDSR and LTMs are calculated using a simplified analytical model [21].

$$
\begin{equation*}
a m p_{E D S R}=\frac{l_{A B}}{l_{A D}} \tag{7}
\end{equation*}
$$

$$
\begin{align*}
a m p_{L T M-\text { low }} & =\frac{l_{F G}}{l_{E F}}  \tag{8}\\
\operatorname{amp}_{L T M-u p} & =\frac{l_{I J}}{l_{I H}} \tag{9}
\end{align*}
$$

where $l_{A B}$ and $l_{A D}$ are the distance of revolute joins $\mathrm{A}, \mathrm{B}$ and $\mathrm{A}, \mathrm{D}$, respectively.
As shown in Figure 4, the linkages AC, BD, FG, IJ, JK and KL generate rotation angles $\Delta_{1}, \Delta_{2}, \Delta_{3}, \Delta_{4}, \Delta_{5}$ and $\Delta_{6}$, respectively, and the rotation of linkages DE and GH are ignored for the approximate translational motion. Based on the formula of arc length, the rotation angles of revolute joints $\mathrm{A}-\mathrm{L}$ are calculated using the following equations:

$$
\begin{gather*}
\varphi_{A}=\Delta_{1}=\frac{y_{B}}{l_{A D}}  \tag{10}\\
\varphi_{C}=\Delta_{1}+\Delta_{2}=\frac{2 y_{B}}{l_{A D}}  \tag{11}\\
\varphi_{B}=\varphi_{D}=\Delta_{2}=\frac{y_{B}}{l_{A D}}  \tag{12}\\
\varphi_{E}=\varphi_{F}=\varphi_{G}=\Delta_{3}=\frac{a m p_{E D S R} y_{B}}{l_{E F}}  \tag{13}\\
\varphi_{H}=\varphi_{I}=\Delta_{4}=\frac{a m p_{E D S R} a m p_{L T M-l o w} y_{B}}{l_{I H}} \tag{14}
\end{gather*}
$$

$$
\begin{equation*}
\varphi_{J}=\Delta_{4}+\Delta_{5}=\frac{a m p_{E D S R} a m p_{L T M-\text { low }} y_{B}}{l_{I H}}+\frac{a m p_{E D S R} a m p_{L T M-\text { low }} a m p_{L T M-u p} y_{B}}{l_{O_{2} J}} \tag{15}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{K}=\Delta_{5}+\Delta_{6}=\frac{a m p_{E D S R} a m p_{L T M-\text { low }} a m p_{L T M-u p} y_{B}}{l_{O_{2} J}}+\frac{a m p_{E D S R} a m p_{L T M-\text { low }} a m p_{L T M-u p} y_{B}}{l_{L K} \cos \gamma} \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{L}=\Delta_{6}=\frac{a m p_{E D S R} a m p_{L T M-\text { low }} a m p_{L T M-u p} y_{B}}{l_{L K} \cos \gamma} \tag{17}
\end{equation*}
$$



Figure 4. The deformation diagram of half RA-DFM: (a) the lower stage; (b) the upper stage.
Based on the above analysis, the rotational deformation of the assumed revolute joint L is the final output angle of the RA-DFM, which is expressed in Equation (17). The output
angle is affected by the total amplification ratio, the arm length of the output platform and the input displacement.

### 3.2. The Output of Piezoelectric Ceramic

The actual output displacement of piezoelectric ceramic is related to the external stiffness; thus, the input stiffness of RA-DFM is firstly modeled. Assuming an input displacement $y_{B}$ is applied on the input end, the generated force of the DLPH and torques of the right circular flexure hinges $\mathrm{A} \sim \mathrm{L}$ are:

$$
\begin{gather*}
F_{D L P H y}=-k_{D L P H y} y_{B}  \tag{18}\\
M_{r i}=-K_{r i} \varphi_{i} \quad i=A \sim L \tag{19}
\end{gather*}
$$

where $k_{\text {DLPHy }}$ is the translational stiffness of DLPH in the $Y$ direction, and $K_{\text {DLPHy }}=$ $\frac{4 E b_{\text {low }} t_{D L P H}^{3}}{l_{\text {DLPH }}{ }^{3}}$ [21]. $b_{\text {low }}, t_{D L P H}$ and $l_{D L P H}$ are the width, thickness and length of the leaf spring hinge in the DLPH, respectively. $K_{r i}$ is the rational stiffness of flexure hinges $\mathrm{A} \sim \mathrm{L}$, and $K_{r i}=\left(\frac{9 \pi r_{R i}{ }^{1 / 2}}{2 E b_{i} t_{R i} i^{5 / 2}}\right)^{-1}$ for the right circular hinges A-K [21]. $b, r_{R}$ and $t_{R}$ are the width, radius and thickness of the right circular hinge, respectively. It is noted $b=b_{\text {low }}$ for the right circular hinge in the lower mechanism, and $b=b_{u p}$ for the right circular hinge in the upper mechanism.

The revolute joint L is simplified from the FSM, which includes two leaf spring hinges. The compliance matrix of flexure hinges has been widely applied to analyze the stiffness of flexible mechanisms [12,21-23]; thus, it is used to model the rotational stiffness of the revolute joint L in this paper. As shown in Figure 5, the local coordinates of leaf spring hinges are expressed as $o_{i}-x_{i} y_{i} z_{i}$, and the global coordinate $O_{0}-X_{0} Y_{0} Z_{0}$ is defined in the center of the output platform. The compliance matrix of the leaf spring hinge in the local coordinate is expressed as

$$
\mathbf{C}_{0}=\left[\begin{array}{cccccc}
\frac{l_{F S M}}{E b_{\text {Fp }} t_{F S M}} & 0 & 0 & 0 & 0 & 0  \tag{20}\\
0 & \frac{4 l_{F S M}^{3}}{E b_{u p} t_{F S M}^{3}} & 0 & 0 & 0 & \frac{6 l_{F S M}^{2}}{E b_{u p} t_{F S M}^{3}} \\
0 & 0 & \frac{4 l_{F S M}^{3}}{E b_{u p}^{3} t_{F S M}^{3}} & 0 & -\frac{6 l_{F S M}^{2}}{E b_{p}^{3} t_{F S M}} & 0 \\
0 & 0 & 0 & \frac{l_{F S M}}{G k_{2 S} b_{u p} t_{F S M}^{3}} & 0 & 0 \\
0 & 0 & -\frac{6 l_{F S M}^{2}}{E b_{u p}^{3} t_{F S M}^{2}} & 0 & \frac{12 l_{F S M}}{E b_{u p}^{3} t_{F S M}} & 0 \\
0 & \frac{6 l_{F S M}^{2}}{E b_{u p}^{3} t_{F S M}^{3}} & 0 & 0 & 0 & \frac{12 l_{F S M}}{E b_{u p} t_{F S M}^{3}}
\end{array}\right]
$$

where $l_{F S M}, t_{F S M}$ and $b_{u p}$ are the length, thickness and width of the leaf spring hinge in the FSM, respectively. $E$ and $G$ are the Young's modulus and shear modulus of the material, respectively. $k_{2}$ is a geometric parameter, and $k_{2}=b_{u p} / t_{F S M}$.

In order to obtain the compliance model of the FSM in the global coordinate $O_{0}$ $X_{0} Y_{0} Z_{0}$, the local compliance matrices of the two leaf spring hinges are transferred to the global coordinate.

$$
\boldsymbol{C}_{F S M}=\sum_{i=1}^{2}\left[\begin{array}{cc}
\boldsymbol{R}_{i} & 0  \tag{21}\\
0 & \boldsymbol{R}_{i}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{I} & \boldsymbol{P}_{i}{ }^{T} \\
0 & \boldsymbol{I}
\end{array}\right] \mathbf{C}_{0}\left[\begin{array}{cc}
\boldsymbol{I} & 0 \\
\boldsymbol{P}_{i} & \boldsymbol{I}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{R}_{i}^{T} & 0 \\
0 & \boldsymbol{R}_{i}{ }^{T}
\end{array}\right]
$$

where $P_{i}$ and $\boldsymbol{R}_{i}$ are the translational and rotational matrices, respectively, from the local coordinate to the global coordinate. For the $i$ th flexure hinge, $\boldsymbol{P}_{i}=\left[\begin{array}{ccc}0 & -r_{i z} & r_{i y} \\ r_{i z} & 0 & -r_{i x} \\ -r_{i y} & r_{i x} & 0\end{array}\right]$, $r_{i}=o_{i} \vec{O}_{0}=\left[\begin{array}{lll}r_{i x} & r_{i y} & r_{i z}\end{array}\right]$ is the vector from the origin $o_{i}$ to the global origin $O_{0}$ in
the local coordinate $o_{i}-x_{i} y_{i} z_{i} . \quad R_{i}$ is the rotation matrix of the coordinate $o_{i}-x_{i} y_{i} z_{i}$ with respect to $O_{0}-X_{0} Y_{0} Z_{0}$, and the rotation matrices about the $X, Y$ and $Z$ axis are $\boldsymbol{R}_{x}\left(\theta_{x}\right)=$ $\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \cos \theta_{x} & -\sin \theta_{x} \\ 0 & \sin \theta_{x} & \cos \theta_{x}\end{array}\right], \boldsymbol{R}_{y}\left(\theta_{y}\right)=\left[\begin{array}{ccc}\cos \theta_{y} & 0 & \sin \theta_{y} \\ 0 & 1 & 0 \\ -\sin \theta_{y} & 0 & \cos \theta_{y}\end{array}\right]$ and $\boldsymbol{R}_{z}\left(\theta_{z}\right)=\left[\begin{array}{ccc}\cos \theta_{z} & -\sin \theta_{z} & 0 \\ \sin \theta_{z} & \cos \theta_{z} & 0 \\ 0 & 0 & 1\end{array}\right]$, respectively.

The relationship between the deformation and the applied force on the FSM is

$$
\begin{equation*}
F=C_{F S M}^{-1} S \tag{22}
\end{equation*}
$$

where $S=\left[X_{0}, Y_{0}, Z_{0}, \theta_{X 0}, \theta_{Y 0}, \theta_{Z 0}\right]$ and $F=\left[F_{X 0}, F_{Y 0}, F_{Z 0}, M_{X 0}, M_{Y 0}, M_{Z 0}\right]$.


Figure 5. The miniature output platform and FSM.
According to the simplification rule of the revolute join L , the rotation direction of the revolute join L is the $\theta_{Z 0}$ direction of the FSM, and considering the symmetry of the FSM, the rotational stiffness of $L$ is half of the rotational stiffness of FSM in the $\theta_{Z 0}$ direction, which could be calculated via $M_{Z 0} / \theta_{Z 0}$; it is also the $\sigma_{\text {th }} \times \sigma_{\text {th }}$ element of $C_{F S M}^{-1}$ based on Equation (22).

$$
\begin{equation*}
K_{r L}=\left(C_{F S M}^{-1}\right)_{6,6} / 2 \tag{23}
\end{equation*}
$$

The flexible mechanism is a stable system after an input force $F_{y B}$ from the piezoelectric actuator is applied on the input end; the generated displacement on the input end is $y_{B}$ and the angular deformation of each joint is listed in Equations (10)-(17). Based on the principle of virtual work, the total virtual work of the system is zero if a virtual displacement $\Delta_{y B}$ is applied on the system.

$$
\begin{equation*}
\Delta W=F_{y B} \Delta_{y B}+F_{D L P H y} \Delta_{y B}+2 \sum_{i=A}^{L} M_{r i} \Delta_{\varphi i}=0 \quad i=A \sim L \tag{24}
\end{equation*}
$$

where the first term denotes the virtual work caused by the input force $F_{y B}$ and the virtual displacement $\Delta_{y B}$. The second term denotes the virtual work of the DLPH due to the deformation of DLPH and elastic force $F_{\text {DLPHyy }}$. As shown in Figure 6, the third term is the virtual work caused by torsional springs with rotary torque $M_{r i}$ and virtual angular deformation $\Delta_{\varphi i}$. The relationships between $\Delta_{\varphi i}$ and $\Delta_{y B}$ are same as those between $\varphi_{i}$ and $y_{B}$.


Figure 6. The dynamic model of half RA-DAFM: (a) the lower stage; (b) the upper stage.
Substitute Equations (18) and (19) into Equation (24), and the input stiffness of the RA-DFM in the $Y$ direction is obtained.

$$
\begin{equation*}
K_{i n-Y}=F_{y B} / y_{B} \tag{25}
\end{equation*}
$$

Generally, the piezoelectric ceramic could be seen as a spring with constant stiffness, and the flexible mechanism acts as the load for the piezoelectric ceramic. Based on the Hooke's law, the actual output of piezoelectric ceramic is reduced according to

$$
\begin{equation*}
y_{a p z t}=\frac{K_{p z t}}{K_{p z t}+K_{i n-Y}} y_{n p z t} \tag{26}
\end{equation*}
$$

where $K_{p z t}$ and Snpzt are the stiffness and nominal output of piezoelectric ceramic, respectively.

### 3.3. The Stress Analysis

In order to guarantee the repeatability and durability of the RA-DFM, the maximal stress of the flexure hinges must be less than the allowable stress of the material. According to the kinematic analysis, the leaf spring hinges and right circular hinges mainly generate translational deformation and rotational deformation, respectively. Based on the stress analysis in Ref. [24], the maximum stress of each can be expressed as follows:

$$
\begin{align*}
\sigma_{\text {leaf }-\max } & =\frac{3 k_{l} \Delta E t_{\text {leaf }}}{l_{\text {leaf }}^{2}}  \tag{27}\\
\sigma_{r c h-\max } & =\frac{6 k_{c} K_{r} \varphi}{b t_{R}^{2}} \tag{28}
\end{align*}
$$

where $k_{c}$ and $k_{l}$ are the stress concentration factor of the right circular hinge and leaf spring hinge, respectively. $\Delta$ and $\varphi$ are the translational displacement of a leaf spring hinge and the angular deformation of a right circular hinge, respectively.

### 3.4. The Dynamic Modeling

In order to maximize the working frequency of a rotary actuator, the first resonant mode is better along the working direction because far less working frequency is usually required compared to the first resonant frequency to avoid activating the resonant vibration.

Therefore, the first mode shape of the RA-DFM is designed to be the rotation of the output platform, which is also the translation in the $Y$ direction for the input end. The Lagrange equation is applied for the modeling of the resonant frequency.

$$
\begin{equation*}
\frac{d}{d_{t}}\left(\frac{\partial T}{\partial \dot{y}_{i n}}\right)-\frac{\partial U}{\partial y_{i n}}=0 \tag{29}
\end{equation*}
$$

where $T$ and $U$ are the total kinetic energy and elastic potential energy, respectively. $y_{\text {in }}$ is the assumed input displacement.

The dynamic model of the half RA-DFM is shown in Figure 6; the flexure hinges are simplified as torsional springs with constant stiffness. It is noted that only planar motion is considered in the dynamic model due to the high rigidity of the flexure hinges in the out-of-plane configuration. Based on the velocity and deformation analysis in Section 3.1, when an input displacement $y_{\text {in }}$ is enacted on the input end, the total kinetic energy of the system is expressed as

$$
\begin{equation*}
T=\frac{1}{2} m_{i n} \dot{y}_{i n}^{2}+m_{D E} v_{D}^{2}+m_{G H} v_{G}^{2}++\sum J_{i} w_{i}^{2} \quad i=A C, B D, F G, I J, J K, K L \tag{30}
\end{equation*}
$$

where $m_{i n}, m_{D E}$ and $m_{G H}$ are the masses of the input end and linkages DE and GH, respectively. $J_{i}$ is the rotational inertia of the linkage $i . w_{i}$ is the angular velocity of the linkage $i$, which is also the first-order derivative of $\varphi_{i}$.

Potential energy mainly results from the deformation of the flexure hinges. The total potential energy of the system can be expressed as

$$
\begin{equation*}
U=\frac{1}{2} K_{D L P H y} y_{i n}^{2}+\sum_{i=A}^{L} K_{r i} \varphi_{i}^{2} \quad i=A \cdots L \tag{31}
\end{equation*}
$$

Substitute Equations (30) and (31) into (29) and transfer it to the standard dynamic equation $M_{i n-Y} \ddot{y}_{i n}+K_{i n-Y} y_{i n}=0$. Based on the theory of vibrations and the dynamic equation, the first resonant frequency of RA-DFM can be obtained using the characteristic equation:

$$
\begin{equation*}
f_{1}=\frac{\sqrt{K_{i n-Y} / M_{i n-Y}}}{2 \pi} \tag{32}
\end{equation*}
$$

where $M_{i n-Y}$ is the equivalent mass of the RA-DFM in the input end.

## 4. The Optimization

According to the above analyses, the performance of the RA-DFM is significantly affected by the geometric parameters; thus, it is necessary to conduct mechanical optimization to improve the static and dynamic characteristics. A large output range is able to extend the application, which is related to both the geometric parameter and the input displacement according to Equation (17). This section focuses on the maximization of the output range through optimizing the geometric parameters. The objective function is expressed as:

$$
\begin{equation*}
F_{\max }=\frac{a m p_{E D S R} a m p_{L T M-\text { low }} a m p_{L T M-u p}}{l_{L K} \cos \gamma} \tag{33}
\end{equation*}
$$

Considering the stress, output of piezoelectric ceramic, resonant frequency, structure compactness and machining accuracy of the RA-DFM, the constraint conditions for the optimization are given as follows:
(1) Maximum stress: As mentioned previously, the maximum stresses occur at the surface of the leaf spring hinge and/or the minimal thickness of the fight circular hinge. Both of the maximum stresses should be lower than the allowable stress of the material.

$$
\left\{\begin{array}{l}
\sigma_{\text {leaf-max }} \leq \sigma_{\mathrm{m}} / s_{f}  \tag{34}\\
\sigma_{r c h-\max } \leq \sigma_{\mathrm{m}} / s_{f}
\end{array}\right.
$$

where $\sigma_{m}$ is yield strength, and it is about 400 MPa for the aluminum alloy 7075-T6, which has been widely applied as the material of the flexible mechanism. $s_{f}$ is the safety factor and has been chosen as 1.2.
(2) Input stiffness: According to Equation (26), a smaller input stiffness could improve the actual output of the piezoelectric actuator; thus, the input stiffness of the RA-DFM is limited in the following condition based on the stiffness of the ordinary commercial piezoelectric actuator:

$$
\begin{equation*}
K_{i n-Y} \leq 2 \mathrm{~N} / \mu \mathrm{m} \tag{35}
\end{equation*}
$$

(3) First resonant frequency and mode shape: The first resonant frequency of the developed mechanism decides the working frequency; thus, the low-limit frequency of the RA-DFM is restrained to guarantee the working bands.

$$
\begin{equation*}
f_{1} \geq 200 \mathrm{~Hz} \tag{36}
\end{equation*}
$$

The resonant mode shape of the FSM in the vertical direction ( $Y_{0}$ direction) is possible to activate due to compliance. In order to guarantee the rotational motion is the first mode shape, the resonant frequency of the FSM in the $Y_{0}$ direction is required to be larger than that in the rotational direction.

$$
\begin{equation*}
\frac{\sqrt{\left(C_{F S M}^{-1}\right)^{2,2} / m_{F S M}}}{2 \pi} \geq \frac{\sqrt{\left(C_{F S M}^{-1}\right)^{6,6} / J_{F S M}}}{2 \pi} \tag{37}
\end{equation*}
$$

where $m_{F S M}$ and $J_{F S M}$ are the mass and rotational inertia of the moving platform in the FSM, respectively.
(4) Machining accuracy and structure compactness: To guarantee the machining accuracy and the material buckling of the leaf spring hinge and right circular hinge, it is feasible to choose $0.05 \leq t_{R} / r_{R} \leq 0.65, l_{D L P H} \geq 15 t_{D L P H}$ and $l_{F S M} \geq 15 t_{F S M}$. Considering the assembly of the upper and lower mechanism, it is better to satisfy $l_{E G}=l_{H J}=l_{A B} / 2$. Further, taking the theoretical modeling precision and structural compactness into account, the ranges of the variables are chosen as the third column of Table 1.

Table 1. The key sizes of RA-DFM.

| Variables | Original Values (mm) | Ranges (mm) | Optimization Results (mm) |
| :---: | :---: | :---: | :---: |
| $b_{\text {low }}$ | 12.00 | $[10,15]$ | 10.00 |
| $b_{\text {up }}$ | 8.00 | $[5,10]$ | 5.00 |
| $t_{D L P H}$ | 0.5 | $[0.3,1]$ | 0.30 |
| $l_{D L P H}$ | 15 | $[10,30]$ | 30.00 |
| $l_{A B}$ | 40 | $[30,50]$ | 41.11 |
| $l_{A D}$ | 20 | $[15,30]$ | 20.00 |
| $l_{F G}$ | 40 | $[30,50]$ | 31.45 |
| $l_{I J}$ | 40 | $[30,50]$ | 49.54 |
| $t_{F S M}$ | 0.5 | $[0.3,1]$ | 0.30 |
| $l_{F S M}$ | 15 | $[10,30]$ | 10.98 |
| $l_{J K}$ | 15 | $[10,20]$ | 20.00 |
| $r_{R}$ | 1 | $[0.5,2]$ | 2.00 |
| $t_{R}$ | 0.5 | $[0.3,1]$ | 0.30 |

As listed in the first column of Table 1, the variables mainly include geometrical sizes of the right circular hinge, leaf spring hinge and the linkage lengths of the amplification mechanisms. The optimization process is conducted using the "fmincon" function in Matlab software, which is used to find local minima. Therefore, the optimization objective adopts the negative of Equation (33), and several different groups of original values in the defined ranges are selected to break the local optimization. After many attempts, for the smallest value of the objective function, the corresponding original values and approximative optimization results are obtained and shown in Table 1.

## 5. The Finite Element Analysis of RA-DFM

In the FEA modeling of the RA-DFM, the lower and the upper mechanisms are firstly modeled separately based on the optimized parameters, which are then formed into a new part in Workbench software to couple the nodes between the related bases and connecting blocks, and the threaded connections are simplified as rigid connections to reduce the structure complexity. Aluminum alloy is selected as the material, with Young's modules $E=71 \mathrm{GPa}$, density $\rho=2770 \mathrm{~kg} / \mathrm{m}^{3}$ and Poisson's ratio $v=0.33$. The RA-DFM is meshed using the adaptive method with 0.5 mm element size; the whole mechanism is meshed in 347,947 elements. The surrounding surfaces are completely fixed in the following simulation, as shown in Figure 7.


Figure 7. The FEA model of the RA-DFM.
An input force $F_{i n}=10 \mathrm{~N}$ is applied on the input end in the $Y$ direction to examine the input stiffness of the RA-DFM; the total deformation is shown in Figure 8. The input end translates in the $Y$ direction by $5.83 \mu \mathrm{~m}$, and the output platform generates a rotary angle as in the design. The input stiffness of RA-DFM is calculated as $1.71 \mathrm{~N} / \mu \mathrm{m}$, and the modeling error is $2.34 \%$ compared with the theoretical result of $1.75 \mathrm{~N} / \mu \mathrm{m}$, indicating the correctness of the theoretical model. In order to guarantee the output of the piezoelectric ceramic, the stiffness of the piezoelectric ceramic is preferred to exceed 10 times that of the external mechanism.


Figure 8. The deformation of the RA-DFM with input force 10 N .
The space reserved for the piezoelectric ceramic is $13 \times 10 \times 43.11 \mathrm{~mm}$, which is suitable for commercial piezoelectric ceramic (MTP150/7 $\times 7 / 36$, Coremorrow, Harbin, China). The nominal output displacement and stiffness are $38 \mu \mathrm{~m}$ and $50 \mathrm{~N} / \mu \mathrm{m}$, respectively. Based on Equation (24), the actual output of the selected piezoelectric ceramic is about $37 \mu \mathrm{~m}$. A series of inputs $y_{\text {in }}=[5,10,15,20,25,30,35,37] \mu \mathrm{m}$ is used to assess the output property. As shown in Figure 9 and Table 2, the output rotary angle is almost linear to the input displacement, and the total simulated amplification ratio of the RA-DFM is about 8.42 , which is obviously less than the theoretical calculation of 10.10 . The separate amplification ratios of the three amplification mechanisms are simulated as $1.78,2.82$ and
1.67, respectively. The largest modeling error occurs at the EDSR mechanism; it is because the rest of the flexible mechanisms generate a large load on the output terminal of the EDSR mechanism, which leads to serious deformation of the right circular hinges $A$ and $C$ in the $X$ direction as well as the rotation. In addition, the linkages of the EDSR generate much more deformation compared to the lever-type mechanism.


Figure 9. The output comparison of the theoretical and simulation results with different input displacement.

Table 2. The comparison of the theoretical and simulation results.

|  | $a m p_{\text {EDSR }}$ | $a m p_{\text {LTM-low }}$ | $\boldsymbol{a m p _ { \text { LTM-up } }}$ | $\boldsymbol{K}_{\text {in }-\boldsymbol{Y}}$ | $f_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Theoretical |  |  |  |  |  |
| calculation | 2.05 | 2.88 | 1.71 | $1.75 \mathrm{~N} / \mu \mathrm{m}$ | 189.35 Hz |
| Simulation <br> results | 1.78 | 2.82 | 1.68 | $1.71 \mathrm{~N} / \mu \mathrm{m}$ | 192.45 Hz |
| Modeling error | $15.16 \%$ | $2.13 \%$ | $1.79 \%$ | $2.34 \%$ | $1.61 \%$ |

For the input placement $y_{i n}=37 \mu \mathrm{~m}$, the horizontal displacement generated on flexure hinge K is $296.46 \mu \mathrm{~m}$, leading to a rotary angle of 15.14 mrad . Furthermore, the position of the output platform center is extracted to assess the drift of the rotational center. The total displacement change of the center is about $1.29 \mu \mathrm{~m}$, which only accounts for $0.44 \%$ of the rotary displacement, showing the excellent rotational accuracy. In addition, the maximum stress of 194.08 MPa occurred at the circular hinge K in the FEA; it is because the stress of the circular hinge is positively correlated to the angle deformation. Flexure hinge K generates the largest deformation according to Equations (10)-(17). According to Equation (34), the simulated maximum stress is far less than the allowable yield stress of 333.33 Mpa for aluminum alloy 7075-T6, which indicates that the designed RA-DFM could work normally in this situation.

The modal simulation of the RA-DFM is also implemented, and the first three mode shapes are shown in Figure 10. It shows that the first mode shape is the rotation of the output platform in the $\theta_{Z}$ direction with the resonant frequency 192.45 Hz , which coincides well with the design objective. The modeling error is $1.61 \%$ compared with the theoretical calculation. The second mode shape is the translation in the $Y_{0}$ direction of the FSM with the resonant frequency 240.47 Hz , which is $24.95 \%$ larger than the first resonant frequency; this is mainly caused by the stiffness difference of the FSM in the $\theta_{Z 0}$ and $Y_{0}$ directions.

The third mode shape is out of the plane with the resonant frequency 642.43 Hz , which is about 3.34 times the first resonant frequency; it means the third mode shape is hard to activate in low-frequency operation.


Figure 10. The first three mode shapes of RA-DFM: (a) the first mode shape; (b) the second mode shape; (c) the third mode shape.

## 6. Conclusions

A single piezoelectric-driven rotary actuator including a double-layer flexible mechanism was proposed in this paper. The actuator integrated an EDSRM and an LTM to amplify the output displacement of the piezoelectric ceramic in the lower mechanism. The rotational motion was generated on the upper mechanism as well as the third displacement amplification. The rotation angle of the mobile platform, actual output of the piezoelectric ceramic, maximal stress and first resonant frequency of the RA-DFM were theoretically modeled, and they were utilized to optimize the geometrical parameters.

The numerical models were validated to be efficient at predicting properties using the FEA method. According to the simulation results, the proposed RA-DFM possesses an amplification ratio of 8.42 and a first resonant frequency of 192.45 Hz . With $37 \mu \mathrm{~m}$ input displacement, the maximum stress of the RA-DFM is 194.08 MPa , and the maximal rotational angle of the output platform is 15.14 mrad with $0.44 \%$ center drift, showing excellent output properties.
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