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In the past decade, significant advances in reservoir stimulation and enhanced oil re-
covery technologies have resulted in rapid production growth in unconventional reservoirs.
To further increase and stabilize the production of unconventional reservoirs, researchers
continue to develop new technologies and apply them to this field. This Special Issue
combines unconventional reservoir stimulation and enhanced oil recovery technologies
and the latest research on geology, reservoir, drilling, and completion.

The rapid increase in the production of fossil energy has been made possible by effec-
tive reservoir stimulation and enhanced oil recovery (EOR) technologies for unconventional
oil and gas reservoirs. As one of the most important reservoir stimulation technologies,
hydraulic fracturing usually injects high-pressure fluid to create enough fractures in the
target reservoir, which aims to improve the seepage conditions and increase the contact area
between the target formation and production well. Such stimulation technologies usually
involve complex fluid–solid coupling processes, including fracture initiation, propagation,
conductivity, etc.

Enhanced oil recovery has been used to solve the problem of sharply declining oil
rates after a production period. In this process, some special chemicals (e.g., surfactants
and nano-emulsions) are injected into the reservoir to increase the recovery effectiveness
of the residual oil. EOR processes often involve complex physical–chemical processes,
including liquid emulsification, water–rock reactions, etc. [1–4]. Therefore, the progress
of reservoir stimulation and EOR technology will contribute to the rapid development
of unconventional oil and gas resources. Meanwhile, these technologies are also used to
develop geothermal and coal resources [5–8].

This collection, which accompanies the Special Issue of Processes, emphasizes theory,
technology, and application innovation and compiles 35 current publications on original
applications of new ideas and methodologies in unconventional oil and gas reservoirs.

Review of Research Presented in This Special Issue

The papers published in this Special Issue describe recent advances in reservoir
stimulation and EOR technology in unconventional reservoirs. These studies are divided
into four categories.

The first type involves numerical and experimental simulation studies on fracture
propagation patterns in unconventional reservoir stimulation techniques. For numerical
simulation, Ran et al. systematically investigated the expansion patterns of multi-branch
hydraulic fractures using finite element and extended finite element methods [9]. The
characteristics of the target reservoir and the expansion patterns of hydraulic fractures
under conditions such as formation dip angle, wellbore orientation, fracturing fluid back-
flow rate, low temperature, stress effects, artificial plugging, interlayer heterogeneity, and

Processes 2024, 12, 234. https://doi.org/10.3390/pr12010234 https://www.mdpi.com/journal/processes
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the presence of multiple branched horizontal wells were systematically investigated. For
experimental studies, the influence of various factors on drag reducer performance was
studied. Moreover, utilizing microscopic methods, the drag reduction mechanism of the
drag reducer was also investigated. Shi et al. and their colleagues investigated the crack
propagation patterns and influencing factors during hydraulic fracturing in four differ-
ent reservoir types: offshore unconsolidated sandstone, high-salinity reservoirs, gravel
formations, and deep shale formations [10].

The second type is acidizing and acid fracturing technology in unconventional reser-
voir stimulation technology. The acidizing potential for enhanced oil recovery in gravel
formations was evaluated by comparing changes in rock porosity, permeability, and rock
mechanics before and after acidizing. A novel high-temperature cross-linked acid’s acid cor-
rosion capability and acid-induced fracture conductivity were assessed. The temperature
field of acid-rock reactions and the incremental production effects of multistage acidizing
processes during acidizing were studied based on theoretical analysis and mathematical
model establishment.

The third type involves unconventional oil and gas reservoir-enhanced oil recovery
(EOR) technologies. These EOR technologies include the use of 3D-printed artificial cores
for experimental research, the development of salt-resistant displacement polymers, studies
on fluid flow behavior in shale oil and gas reservoirs, optimization of gas injection methods
in low-permeability heterogeneous gas reservoirs, exploration of post-pressurization water
injection development techniques, and technologies aimed at improving recovery rates in
heavy oil reservoirs and salt cavern gas storage facilities.

The fourth type involves reservoir, drilling, and completion technologies related
to reservoir modification and enhanced oil recovery (EOR). In terms of reservoirs, the
sedimentary history of the Qiongdongnan Basin in the northern South China Sea and
the Yinggehai Basin was investigated. A model for calculating the axial force on the drill
string was proposed in drilling, and a simulation study on the rheological properties of lost
circulation materials during drilling was performed. Regarding completion, this includes
casing safety assessment and case studies on the field application of a novel gas lift valve.

Many academics from various fields, from the natural sciences to engineering, have
been researching reservoir stimulation and EOR technology in unconventional reservoirs.
New theories and technologies are proposed in this Special Issue, including experimental
methods, numerical simulation technology, and pilot cases that can help readers and
researchers better understand and be inspired by the cutting-edge technologies in reservoir
stimulation and EOR technology in unconventional reservoirs.

Author Contributions: Investigation, L.Z.; writing—original draft preparation, J.W.; writing—review
and editing, L.Z., J.W., W.F., M.L., Y.Z. and L.P. All authors have read and agreed to the published
version of the manuscript.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: Multistage hydraulic fracturing has been proven to be an effective stimulation method to
extract more oil from the depleted unconsolidated sandstone reservoirs in Bohai Bay, China. The
offshore wellbores in this area were completed with a gravel pack screen that is much too difficult to
be mechanically isolated in several stages. Hydra-jet fracturing technology has the advantages of
multistage fracturing by one trip, waterjet perforation, and hydraulic isolation. The challenges of
hydraulic-jet fracturing in offshore unconsolidated sandstone reservoir can be summarized as follows:
the long jet distance, high filtration loss, and large pumping rate. This paper proposes full-scale
experiments on the waterjet perforation of unconsolidated sandstone, waterjet penetration of screen
liners and casing, and pumping pressure prediction. The results verified that multistage hydra-
jet fracturing is a robust technology that can create multiple fractures in offshore unconsolidated
sandstone. Lab experiments indicate that the abrasive water jet is capable to perforate the screen-
casing in less than one minute with an over 10 mm diameter hole. The water jet perforates a deep and
slim hole in unconsolidated sandstone by using less than 20 MPa pumping pressure. Recommended
perforating parameters: maintain 7% sand concentration and perforate for 3.0 min. Reduce sand
ratio to 5%, maintain 3.0 m3/min flow rate, and continue perforating for 7.0 min. The injection
drop of the nozzle accounts for more than 62% of the tubing pump pressure. The recommended
nozzle combinations for different fracturing flow rates are 8 × ø6 mm or 6 × ø7 mm for 2.5 m3/min
and 3.0 m3/min, and 8 × ø7 mm for 3.5 m3/min and 4.0 m3/min. A one-trip-multistage hydra-
jet fracturing process is recommended to be used for horizontal wells in offshore unconsolidated
sandstone reservoirs.

Keywords: offshore; unconsolidated sandstone; hydra-jet fracturing; perforation experiment

1. Introduction

Hydraulic fracturing of unconsolidated sandstones has become an important tech-
nique used to enhance oil recovery for the offshore reservoirs [1]. The first hydraulic
fracturing of offshore unconsolidated sandstone appeared in the Gulf of Mexico [2], fol-
lowing successful cases in Brazil, Nigeria, and Bohai Bay. However, gravel pack screen
completion is popular in unconsolidated sandstone oil wells and it is much too difficult to
deploy multistage hydraulic fracturing using mechanical isolation [3]. Flexible multistage
hydraulic fracturing technology for use in unconsolidated sandstones is required.

Abrasive waterjet (AWJ) fracturing stimulation, also called hydra-jet fracturing, has
been accepted as an effective and efficient stimulation technique for multistage well com-
pletion used with casing, slotted liners, and even open hole [4]. Major technical advantages
include the integration of AWJ perforation and fracturing, hydraulic isolation capacity,
pinpoint fracture initiation, unlimited stages, and high efficiency [5]. It has become a flexi-
ble technology used to achieve multistage fracturing in offshore reservoir stimulation [6].

Processes 2023, 11, 3137. https://doi.org/10.3390/pr11113137 https://www.mdpi.com/journal/processes
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Hydra-jet fracturing was first used in horizontal wells with uncemented and pre perforated
liners, off the shore of Brazil in 2004, which proved its effectiveness in offshore multistage
stimulation [7]. Following the first implementation of hydra-jet fracture, acidizing was used
with great success in deep water fields off the shore Brazil in 2005 [8]. Hydra-jet propped
fracturing was tested in mature offshore oil fields in Congo with low to moderate perme-
ability of sandstone in 2008 and 2010 [9]. The first completed hydra-jet fracturing multizone
application was performed in an offshore high-permeability oil well located in the Bozhong
oil field in Bohai Bay, China, and has proven successful since 2020 [10]. Although several
successful cases are present in offshore reservoir stimulation [11], engineering challenges
still exist to be solved, as illustrated in Figure 1. First, abrasive waterjet perforation becomes
more challenging since several penetration layers are present, including the slotted linear
layer, the gravel pack layer, the casing, and the cement shield [12]. The waterjet standoff
distance becomes larger in contrast to the onshore cemented casing [13], so the waterjet
energy reduces too much to penetrate a large and deep perforating hole in unconsolidated
sandstone. It is significant to evaluate the capacity of waterjet perforation for offshore
unconsolidated sandstone [14,15]. The jet rate, sand ratio, and injection time need to be
verified. Second, unconsolidated sandstone is a type of medium with a low strength, less
than 10 MPa, and high permeability, over 200 mD [16–18]. The perforation morphology of
unconsolidated sandstone is different from that of conventional rock, which will affect the
jet gun design and injection parameter design.

Processes 2023, 11, x FOR PEER REVIEW 2 of 13 
 

 

capacity, pinpoint fracture initiation, unlimited stages, and high efficiency [5]. It has be-

come a flexible technology used to achieve multistage fracturing in offshore reservoir 

stimulation [6]. Hydra-jet fracturing was first used in horizontal wells with uncemented 

and pre perforated liners, off the shore of Brazil in 2004, which proved its effectiveness in 

offshore multistage stimulation [7]. Following the first implementation of hydra-jet frac-

ture, acidizing was used with great success in deep water fields off the shore Brazil in 2005 

[8]. Hydra-jet propped fracturing was tested in mature offshore oil fields in Congo with 

low to moderate permeability of sandstone in 2008 and 2010 [9]. The first completed hy-

dra-jet fracturing multizone application was performed in an offshore high-permeability 

oil well located in the Bozhong oil field in Bohai Bay, China, and has proven successful 

since 2020 [10]. Although several successful cases are present in offshore reservoir stimu-

lation [11], engineering challenges still exist to be solved, as illustrated in Figure 1. First, 

abrasive waterjet perforation becomes more challenging since several penetration layers 

are present, including the sloNed linear layer, the gravel pack layer, the casing, and the 

cement shield [12]. The waterjet standoff distance becomes larger in contrast to the on-

shore cemented casing [13], so the waterjet energy reduces too much to penetrate a large 

and deep perforating hole in unconsolidated sandstone. It is significant to evaluate the 

capacity of waterjet perforation for offshore unconsolidated sandstone [14,15]. The jet rate, 

sand ratio, and injection time need to be verified. Second, unconsolidated sandstone is a 

type of medium with a low strength, less than 10 MPa, and high permeability, over 200 

mD [16–18]. The perforation morphology of unconsolidated sandstone is different from 

that of conventional rock, which will affect the jet gun design and injection parameter 

design. 

This study proposes lab experiment schemes to validate abrasive waterjet perforation 

and multistage fracturing in unconsolidated sandstone, including full-scale abrasive 

waterjet penetration through the screen liner and waterjet rock perforation. In Section 2, 

the recommended jet rate is obtained via lab experiments. In Section 3, the nozzle combi-

nation is optimized using the recommended jet rate. A boNom-hole tool string and proce-

dure design for offshore Hydra-jet fracturing are recommended. In Section 4, the feasibil-

ity of hydra-jet fracturing in an offshore unconsolidated sandstone reservoir is verified 

using a well in Bohai Bay. 

 

Figure 1. Illustration of abrasive waterjet perforation and multistage fracturing in unconsolidated 

sandstones. 

  

Figure 1. Illustration of abrasive waterjet perforation and multistage fracturing in unconsolidated
sandstones.

This study proposes lab experiment schemes to validate abrasive waterjet perforation
and multistage fracturing in unconsolidated sandstone, including full-scale abrasive wa-
terjet penetration through the screen liner and waterjet rock perforation. In Section 2, the
recommended jet rate is obtained via lab experiments. In Section 3, the nozzle combination
is optimized using the recommended jet rate. A bottom-hole tool string and procedure
design for offshore Hydra-jet fracturing are recommended. In Section 4, the feasibility of
hydra-jet fracturing in an offshore unconsolidated sandstone reservoir is verified using a
well in Bohai Bay.

2. Abrasive Waterjet Perforation in Gravel Pack Completion

Abrasive waterjet perforation in an offshore unconsolidated sandstone reservoir is
shown in Figure 2. The perforating fluid enters the tubing and is accelerated through
the nozzle [19–21]. Several layers, including the screen liner, the gravel pack, casing,
cement, and formation rock, are penetrated by waterjet. In order to avoid serious damage
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to the unconsolidated sandstone formation, we plan to first penetrate the screen liner,
gravel, casing, and cement, and then perforate the unconsolidated sandstone. A full-scale
experiment was proposed to obtain the relationship between the abrasive waterjet rate
and the perforating time. The feasibility of the waterjet perforating the unconsolidated
sandstone was verified by comparing the waterjet’s impact on unconsolidated sandstone
and red sandstone. The characteristics of the perforating shape in unconsolidated sandstone
were obtained.
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Figure 2. Abrasive waterjet impact on screener-casing. (a) Schematic diagram of the experimental
method. (b) Experimental facility. (c) Screener after experiment. (d) Gravel pack after experiment.
(e) Casing after experiment. (f) Cement after experiment.

2.1. Capacity of Abrasive Waterjet Penetrating Screen Liner and Casing

The full-scale lab simulator was developed to simulate the physical behaviors of
abrasive waterjet penetration through several layers including the screen liner, the gravel
pack, the casing, and the cement shield, as illustrated in Figure 2. The specific parameters
of the experiment are designed according to typical well parameters, and this information
is shown in Table 1. An STP 600 plunger pump (Sinopec Oilfield Equipment Corporation,
China) with a maximum flow rate of 1000 L/min was used to generate the abrasive waterjet.
The distance from the nozzle outlet to the screen was set to 5 mm. The experiment was
carried out under submerged conditions. Concentric holes appeared in the screen liner and
casing (Figure 2c,e). The gravel pack and cement were easily penetrated by the abrasive
waterjet (Figure 2d,f). It took only a moment for the abrasive waterjet to destroy the gravel
pack and cement. In addition, the gravel layer and cement had little effect on screen and
casing damage. Thus, we only studied the perforation of the screen liner and casing.

We obtained the relationship between the abrasive waterjet rate and jet time by looking
at the penetration time and decreasing the injection velocity step by step (Figure 3). When
the nozzle pressure approaches the limit 35 MPa, the jet velocity is 220 m/s, which is taken
as the upper limit. We observed the screen and casing penetration every minute until the
casing was penetrated. For example, when the jet rate was 220 m/s, after one minute the
screen was penetrated and the casing was slightly abraded. After another minute, the
casing was penetrated. Therefore, the critical jet time at 220 m/s is 2 min. As the pumping
rate decreases, the ability of the abrasive waterjet to penetrate the screen-casing decreases.
The critical jet times for 190 m/s, 160 m/s, and 150 m/s are 4 min, 6 min, and 9 min,
respectively. When the jet velocity is 150 m/s, the jet time approaches the limit of 10 min,
thus 150 m/s is taken as the lower limit. The penetration diameter is comprehensively
affected by jet distance, jet rate, and jet time. Under the experimental conditions used in this
study, the penetration diameter of the screen is 1.36 to 1.96 times the diameter of the nozzle.
The penetration diameter of the casing is 1.40 to 2.56 times the diameter of the nozzle.
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Table 1. Comparison of field and experimental materials.

Materials Field Parameters Experimental Parameters

Nozzle conical, outlet diameter 5–7 mm conical, outlet diameter 5 mm

Fluid fracturing fluid water

Abrasive quartz sand, garnet, ceramisite, 20/40 mesh
ceramisite, 20/40 mesh, volume density of

1620 kg/m3, apparent density of 2950 kg/m3,
compressive strength of 69 MPa

Sand concentration 6–8% Volume ratio 5% Volume ratio

Screener 139.7 mm wire-wound screener, base pipe of
25.3 kg/m and N80 rank

139.7 mm wire-wound screener nipple, base
pipe of 25.3 kg/m and N80 rank, side

window for nozzle

Gravel pack ceramist, 20/40 mesh, thickness 37 mm ceramist, 20/40 mesh, thickness 30 mm

Casing 244.5 mm casing, 86.9 kg/m and N80 rank 244.5 mm casing, 86.9 kg/m and N80 rank

Cement Portland cement, Water-cement ratio 0.44,
thickness 33 mm

Portland cement, Water-cement ratio 0.44,
thickness 30 mm
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Figure 3. The process of abrasive water jet penetrating screen-casing at different jet rates.

2.2. Capacity of Waterjet Perforation in Unconsolidated Sandstone

The unconsolidated sandstone is our target material and these samples were collected
from a drilling core from the Bohai Bay formation at a depth of 1600 m. In order to make
the blank group, the red sandstone was selected from natural outcrops in Sichuan. Table 2
compares their physical and mechanical properties.

Table 2. Comparison of physical parameters between unconsolidated sandstone and red sandstone.

Physical Parameters Unconsolidated Sandstone Red Sandstone

Density, kg/m3 1990 2230
Porosity, % 21.9 17.8

Permeability, mD 56.3 32.6
Elasticity modulus, GPa 0.29 8.71

Poisson ratio 0.34 0.38
uniaxial compressive

strength, MPa 2.7 39.5

Considering the coring size of ø25 × 50 mm and the large jet distance, a nozzle with
1 mm outlet diameter is used in this experiment (Figure 4a). The injection time is 10 s.
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For these two types of rocks, jet rock breaking was carried out six times, including five
experimental conditions (Figure 4b,c). The unconsolidated sandstone is perforated under
waterjet as result #1 (Figure 4b). For results #2 to #6, the red sandstone is jetted, and
the jet conditions are changed until the perforating depth of the red sandstone is close
to that of the unconsolidated sandstone. The feasibility of the waterjet perforating the
unconsolidated sandstone is verified via comparison with the red sandstone, and the
perforating characteristics of unconsolidated sandstone are obtained via CT scan.
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In Figure 5a, result #1 and result #2 show that the rock breaking depth of uncon-
solidated sandstone is 7.7 times that of red sandstone under the same jet conditions. By
changing the waterjet (WJ) into an abrasive waterjet (AWJ), increasing the jet rate (JR) to
270 m/s, and reducing the jet distance (JD) to 5 mm, the rock-breaking depth of #6 of the
red sandstone is approximated to the rock-breaking depth of #1 of the unconsolidated
sandstone. In addition, the jet parameters of #6 are similar to those of onshore construction,
which proves that the waterjet has the ability to perforate unconsolidated sandstone under
a large jet distance. Figure 5b,c shows that the rock breaking diameter of unconsolidated
sandstone is generally larger than that of red sandstone. Through the rock breaking di-
ameter of the red sandstone under different jet conditions, it is found that the higher the
rock-breaking efficiency and the larger the jet distance, the larger the rock-breaking diam-
eter. Unconsolidated sandstone is easy to break, and the offshore perforation is mostly
at a large jet distance. Therefore, tools and processes need to be optimized to avoid large
perforation diameters in offshore unconsolidated sandstone reservoirs.
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3. Optimization of Bottom-Hole Tool and Procedures of Offshore Hydra-Jet Fracturing
3.1. Optimization of Key Parameters of Waterjet Nozzles

The waterjet nozzles are critical parts in the transfer of high-pressure energy to kinetic
energy with a high velocity impact. The nozzle diameter and its number are two key
parameters for the hydra-jet fracturing tool. Two aspects of nozzle design should be taken
into account. The first point is to reach the minimum waterjet velocity to reserve enough
energy for the perforation. The second aspect is to satisfy the requirement of pumping rate.
The formula for nozzle pressure drop is as follows:

Pb =
513.559V2ρ

C2

where Pb is nozzle pressure drop, MPa; V = Q
A is jet rate, m/s; Q is flow rate, L/s;

A = 0.25πD2 is outlet area of all nozzles, mm2; D is nozzle diameter, mm; ρ is fluid density,
g/cm3; and C is discharge coefficient of nozzle, generally 0.9.

Figure 6 illustrates the workflow to optimize the nozzles parameters. The waterjet
perforation experiments indicate that the critical waterjet velocity required is up to 190 m/s
to make a deep and large perforating hole. Figure 6b indicates the correlation between
pumping rate and waterjet velocity. If the required pumping rate is above 3.0 m3/min, the
corresponding nozzle diameter and number can be optimized as 8 × ø6 mm or 6 × ø7 mm.
If the pumping rate is over 3.5 m3/min, the corresponding nozzle diameter and number can
be 8 × ø7 mm. Except for the nozzle diameter and numbers, the nozzle distance between
the two layers, as shown in Figure 6c, is another key parameter to be considered. According
to the perforation experiment on unconsolidated sandstone, the hole diameter is 20 times
that of of the nozzle diameter. Therefore, the recommended nozzle distance between the
two layers is 200 mm to avoid the connection of multiple perforating holes.
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of waterjet nozzles. (b) Correlations between pumping rate and waterjet velocity (c) Nozzle distance
between two layers and its effects on perforating holes.

3.2. Design of Bottom-Hole Tool String for Offshore Hydra-Jet Fracturing

The key point of bottom-hole tool design is to avoid the sand sticking issue while trial-
ing the hydra-jet tool. Thus, we selected an elastic, deformable centralizer and a spherical
guide shoe. The trailing-tool was recommended for horizontal multistage hydraulic-jet
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fracturing in an offshore unconsolidated sandstone reservoir. Figure 7 illustrates the tool
string, including guide shoe, multi-hole pipe, one-way valve, Hydra-jet body with nozzles,
and the elastic, deformable centralizers. The spherical guide shoe is used to ensure the tool
is capable of passing the inner steps of wellbore. The multi-hole pipe and one-way valve
allows pre-washing job and reverse circulation washing. The elastic deformable centralizer
makes the hydra-jet body centralized and reduces the risk of sand sticking issue.
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3.3. Hydra-Jet Fracturing Process

There are two typical types of hydra-jet fracturing, involving the trailing frac-string
process and non-tripping frac-string process [22–24]. In order to reduce the risk of the sand
sticking issue, the trailing frac-string process was recommended for offshore sand packing
well completion. The detailed steps include the hydra-jet tool trip-in, waterjet perforation,
and hydraulic fracturing.

(1) Hydra-jet tool trip-in: The hydra-jet tool is trip-in to the target depth. A wellbore
cleanout was required using fluid circulation from tubing and hydra-jet tool to casing
annular. Then, the one-way ball was pumped through the tubing, with a low pumping rate
less than 1.0 m3/min. Once the tubing pressure increases sharply, it indicates the one-way
ball is effectively seated on the valve.

(2) Waterjet perforation: The abrasive particles were mixed with perforation fluid.
The recommended parameters can be listed as: waterjet velocity of 190 m/s, 20–40 mesh
ceramist, 6–8% volume ratio of sand concentration, perforation time of 10–15 min.

(3) Hydraulic fracturing: Reduce tubing flow and slowly close the plug valve of the
annular choke line. Increase the flow rate of the tubing to the designed fracturing rate and
continue jetting. Then use the annular pumps gel or water, which can keep enough net
pressure to propagate fractures and complement fluid leakage in fractures. All of the gel
and chemical additive is injected through the tubing to avoid eroding the casing. Finally,
the overflow rate is calculated.

4. Case Study

A hydraulic fracturing design for one candidate well has been carried out and the case
study has been analyzed to indicate the workflow.

4.1. Reservoir Characteristics

Well SZ36-X is located in the southern Bohai Sea. Many fault blocks and fault anticlinal
traps are formed due to the complex fault system. In the field, the sedimentary microfacies
types mainly include an underwater distributary channel, an estuarine bar, and a remote
sand bar deposit. The main reservoirs are relatively concentrated vertically. The thickness
of the single sand layer is generally not more than 10.0 m. Reservoir interlayers are
relatively developed. The reservoir is shallow buried. Compaction and diagenesis are
weak. The reservoir is relatively unconsolidated. The reservoir space is dominated by
primary intergranular pores. The average porosity of the reservoir is 30.5%. Reservoir
permeability is more than 50 mD. The reservoir in this area has the characteristics of thin
thickness, poor physical properties, and strong heterogeneity. The crude oil in this field
is a heavy oil with a high density, high viscosity, high content of colloidal asphalt, low
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sulfur content, low wax content, and low freezing point. The viscosity of the surface crude
oil is between 23.4 mPa·s and 11,355.0 mPa·s. The viscosity of the underground crude
oil is between 24.1 mPa·s and 452.0 mPa·s. The saturation pressure is between 5.0 MPa
and 13.7 MPa. The pressure coefficient is about 1.03. The original formation pressure
is 14.3 MPa (corresponding to the altitude −1450.0 m), and the temperature gradient is
3.22 ◦C/100 m, which belongs to the normal temperature system.

4.2. Pump Pressure Checking

Checking the pump pressure of the tubing and casing is the key to verifying the
feasibility of jet fracturing [25,26]. Tubing pump pressure is used to generate jet fracturing
power, counter flow friction, and balance casing pump pressure. Jet fracturing power
accelerates the jets through nozzles to aid in hydraulic perforation and hydraulic isolation.
The flow friction includes the tubing part and the annulus part. Casing pump pressure
is used to replenish formation energy. Tubing and annulus are pressure-connected, so
part of the tubing pump pressure needs to balance the casing pump pressure. During
the perforating stage, the tubing enters the fluid, the annulus returns the fluid, and the
casing pressure is 0 MPa [27,28]. During the fracturing stage, the fluid is replenished in
the annulus, and the casing pressure is related to the fracture generation and the hydraulic
isolation. Table 3 lists the parameters of the case.

Table 3. The calculation parameters of cases.

Classification Name Parameter

Geology

Vertical depth, m 2000

Fracture initiation pressure gradient, MPa/m 0.0185

Fracture extension gradient, MPa/m 0.0150

Well
Oblique depth, m 2500

Inside diameter of casing, mm 224.4

Tool

Nozzle combination 6 × ø7 mm/8 × ø7 mm

Inside diameter of tubing, mm 76

Outside diameter of tubing, mm 88.9

Process

Pumping rate, m3/min 2.5, 3.0 3.5, 4.0

Fracturing fluid density, kg/m3 1050

Fracturing fluid viscosity, mPa·s 1.12

Flow coefficient 0.22

The calculation formula of fluid friction loss in tubing and annulus:

Re =





ρdnv(2−n)

8(n−1)µ( 3n+1
4n )

n , tube

ρ(D1−D2)
nv(2−n)

12(n−1)µ( 2n+1
3n )

n , annular

f =





16
Re , Re ≤ 2100

lg(n)+3.93

50Re
1.75−lg(n)

7

, Re > 2100

Pf =





2f1ρLv2

d · 10−6 , tubing

2f2ρLv2

D1−D2
· 10−6 , annulus
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where Re is the Reynolds number; d is the inside diameter of the tubing, m; D1 is the inside
diameter of the casing, m; D2 is outside diameter of the tubing, m; n is the flow coefficient;
v is the average flow rate in tubing or annulus, m/s; µ is the viscosity, mPa·s; f is the fluid
friction coefficient; and Pf is fluid friction loss, MPa.

The calculation formula of pumping pressure in tubing and annulus:

Ptubing = Pb + Pftubing + 0.4Pannulus

Pannulus =





0 , perforation

Pfrac_i − Ph − Pboost , fracture initiation

Pfrac_e − Ph , fracture extension

where Ptubing is the tubing pump pressure, MPa; Pannulus is the casing pump pressure, MPa;
Pb is the injection drop, MPa; Pftubing is the flow friction of the tubing, MPa; Ph is the head
of liquid, MPa; Pfrac_i is the fracture initiation pressure, MPa; Pfrac_e is the fracture extension
pressure; and Pboost is the injection boost, 8.0 MPa.

Figure 8a shows a comparison of the three tubing pump pressure components affected
by pumping rate. When the pumping rate is 4.0 m3/min, the flow friction of the annular is
0.4 MPa. Compared with the onshore 5–1/2 inch casing, the offshore 9–5/8 inch casing
has a much larger annular flow area, so the flow friction of the annular is negligible. At
these four flow rates, the injection drop is at least 2.2 times the flow friction of the tubing.
Injection drop accounts for more than 62% of the tubing pump pressure, and optimizing
the nozzle combination can significantly reduce the tubing pump pressure. Figure 8b
shows that all cases of hydra-jet fracturing satisfy the tubing pressure limit, which is below
56 MPa.
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Figure 8. Pump pressure distribution and change throughout the jet fracturing process under
different fracturing flow rates. (a) Comparison of pump pressure components affected by flow rate.
(b) Comparison of pump pressure at different stages of jet fracturing.

4.3. Operation and Requirements

Close the BOP and the four-way annular injection wing valve. Pump the low flow
rate. Set the tubing flow rate to 0.5–1.0 m3/min. Fill the tubing with base fluid. Drop
the valve ball; low feed the ball to block the check valve. After the base fluid is injected
into the tubing at 11.0 m3, the design flow rate is increased to 3.0 m3/min. If the tubing
pressure reaches 40.0–42.0 MPa, it indicates that the valve ball is in place and the following
steps are carried out. If this pressure is not reached, continue to lower it to 3.0 m3, increase
the design flow rate to 3.0 m3/min, and again judge whether the valve ball is in place.
Increase tubing flow rate to 3.0 m3/min. Begin sand mixing with 20/40 mesh ceramic
particles/sand ratio of 7%. Ensure the flow rate and sand ratio are stable. Maintain the
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7% sand ratio and perforate for 3.0 min. Reduce sand ratio to 5%, maintain 3.0 m3/min
flow rate, and continue perforating for 7.0 min. Stop adding sand, maintain the flow rate
of the tubing, and pump gel to replace the ceramic in the tubing. Reduce the tubing flow
rate to 1.0 m3/min, slowly close the annular return valve, and open the annular injection
valve. Increase tubing flow rate to 3.0 m3/min. Start the annulus injection at a pressure
not greater than the maximum design annulus pressure. In the first stage, the calculated
value is 7 MPa. In the second and third stages, the maximum annulus pressure shall be
determined according to the pump stop pressure in the first stage. Set annulus flow rate to
0.5~1.0 m3/min. Proppant is then pumped in. When the first stage of the fracturing pump
injection is completed, stop pumping. When the pressure is reduced to 0.0 MPa, the well is
washed. Rotate the string, and drag the string to the next injection point when there is no
abnormality. If the string becomes stuck in the sand, reverse circulation should be used.

During the construction process, the construction flow rate and sand ratio should be
adjusted according to the construction pressure. The fluid volume is calculated according
to the actual running fracturing string. The fluid volume should not exceed 1.5 times
the calculated column volume. Annulus pressure should be monitored throughout the
fracturing stage. Within the allowable range of casing pressure, the annular flow rate can
be appropriately increased. After fracturing is complete, wellbore losses and spills should
be observed before the string is drawn up. If the jet gun fails during the fracturing process,
the pump should be stopped, and the ball should be thrown to open the slide sleeve of the
standby gun for hydraulic jet fracturing.

5. Conclusions

This paper proposed full-scale experiments for the waterjet perforation of uncon-
solidated sandstone, the waterjet penetration of screen liners and casing, and pumping
pressure prediction. The results verified that multistage hydra-jet fracturing is a robust
technology that can be to create multiple fractures in offshore unconsolidated sandstone.
The study can be concluded as follows:

(1) The abrasive water jet is capable of perforating the screen-casing in less than one
minute with an over 10 mm diameter hole. The water jet perforates a deep and
slim hole in unconsolidated sandstone by using less than 20 MPa pumping pressure.
Recommended perforating parameters include: maintain 7% sand ratio and perforate
for 3.0 min, reduce sand ratio to 5%, maintain 3.0 m3/min flow rate, and continue
perforating for 7.0 min.

(2) Nozzle pressure drop accounts for more than 62% of the tubing pump pressure.
Optimizing the nozzle combination can significantly reduce the pump pressure. The
recommended nozzle combinations for different fracturing flow rates are 8 × 6 mm
or 6 × 7 mm for 2.5 m3/min and 3.0 m3/min, and 8 × 7 mm for 3.5 m3/min and
4.0 m3/min.

(3) To avoid the sand sticking issue, a one-trip-multistage jet fracturing process is recom-
mended for use in horizontal wells in offshore unconsolidated sandstone reservoirs.
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Abstract: Frequent accidents may happen during the string run-down and pull process due to the
lack of accuracy in the prediction of string force analysis. In order to precisely predict the completion
string axial force in horizontal wells, a new model is established, and an in-house software has been
developed. The model aims to predict the multiple local resistances that occur at different points
on the completion string, which makes up for the technical defects of the commonly used software.
It can calculate resistance at different points of the string, which will lead to varying hook load
amplification. This method can also predict the axial force of the completion string. By changing
the hook load, location, and direction, the resistance can be determined more accurately. Based on
the calculation and analysis, the relationship between local resistance, the blocking point, and the
amplification factor is also obtained. Furthermore, this model is used to analyze the local resistance
of a horizontal well with multiple external packers in the low-permeability Sadi Reservoir of Halfaya
Oilfield, Iraq. The recorded data from in-site operations are compared with the predicted results from
this model. The results show that the relative errors between the recorded data and model calculation
are within the range of 10%, which indicates that the calculated values are reliable. Meanwhile, the
results indicate the success of the subsequent completion design and the construction of the oilfield.

Keywords: horizontal well; completion string; local resistance; axial force; hook load

1. Introduction

Horizontal well drilling technology can be traced back to 1927, and it was first put
into practice in the 1940s [1,2]. In the 1950s and 1960s, it experienced a small upsurge
of development and then stopped. In the 1970s and 1980s, with the rise in oil prices, an
improvement in drilling matching technology, horizontal well development technology,
and horizontal well technology was widely seen in the United States, Canada, and France.
Nowadays, almost all types of reservoirs, such as depleted reservoirs, tight gas reservoirs,
low-permeability reservoirs, marginal reservoirs, and high-permeability reservoirs, can
be developed using horizontal well technology. In tight low-permeability reservoirs,
natural fractures act as the only oil flow channel. The advantages of horizontal wells
are particularly obvious. More than 70% of the horizontal wells drilled in the mid-1990s
were completed in such reservoirs [3–5]. The study of horizontal well reservoir fracturing
stimulation technology began in the 1980s. Since the long horizontal section of horizontal
wells often crosses the reservoir, it is difficult to achieve effective reservoir reconstruction
by acidizing and fracturing the whole well section. Therefore, it is necessary to conduct
fracturings in multiple sections to form ideal independent artificial fractures and maximize
the technical advantages of horizontal wells in developing low-permeability oilfields.
Compared to general fracturing of vertical wells and horizontal wells, staged fracturing
can effectively induce reservoir fractures, increase the discharge area, and greatly improve
the production of oil and gas wells [6–8]. In recent years, with the continuous expansion
of shale gas, tight oil/gas, and coalbed methane, horizontal well technology has been
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developed on an unprecedented scale, and new horizontal well fracturing technologies
have been emerging [9–16].

One-trip multi-stage fracturing completion is a comprehensive method performed in
open-hole horizontal wells. It combines the completion string and fracturing string as a
one-trip string and runs down together. Tools run down the well, including bidirectional
anchoring hangers, expandable open-hole packers, dropping ball promotion sliding sleeves,
and differential pressure opening sleeves. Open-hole packers seal the horizontal section
to achieve isolation from the fracturing operation part. In this way, the whole horizontal
section can be completely fractured. By 2013, 21 fractured sections in one well had been
achieved in the Changqing Oilfield in China, in which tight gas accounts for 70~80% of the
total gas [17]. Multi-stage acidizing technology and fracturing technology are commonly
used in low-permeability reservoirs [18].

The open-hole staged fracturing completion of horizontal wells involves a long hori-
zontal open-hole section and a number of large-diameter tools. During the construction
process, it is difficult to ensure that the completion string can be smoothly run to the specific
position, and this is the key to successful fracturing completion [19]. For example, one
staged fracturing string stuck to the wellbore while being run down the well, and eight
packers were set locally [20]. This forced the researchers to change the fracturing stage
from six to three. The actual length of the horizontal section was 1169 m, while the string
only entered at 439 m, with a 730 m loss.

The running resistance of the string comes from two aspects: one is the axial resistance
or rotation moment caused by friction after the string comes into contact with the wellbore,
and the other is the local resistance caused by the string itself or wellbore conditions. In 2020,
Guo and Rashid proposed an analytical model for axial force transfer in extended-reach
drilling [21]. Generally, friction refers to prior circumstances, so the model is established
mainly based on the previous one developed in this work. The local blocking force is
considered empirically according to the carrying capacity of rigid tools.

The investigation shows that although there is some theoretical analysis of the friction
resistance of complex completion strings in horizontal wells, and the field has rich operation
experience, accidents occur from time to time when the string cannot be run down to the
bottom of the well. Such accidents are fatal, often leading to the abandonment of wells
and huge economic losses. Running a completion string is a systematic operation, and
even commercial software, such as Landmark, cannot predict the probability of resistance.
Therefore, according to the field construction process, developing a new calculation method
for pipe string axial force is necessary.

2. Materials and Methods
2.1. Characteristics of the String Resistance

The lower multi-stage integrated fracturing string is sent into the horizontal open hole
by the landing string. The overall structure of pipe string from bottom to top is as follows:

Guide shoe + ball seat + casing + differential pressure sleeve + casing + open-hole
packer + casing + ball sliding sleeve + casing + · · · + open-hole packer + casing + hanging
packer + plug back sealing barrel + release sub + landing string + ground-driven equipment.

As shown in Figure 1, during the running process, the fracturing string must pass
through the vertical section, the curved section, and the horizontal section. After entering
the curved section, the elastic bending deformation of the string occurs, and the friction
resistance increases rapidly. After entering the horizontal open-hole section, the packer
is affected by debris, shoulder, grooves, and other factors, resulting in various additional
resistances. These resistances are transmitted to the wellhead, which is reflected by the
change in hook load.
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2.2. Basic Model of Mechanical Analysis
2.2.1. One-Dimensional Borehole

Assuming the string is subjected to axial tension in a one-dimensional borehole, the
bending effect of the string and packer is ignored due to the simple load condition. If the
string unit length buoyant weight is q, the string length is L, the string outer diameter is rc,
the well inclination angle is β, and the friction coefficient is µ, then

The normal contact force between the centralizer and wellbore is N = qLsinβ;
The axial friction force is Fa = µN;
The circumferential friction force is Fa = µNrc;
Therefore, in this case, the string friction is independent of the axial force.

2.2.2. Two-Dimensional Borehole

For the horizontal well, the two-dimensional borehole focuses on friction calculation.
Previous scholars have conducted several studies on the axial force and friction of the string
in horizontal wells [22–29], and there is not much difference in these models.

Based on the theory of plane elastic beam, Lubinski established the elastic line differen-
tial equation of drilling strings with axial tension and axial compression [30]. However, in
practical analyses, it often uses the simplified method. First of all, it is considered that the
string curvature is equal to that of the borehole, a micro-segment force analysis is shown in
Figure 2. Given the initial angle of the element ϕ, the length of the element is dS = Rdϕ,
the string is subjected to the axial tension P, and the string contacts with the upper side
of the wellbore. In the string running process, the friction force is opposite to the moving
direction. In Figure 2, R is the curvature radius of the well section, w is the weight of string
line, dN is the normal contact force between the element and the wellbore, µ is the friction
factor between the string and the wellbore, and M is the bending moment of string.
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Assuming that the element curvature is constant, the element shear force is 0, and the
string bending moment is M = EI/R.

The normal contact force between the unit length string and the wellbore is N = P/R.
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For the pipe string under axial pressure, the string makes contacts with the lower side
of the wellbore, and the calculation of the bending moment and normal contact force per
unit length are the same as above.

2.2.3. Three-Dimensional Borehole

Choose a three-dimensional discrete string section. When the axial force T2 at the
lower side of the string and the lateral force per unit length Fn are known, the axial force at
the upper side of the string element can be calculated by the following equation:

T1 = T2 +
Ls

cos(θ/2)
[qcosα]± µFn (1)

where Ls is the length of the string section; q is the string effective weight per unit length; µ
is the friction factor between wellbore and string, which is taken as “+” when the string
moves upward and “−” when the string moves downward; α = (α1 + α2)/2 is the average
deviation angle; θ = arccos[cosα1cosα2 + sinα1sinα2cos(ϕ2 − ϕ1)] is the full angle change
rate of the string element; α1 and ϕ1 are the deviation angle and azimuth angle of the upper
endpoint of the string element; α2 and ϕ2 are the deviation angle and azimuth angle of the
lower end point of the string element; and Fn is contact force caused by the axial force of
string and gravity.

For the friction torque calculation model in a three-dimensional borehole, the contact
force is calculated as follow:

Ni =

√
(Ti∆θsinα)2 + (|Ti∆α| ±Wmdlsinα)2 (2)

where Ni is the contact force between the micro-element section of pipe string and the
wellbore, Ti is the axial force at the micro-element bottom side; ∆θ is the micro-segment
azimuth increment, α is the deviation angle, ∆α is the deviation angle increment of micro-
element, Wm is the string unit's buoyant weight and Wm = Wa ×

(
1− ρm

ρs

)
, Wa is the

string unit weight in the air, ρm is the liquid density, ρs is the string density, and dl is the
micro-segment length.

In Equation (2), when ∆θ = 0, this equation can be used to calculate the contact force
of a two-dimensional well, and when ∆α = 0, it can be considered as one-dimension.

The axial force:
Ti+1 = Ti + Wmdlcosα± µN (3)

where Ti+1 is the axial force at the bottom side of the micro-element.
Since the curve section of the horizontal well is very long and contains special well

parts, the buckling problem should be considered when calculating the friction torque.
After the pipe string buckles, the contact between the pipe string and the wellbore will
inevitably occur. The contact force caused by buckling should also be considered when
calculating friction resistance. The pipe string buckle condition can be judged by calculating
and comparing whether the equivalent axial force exceeds the critical buckling force of the
pipe string.

The critical string buckling forces in the inclined section and the horizontal section are
calculated by the following equations:

Fcr = 2

√
WmEIsinα

r
(4)

Fhel = 2

√
2WmEIsinα

r
(5)

where Fcr is the string sinusoidal critical buckling force, Fhel is the string helical buckling
critical force, and EI is the string bending rigidity.
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The critical buckling force of the string in the vertical section is calculated according to
the following equations:

Fcr = 2.55 3
√

EIq2 (6)

Fhel = 5.55 3
√

EIq2 (7)

The micro-element contact force between the string and the wellbore caused by buck-
ling is calculated as follows:

Nei =
rT2

4EI
(8)

The total contact force between the string and the wellbore is as follows:

N = Ni + Nei (9)

2.3. Multi-Point Resistance Calculation Method
2.3.1. Disadvantages of Traditional Resistance Calculation Method

The traditional models are simple and convenient for programming, but they have the
following disadvantages:

(1) The additional resistance caused by special tools, such as packers, cannot be accurately
described;

(2) The local resistance caused by wellbore grooves and debris accumulation cannot be
reflected in the model;

(3) It is impossible to distinguish the influence of resistance at different positions from
the hook load.

At present, commercial software does not have such analytical functions. In order to
overcome these shortcomings, this work establishes a precise extrapolation method based
on the micro-element analysis method.

2.3.2. Establishment of the Precise Calculation Method

The axial force of the whole string is obtained by superposition calculation from the
bottom section of the string. When the pipe string is blocked at some point, the local
resistance is calculated separately and added to the axial force.

The specific methods and processes are as follows:

1. Calculation method of overall axial force of strings

For horizontal wells, to obtain the axial force at the upper section of the string, the
axial force during the run-down and pull-up processes can be calculated from the bottom of
the string to the wellhead and finally verified by the hook load. The equivalent axial force
at the bottom of the string is set to 0. By using the basic model, the deformation, contact
force and friction resistance of each pipe section are calculated, and then the axial force of
the whole string is obtained.

2. Local resistance

Whether it is caused by the string or the wellbore, once the string is subjected to
local resistance, the resistance will be applied to the calculation node of the string, and its
influence on the hook load can be transmitted. According to the characteristics of resistance,
it can be divided into upward resistance, downward resistance, and bidirectional resistance.
The upward resistance only exists when the string is pulling up, but does not exist when
the string is running down; the downward resistance only exists when the string is running
down, but does not exist when the string is pulling up; and the bidirectional resistance will
exist whether the string is pulling up or running down.

3. Process of multi-point resistance calculation and analysis
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The process of multi-point resistance calculation and analysis is shown in Figure 3.
The corresponding calculation software is developed based on this process.
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The software used for the proposed model is based on the Python development
environment, combining the optimized equations and methods with string mechanics,
wellbore conditions, string structure, and construction process to calculate the axial force
distribution and friction resistance when running down the string. The torsional force
calculation is also added in this software, which can analyze the characteristics of hook
load when some tools, such as external packers, are stuck, to provide reference values to
more accurately determine the position of the stuck point and the stuck character.

4. Advantages and innovation of this method

(1) The ability to accurately calculate the axial force of the whole string from the
bottom to the wellhead by calculating the deformation, contact force, and
friction force;

(2) The division of the resistance into pull-up resistance, run-down resistance, and
bi-directional resistance can describe the tool effect more accurately;

(3) In the calculation of the axial force, the numerical method is used to calculate
the relationship between the contact force and the axial force;

(4) The description of the force and deformation of the string with the packer
in the curved wellbore with the third-order differential equation, allows for
the resistance of the string near the centralizer and packer to be obtained by
numerical simulation;

(5) The ability to quickly judge the key position and key cause in case of jamming.

3. Results
3.1. Basic Data

Based on the data of well S from the Halfaya Oilfield in Iraq, the mechanical analysis
is carried out.

Wellbore parameters: the well depth is 3737 m; the kick-off point depth is 2234 m; the
production casing outer diameter is 177.8 mm, the wall thickness is 10.36 mm, the running
depth is 2926 m, and the well deviation is 90◦. the open hole horizontal section is from
2926 m to 3737 m with a diameter of 152.4 mm.

A drill pipe and heavy-weight (HW) drill pipe are used to send and release the
completion casing string. The string has eight open-hole packers, and the distance from the
packers to the string toe section is 90 m, 150 m, 235 m, 340 m, 475 m, 580 m, 684 m, and
760 m, respectively.
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The top of the casing is the hanger packer, and above the hanger packer is the drill
pipe and heavy-weight drill pipe. The main parameters of the overall string are shown in
Table 1. The friction factor is 0.25 in the casing and 0.3 in the open hole.

Table 1. Main structural parameters of string.

Number Name External Diameter (mm) Internal Diameter (mm) Length (m)

1 Drill pipe 101.60 82.55 2130
2 Hw drill pipe 101.60 65.09 228
3 Drill pipe 101.60 82.55 202
4 Casing 114.30 101.60 1137

3.2. String Axial Force

From previous models and parameters, the hook load is calculated along the depth,
which is shown in Figure 4. It can be seen that the hook load has the following characteristics:

(1) The hook load difference between running down and pulling up gradually becomes
larger when the string passes the kick-off point;

(2) During the pulling-up process, the hook load increases with the string length;
(3) During the running-down process, the hook load increases monotonously before the

string enters the horizontal section, and decreases slowly after entering the horizon-
tal section.

Processes 2023, 11, x FOR PEER REVIEW 7 of 13 
 

 

depth is 2926 m, and the well deviation is 90°. the open hole horizontal section is from 
2926 m to 3737 m with a diameter of 152.4 mm. 

A drill pipe and heavy-weight (HW) drill pipe are used to send and release the com-
pletion casing string. The string has eight open-hole packers, and the distance from the 
packers to the string toe section is 90 m, 150 m, 235 m, 340 m, 475 m, 580 m, 684 m, and 
760 m, respectively. 

The top of the casing is the hanger packer, and above the hanger packer is the drill 
pipe and heavy-weight drill pipe. The main parameters of the overall string are shown in 
Table 1. The friction factor is 0.25 in the casing and 0.3 in the open hole. 

Table 1. Main structural parameters of string. 

Number Name External Diameter (mm) Internal Diameter (mm) Length (m) 
1 Drill pipe 101.60 82.55 2130 
2 Hw drill pipe 101.60 65.09 228 
3 Drill pipe 101.60 82.55 202 
4 Casing 114.30 101.60 1137 

3.2. String Axial Force 
From previous models and parameters, the hook load is calculated along the depth, 

which is shown in Figure 4. It can be seen that the hook load has the following character-
istics: 
(1) The hook load difference between running down and pulling up gradually becomes 

larger when the string passes the kick-off point; 
(2) During the pulling-up process, the hook load increases with the string length; 
(3) During the running-down process, the hook load increases monotonously before the 

string enters the horizontal section, and decreases slowly after entering the horizontal 
section. 
When the string reaches the bottom, the axial force distribution is shown in Figure 5. 

It can be seen that the maximum axial compressive force occurs around 2700–2800 m, 
about 50 kN. However, this section is curved, and the string will not be subject to spiral 
buckling. In the horizontal section, the axial compressive force decreases to about 40 kN. 
For the 4-1/2” casing, the critical value of spiral buckling is about 220 kN in horizontal 
wells. Therefore, the string will not buckle. 

 
Figure 4. Hook load at different depths. Figure 4. Hook load at different depths.

When the string reaches the bottom, the axial force distribution is shown in Figure 5.
It can be seen that the maximum axial compressive force occurs around 2700–2800 m, about
50 kN. However, this section is curved, and the string will not be subject to spiral buckling.
In the horizontal section, the axial compressive force decreases to about 40 kN. For the
4-1/2” casing, the critical value of spiral buckling is about 220 kN in horizontal wells.
Therefore, the string will not buckle.
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3.3. Effect of Local Resistance Amplification

It is assumed that the completion string of well S has been run to the bottom. In order
to investigate the relationship between the local resistance and the hook load, it is assumed
that the string encounters axial resistance of 0 kN, 50 kN, and 100 kN near its bottom. The
corresponding hook load variation is shown in Table 2.

Table 2. Influence of string axial resistance at the bottom on hook load.

Local Resistance
Fs (kN)

Pull-Up Hook Load (kN) Run-Down Hook Load (kN)

Value Increase Amplification Factor Value Increase Amplification Factor

1 705.33 - - 512.56 - -
2 783.07 77.74 1.555 443.94 68.62 1.372
3 863.91 158.58 1.586 371.40 141.16 1.412

In this table, the hook load increases during the pulling-up process, and the hook
load decreases during the running-down process when compared to the case of no local
resistance. The amplification factor is the ratio of the increase and decrease value to the
local resistance value.

The following main features can be obtained:

(1) The resistance at the string bottom is amplified during the upward transmission process;
(2) The amplification factor of the pulling-up process is greater than that of the running-

down process;
(3) The larger the local resistance, the larger the amplification factor.

Figure 6 shows the hook load differences between the pull-up process and run-down
process under different Fs conditions. As can be seen, Fs = 0 kN means that there is no
blocking in the well, and that the calculated hook load is 705.33 kN. If the blocking point
resistance is 50 kN, the hook load will be increased by 77.74 kN instead of 50 kN. And if the
blocking point resistance is 100 kN, the hook load will be increased by 158.58 kN instead of
100 kN. According to the relationship between the blocking point resistance and the hook
load, the amplification factor can be obtained.
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To study the influence of blocking position on hook load, several blocking point
locations were assumed. For Case 1, in which assumes that the blocking point is located
in the middle of the kick-off segment and with a depth of 2580 m (1156 m away from the
bottom), the corresponding hook load variation is shown in Table 3.

Table 3. Hook load versus string blocking point at the middle kick-off segment.

Fs (kN)
Pull-Up Hook Load (kN) Run-Down Hook Load (kN)

Value Increase Amplification Factor Value Increase Amplification Factor

1 705.33 - - 512.56 - -
2 768.65 63.32 1.266 459.67 52.89 1.058
3 832.07 126.74 1.267 403.95 108.61 1.086

For Case 2, in which assumed that the blocking point is located at the beginning of
the kick-off segment and with a depth of 2230 m (1506 m away from the bottom), the
corresponding hook load variation is shown in Table 4.

Table 4. Hook load versus string blocking point at the beginning of the kick-off segment.

Fs (kN)
Pull-Up Hook Load (kN) Run-Down Hook Load (kN)

Value Increase Amplification Factor Value Increase Amplification Factor

1 705.33 - - 512.56 - -
2 758.70 53.37 1.067 465.65 46.91 0.938
3 812.07 106.74 1.067 418.52 94.04 0.940

Table 5 shows the amplification factor changes under different blocking situations.
Also, the amplification factor with two blocking point situations is calculated.

Table 5. The amplification factors under different blocking situations.

Fs (kN)

Amplification Factor
(Middle Section)

Amplification Factor
(Beginning Section)

Amplification Factor
(Both Blocking)

Pull-Up Run-Down Pull-Up Run-Down Pull-Up Run-Down

50 1.266 1.058 1.555 1.372 1.412 1.248
100 1.267 1.086 1.586 1.412 1.429 1.287
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The calculation results showed that:

(1) The amplification factor increases as the distance of blocking point from the bottom
hole increases;

(2) The amplification factor is affected by the resistance value, position, and other factors;
(3) The axial resistances at different positions have mutual amplification and accumula-

tion effects;
(4) The variation of the hook load caused by two resistances is greater than the sum of

hook load variations caused by a single resistance.

4. Discussion
4.1. Hook Load Comparison

The open-hole completion string of this well is equipped with eight external packers,
and the running process is smooth. After the string runs into the hole, the hook load of the
pull-up and run-down processes are recorded, as shown in Table 6. At the same time, the
predicted hook load before the operation is given in the table.

Table 6. Comparison of recorded and calculated hook load.

Operation Recorded (kN) Predicted (kN) Relative Difference (%)

Pull-up 770.00 719.70 −6.53
Run-down 510.00 523.00 2.55

When the string is running down, the hook load relative difference is −2.55%, which
means that the running operation of the completion string is smooth, and thtt the quality
of the well is good. There are no obvious shoulders, no diameter shrinkage, no collapse,
and the hole is clean. Furthermore, the design and use of completion mud, wiper trip
technology, and completion string are reasonable.

When the string is pulling up, the hook load difference is 6.53%, which indicates the
completion string encounters additional resistance; compared to the run-down relative
difference, it is shown that the pull-up process will encounter a larger resistance.

During the in-site process of string pull-up and run-down, some of the parameters
cannot be accurately obtained, such as the fineness of the wellbore description and the
controllability of the construction equipment. Therefore, from the industrial analysis
perspective, there will be errors between the recorded data and theoretical analysis results.

4.2. Error Analysis and Resistance Source Judgment

Based on the in-site pigging data (4′′ drill pipe and 4′′ heavy weight drill pipe, with
1.23 g/cm3 mud density). The well string load limit conditions are 770 kN during pull-up,
and 510 kN during run-down, and the calculated friction factors are shown in Table 7.

Table 7. Comparison of recorded data and calculated results.

Friction Factor Axial Force (kN)

Casing Openhole
Pull-Up Run-Down

Recorded Calculated Error Recorded Calculated Error

0.3 0.3 77 76.69 −0.40% 51 51.14 −1.98%
0.25 0.3 77 75.37 −2.11% 51 52.39 0.05%
0.25 0.25 77 74.20 −3.63% 51 53.62 2.10%
0.2 0.25 77 72.99 −5.21% 51 54.76 2.04%

The maximum error and average error of the axial force during the pull-up process
are −5.21% and −0.40%, respectively. The maximum error and average error of axial force
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during the run-down process are −2.10% and 0.05%, respectively. All the relative errors
between calculated results and in-site limited values are within the range of 10%, which
indicates that the calculated values are reliable.

The calculated friction factor is applied to the drilling operation of the double-pigging
process and the operation of the completion string. The error between the calculated value
and the in-site recorded value is small, indicating that the stability of the mud system
is good, which will ensure the smooth running of the completion strings with multiple
external packers in the Sadi horizontal wells of Halfaya Oilfield.

The work results were successfully applied and verified, providing a successful ex-
perience for the future completion design and construction. Combined with calculation
results and analysis, the following experience and guidance are provided:

(1) Use the parameters recorded during drilling to obtain the friction factor of pipe
string in the wellbore. Verify it through the pigging string to ensure that the value is
reasonable, and then apply it to the friction analysis of the string running operation.

(2) There is an error between the recorded value and the calculated value of the comple-
tion string load. Since the completion string cannot be rotated, the specific source of
resistance cannot be confirmed, which highlights the importance of the early mud
system and well drilling plan. At the same time, it also shows that after the exter-
nal packer is installed, there is still room for improvement in the calculation of the
pulling-up and run-down resistance.

In general, error sources also include the following parts:

(1) In the kick-off section, the contact force between the string and the wellbore is rela-
tively high, which makes it more difficult to conduct the pipe string operation. At the
same time, it is difficult to guarantee the smoothness of the curved well section, and
the fine description of the whole process is even more difficult.

(2) In the target well interval, the wellbore’s geometry may be down-dipped, horizontal,
up-dipped, or even wavy shape. When the target section is down-dipped, it is more
difficult to pull the pipe string up than it is to run the string down. Meanwhile,
various factors lead to differences in the wellbore cleanliness, which will affect the
calculation accuracy.

(3) The pipe string structure, such as the completion pipe strings, is equipped with
multiple packers, centralizers, and other tools. On the one hand, it changes the
bending stiffness of pipe string, and on the other hand, it is also extremely sensitive to
micro-steps and cuttings beds on the wellbore.

(4) Rotary run-down casing, floating run-down casing, and other processes can reduce
friction while increasing the difficulty of calculating accuracy.

5. Conclusions

The proposed model focuses on dealing with multiple resistances of different points
of the completion string. This model makes up for the technical defect of some common
software, such as Landmark. It is suitable for the simulation of the casing running process
with multiple external packers. Through the change in hook load, blocking position, and
resistance character, the resistance value can be estimated more accurately.

Based on the case study of a horizontal open hole completion string from the low
permeability Sadi reservoir of Halfaya Oilfield, Iraq, the following conclusions are obtained:

1. The string resistance at the horizontal section will be amplified during the pulling-
up process;

2. The amplification factor is larger during the pulling-up process than during the
running-down process;

3. The larger the local resistance, the larger the amplification factor;
4. The amplification factor is affected by resistance value, position, and other factors;
5. The axial resistances at different positions have mutual amplification and accumula-

tion effects;
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6. The change in hook load caused by both resistances is greater than the sum of hook
load changes caused by a single resistance.
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Abstract: This paper proposes three-dimensional (3D) additive fabrication of synthetic core plugs for
core flooding experiments from spheres and grains of Berea Sandstone using a digital particle packing
approach. Samples were generated by systematically combining the main textural parameters of the
rock reservoir to design synthetic core plugs Numerical flow simulation was per-formed using the
lattice Boltzmann method (LBM) to verify the flow distribution and permeability for comparison with
the experimentally measured permeability and to that obtained from correlations in the literature.
The digital porosity of the sample was compared to the porosity measured using an HEP-P helium
porosimeter. The numerical and experimental results for permeability and porosity differed by a
maximum of 18%.

Keywords: three-dimensional (3D) additive manufacturing; digital rock physics; core flooding test

1. Introduction

Many areas of applied science and engineering involve the study of fluid flow in porous
media. Fields as diverse as geology, hydrogeology, and petroleum engineering rely heavily on
it to solve problems. In the oil field, understanding multiphase flow in porous media is the
basis for developing recovery scenarios and oil/gas production strategies. The oil and gas
industry has traditionally used core flooding tests to experimentally measure permeability,
relative permeability, saturation change, porosity, and fluid–rock interactions in reservoir and
outcrop rock. These tests involve forcing fluids at high confinement pressure through a core
plug within a pressure vessel (core holder) [1]. The fluids used may include nitrogen, reservoir
brine, crude oil, drilling fluids, and drilling mud filtrate. Other fluids specifically designed
to improve or enhance oil recovery (EOR) are also used in core flooding tests to evaluate the
effect of treatment and characterize fluid mobility for injection test design.

EOR is a technique for recovering crude oil from a reservoir after primary production
has been exhausted due to natural reservoir pressure. EOR processes consist of injecting
fluids into the porous medium of the reservoir to create a physical or chemical stimulation
effect that increases oil recovery. Various fluids, such as gas, steam, foams, polymers,
surfactants, liquid CO2, alkalis, microbial products, or combinations of these fluids, are
injected into the reservoir [2]. These fluids are selected according to the desired recovery
effect to be induced in the reservoir. The effectiveness of a potential EOR process can be
tested experimentally via core flooding tests prior to expensive field implementation.
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However, there are several problems associated with core flooding tests. One of the
main problems is obtaining intact cuttings from the reservoir rock to obtain reliable experi-
mental results. Reservoir rock is cut into cylinders to produce core plugs for experimental
testing. This is difficult because of the destruction of rock samples and contamination from
drilling mud particles that occur during the oil well drilling process, which make it difficult
to obtain sufficient material in sufficiently good condition to produce reliable core plug
samples. Each core has a specific mineralogy and a unique pore network configuration,
even for cores from the same well, formation, and orientation. As a result, researchers must
use cores of different morphologies and geometries to extend or repeat their experiments,
and the inherent uncertainties involved make it difficult to interpret experimental results.
In addition, many of the core flooding tests are destructive (e.g., reactive flow). Therefore,
it is impossible to repeat and design experiments because rock samples can only be used
once for a single test. In addition, most tests require sample decontamination to remove
residual oil, accumulated salts, drilling mud, and other contaminants that can alter the
original morphology of the rock. Because of the difficulty of obtaining natural rock cuttings,
the oil industry has used outcrop rock or sandstone cuttings as substitutes for natural rock
cuttings [3]. However, even in sandstones, which have a very consistent morphology, it
is impossible to obtain samples with identical pore networks for repeated testing. Efforts
have been made for decades to represent the geometry of porous rock reliably. Starting
from very simplified arrangements using clusters of spheres or bundles of capillary tubes
of the same diameter [4].

In recent years, a branch of study has focused on reproducing the real microstructure of
porous rocks to generate digital rock samples, using techniques such as microtomography
and spatial microscopy and disciplines such as statistical physics [5,6]. The combination of
3D microtomographic image reconstruction of natural rocks and numerical simulation of
pore-level flow complements, and in some cases replaces, traditional laboratory core flood
testing [7]. Another approach to the reconstruction technique involves the development of
porous media packages with different geometric, morphological, and anisotropic configu-
rations using physics-based algorithms to simulate the sedimentation, compaction, and
cementation processes that lead to rock formation [8–10]. This approach is very useful in
developing of morphologically manipulated porous samples for research purposes, where
it is necessary to control specific morphological parameters to tune or validate analytical
and numerical models. This approach is enhanced by combining it with additive man-
ufacturing, which offers the possibility of 3D printing digital representations of porous
structures obtained from CT images and physics-based algorithms [9].

The purpose of study was to investigate whether 3D additive manufacturing of porous
samples could reproduce the morphological characteristics of real rocks and serve as viable
samples for core flooding experiments. The design of the digital samples was based on
the manipulation of typical morphological parameters of the rock, such as grain size and
shape, grain size variation (sorting), and cementation. The morphological manipulation
of the porous rock provides the opportunity to produce many digital and 3D-printed
specimens on an ad hoc basis for research and academic studies, and for tuning numerical
and analytical models of flow in porous media.

We used lattice Boltzmann simulations as a complementary method to calculate the
flow and predict the permeability of the digitally designed sample prior to 3D printing.
The LBM provides an accurate, high-throughput method for solving fluid flow problems in
porous media with complex geometries, such as those generated via digital rock physics.
LBM is widely used to model pore-scale flow in porous structures [11–20]. For a general
introduction to the application of lattice Boltzmann theory in porous media, see [11].

This paper describes (i) the digital construction of core plugs for core flooding experi-
ments by packing samples with spheres of different sizes and realistic grains with different
shapes, obtained via micro-CT of Berea sandstone; (ii) numerical simulation of flow in a
digital core plug by means of the LBM method to determine the permeability and verify the
connectivity of the pore network; and experimental determination of the permeability and
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porosity of 3D-printed core plugs via core flooding experiments and a helium porosimeter
(HEP-P), respectively.

2. Methods
2.1. Digital Core Plug Design

The digital construction of the samples was based on the main morphological parame-
ters of the rock. The systematic combination of these parameters made it possible to control
the two main petrophysical properties of the porous rock medium: permeability and poros-
ity. These are the main macroscopic properties used to characterize and classify porous
media and describe fluid flow. Permeability and porosity were determined numerically and
experimentally for the digital and 3D-printed samples, respectively, to permit a comparison
of the values obtained. The results were used to evaluate the potential of 3D-printed core
plugs for use in core flooding tests. Some advantages of producing 3D-printed replicas of
digitally generated samples while controlling the morphological parameters of the core
samples are as follows.

- The 3D-printed replicas can be designed ad hoc according to the experimental re-
quirements by manipulating the morphological parameters to produce specific sam-
ples to experimentally calibrate numerical and analytical models of fluid flow in a
porous medium.

- The availability of 3D-printed samples with the same pore network allows the design
of experiments (DoE) where multiple input factors are manipulated to determine their
effect on a desired outcome (response). The DoE can also include intentional changes in
the morphological structure of the sample to allow for multilevel factorial experiments.

- The 3D replication of the samples allows for the repeatability of experiments. In
contrast, the pore network of natural rock is regularly destroyed during experimental
tests [6,7,21,22].

- 3D-printed replicas offer a low-cost alternative to expensive original samples [23].
- It is possible to directly compare numerical simulation results and experimental results

for samples with the same digital and 3D-printed pore networks, respectively.
- Morphological manipulation at the digital level allows the development of samples

with predicted future morphologies derived from natural changes in the rock structure
of reservoirs.

- During core flooding experiments, unconsolidated rock samples can be 3D-printed to
create replicas that can withstand extreme pressures and temperatures [23].

- The development of digitals specimens, combined with 3D printing, allows for the
resizing of specimens for enhanced oil recovery testing, where fluid mobility charac-
terization requires a minimum characteristic length.

Sample packing is performed using a digital particle packing approach based on the
physical processes of sedimentation, compaction, and cementation that rocks undergo during
formation [10]. In this approach, the particles are a collection of voxels that move in a grid
with six orthogonal and 20 diagonal movements. For the digital construction of samples with
the morphology of real rocks, digital grains of natural sandstone from Berea were used as
particles for the packing of the samples. Digital grains were extracted from X-ray computed
tomography of a cube of Berea sandstone with a resolution of 4.87 µm/voxel [9].

In nature, a porous rock medium of the rock is affected by a process of diagenesis,
characterized by the consolidation of material between the grains or particles of the porous
medium, caused by a dynamic process of maturation of a sediment as it passes through the
rock (lithification). This process is characterized by the formation of mineral sediments in
the spaces between the rock grains, which causes, among other things, the cementation of
the porous medium.

Cementation causes a reduction in pore space, which reduces the porosity and perme-
ability of the porous medium. A voxel-based geometric cementation process was used to
simulate this phenomenon during the construction of the specimens. This process consisted
of digitally reconstructing bridges between grains using particles with different geometries
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to simulate the geometric configuration of diagenesis in real rocks [24]. Digital voxel-based
geometric cementation allows control of the porosity of the samples by adding or reducing
bridges between the interstitial spaces of the grains. The steps for developing core plug
samples are as follows:

- The center of mass and voxel coordinates for each particle were stored in a database.
This information was used to create a set of connected 3D voxels for each particle. Par-
ticles were extracted from this database to form the packed samples. The geometries
ranged from spheres to Berea sandstone grains. The texture of the grains could be
modified by changing the voxelization to a convex hull (rounded grains) [9].

- The sizes and shapes of the particles used to build the sample were selected according
to the morphological characteristics desired for the sample. We started with the digital
development of typical porous media samples, such as those formed by homogeneous
spheres, to represent the porous medium in a simplified way and establish a reference
according to Darcy’s law. The samples evolve in their digital construction through the
systematic combination of morphological parameters until samples with realistic rock
morphology are obtained.

- Sample packing was performed using the DigiPac digital particle packing tool [10], which
uses stochastic and deterministic approaches to particle packing. Digital voxel-based
geometric cementation was then added using the digital tool. During this process, the
porosity of the sample was determined from the voxelization of the sample.

- Prior to 3D printing, the permeability of the sample was determined by numerical
simulation of fluid flow using LBM.

- Once the morphological characteristics of the sample and the required petrophysical
properties of permeability and porosity were determined, 3D printing was performed.
The samples can be rescaled depending on the resolution of the printer and the needs
of the experiment. Figure 1 shows the most complex digital packages for the study
cases presented in this work, corresponding to study cases 4, 6, 7, and 8 described in
Section 3.3. Digital packaging e (Figure 1) was used to calibrate the parameters of the
sedimentation models used to develop the digital packages.
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Figure 1. Digital core plug packaging: (a) mixed spheres with cementation (case 4); (b) mono-sized
grains with ellipsoids as geometric cementation (case 6); (c) multi sized grains with bridges between
grains (case 7); (d) multi-sized grains with hyperboloids and ellipsoids as geometric cementation (case
8); (e) random packing of different geometries used to calibrate numerical sedimentation models.
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2.2. Lattice Boltzmann Method

The lattice Boltzmann method is used to calculate the flow and predict the permeability
of a digital design before 3D printing. The fluid is represented by a set of fictitious particles
moving independently (flow) at different velocities (impulse discretization) in each grid
domain (space discretization) along time steps (time discretization) [13]. LBM consists of
two main steps, propagation, and collision of particles. The propagation step represents
the movement of particles by which their densities are shifted from one node to another
according to the values of the distribution function for each of the possible directions. The
collision step represents the interaction between the particles, which change their directional
velocities when they reach the next node. The lattice Boltzmann equation (Equation (1))
describes the evolution of a discretized particle distribution function fi (x,

→
ei , t), which

represents the probability of finding a particle moving and colliding in a lattice, with a
given discrete velocity

→
ei at time t at a given location in the domain x.

fi(
→
x +

→
ei∆t, t + ∆t)−fi(

→
x , t) = −∆t

τ
[fi(
→
x , t)− feq

i (
→
x,t)] (1)

where fi (
→
x t) is the ith direction (i = 0, 1, 2. . . 18 in our case) density distribution function at

the lattice site x and time t with a discrete velocity
→
ei , feq

i (
→
x t) is the equilibrium distribution

function, τ is the dimensionless relaxation time related to the viscosity, and ∆t is the lattice
time step, which is in the lattice units ∆t = 1.

The LBM algorithm is implemented in two steps: first, particle collision controls
relaxation to equilibrium, and second, particle propagation moves the distribution functions
to adjacent lattice cells.

collision : f′i(
→
x , t) = fi(

→
x , t)− 1

τ
[fi(
→
x , t)− feq

i (
→
x , t)] + Fi(

→
x , t)∆t (2)

propagation : fi(
→
x +

→
ei∆t, t + ∆t) = f′i(

→
x , t) (3)

constant external force Fi, defined as a constant pressure gradient to drive the fluid flow,
is added to the RHS of Equation (2), which is defined as Fi = −∇p/ρo and the single
relaxation time (SRT) τ is related to the kinematic lattice viscosity, ν.

ν = (τ− 0.5)c2
s (4)

where cs is the nondimensional sound speed (cs = 1/
√

3). In this study, we consider the
Bhatnagar–Gross–Krook (BGK) approximation for the collision implementation (right side
of Equation (1) and defined in Equation (2)), which models a collision as a linear relaxation
of the distribution function toward equilibrium in the Lattice Boltzmann equation. The
local equilibrium distribution function feq

i is given as follows:

feq
i = wiρ

(
1 +

→
ei ·u
c2

s
+

(
→
ei ·u)2

2c4
s
− |u|

2

2c2
s

)
(5)

where wi is the weight associated with the velocity,
→
ei ; and ρ and u are the density and

macroscopic velocity, respectively, that must satisfy the requirement for a low Mach number,
i.e., u/cs = Ma << 1. These macroscopic quantities (density and velocity) can be computed
in terms of the moments of the velocity distribution functions as follows:

ρ = ∑i fi (6)

and
u = ∑

i

→
eifi + τρF′i (7)
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where, F′i = Fi/ρ0, the body force is restricted to be along the X axis. D3Q19 model (D is for
dimension and Q for the number of discrete directions) is used in the present work, which
has the velocity vectors

→
e i = [

→
e ix,

→
e iy,

→
e iz], with wi, a lattice set of weighting coefficients,

which are: w0 = 1/3; w1–6 = 1/18 and w7–18 = 1/36.
Packed samples are incorporated directly into the LBM code. The particles (grains

or spheres) are fixed during the simulation procedure. The boundary conditions applied
were bounce back (for the internal solid no-slip boundary) and periodical (for the external
boundary). Numerical simulation of fluid flow in digital rocks using the LBM is described
in detail in the references [11–20].

The input parameter (body force) was varied by trial and error until surface velocities
below 10−4 were obtained to calibrate the simulation. The numerical simulation of the flow
for each case study presented in this work is performed in a computational domain larger
than the Representative Element Volume (REV) of the specimen, which is the smallest
computational domain, to ensure the reliability of the numerical results [15,16]. One of
the advantages of numerical simulation is the visualization of the flow distribution in
the pore network of the specimen, which allows the identification of errors in the digital
design through pore connectivity and flow channeling. In addition, the LBM method can
be directly integrated with X-ray micro-tomography or digitally generated microstructures.

2.3. Numerical Permeability

The permeability of the sample can be determined using the Darcy equation, expressed
in lattice units (LU) and time step (TS), as shown in Equation (8) [9].

k =
Uν

f
(8)

where k is the permeability of the core plug (LU2); ν = (2τ − 1)/6 is the kinematic viscosity
(LU2 TS−1); f is a body force (LU TS−2); and U is the calculated velocity averaged over the
weighted pore area obtained from the numerical simulation over the entire flow domain,
including the solids (LU TS−1). The input parameters for the LBM numerical simulation
are the relaxation parameter (τ) and the body force (Fi), which must be greater than 0.5
and less than 0.015, respectively, for numerical stability. Various external forces, including
gravity, Lorentz, and Coriolis, can be applied to the fluid. The external pressure gradient
applied in the x-direction can also be considered an external force field. In this study, we
used the body force Fi, as (dp/dx)/ρ (where ρ is the mass density of the fluid). Figure 2
shows the velocity profiles obtained for case studies 5, 6, and 7 in LU.

To interpret the simulation results independent of the physical units, it is common to
write the permeability equation in dimensionless form by scaling with the characteristic
length. Therefore, the permeability k obtained from Equation (8) is normalized using the
squared mean diameter D2, as shown in Equation (9).

k′ =
k

D2 (9)

where the mean particle (grain or sphere) diameter D serves as the characteristic length in
LU or physical units, which is calculated as the harmonic average of the individual particle
sizes [8], for each grain packing configuration defined in the case studies in Section 3.3.

D =
∑n

i fiVi

∑n
i

fiVi
Di

(10)

where fi is the number fraction of the ith particle with diameter Di and volume Vi.
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with ellipsoids as geometric cementation (case 6); (c) multi sized grains with bridges between grains
(case 7).

The volume-equivalent diameter, defined as the diameter of the sphere with the same
volume as the grain (Equation (10)), was used to determine the individual diameter of
each grain (Di = 3

√((6Vi)/π)), with LU or physical units. For each case study, the numerical
permeability was compared with the dimensionless permeability obtained from correlations
reported in the literature. The correlations used have the structure of Equation (11), where
the coefficients a and b depend on the characteristic morphological parameters of the
granular medium, such as the shape and distribution of the grains and the cementation in
the pore spaces [8].

k
D2 = a∅b (11)

Torskaya et al. [8] used sedimentation algorithms to construct grain packings of various
geometries. They constructed a base case consisting of sandstone grain packing with a real-
istic shape and distribution. The packing grains were replaced by spheres, spherical grains,
and ellipsoidal grains. They used fluid flow modeling via finite difference approximation
and tomographic imaging to determine the permeability of the packings and obtain the
values of the parameters a and b in Equation (11). Torskaya’s work was used as a reference
to compare the dimensionless permeability results obtained in this study.

2.4. Three-Dimensional Additive Manufacturing of Core Plug

MultiJet Printing (MJP) technology, which uses an inkjet printing process with piezo-
electric print heads to deposit photo-curable plastic resin and molten wax layer by layer,
was used in this study to additively manufacture artificial core plugs. The MJP 3600
Max (3D Systems, Rock Hill, SC, USA) industrial printer was used with a resolution of
16 µm/layer. This wax-assisted technology keeps the pores free of resin material to improve
the representation of voids as rock pore networks. The core plug was digitally embedded
in a housing (core holder) that confines the core plug particle packing, preventing particle
deformation and disintegration during core flooding tests. The core holder is a pressurized
chamber that directs fluids through the sample. The array core plug and core holder were
digitally assembled and saved as an STL file for 3D printing. This array can be scaled to
other dimensions while maintaining the morphological structure of the porous sample.
This is useful for adapting to the resolution of the printer used or to the needs of the
experimental design.

36



Processes 2023, 11, 2530

The procedure for printing the core plug consists of four steps. The first step is
to design a target 3DP pattern using particle stacking and densification tools such as
Digipac [10], AutoCAD® V 2023, or proprietary digital tools. The second step is to convert
the digital structure of the 3D rock model into an STL file that most 3D printers can
recognize. In this step, the core plug and core housing assembly can be rescaled to the
requirements of the experimental design (DoE) or the resolution of the printer. The third
step is to print a target solid rock model. The fourth step is to remove support material from
the physical rock models (core plugs). Figure 3 shows the selection of grains for the core
plug with different levels of voxelization, from the digitized grains of the Berea Sandstone
microtomography to smoothed and rounded grains (convex hull). The grains are packed to
form the digital core. The figure al-so shows a natural Berea sandstone core for comparison
to the digitally constructed core.
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Figure 3. Synthetic core plug developed with sedimentation algorithms using Berea sandstone grains
as packing particles vs. Berea sandstone core plug used for core flooding tests.

One of the greatest challenges in 3D printing core plugs using the FDM printing
technique is the removal of the support material (wax) from the pore cavities. First, the
sample was pre-treated with an ultrasonic cleaning system at a temperature of 90.0 ◦C
(363.15 K) to remove as much wax as possible. The core block was then placed in the core
flooding system to circulate a commercial cleaning solution (RESINAWAY®; Monocure 3D,
Chicago, IL, USA) at temperatures ranging from 70.0 ◦C (343.15 K) to 90.0 ◦C (363.15 K)
using a computerized positive displacement pump (PDP). The core flooding system is
thermoregulated using an air bath oven (maximum operating temperature of 363.15 K). The
cleaning times are long and depend on sample porosity, temperature, and materials used.
The characterization of the removal of support material is beyond the scope of this work.
Each sample was allowed to drain for days prior to experimental testing to evaporate any
remaining cleaning solution prior to the core flooding test. Figure 4 shows a 3D-printed core
plug, Figure 4a shows only the core plug, and Figure 4c show the core plug is embedded in
a core holder.
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2.5. Core Flooding Experimental Setup

The experimental setup of the core flooding system used in this study for the deter-
mination of the experimental permeability of the manufactured core plugs is shown in
Figure 5. The setup consisted of the following components: (i) a BFSP-1000-15 Vinci syringe
computerized positive displacement pump (PDP) (Vinci Technologies, Nanterre, France),
(ii) a stainless-steel high-pressure cylinder (500 mL capacity) equipped with a floating
piston, (iii) a 3D-printed core block, (iv) a differential pressure transmitter (DPT- EJX115A;
Yokogawa, Mexico City, Mexico), and (v) a back-pressure regulator (BPR). The DPT was
connected to the inlet and outlet ports of the core block, which was calibrated against a
deadweight balance with an uncertainty of ±0.01% at full scale. A graphical user interface
(GUI) and data acquisition system was used to control and monitor the pressure, volume,
and temperature in the core flooding system.
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The key element in this approach is the 3D-printed core block, which consists of the
core holder and the core plug (porous medium). The advantage of 3D printing the core
block is that the core plug particle assembly is contained within the core holder, preventing
the deformation or disaggregation of the particles during experimental testing. The core
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block caps are removable to facilitate the removal of the support material (wax) from the
porous media sample during the cleaning process (Figure 6). The caps have a built-in
plug and distribution plate that can be designed in various configurations. The core block
is a “plug and play” element, designed ad hoc for the needs of the experimental design,
which can be inserted and replaced directly into the experimental setup and replaced as
needed, and the same core block can be printed as many times as necessary to validate
and repeat experiments. A constant overburden pressure may be required on the core
holder to withstand the confined pressures required during the execution of experimental
tests, and various commercially available 3D printing materials can be used to achieve the
required pressures and temperatures. Today, 3D printing material technology has advanced
rapidly, and the market offers a wide range of available materials, such as ULTEM 9085 for
pressures up to 69 MPa and temperatures up to 153.0 ◦C (426.15 K).
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3. Results
3.1. Experimental Permeability

Eight core flood experiments were conducted using the morphological configurations
described in Section 3.3. The samples used in the experimental tests were 20 mm (0.788 in)
in diameter and up to 200 mm (7.874 in) long. Figure 6 shows the 3D-printed array core
plug array and core holder for the core flooding tests.

The core block was installed horizontally in the experimental setup (Figure 5) and
the PDP was operated in constant-flow (steady-state) mode for all cases studied. Pressure
ports are located at both ends of the core block to measure the differential pressure at
the inlet-outlet sample. The data was transferred to the computer and plotted over time.
When the differential pressure has stabilized and showed gradual variation on the graph, it
was used with the volumetric flow rate data to calculate the average gas permeability (k)
according to Darcy’s modified equation (Equation (12)) for compressible gas flow [25,26].
This equation is valid for laminar flow when there is a linear relationship between the
pressure gradient and gas volume flow.

P2
2 − P2

1
2P1L

=
µ

k
Q
A

(12)

where k is the permeability of the sample, µ is the gas viscosity (Pa-s), L is the length of the
core plug (m), Q is the volumetric flow rate (m3/s), and P1 and P2 are the pressures at the
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low- and high-pressure sides of the 3D-printed core holder (Pa), respectively. In cases of
turbulent flow (Reynolds numbers greater than 10) and very low sample permeabilities
(less than 10 md), inertial effects and gas slip effects (the so-called Klinkenberg effect),
respectively, must be considered in Equation (12) [27,28]. The experimental permeability
obtained using Equation (12) is divided by the square of the harmonic mean diameter
of each sample’s individual particle sizes (Equation (10)) to obtain the dimensionless
experimental permeability (Equation (9)). The core flooding experiments were performed
over a volume flow range of 600 to 1800 mL/h to obtain Reynolds numbers less than 1, and
the permeabilities of the samples were greater than 10 mD, so that the Klinkenberg effects
were not included in the Equation (12). The dimensionless experimental permeability
obtained for each of the study cases is presented in Section 3.3.

3.2. Experimental Porosity

In natural rocks, the original (primary) porosity is modified via post-depositional
processes to produce secondary porosity. These processes result from rock compaction
and chemical and biological processes that lead to the formation of mineral deposits or
cementation in the pore space. Cementation causes a reduction in pore space, which reduces
the porosity and permeability of the rock. To simulate cementation in the constructed
samples, the original porosity of the sample was modified by developing voxel-based
geometric cementation by inserting particles of different geometries between the grains
of the sample (hyperboloids, ellipsoids, and cylinders). This was achieved by building
digital bridges in the pore space of the sample using a proprietary voxel-based geometric
algorithm developed in FreeCAD software (Version 0.18.3-2019) [29]. Cementation allows
porosity to be created in the sample according to the needs of the experimental design.
Digital voxel-based geometric cementation allows control of the porosity of the samples by
adding or reducing the bridges between the interstitial spaces of the grains.

In this study, a Vinci HEP-P helium porosimeter was used to determine the effective
porosity (∅eff) of the samples, which is a measure of the fluid storage capacity of a rock
and is defined as the fraction of the rock’s total volume corresponding to spaces that can
store fluids. The limits of its values for any porous medium range from zero to one. Most
porosimeters measure the effective porosity (volume of interconnected pores), which is
of interest for estimating oil and gas in place and is mathematically defined as shown in
Equation (13)

∅eff =
Viv

Vb
(13)

where ∅eff is the effective porosity and Viv and Vb are the volume of the interconnected
voids and the bulk volume, respectively.

The result of the experimental process is the measurement of the volume of the solids
placed in the expansion chamber of the porosimeter. For 3D-printed samples, the total
volume (bulk volume) of the solid consists of the volume of the particles, spheres or grains,
and the volume of the cementation, plus the volume of the sample holder. The expansion
porosimeter is based on Boyle’s ideal gas law, which describes isothermal expansion for
gases with ideal behavior. The pressure range typically used is 90 to 100 psi, which allows
the gas to be modeled as ideal. The system was calibrated using steel discs to obtain
a reference volume. Each measurement was repeated three times and averaged to an
accuracy of 0.1%. Helium gas has a low molecular weight, which allows the molecules to
penetrate the pore space due to its high diffusivity. In addition, helium does not adhere
to the walls of the sample and core holder. The samples used for porosity measurements
had a core diameter of 1.5 in and a length of up to 2 in. Figure 7 shows the digital porosity
profile obtained via voxelization of the core plug and the 3D-printed sample used to find the
porosity of case study 4. Details of the helium porosimeter porosity measurement procedure
can be found in References [30,31]. The digital porosity results and the experimental helium
porosity results are shown in the next section.
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Figure 7. (a) Digital porosity profile, and (b) 3D-printed core plug used to determine the porosity
via HEP-P.

3.3. Study Cases

The first case study corresponds to a sample formed f-homogeneous sphere, which has
been widely used to represent porous media and was taken as a reference case. In case 2,
the spheres are increased in size to embed each other and achieve a reduction in porosity.
Case 3 is a mixture of spheres of different sizes to manipulate the permeability of the sample.
The morphological complexity of the subsequent case studies was progressively increased
through mixing particles of different sizes and shapes. In addition, smaller particles were
incorporated between the pore spaces to control the porosity of the sample, simulating the
natural cementation of the rock. For cases 5 and 6, grains obtained from microtomography
of Berea sandstone were used as packing particles. In case 5, the core plugs were formed
with the same grain (size and shape), while in case 6, the porosity was reduced by using
ellipsoidal bridges between the grains of case 5. Finally, for cases 7 and 8, samples were
formed with grains of different sizes and shapes, with geometric diagenesis simulated by
placing ellipsoidal bridges between grains to generate realistic samples.

The numerical and experimental permeabilities were made dimensionless by dividing
them by the square of the harmonic mean diameter of each sample (Equation (9)) for the
purpose of comparing the numerical and experimental results. The numerical dimension-
less permeability was also compared to the dimensionless permeability obtained via the
correlation shown in Equation (11). The results are presented in Table 1. The coefficients
a and b in Equation (11) for cases 1–4 are 0.021 and 3.52, respectively. These coefficients
correspond to packed spheres with the same grain size distribution of sandstone. For cases
5–8, the coefficients a and b are 0.020 and 3.49, respectively, for packed samples with spher-
ical grains. Table 1 also shows the porosity values obtained digitally and experimentally
with the Vinci HEP-P helium porosimeter (HeP) (Vinci Technologies, Nanterre, France).

The experimental dimensionless permeability values are lower than the dimensionless
permeability values obtained through numerical simulation and those obtained through
the correlation (Equation (11)). For the non-cemented samples (cases 1, 3, 5, and 7), the per-
centage differences between the experimental and numerical dimensionless permeabilities
are close to 2%. For the cemented samples (cases 2, 4, 6, and 8), the percentage differences
reach values close to 18%. The experimental results for permeability show the same trend
as those for porosity, with values lower than the numerical results. Although porosity
does not appear in Equation (12), permeability is dependent on porosity. A factor to be
considered in reducing the porosity of the samples and, consequently, the permeability is
the presence of residues of the support material in the pore space of the sample. In particu-
lar, the percentage reductions in permeability and porosity are higher for the cases with
cementation between the grains (cases 2, 4, 6, and 8) than for those without cementation
(cases 1, 3, 5, and 7) and even higher than for the results obtained from the numerical
simulation, in which, of course, support material in the pore space is not considered.
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Table 1. Comparison of results obtained for dimensionless permeability and porosity of 3D-printed cores.

Case
Sample

Morphology

Mean Part.
Diameter

µm

Porosity Dimensionless Permeability (k/D2) ×
104 Differ.

Numer–Analyt.
(%)

Differ.
Numer–Exptl.

(%)Digit. HeP Differ.
(%) Num. Analyt. Exptl.

1 Mono-sized spheres 30 0.41 0.38 7 9.6120 9.0959 † 8.8564 5.36 7.86

2 Mono-sized
embedded spheres 12.63 0.277 0.26 6 2.4980 2.2924 † 2.1473 8.23 14.03

3 Mixed spheres 26.58 0.407 0.29 7 9.7700 8.8713 † 8.5691 9.19 12.29

4 Mixed spheres with
cementation 31.4 0.331 0.30 10 4.7846 4.3115 † 3.9369 9.88 17.71

5 Mono-sized grains 22.85 0.419 0.40 5 10.674 9.6544 ‡ 9.500 9.55 10.99

6 Mono-sized grains
with ellipsoids 54.61 0.350 0.33 6 5.6915 5.1265 ‡ 4.710 9.92 17.24

7 Multi-sized grains 38.95 0.412 0.40 3 9.8362 9.1038 ‡ 8.718 7.44 11.35

8 Multi-sized grains
with cementation 48.98 0.300 0.27 10 2.8944 2.9935 ‡ 2.378 3.42 17.84

Coefficients a and b in Equation (11) for cases 1–4 † are 0.021 and 3.52, respectively. For cases 5–8 ‡, coefficients a
and b are 0.020 and 3.49, respectively.

4. Discussion

The core flooding experiments were conducted with the overall objective of determin-
ing whether 3D-printed core plugs have potential as a substitute for real rock core plugs. To
perform this evaluation, we proposed the digital design and 3D additive manufacturing of
eight samples (core plugs), varying the main morphological parameters for each case study,
such as the grain size and shape, sorting, and cementation. These parameters dominate the
sample porosity and permeability. These petrophysical properties are the most representa-
tive of the porous medium. Therefore, we determined the porosity and permeability value
of each of the 3D-printed samples by three means—numerical flow simulation, an analytical
model reported in the literature, and experimental core flooding tests—to permit direct
comparisons between the results obtained and assess whether porosity and permeability
are reproducible in 3D-printed cores designed ad hoc for experimental research purposes.

We believe that 3D printing is a good way to produce cores with morphologies that can
be adapted to research needs. In EOR processes, in particular, adequate characterization
of the mobility of injection fluids in the reservoir is crucial for the design and control
of the injection test. Having samples with the same pore network and morphological
configuration susceptibility for which the porosity and permeability can be manipulated
represents an opportunity to extend the experimental design (DoE). The numerical and
experimental results for dimensionless permeability and porosity show differences of 18%
and 10%, respectively. We consider these acceptable degrees of difference that can be
reduced with technological advances in 3D printing and the development of new materials.

5. Conclusions

The strength of this approach is the digital construction of the sample by manipulating
morphological parameters such as the shape and size of the particles (grains or spheres)
and the degree of cementation between them to achieve the desired permeability and
porosity. Digital rock physics, combined with particle packing algorithms and 3D printing
technology, allows the physical construction of porous samples on an ad hoc basis for
experimental designs required for purely experimental research as well as for the validation
of analytical/numerical formulations of fluid flow in hydrocarbon production systems. In
particular, the samples presented in the present work are oriented towards fluid mobility
studies in laboratory-scale EOR tests (Figure 6). The disadvantage of the MJP 3D printing
technique used in this work is the difficulty in removing the support material, especially
for samples with interparticle bridges (cementation cases). However, the development of
new 3D printing and removal materials is increasing the reliability of 3D printing as an
alternative replacement for reservoir rock samples.
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In nature, it is virtually impossible to find porous media with the same morphological
characteristics, even in sandstones such as Berea, which has a slightly heterogeneous
morphology. Historically, the inability to find porous media with the same morphological
characteristics has severely limited experimental work. The generation of synthetic and
3D-printed rocks offers the possibility of having replicas to perform a series of experiments
under different process conditions in the same pore network. This fact will change how
flow is studied in porous media created ad hoc according to the morphology required by
the target research, since it will be possible to compare numerical and experimental results
in the same pore network. Having 3D-printed replicas will allow the design of factorial
experiments (DoE). In most experiments in porous media related to hydrocarbon recovery,
the porous sample is permanently damaged. The approach presented in this work allows
the development of samples with more complex morphologies, with fractures and vugular
structures, for the digital and physical reproduction of naturally fractured rock reservoirs.
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Abstract: For tight reservoirs, horizontal wells and multi-stage fracturing can generate a complex
fracture network that realizes economic and effective development. The volume and complexity of the
fracture network are of great significance to accurately predicting the productivity of tight oil wells.
In this work, a mathematical model of a multiphase flow is proposed to evaluate the stimulation
effect based on the early flowback data. The model showing the early slope of the material balance
time (MBT) and production balance pressure (RNP) can help estimate the effective stimulated volume
of the horizontal well. The linear flow region can be determined from the slope of the log–log plot
of the MBT versus RNP curve, which equals 1. The method is verified by commercial simulation
software, and the calculated stimulated volume is consistent with the statistical results of simulation
results. Results also show that the flow pattern of the fracture–matrix system can be judged by the
slope of the flowback characteristic curve in the early stage of flowback, and then the complexity of
the fracture network can also be obtained. The proposed method can provide an avenue to evaluate
the fracturing work using the flowback data quickly.

Keywords: tight oil; hydraulic fracturing; flowback analysis; stimulation volume

1. Introduction

After the hydraulic fracturing of horizontal wells, the fracturing fluid flows back
before production starts. It is generally believed that the retention of fracturing fluid in the
formation will cause damage that reduces the formation’s permeability. However, if the
flowback is too rapid after fracturing, proppants can flow back and this causes the closure
of the generated fracture network, which in turn reduces the well’s productivity.

Currently, the total flowback rate of fracturing fluid in a tight oil reservoir in the Mahu
reservoirs is around 10–80% in the first year. It is generally believed that there are two
directions for the imbibed fracturing fluid; it can be trapped in smaller pores due to the
capillary force or in closed natural or hydraulic fractures. Considering that the flowback
fluid fills the main and secondary fractures during hydraulic fracturing, information on the
generated fracture network is likely to be contained in the flowback data.

Numerical simulation methods for hydraulic fracturing have been continuously stud-
ied with the development of unconventional reservoirs. The calculation models have
developed from the initial two-dimensional KGD model and PKN model to a quasi-three-
dimensional model that combines KGD and PKN models while including the fracture
toughness and leak-off of the fracturing fluid [1]. Models have further developed into
full three-dimensional models that consider more realistic formation conditions [2]. The
calculation models for hydraulic fractures have been continuously optimized, and the
accuracy of the models has been continuously improved.
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Several methods are commonly used for simulating hydraulic fractures, including the
extended finite element method (XFEM), boundary element method (BEM), and discrete
element method (DEM). Each of these calculation methods has its own advantages and
disadvantages. Wang et al. investigated the numerical method and equivalent contin-
uum approach (ECA) of fluid flow in the fractured porous media. The commonly used
discrete fracture model (DFM) without upscaling needs full discretization of all fractures.
It can capture each fracture accurately but will get in trouble with mesh partition and
low computational efficiency, especially when a complex geometry is involved [3]. In
addition, Wang et al. presented a numerical investigation of fluid flow in the heterogeneous
porous media with a consideration of the flux connection of the fracture–cavity network. A
hybrid-dimensional modeling approach combined with the dual fracture-pore model is
presented [4]. The UFM simulation based on the boundary element method uses a fully
coupled numerical method to solve the problem, which fully considers the heterogeneity
of the reservoir, the anisotropy of stress, and the stress shadow effect, and can simulate
complex fracture network shapes [5]. Not only can it simulate the mechanism of fracture
propagation and proppant transport, but it can also effectively simulate the interaction
between hydraulic fractures and natural fractures [6].

Scholars have conducted extensive studies on the issue of trapped hydraulic fracturing
fluid. The fracturing fluid is distributed in the three-dimensional space surrounding the
fractures, including the upper and lower reservoirs of the fractures and the reservoir spaces
parallel to the fractures; due to the influence of gravity, the amount of fracturing fluid
distributed below the fractures is greater than that above [7]. These can affect the material
balance when estimating the volume of the generated fracture network. Furthermore,
the reservoir may contain many natural fractures. These geological weak planes have
significant differences in mechanical properties and matrix, and during hydraulic fracturing,
the hydraulic fractures intersect with the natural fractures in a complex manner. Pagels
et al. developed the retention area of the fracturing fluid and found that fracturing fluid
would be retained in the natural fracture space that is not connected to the main fractures,
as well as in the micro-pores of the formation that are penetrated by imbibition [8]. Cheng
et al. found that as the capillary force increases, the amount of imbibition in the rock matrix
and natural fractures increases [9]. The wider the natural fractures are, the more fracturing
fluid is trapped inside; McClure et al. used numerical simulation to show that the stress
field near the intersection of hydraulic fractures and natural fractures can cause fracture
closure during fluid flowback, which trapped the fracturing fluid therein [10]. In addition
to these disconnected spaces, the reservoir below the fractures affected by gravity may be
another main space for fracturing fluid retention; Agrawal et al. used numerical simulation
to prove that gravity has a significant impact on the flowback of fracturing fluid [7]; Parmar
et al. established the effects of surface tension, gravity, and wettability on the flowback rate
of fracturing fluid and found that gravity is the primary influencing factor for the retention
of fracturing fluid [11].

Besides the influence of natural fractures and formation properties, researchers have
found that the properties of hydraulic fractures themselves can also affect the flowback
pattern of the fracturing fluid. Liu et al. found that the tortuosity of complex fractures can
affect fluid flowback, mainly because the higher the tortuosity of the fracture is, the weaker
is the effect of gravity and the stronger is the capillary imbibition into the rock matrix [12].
Water can invade the matrix adjacent to the complex fracture network, which is unable to
flow back [13]. Song et al. found that the diversion ability of hydraulic fractures is the main
factor affecting the flowback rate of the fracturing fluid; the poorer the fracture conductivity
ability, the lower the flowback rate [14]. Warpinski et al. found that increasing the choke
size can improve the flowback rate and enhance production [15]; they also found that the
more complex the network of hydraulic fractures is, the higher the corresponding flowback
rate is, and thus the complexity of the network of hydraulic fractures can be estimated
based on the flowback rate of the fracturing fluid. Modeland et al. found that relatively soft
reservoirs may cause proppant embedment, leading to a decrease in fracture conductivity
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ability and consequently affecting the flowback pattern of the fracturing fluid flowback [16].
Mayerhofer et al. analyzed microseismic data and found that complex fracture networks
tend to form in shale reservoirs after hydraulic fracturing [17]. McClure et al. found that
the connectivity of complex fracture networks can be reduced due to fracture closure, and
therefore, the more complex the fracture network is, the lower the flowback rate is [18].
In addition, Yang et al. believed that the structure and connectivity of complex fracture
networks also affect the flowback of fracturing fluid [19].

Together with the rapid development of unconventional reservoirs, researchers have
proposed different analysis methods to evaluate the productivity of the horizontal well after
hydraulic fracturing. Lee et al. established a trilinear flow model from the conventional
bilinear flow model from the matrix through the hydraulic fracture and to the wellbore,
and further used this model to study the influence of different fracture parameters on
flowback and production curves [20]. Daviau et al. believed that pressure interference
exists between fractures due to different fracturing times of multistage fractured horizontal
wells, and that it is necessary to calculate multistage fractures separately and then add
the inter-fracture interference [21]. Larsen et al. analyzed the flow stages of horizontal
wells after hydraulic fracturing and divided them into four stages as follows; linear flow
in the fracture, radial flow in the fracture, linear flow in the formation, and pseudo-radial
flow [22]. Ozkan et al. optimized the theoretical model based on Lee’s trilinear flow
model and analyzed its dynamic characteristics of pressure and productivity based on the
solution results [23]. E. Stagorova et al. considered the significant difference in permeability
between the formation near the fracture and the distant area and drew typical well-testing
curves to analyze the production decline of a well [24].

In general, the flow process of fracturing fluid during flowback can be roughly divided
into three stages. In the first stage, the flowing fluid in the fracture is a single-phase
fracturing fluid, the pressure in the fracture is high, and the permeability of the fracture is
much higher than that of the matrix. After production starts, the matrix flow can be ignored,
and the flow in the fracture is considered to be linear. This stage lasts for a short time. In
the second stage, the fracture system gradually depressurizes, and due to differences in
fracture length and permeability, some fracturing fluids in certain fractures may still be in
the linear flow stage, while other fractures may have completely back-flowed. This stage
is a transitional period. In the third stage, the pressure in all fractures has propagated to
the effective fracture boundary, and the entire fracture system appears to be in the linear
flow stage from the matrix to the fracture surface. At this point, there is no supply in the
formation for the single-phase fracturing fluid, and the flow enters the boundary-controlled
flow stage. Because different-sized fractures exhibit a unified boundary response, the flow
in this stage is regular and easy to identify.

In this work, a mathematical model of a multiphase flow is proposed to evaluate
the stimulation effect based on the early flowback data. The model showing the early
slope of the material balance time (MBT) and production balance pressure (RNP) can
help distinguish different flow stages of the well and further estimate its effective
stimulated volume.

2. Flowback Model

For the tight conglomerate reservoir in the Mahu area, the matrix permeability ranges
from 0.05 to 42.40 mD with an average permeability of 3.45 mD, while the permeability of
hydraulic fractures is usually several orders of magnitude larger, typically in the tens of
thousands of millidarcies. Due to the long-term retention of fracturing fluid in the reservoir,
it can cause reservoir damage. Therefore, after hydraulic fracturing, the well is opened for
flowback as soon as possible to reduce the imbibition of the fracturing fluid into the deep
reservoir. Most of the fracturing fluid is distributed in the fracture and around the fracture,
resulting in higher pore pressure in the hydraulic fracture.
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2.1. Model Assumptions

In the early stages of flowback, based on the difference in permeability and the
distribution characteristics of the fracturing fluid, it can be assumed that all the fluids
produced in the initial stage come from the fractures, and the fluid supply from the
matrix can be ignored. Based on this assumption and for the sake of simplification in
the calculation, it is further assumed that the average density of fluids in the wellbore,
matrix, and fracture is the same; the pressures in the fracture, wellbore, and matrix are
interconnected, and have similar pressure change rates. The compressibility of the fluid
in the matrix is equal to that of the fluid in the fracture. The model also assumes that the
reservoir has no bottom water and ignores the compressibility of the wellbore, and that the
driving energy is only elastic energy. Schematic diagram of the model is shown in Figure 1.
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2.2. Mass Balance Equation

Because the mobile formation water is ignored in the reservoir, the flowback of frac-
turing fluid relies on the elastic energy released by fluid volume expansion caused by the
decline in formation pressure in the fractures and pore spaces. Assuming that the effective
fracture and matrix are two independent flow systems, the total volume of liquid dis-
charged by the elastic energy relying on rock and liquid within the entire effective fracture
and pore volume is equal to the difference between the liquid volume flowing into the
matrix by permeation and the liquid volume flowing out to the wellbore, as shown below:

qmρmBm − qsρsBs =
d
dt

(
ρ f Vf + ρwbVwb

)
(1)

C f =
1

ρ f

dρ f
dPf

Cwb = 1
ρwb

dρwb
dPwb

(2)

Substituting (2) for (1) and simplifying the equation can obtain the material balance as
shown in (3):

qmρmBm − qsρsBs = ρ f
dVf

dPf

dPf

dt
+ Vf ρ f C f

dPf

dt
+ VwbρwbCwb

dPwb
dt

(3)

Consider the model assumptions as follows:




ρs ≈ ρwb ≈ ρ f
dPwb

dt ≈
dPf
dt ≈ dP

dt
Bm = Bs = B

(4)
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The material balance equation can be further simplified to (5):

(qm − qs)B =

(
dVf

dPf
+ Vf C f + VwbCwb

)
dP
dt

(5)

From this equation, it can be derived that

dP
dt

=
(qm − qs)B

Cst
(6)

where

Cst =
dVf

dPf
+ Vf C f + VwbCwb (7)

Therein, qm represents the liquid provided by the matrix; ρm represents the density of
the liquid in the matrix; Bm represents the volume factor of fluid in the matrix; qs represents
the wellhead flow rate; ρs represents the wellhead liquid density; Bs represents the wellhead
liquid volume factor; ρ f represents the fluid density in the fracture; Vf represents the frac-
ture volume; ρwb represents the fluid density in the wellbore; Vwb represents the wellbore
volume; C f represents the fracture compression factor; Pf represents the pressure in the
fracture; Cwb represents the compression factor in the wellbore; Pwb represents the pressure
in the wellbore; Cst represents the total compression factor. Detailed nomenclatures are in
Appendix A.

2.3. Linear Flow Equation for Fractures

After hydraulic fracturing, a considerable amount of fracturing fluid not only remains
in the fractures but also imbibes the rock matrix adjacent to the created fractures, where the
imbibition rate is related to the rock porosity and permeability. Considering that during
the flowback, the pressure of the fracturing fluid in fractures decreases rapidly, this drives
the imbibed fracturing fluid in the matrix back into the fractures. Assuming that the
permeability in the fracture is significantly larger than the rock, the pressure at different
locations of fractures can be treated as equal during the flowback; furthermore, the flow of
fracturing fluids in fractures can be treated as linear, as shown in Figure 2 below.
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In one wing of the fracture, the pressure distribution during the boundary-controlled
flow stage can be approximated as follows:





∂2Pf
∂x2 =

φ f Ctµ

K f

∂Pf
∂t

∂Pf
∂x

∣∣∣
x=x f

= 0

Pf

∣∣∣
x=Rw

= Pw f

(8)

where x f represents the half-length of the fracture and K f represents the fracture permeability.
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2.4. Model Solution

By substituting the material balance equation into the linear flow equation, the follow-
ing equation can be obtained:

∂2Pf

∂x2 = −
φ f Ctµ

K f

qsB
Cst

(9)

Combined with the boundary conditions, it can be seen that the pressure distribution
at each location of the fracture is as follows:

Pf (x, t) = Pw f −
φ f Ctµ

K f

qsB
Cst

(
x2

2
− x f x

)
(10)

Using the area-weighted average method, the average fluid pressure in the fracture
can be expressed as follows:

P(t) =

∫ x f
0 Pf · dVf∫ x f

0 dVf
(11)

P = Pw f +
φ f Ctµ

K f

qsB
3Cst

x f
2 (12)

Based on the assumption that the volume of fracturing fluid flowing from the ma-
trix into the fracture is significantly smaller than the volume of fracturing fluid flowing
out of the fracture (13), the initial fluid production can be determined using the total
compressibility coefficient as shown in (14):

qm � qs (13)

NPB = −Cst
(

P− Pi
)

(14)

If
RNP =

pi−pw f
qs

MBT =
Np
qs

, (15)

the average fluid pressure in the fracture can be simplified as follows:

RNP =
B

Cst
MBT +

φ f CtµB
3CstK f

x f
2 (16)

From the above equation, it can be found that after the linear flow stage which is
controlled by the boundary, the MBT–RNP curve is a straight line. Therefore, the slope “m”
of the MBT–RNP curve can show the geometry information of the fracture:

m =
B

Cst
=

B
dVf
dPf

+ Vf C f + VwbCwb

=
B

Vf

(
Cw + C f

)
+ VwbCwb

(17)

If we ignore the volume change in the wellbore, the volume of the fracture can be
obtained using the slope of the MBT–RNP curve and the fracture compressibility coefficient
as follows:

Vf =
B

m
(

Cw + C f

) (18)

We take the logarithm of both sides of Equation (18) and obtain the following equation:

log10RNP = log10

(
B

Cst
MBT +

φ f CtµB
3CstK f

x f
2

)
(19)
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log10RNP = log10MBT + log10

(
B

Cst
+

1
MBT

φ f CtµB
3CstK f

x f
2

)
(20)

Let:
Y = log10RNP X = log10MBT a = B

Cst
b =

φ f CtµB
3CstK f

x f
2 (21)

Then:
MBT = 10X (22)

Y = X + log10

(
a +

1
10X b

)
(23)

We take the derivative:
Y′ = 1− 1

1 + a
b 10X (24)

Therein, µ represents the liquid viscosity; φ f represents the fracture porosity; Rw
represents the wellbore radius; Ct represents the total compression factor of matrix; Pw f

represents the flowing bottomhole pressure; P represents the average pressure; NP repre-
sents the cumulative volume of liquid; Pi represents the initial pressure; RNP represents
the rate-normalized pressure; MBT represents the material–balance time; Cw represents
the compression factor of water; Vm represents the matrix volume; L represents the cluster
spacing; Pm represents the matrix pressure.

From the above equation, it can be seen that as time increases, MBT increases, and the
slope of the log10MBT-log10RNP curve increases and eventually approaches 1. Therefore,
the linear flow stage controlled by the boundary can be identified by the slope of the
log10MBT-log10RNP curve.

3. Validation of the Flowback Model

To validate the mathematical model proposed above, hydraulic fractures were uni-
formly generated using the Kinetix simulator. Fractures and the matrix were described
using unstructured grids of various sizes. An INTERSECT simulator was then utilized to
obtain the flowback rate and production rate of this fractured well. By injecting the same
amount of fracturing fluid as during the fracturing, fluid invasion into the rock matrix
adjacent to hydraulic fractures can be obtained. By further simulating the flowback and
production process using the field operation scheme, flowback data can be obtained, from
which the geometry of the created fracture network can be calculated using the proposed
model, and compared with the model in the simulator.

3.1. Numerical Simulation Process

Numerical simulation on hydraulic fracturing, flowback, and production is conducted
in Petrel, whose schedule is shown below.

(1) The geological model of the reservoir was established based on the well-logging
interpretation data. Rock mechanical properties are calculated from well-loggings of
Mahu-18 wells, which provide an important basis for horizontal well fracture and obtain
geomechanical parameters such as Young’s modulus and Poisson’s ratio. The geological
model of the reservoir is established by these data. Considering that only one well is
fractured in the case, the structural and stress changes of the formation can be ignored, and
thus a multi-layer geological model was established as shown in Table 1.

(2) Once the reservoir was established, the horizonal well was put into the model
according to the hydraulic fracturing design. Key parameters used in this case are shown
in Table 2 below.
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Table 1. Reservoir Parameters in Numerical Simulation.

Layers
Thickness
of Layers

(m)
Layer Type Pore Pressure

(MPa)

Minimal
Horizontal Stress

(MPa)

Permeability
(mD) Porosity

Young’s
Modulus

(GPa)

Poisson’s
Ratio

Oil
Saturation

1 30 Barrier 56.34 75 0.012 2.10% 26.69 0.3 0%
2 20 Reservoir 56.75 65 0.675 3.46% 35 0.25 10%
3 10 Reservoir 57.01 65 0.675 3.46% 35 0.25 65%
4 20 Reservoir 57.27 65 0.675 3.46% 35 0.25 10%
5 30 Barrier 57.70 75 0.012 2.10% 26.69 0.3 0%

Table 2. Hydraulic Fracturing Parameters.

Well Length
(m)

Clusters per
Stage

Cluster
Spacing

(m)

Mesh of
Proppant

Liquid-Proppant
Ratio

Pumping Rate
(m3/min)

Liquid
Volume

(m3)

Proppant
Volume

(m3)

Proppant
Intensity
(m3/m)

700 4 17.5 40/70 16 10 16,000 700 1.0

(3) After hydraulic fracturing whose pumping schedule is shown in Appendix B,
the dimensions of each fracture can be obtained as shown in Figure 3. Fractures do not
uniformly propagate due to the stress shadow effect among fractures, and the average
fracture length is 277.83 m in this case, as shown in Table 3.
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Table 3. Average Fracture Parameter.

Fracture Volume (m3)
Average Fracture

Length (m)
Average Fracture

Width (mm)
Average Fracture

Height (m)
Average Fracture

Conductivity (mD·m)

3066 277.83 9.37 30.00 660.66

(4) After hydraulic fractures are generated, as shown above, unstructured grids are
used for meshing all fractures in order to conduct the production simulation. After the
fracturing simulation, the 3D fracture model is coarsened using unstructured grids, where
grids around fractures are locally refined. Grids around each fracture are small enough to
ensure the convergence of calculation, and they become larger towards the rock matrix to
increase the calculation efficiency.

Different relative permeability curves were assigned to the fracture and rock matrix.
Relative permeability curves of the rock matrix were measured using the reservoir core
samples (Figure 4), while a pair of straight lines was used for hydraulic fractures (Figure 5).
The measured relative permeability curves show a limited multiphase flow region for such
a low-permeability rock, where the average residual water saturation is around 38%, and
the average residual oil saturation is around 27%.
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Figure 4. Oil–water relative permeability curves measured from reservoir rock samples.
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Figure 5. Oil–water relative permeability curves of hydraulic fractures used in the simulation.

(5) During the production simulation, the production rate was kept at 50 m3/d until
the bottom-hole pressure decayed to 35 MPa, after which the production was continued
at a constant pressure mode. The calculated production data are shown in Figure 6. As
shown in the Figure 6, the daily production of water (i.e., the fracturing fluid) is large in
the first 15 days, which represents the main flowback region; in this region, flowback water
is mainly from the propped fractures. As production continued, the daily water production
decreased and daily oil production increased; after 10 days of production, the oil–water
ratio increased beyond 1 in this simulation case.
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Figure 6. Changes in water production and bottom-hole pressure obtained from numerical simulation.

3.2. Flowback Pattern of the Fracturing Fluid

Along with the production, the fracturing fluid flows back with the oil. Typically, the
early flowback has a large water saturation and gradually decreases with time as shown
above. Numerical simulation reveals two stages in the production; in the first stage, the
flowback water mainly comes from hydraulic fractures, while in the second stage the
flowback water mainly comes from the rock matrix. Flowback in the first stage shows the
geometry and permeability of the fracture network, while flowback in the second stage
shows the geometry and permeability of both the fracture network and the rock matrix.

(1) Flowback Pattern of the Fracturing Fluid from Hydraulic Fractures

A simple double-wing fracture model is firstly used to understand water flowback
after hydraulic fracturing. From the change in water saturation in different grids, it
can be seen that after approximately 15 days, water saturation in the fracture drops
quickly to around 0 (i.e., residual water saturation as shown in Figure 7), indicating that
fracturing fluid in the fracture has almost completely flowed back. However, there is still
a large amount of fracturing fluid waiting to flow back in the invaded region adjacent to
the fracture.
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Using the porosity and water saturation of the fracture grids, the reduction in the
fracturing fluid in fractures during the flowback can be determined and compared with
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the cumulative produced water at the wellhead. During the early stage of flowback,
the reduction in hydraulic fracturing fluid within the fracture is slightly less than the
cumulative water production at the wellhead; this is because the pore pressure of
fractures is larger than the matrix after fracturing, which drives water to imbibe the rock
matrix adjacent to fractures. After 17 days of flowback, the cumulative water production
at the wellhead exceeded the reduction in hydraulic fracturing fluid within the fracture,
indicating that all of the hydraulic fracturing fluid within the fracture had flowed back.
At this point, the volume of hydraulic fracturing fluid within the fracture remained
relatively stable, and the hydraulic fracturing fluid at the wellhead was supplied by the
surrounding invaded zone. As shown in Figure 8, the time point of significant difference
between the two curves occurred between 10 and 11 days of flowback, indicating the
transition period during which the surrounding invaded zone began to contribute to the
flowback of the fracturing fluid.
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Figure 8. Comparison of water flowback in fractures and the cumulative water production at
the wellhead.

When we plot the change in the flowback ratio in fractures (i.e., the daily reduction
volume of fracturing fluid in fractures to the initial volume of fracturing fluid in fractures),
it can be seen that the flowback ratio decreases almost linearly at the early stage but
logarithmically at the later stage. These two stages are more obvious in the log–log plot
as shown in Figure 9, where the first stage represents the linear flow of the flowback from
fractures, and the later stage represents the flowback from the low-permeability rock matrix.
The transition between the two stages lasts for several days.
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Figure 9. Changes in flowback ratio with time.
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(2) Flowback Pattern of the Fracturing Fluid from the Invaded Rock Matrix

After 17 days of production, the amount of fracturing fluid in the fracture remains
relatively stable. At this point, the flowback rate of the fracturing fluid from the invading
region can be calculated, which is approximately equal to the daily water production rate
observed at the wellhead. This stage of flowback continues for a long time. After another
100 days of production, the average daily water production at the wellhead is 18.25 m3/d,
which can be considered as the return rate of the fracturing fluid from the invaded zone
under the current production regime.

Vertically, the invaded zone where the fracturing fluid invades can be divided
into four regions as shown in Figure 10: the reservoir above the fracture, the reservoir
surrounding the upper half of the fracture, the reservoir surrounding the lower half of
the fracture, and the reservoir below the fracture. Contributions of the fracturing fluid
flowing back from these regions change with the production as shown in Figure 11. At
the beginning of flowback and production, the fracturing fluid imbibes the reservoir rock
due to the high pressure in the fractures, which leads to negative initial flowback rates
in the top and bottom reservoir regions; due to gravity, the amount of fracturing fluid
imbibing the bottom region of the reservoir is larger than that imbibing the top region of
the reservoir. The specific difference is influenced by the reservoir’s permeability, the
total amount of fracturing fluid, and pore pressure changes in fractures after hydraulic
fractures. In this numerical simulation model, the amount of fracturing fluid that enters
the reservoir below the fracture is tens of times larger than the amount that enters the
reservoir above the fracture.
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Figure 10. Schematic of water-invaded regions.

When the second flowback stage starts, the fracturing fluid mainly comes from the rock
matrix, and imbibition of the fracturing fluid continues, especially in the lower reservoir
region due to gravity. In the early period of this stage, the pressure in fractures and their
adjacent regions is still high, and the capillary force also plays a role; thus, the fracturing
fluid overcomes the gravity and stays in the reservoir above the fracture. However, in
the later period of this stage, after the pressure and water saturation around the fracture
decrease significantly, the fracturing fluid in the reservoir above the fractures gradually
flows back (after 10 months).
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3.3. Validation of Flowback Model for Single Cluster

To minimize the interference among fractures, a single-cluster fracturing simulation
is conducted to validate the proposed flowback model. Figure 12 shows the changes in
production and bottom-hole pressure of this single-cluster case.
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The production data are normalized to obtain the rate-normalized pressure (RNP) and
material-balance-time (MBT) as shown below:

RNP =
pi − pw f

qs
MBT =

Np

qs

After converting the data into MBT and RNP, a plot of the MBT–RNP curve (also
known as the flowback characteristic curve) can be generated as shown in Figure 13. The
MBT–RNP curve for a cluster shows a good linear trend in the later stages, as expected.
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Taking the logarithm of both x and y axes, Figure 13 is converted to a plot of logMBT
versus logRNP, as shown in Figure 14. The red curve in Figure 14 shows the change in the
slope, which is slightly below 1 before 4.5, and plateaus at 1 thereafter. The slope below 1 is
likely attributed to the closure of the fracture at the early stage; once the dimension of the
fracture is stabilized, the flowback is a standard linear flow and the slope equals 1.
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Figure 14. Log–log plot of the flowback characteristic curve of the single-cluster case.

3.4. Validation of Flowback Model for the Entire Well

Figure 15 shows the flowback characteristic curve of the entire-well case that is calcu-
lated from Figure 6. Similar to the single-cluster case, the RNP increases almost linearly
with the MBT while the slope changes only slightly at the early stage.

After converting this flowback characteristic curve in the log–log plot as shown in
Figure 16, it can be seen that the trend of the logRNP-logMBT of the entire-well case is
similar to that of the single-cluster case. By carefully comparing the detailed characteristics
of the flowback curve and the fracture network generated by the simulator, it can be found
that the flowback data of the single-cluster case are close to those predicted by the ideal
mathematical model; however, for the entire-well case, the characteristics of the flowback
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curve change due to the heterogeneity of the created fractures and their interactions. As
shown in Figure 16, the minimal slope of the logRNP-logMBT curve appears after 4.5, which
is clearly later than the single-cluster case; this indicates a slower transition to the second
stage of the flowback that is mainly determined by the invaded water in the rock matrix.
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Furthermore, the total volume of the created fracture network can be calculated based
on the slope of the RNP curve in the early stages of the flowback, whose detailed steps are
as follows.

(1) Obtain the slope of the RNP curve and the corresponding bottom-hole pressure.
(2) Calculate the compressibility coefficient of the fracture system based on the bottom-

hole pressure drop.
(3) Calculate the volume of the fracture network based on the slope and compress-

ibility coefficient.
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As shown in Figure 17, when calculating the slope, it is best to select the early flowback
data. However, due to the limitation of data acquisition frequency in the field, hourly data
are unachievable; instead, fitting data are used which are obtained from the average daily
data in the first 10 days of flowback.
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In numerical simulation, the total fracture volume is 3066.0 m3, which gives an error 
of about 22%. Because the empirical formula is established for tight sandstones that are 
different from the target reservoir, the compressibility coefficient of the fracture system is 
corrected using the fracture volume from the simulation, which gives 0.00246 MPa−1 for 
future usage. 

4. The Impact of Fracture Complexity 
In the horizontal well-fracturing of tight conglomerate reservoirs in the Mahu well 

area, complex fracture networks are likely to be generated due to the heterogeneous na-
ture of the conglomerate. In fracturing designs, complex fracture networks are not con-
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tures. Therefore, we start from such a fracturing design and use natural fractures to gen-
erate the complex fracture network formed in tight conglomerate reservoirs. In this sec-
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Figure 17. RNP curve and its slope in 30 days of flowback.

In the first few days, the slope (m) of the RNP curve is about 0.0214. An early-proposed
empirical formula is used to calculate the compressibility coefficient of the fracture system,
which is about 0.00201 MPa−1 [25]. Assuming that the fluid compressibility (Cw) is a
constant of 2.59 × 10−6 MPa−1 and the volume factor B is a constant of 1.02, the total
volume of the fracture system can be calculated by (25). which is about 3761.9 m3.

Vm =
B

m
(

Cw + C f

) (25)

In numerical simulation, the total fracture volume is 3066.0 m3, which gives an error
of about 22%. Because the empirical formula is established for tight sandstones that are
different from the target reservoir, the compressibility coefficient of the fracture system is
corrected using the fracture volume from the simulation, which gives 0.00246 MPa−1 for
future usage.

4. The Impact of Fracture Complexity

In the horizontal well-fracturing of tight conglomerate reservoirs in the Mahu well
area, complex fracture networks are likely to be generated due to the heterogeneous nature
of the conglomerate. In fracturing designs, complex fracture networks are not considered,
and instead, fractures are assumed to propagate symmetrically with bi-wing fractures.
Therefore, we start from such a fracturing design and use natural fractures to generate
the complex fracture network formed in tight conglomerate reservoirs. In this section,
the density of natural fractures is changed to enable us to understand how it affects the
flowback curve.

The natural fracture density comparison is shown in Figure 18, with reservoir proper-
ties and fracturing parameters being consistent with those used in previous sections. The
key parameters of hydraulic fractures are shown in Table 4.
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Table 4. Hydraulic fracture parameters under different natural fracture densities.

Natural Fracture
Densities

Fracture Volume
(m3)

Total Fracture
Area (m2)

Average Fracture
Length (m)

Average Fracture
Width (mm)

Average Fracture
Conductivity

(mD·m)

None 3066.00 334,861.60 277.83 9.37 660.66
Sparse 2649.00 324,490.60 193.61 8.80 618.30
Dense 2378.00 328,308.80 182.64 8.07 567.21

Processes 2023, 11, x FOR PEER REVIEW 18 of 24 
 

 

  
Figure 18. Different densities of natural fractures in the reservoir for simulation comparison. 

Table 4. Hydraulic fracture parameters under different natural fracture densities. 

Natural Fracture 
Densities 

Fracture Volume 
(m3) 

Total Fracture 
Area (m2) 

Average Fracture 
Length (m) 

Average Fracture 
Width (mm) 

Average Fracture 
Conductivity 

(mD·m) 
None 3066.00 334,861.60 277.83 9.37 660.66 
Sparse 2649.00 324,490.60 193.61 8.80 618.30 
Dense 2378.00 328,308.80 182.64 8.07 567.21 

As shown in Figure 19, in the absence of natural fractures, the hydraulic fracturing 
creates symmetrical bi-wing fractures. The denser the natural fractures are, the more com-
plex the created fracture with shorter fracture lengths, narrower fracture widths, lower 
fracture conductivities, smaller total fracture volumes, and greater fluid loss will be. How-
ever, the total fracture surface area remains approximately equal in all three cases. 

   

Figure 19. Hydraulic fracture morphology under different natural fracture densities. (Left: No nat-
ural fractures (Simple Fracture Network, SFN) Center: Sparse natural fractures (Complex Fracture 
Network I, CFN-I) Right: Dense natural fractures (Complex Fracture Network II, CFN-II)). 

Using the same numerical simulation procedure as in Section 2.1, a post-fracturing 
production simulation is conducted, and the production curves are shown in Figure 20. 

 

Figure 18. Different densities of natural fractures in the reservoir for simulation comparison.

As shown in Figure 19, in the absence of natural fractures, the hydraulic fracturing
creates symmetrical bi-wing fractures. The denser the natural fractures are, the more
complex the created fracture with shorter fracture lengths, narrower fracture widths,
lower fracture conductivities, smaller total fracture volumes, and greater fluid loss
will be. However, the total fracture surface area remains approximately equal in all
three cases.
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Figure 19. Hydraulic fracture morphology under different natural fracture densities. (Left: No
natural fractures (Simple Fracture Network, SFN) Center: Sparse natural fractures (Complex Fracture
Network I, CFN-I) Right: Dense natural fractures (Complex Fracture Network II, CFN-II)).

Using the same numerical simulation procedure as in Section 2.1, a post-fracturing
production simulation is conducted, and the production curves are shown in Figure 20.

The degree of fracturing complexity is also reflected in the MBT–RNP plot, as well as
the log–log plot shown in Figures 21 and 22. The degree of complexity of fractures does
not significantly affect the overall trend of the MBT–RNP curve. As shown in Figure 23,
as the complexity of the fractures increases, the MBT–RNP curve shifts upwards with a

61



Processes 2023, 11, 2436

smaller initial slope. Despite this, the initial slope can still be used to accurately calculate
the volume of fractures.
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Figure 21. RNP difference under different fracture complexity.

The effect of fracture complexity on the MBT–RNP double-logarithmic curve trend is
negligible, as the overall trend remains constant. However, the position of the MBT–RNP
double-logarithmic curve shifts upward with the increasing fracture complexity. This
upward shift is attributed to the increased resistance to fluid flow due to the tortuous path
of the fracture. Furthermore, the initial slope of the derivative curve for complex fractures
is less than 1, indicating that the linear flow is not present during the initial flowback phase.
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This non-linear flow behavior is due to the flow resistance caused by the complex fracture
path. Water imbibes the matrix adjacent to the fracture network due to the capillary force,
which decreases water saturation in hydraulic fractures. The more complex the fracture
network is, the bigger the fracture volume is, the longer the time water remains in the
formation, the harder the flowback and the lower the flowback ratio will be.
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Figure 22. RNP difference under different fracture complexity (flowback for 30 days).
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As shown in Figure 24, comparing the logMBT-logRNP’ slope for fractures with
different complexities, it is observed that the slope decreases as the fracture complexity
increases. This is because the flow path of the fracturing fluid becomes more complex as
the fracture complexity increases, resulting in a greater deviation from linear flow in the
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characteristic curve. Accurate measurement of the MBT–RNP double-logarithmic curve
and logMBT-logRNP’ slope for complex fractures is essential for modeling the flowback
of the fracturing fluid, which in turn is necessary for calculating the total volume of the
fracture network.
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5. Conclusions

During hydraulic fracturing, the pressure differential between the fracture and the
reservoir can result in a significant loss of fracturing fluid into the formation, particularly
adjacent to the fracture faces. During the shut-in, the fluid imbibes the rock matrix from
hydraulic fractures, while during the flowback, the fluid quickly returns to fractures
and the wellhead. To accurately model the flowback of the fracturing fluid, early
and late-time flowback models were developed based on the principles of linear flow
within the fracture and from the matrix into the fracture. Notably, the determination
of the linear flow is based on the slope of the log–log plot of the MBT versus the
RNP curve, which is equal to 1. To achieve greater precision in calculating the total
volume of the fracture network, it is essential to obtain accurate pressure and production
data in the first few days of the flowback, where the fracturing fluid mainly comes
from the hydraulic fractures. The complexity of the flow path of the fracturing fluid
during the initial flowback stage determines the deviation of the characteristic flowback
curve from the linear flow region, which enables people to know the complexity of the
fracture network from the flowback data. Ultimately, with a precise characterization
of the fracture compressibility and the early flowback characteristic curve, the total
volume of the fracture network can be calculated using the proposed model in this study.
In the future, this model can refer to the grid strategy of the discretization complex
domain to establish a three-dimensional heterogeneous porous media multiphase flow
simulation method.
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Appendix A. Nomenclature

Symbol Names Units Meaning

qm m3/min Liquid provided by the matrix
ρm kg/m3 Density of liquid in the matrix
Bm - Volume factor of fluid in the matrix
qs m3/min Wellhead flow rate
ρs kg/m3 Wellhead liquid density
Bs - Wellhead liquid volume factor
ρ f kg/m3 Fluid density in the fracture
Vf m3 Fracture volume
ρwb kg/m3 Fluid density in the wellbore
Vwb m3 Wellbore volume
C f MPa−1 Fracture compression factor
Pf MPa Pressure in the fracture
Cwb MPa−1 Compression factor in the wellbore
Pwb MPa Pressure in the wellbore
Cst MPa−1 Total compression factor
x f m Half-length of the fracture
K f mD Fracture permeability
µ mPa·s Liquid viscosity
φ f - Fracture porosity
Rw m Wellbore radius
Ct MPa−1 Total compression factor of matrix
Pw f MPa Flowing bottomhole pressure
P MPa Average pressure
NP m3 Cumulative volume of liquid
Pi MPa Initial pressure
RNP MPa·min/m3 Rate-normalized pressure
MBT min Material-balance time
Cw MPa−1 Compression factor of water
Vm m3 Matrix volume
L m Cluster spacing
Pm MPa Matrix pressure

Appendix B. Pumping Schedules

Steps
Pump Rate
(m3/min)

Fluid Name
Fluid Volume

(m3)
Slurry Volume

(m3)
Prop.

Conc (kg/m3)
Proppant

Pump Time
(min)

1 10 Slickwater 180 180 0 None 2
2 10 Slickwater 55.33 75.33 30 Sand 40/70 5.6
3 10 Slickwater 83.05 158.38 60 Sand 40/70 8.49
4 10 Slickwater 92.29 250.67 90 Sand 40/70 9.54
5 10 Slickwater 110.77 361.44 120 Sand 40/70 11.58
6 10 Slickwater 132.88 494.32 150 Sand 40/70 14.04
7 10 Slickwater 156.86 651.18 180 Sand 40/70 16.76
8 10 Slickwater 174.02 825.2 210 Sand 40/70 18.79
9 10 Slickwater 186.89 1012.09 240 Sand 40/70 20.39

10 10 Slickwater 215.27 1227.36 270 Sand 40/70 23.73
11 10 Slickwater 110.77 1338.13 300 Sand 40/70 12.34
12 10 Slickwater 50.38 1388.51 330 Sand 40/70 5.67
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Abstract: The significant vertical heterogeneity, variations in ground stress directions, and irregu‑
lar bedding interfaces make it extremely challenging to predict fracture propagation in continental
shale reservoirs. In this article, we conducted a series of triaxial laboratory experiments on conti‑
nental shale outcrop rocks to investigate the effects of formation dip angle and wellbore orientation
on crack propagation under horizontal well conditions. Our study revealed that fracture propaga‑
tion features can be categorized into four distinct types: (1) hydraulic fractures pass through the
bedding interface without activating it; (2) fractures pass through and activate the bedding interface;
(3) hydraulic fractures open and penetrate the bedding interface while also generating secondary
fractures; and (4) hydraulic fractures open but do not penetrate the bedding interface. We found
that as the dip angle decreases, the likelihood of fractures penetrating through the bedding interface
increases. Conversely, as the dip angle increases, fractures are more likely to simply open the inter‑
face without penetrating it. Moreover, we observed that the well azimuth significantly affects the
degree of fracture distortion. Specifically, higher azimuth angles corresponded to a higher degree of
fracture distortion.

Keywords: continental shale; hydraulic fractures; formation dip angle; borehole azimuth

1. Introduction
China possesses abundant shale gas resources, estimated to be approximately

1.3 times greater than traditional gas reserves [1]. However, due to significant vertical het‑
erogeneity, variations in formation stress directions, and irregular bedding interfaces, con‑
trolling fracture propagation in shale gas reservoirs proves to be extremely challenging [2].
Consequently, this results in low efficiency in enhancing the recovery factor. In order to
gain a better understanding of the influence of formation dip angle and wellbore azimuth
on fracture propagation, a series of true triaxial laboratory experiments were conducted in
this study.

To date, numerous researchers have performed true triaxial experiments on outcrops
to investigate the behavior of hydraulic fracture propagation. Some studies [3–10] utilized
outcrops consisting of sandstone and sand‑coal inter‑beds. The findings indicate thatwhen
the fracture propagation reaches the interface, the fracture either ceases growth, changes its
propagation direction, bifurcates into multiple directions, or continues to propagate along
the original path and penetrates the bedding interface. The presence of weak cementation
interfaces hinders the vertical propagation of hydraulic fractures, while high vertical stress
differences and strong interfacial strength between sand layers facilitate vertical fracture
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propagation. Additionally, when the horizontal stress difference reaches 3MPa, hydraulic
fracture propagation changes its direction, connecting to natural fractures in proximity to
wells or weak cementation interfaces. Li Zhi et al. [11] conducted a study on the influence
of bedding interfaces on fracture propagation. They highlighted the presence ofwide open‑
ings and shear zones after the main fracture reached the bedding interface. These shear
zones are typically longer than the opening zones and serve as the main channels for fluid
flow. Altammar [12] and colleagues investigated the impact of vertical stress and interlayer
properties on fracture height using cement samples measuring 30 cm × 30 cm × 10 cm.
Their research demonstrated that the manner in which fractures penetrate through bed‑
ding interfaces depends on formation properties/conditions, and operational parameters.
Sun Keming et al. [13,14] analyzed the influence of bedding dip angles and strength on
fracture growth. Their findings indicated that when the main fractures, which experience
the minimum vertical stress, reach the bedding interface, the smaller the angle between
the bedding interface and fracture direction, the more likely the fracture is to change its
original direction and extend along the bedding interface. Conversely, the larger the angle
between the bedding interface and the original fracture direction, the greater the likelihood
that themain fracturewill penetrate the bedding interface and continue growing in its orig‑
inal direction. Zhou Tong [15], Liu Liming [16], Pang Tao [17], and others examined the
impact of formation dip angles on fracture propagation through laboratory experiments
and numerical simulations. They discovered that an increasing formation dip angle can re‑
strict fracture growth in the vertical direction while enhancing the opening of the bedding
interface. As the dip angle becomes larger, it becomes more challenging for the fracture to
penetrate through the bedding interface. Jia Changgui, Hou Bing, and colleagues [18–22]
conducted a series of true triaxial experiments on wells with high dip angles to study the
effects of perforation phase angle, well dip angle, and well azimuth on initiating hydraulic
fractures. Their results revealed that the well dip angle primarily influences the degree
of fracture distortion, while the perforation phase angle mainly affects the number of hy‑
draulic fractures. Furthermore, an increase in the azimuth angle leads to an increase in the
degree of distortion for hydraulic fractures.

The existing literature primarily focuses on the impact of geological and engineering
factors on hydraulic fracture propagation, particularly in relation to parallel bedding in‑
terfaces. However, there are few studies that have thoroughly examined the influence of
bedding dip angles on fracture propagation. Furthermore, the majority of the existing lit‑
erature concentrates on deviated wells rather than horizontal wells. As a result, this study
aims to investigate the effects of formation dip angle and wellbore azimuth angle on frac‑
ture expansion behavior in continental shale. To accomplish this, we will conduct true
triaxial physical simulation experiments on outcrop rock samples and subsequently clar‑
ify the fracture propagation law of continental shale. By evaluating fracture expansion be‑
havior in relation to varying formation dip angles and wellbore azimuth angles, the study
aims to provide comprehensive insights into the influence of these factors on fracture prop‑
agation. This research will contribute to a better understanding of hydraulic fracturing in
continental shale formations and aid in optimizing drilling and fracturing operations.

2. Design of the Experiments
2.1. Experiment Protocol and Procedure

In this study, we utilized a large‑scale true triaxial physical simulation system (refer
to Figure 1) to investigate fracture propagation in continental shale outcrops. The selected
outcrop samples were obtained from the Jiashengqi area in Anwen Town, Qijiang District,
Chongqing City. These outcrop samples are representative of continental shale and exhibit
favorable conditions, characterized by a high concentration of dark organic matter. To
prepare the samples for experimentation, they were cut into 300 mm× 300 mm× 300 mm
test specimens, as depicted in Figure 2. The preparation procedure for these samples is
outlined in Figure 3. In the figure, α denotes the formation dip angle, which represents the
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angle between the bedding interface and the horizontal plane. For a more comprehensive
understanding of the parameters of the experimental rock samples, please refer to Figure 3.
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Figure 4 illustrates the four different drilling schemes employed in the study, each
having distinct wellbore azimuths. Wellbore azimuth refers to the angle between the well‑
bore axis and the direction of the maximum horizontal principal stress. To simulate the
actual drilling process, a drill bit with a diameter of 30 mm is used to bore the hole in
accordance with the scheme depicted in Figure 4. Following the drilling process, the sim‑
ulated wellbore is sealed using epoxy resin anchorage glue, as shown in Figure 5. In order
to prevent the anchorage glue from obstructing the perforation holes, insulating tape is
wrapped around the upper portion of the wellbore prior to sealing. The simulated well‑
bore possesses the following specifications: an outer diameter of 22mm, an inner diameter
of 10 mm, and a sealed bottom. The length of the wellbore can be adjusted based on the de‑
sired wellbore azimuth. Additionally, four 2 mm‑diameter holes are drilled 10 mm above
the bottom of the wellbore to simulate the presence of perforation holes.
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2.2. Methodology of the Experiments
In this study, a total of nine experiments were conducted based on the similarity cri‑

terion to investigate the influence of the dip angle and wellbore azimuth angle on fracture
propagation [23]. The objective of the first five sets of experiments was to explore the
impact of different bed dip angles on fracture propagation. The remaining four sets of
experiments specifically assessed the impact of altering the wellbore azimuth on fracture
propagation. For more precise information on the experimental parameters, including the
specific beddip angles, wellbore azimuths, and their effects on fracture propagation, please
refer to Table 1 in the paper.

Table 1. Experiment parameters.

Rock
Sample No.

Drainage
m3/min

Viscosity
mPa·s

σh
MPa

σH
MPa

σv
MPa

Formation
Dip Angle

Wellbore
Azimuth

Q1

0.0001 5

17 30

25

0

90
Q2 17 30 10
Q3 17 30 20
Q4 17 30 30
Q5 17 30 40

F1

0.0001 5

17 30

25 20

30
F2 17 30 45
F3 17 30 60
F4 17 30 90

2.3. Experimental Results
The experiment involved the use of fluorochrome to track the pattern of fracture prop‑

agation in samples. After the experiment, the samples were cut along the fracture prop‑
agation plane to observe the pattern, which was marked by fluorochrome. Table 2 and
Figure 6 provide a summary of the laboratory results. It is evident from Figure 6 that the
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main fracture in all samples initiated in a direction perpendicular to the wellbore. As it
propagated vertically, it activated and opened at least two bedding interfaces and fully
penetrated at least one bedding interface. In Figure 6, the left side represents the post‑
compression rock sample anatomy diagram, while the right side shows the recomposition
of the fracture morphology. To clarify the color representation in the fracture morphol‑
ogy recomposition: the red color represents the main hydraulic fracture plane, which is
the primary fracture that propagated through the rock sample. The blue color represents
the activated interlayer interface, indicating the bedding interfaces that have been affected
or opened by the hydraulic fracture. The green color represents the secondary hydraulic
fracture plane generated by the activated interlayer interface. These secondary fractures
occur along the activated bedding interfaces. The yellow color indicates the direction of
the bedding interface within the rock sample. Based on Figure 6, the relationship between
the main fracture and the bedding interface can be categorized into three distinct patterns:
(1) Fracture Net with ‘十’ Pattern: The hydraulic fracture opened and passed through the
bedding interface, resulting in a fracture network resembling the shape of the Chinese char‑
acter ‘十’. This pattern is depicted in Figure 6d,i.; (2) Fracture Net with ‘T’ Pattern: The
hydraulic fracture opened the bedding interface but did not penetrate through it, form‑
ing a fracture network that resembles the shape of a letter ‘T’. This pattern is illustrated
in Figure 6g,h; and (3) Fracture Net with ‘Y’ Pattern: The hydraulic fracture opened and
penetrated through the bedding interface, generating secondary hydraulic fractures along
the bedding interface. This pattern forms a fracture network that resembles the shape of
the letter ‘Y’. Additionally, it should be noted that not all bedding interfaces in the rock
samples were accurately identified. The observed bedding interfaces are those that were
activated and opened during the experiment. It is speculated that there may be another
pattern of fracture propagation net with an ‘I’ shape, where the hydraulic fracture passes
through the bedding interface directly without activating it.

Table 2. Experiment results summary.

Rock Sample No. Summary of Fracture Propagation for All the Samples

Q1 Having activated, opened, and penetrated 2 bedding interfaces and generated 1 secondary fracture.
Q2 Having activated, opened, and penetrated 2 bedding interfaces and generated 2 secondary fractures.
Q3 Having activated, opened, and penetrated 2 bedding interfaces and generated 1 secondary fracture.
Q4 Having activated, opened, and penetrated 2 bedding interfaces
Q5 Having activated, opened, and penetrated 2 bedding interfaces
F1 Having activated, opened, and penetrated 2 bedding interfaces and generated 1 secondary fracture.
F2 Having activated and opened, 2 bedding interfaces and penetrated only 1 bedding interface.
F3 Having activated and opened, 2 bedding interfaces and penetrated only 1 bedding interface.
F4 Having activated, opened, and penetrated 3 bedding interfaces.

The use of fluorochrome in the experiment allowed for precise tracking and visual‑
ization of fracture propagation patterns. By cutting the samples along the fracture prop‑
agation plane and observing the marked patterns, researchers were able to gain deeper
insights into the behavior of fractures in response to variations in bed dip angle and well‑
bore azimuth. Table 2 provides a comprehensive summary of the laboratory results, of‑
fering valuable information regarding the experiments conducted. The results presented
in Figure 6 serve as graphical representations, displaying the anatomical and morpholog‑
ical characteristics of the fracture patterns. Analyzing Figure 6, it becomes evident that
the main fracture consistently initiated perpendicular to the wellbore direction in all sam‑
ples. The observation results show that the state of ground stress has a decisive influence
on the initiation path and extension pattern of hydraulic fractures. As the fracture prop‑
agated vertically, it exhibited a remarkable ability to activate and open multiple bedding
interfaces within the rock samples. It was also noted that the fracture fully penetrated at
least one bedding interface, emphasizing the force and extent of its propagation. To aid
in the interpretation of the fracture morphology recomposition in Figure 6, color‑coded

71



Processes 2023, 11, 2419

visualizations were employed. The red color represents the main hydraulic fracture plane,
which denotes the primary fracture path that propagated through the rock sample. The
blue color represents the activated interlayer interface, signifying the bedding interfaces
affected or opened by the hydraulic fracture. The green color represents the secondary
hydraulic fracture plane generated along the activated bedding interface, indicating the
occurrence of additional fractures parallel to the bedding interfaces. Finally, the yellow
color represents the orientation of the bedding interface within the rock sample. Exam‑
ining the relationship between the main fracture and the bedding interface, three distinct
patterns emerged. The first pattern, known as the “Fracture Net with ‘十’ Pattern,” was
characterized by the hydraulic fracture passing through the bedding interface, resulting in
a fracture network resembling the shape of the Chinese character ‘十’. This pattern is exem‑
plified in Figure 6d,i. The second pattern, referred to as the “Fracture Net with ‘T’ Pattern,”
wasmarked by the hydraulic fracture opening the bedding interfacewithout complete pen‑
etration, forming a fracture network resembling the shape of the letter ‘T’. This pattern is
illustrated in Figure 6g,h. Finally, the third pattern, known as the “Fracture Net with ‘Y’
Pattern”, featured the hydraulic fracture opening and penetrating the bedding interface,
generating secondary hydraulic fractures along the bedding interface. This pattern forms
a fractured network resembling the shape of the letter ‘Y’. It is important to note that while
the observed bedding interfaces were accurately identified in the rock samples, there may
be additional patterns of fracture propagation that have not been thoroughly investigated.
One potential pattern of interest is the “Fracture Net with ‘I’ Pattern”, where the hydraulic
fracture directly passes through the bedding interface without activating it.
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Figure 7 provides a summary of the injection pressure curves observed in the exper‑
iments. Based on the characteristics of these pressure curves, we can identify at least two
fracturing modes: (1) Peak Fracturing Pressure: Some injection pressure curves exhibit a
distinct peak, indicating a clear fracturing event. This phenomenon is observed in rock
samples Q4 and F3; and (2) No Peak Fracturing Pressure: On the other hand, other injec‑
tion pressure curves do not show a clear peak, suggesting the presence of weak bedding
interfaces around the perforated holes. In these cases, the hydraulic fractures initially prop‑
agate along these weak bedding interfaces, resulting in a lower fracturing pressure. This
behavior can be observed in rock samples Q1 and F4. Additionally, by considering the
extension pressure characteristics in combination with the observations of fracture prop‑
agation, we can identify two fracture extension modes: (1) Slowly Rising Trend: Some
injection pressure curves exhibit a gradual and slow rise, indicating limited vertical frac‑
ture propagation. This trend is evident in samples Q3 and F1; and (2) Slowly Declining
Trend: Conversely, other injection pressure curves demonstrate a gradual and slow de‑
cline, indicating unrestricted vertical fracture propagation. This trend can be observed in
samples Q2 and Q5. Furthermore, sample Q3 exhibits a complex fracture pattern, which
could be attributed to the presence of intercrossing fractures within the sample.
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3. Analysis of Impact Factors
3.1. Impact of Formation Dip Angles

The main objective of this section is to examine how changes in the dip angle of the
formation impact the propagation of fractures. To achieve this, five experimental sets were
conducted, with the formation dip angle being the only variable parameter while keeping
all other factors constant. The formation dip angles tested were 0◦, 10◦, 20◦, 30◦, and 40◦,
as clearly stated in Table 1. The laboratory results obtained from the experiments are pre‑
sented in Figure 6a–e, and a comprehensive comparison of these results can be found in
Table 3.

Table 3. Comparison of the experimental results under different formation dip angles.

Rock Sample No. Depth of Fracture
Extension/cm

Number of Activated
Bedding Interfaces

Degree of Opened
Bedding Interfaces

Number of Secondary
Fractures

Q1 23.1 2 1.5 1

Q2 22.6 2 1.5 2

Q3 21.8 2 1.7 1

Q4 20.5 2 1.7 1

Q5 19.8 2 2 /
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Based on the observations depicted in Figure 6 and summarized in Table 3, it can be
inferred that the main fractures in all five samples were oriented perpendicular to the well‑
bore, with each fracture successfully penetrating two bedding interfaces. Analysis of the
results revealed that as the formation dip angle increased, the opening of the bedding inter‑
faces also increased, while the vertical length of the fractures decreased. Consequently, the
study’s conclusion states that small formation dip angles facilitate vertical extension of frac‑
tures and reduce the likelihood of activating the bedding interfaces. This phenomenon can
be attributed to several factors. Firstly, when the vertical ground stress remains constant,
higher dip angles result in lower stress on the bedding interfaces [24]. Consequently, the
bedding interfaces become more susceptible to shear stress‑induced destruction and are
more easily activated through shear failure. This implies that fractures propagate along
the weak bedding interfaces, reducing the vertical length of the fractures. Additionally,
the higher the dip angle, the less likely it is for secondary fractures to occur on the activated
bedding interface. This can be explained by the larger opening of the bedding interfaces,
which leads to greater filtration loss and a decrease in water injection accumulation. A
higher dip angle creates a larger opening, limiting the formation of secondary fractures
and resulting in more focused fracture propagation.

In summary, when the formation dip angle is small (such as 0◦), hydraulic fractures
can smoothly extend vertically and penetrate the bedding interfaces with a lower likeli‑
hood of activation. Conversely, larger dip angles (greater than 40◦) significantly increase
the likelihood of activating the bedding interfaces, making it challenging for fractures to
grow vertically. When the dip angle ranges from 10◦ to 30◦, vertical fracture growth is
comparatively easier, while the likelihood of activating the bedding interfaces is relatively
higher, resulting in a more complex fracture propagation pattern.

The presence of natural fractures introduces various challenges for accurately pre‑
dicting and controlling the formation and distribution of hydraulic fractures. These pre‑
existing fractures can create complex fracture networks as the injected fracturing fluid can
propagate along these pathways, causing the hydraulic fractures to deviate from their in‑
tended trajectory. This can complicate the management of fracture geometry and the op‑
timization of reservoir stimulation. Moreover, natural fractures contribute to fracturing
fluid loss. Areas of poor fracture connectivity or high porosity can lead to fluid leakage,
resulting in pressure loss and inefficient utilization of fracturing fluid. Apart from opera‑
tional difficulties and increased costs, this fluid loss can also have adverse environmental
impacts. However, it is important to note that natural fractures can also impede the verti‑
cal expansion of hydraulic fractures, limiting their ability to adequately communicate with
high‑quality reservoirs. If a natural fracture intersects vertically with a hydraulic fracture
or is shielded within the target zone, the hydraulic fracture may not be able to extend
effectively into the reservoir, reducing the overall efficiency and productivity of the frac‑
turing operation.

Therefore, it becomes crucial to thoroughly evaluate the geological characteristics of
the formation, understand the nature of the fracture network, and consider the operational
requirements when designing fracturing strategies. By analyzing field geological data and
incorporating the geological model, it becomes possible to optimize the vertical expansion
of hydraulic fractures, improve the connectivity of natural fractures, and shape a complex
fracture network. This optimization can be achieved through careful adjustment of injec‑
tion pressures, construction parameters, and the sequence of fracturing fluid injection.

3.2. Impact of Wellbore Azimuth Angles
In order to thoroughly investigate the influence of wellbore azimuth on fracture prop‑

agation, a series of meticulously designed laboratory experiments were conducted. These
experiments aimed to vary the wellbore azimuth while maintaining all other parameters
constant, thereby isolating the effect of azimuth on fracture behavior. The tested wellbore
azimuths were 30◦, 45◦, 60◦, and 90◦, as specified. The results obtained from these exper‑
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iments are illustrated in Figure 6f–i, and a comparison of the experimental outcomes can
be found in Table 4.

Table 4. Comparison of the experimental results under different wellbore azimuth angles.

Rock Sample
No. Amplitude/MPa Distortion

Length/cm

Depth of
Fracture

Extension/cm

The Number of
Penetrated
Layers/Layer

F1 4.43 20.6 21.5 2

F2 3.56 9.6 17.8 1

F3 3.65 8.2 20.3 1

F4 3.93 0 20.8 3

Based on the observations depicted in Figure 6 and summarized in Table 4, it can be
concluded that the fractures consistently initiated perpendicular to the wellbore, regard‑
less of the tested wellbore azimuths. However, variations in wellbore azimuth did exhibit
significant differences in fracture behavior, specifically in terms of distortion level and
initiation direction. The length of the fractures did not show a significant variation with
different wellbore azimuths. However, the distortion level of the fractures was found to be
notably different. When the wellbore azimuth was smaller, the distortion level of the frac‑
ture increased. This can be attributed to the fracture initially propagating perpendicular
to the wellbore. However, due to existing ground stress, the fracture changed its propa‑
gation direction to align along the maximum horizontal formation stress. As a result, the
fracture experienced higher distortion when the wellbore azimuth was smaller. In con‑
trast, when the wellbore azimuth was higher, fracture initiation occurred along the maxi‑
mum horizontal formation stress, and the fracture continued to propagate in that direction
without changing its trajectory. This resulted in less distortion of the fracture compared to
smaller wellbore azimuths. Furthermore, it is worth noting that smaller wellbore azimuths
required higher formation fracture pressures. This is because when the fracture initiates
perpendicular to the wellbore, it needs to overcome higher stress to propagate and crack
the formation.

In summary, the wellbore azimuth has a significant impact on the distortion level and
initiation direction of fractures. Smaller wellbore azimuths result in higher distortion lev‑
els as the fracture changes its trajectory, while larger wellbore azimuths lead to fractures
initiating and propagating parallel to the maximum horizontal formation stress. Addi‑
tionally, smaller wellbore azimuths require higher formation fracture pressures due to the
increased stress the fracture needs to overcome to propagate.

Therefore, it is crucial to integrate geological data in order to optimize the location
of drilling before commencing the drilling process. By taking into account various factors
such as geological characteristics, lithology, fault distribution, and other relevant data, it
becomes possible to identify the optimal position for the borehole, ensuring a matching
trajectory with the stress distribution within the formation. Through judicious selection
of the relationship between the borehole trajectory and ground stress, fluid flow can be
enhanced, the challenges associated with fracturing construction can be reduced, and the
effectiveness of hydraulic fractures can be improved.

4. Conclusions
The paper utilized outcrop rock samples to conduct laboratory experiments, focusing

on the influence of formation dip angle and wellbore azimuth on fracture propagation un‑
der horizontal well conditions. The key conclusions drawn from the study are as follows:
(1) Natural Fractures: The presence of natural fractures poses challenges in predicting

and controlling hydraulic fracturing. It can result in multiple propagation character‑
istics of hydraulic fractures, which can be categorized into four types. These include
fractures passing through bedding interfaces without activating them, fractures acti‑
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vating and opening bedding interfaces, fractures opening and passing through bed‑
ding interfaceswhile generating secondary fractureswithin them, and fractures open‑
ing bedding interfaces without penetrating them;

(2) Formation Dip Angle: A smaller dip angle of the formation leads to a greater vertical
extension of the hydraulic fracture, making it easier to penetrate through interfaces.
Additionally, a smaller dip angle reduces the likelihood of activating and opening
bedding interfaces. On the other hand, a larger wellbore azimuth results in smoother
fracture patterns and easier vertical propagation. However, when the formation dip
angle falls within the range of 10–30◦, the fracture behavior becomes more complex
due to the balanced probability of the hydraulic fracture both opening and penetrat‑
ing the bedding interfaces;

(3) Design Considerations: Prior to drilling, considering factors such as geological char‑
acteristics, lithology, and fault distribution can help determine the optimal drilling lo‑
cation. This aids in reducing the difficulties encountered during hydraulic fracturing
operations. When designing hydraulic fracturing construction plans, it is essential
to optimize construction parameters and pumping schedules based on a comprehen‑
sive evaluation of various factors. This approach facilitates achieving the optimal
expansion of hydraulic fractures and shaping the fracture networks.
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Abstract: Multi-stage, multi-cluster fracturing in horizontal wells is widely used as one of the
most effective methods for unconventional reservoir transformation. This study is based on the
extended finite element method and establishes a multi-hydraulic fracturing propagation model
that couples rock damage, stress, and fluid flow, and the influence of horizontal stress difference
and cluster spacing on fracture propagation is quantitatively analyzed. The simulation results show
that changes in horizontal stress differences and inter-cluster spacing have a significant impact on
the final propagation morphology of hydraulic fractures, and the change of the fracture initiation
sequence forms different stress shadow areas, which in turn affects the propagation morphology of
the fractures. When two fractures simultaneously propagate, they will eventually form a “repulsive”
deviation, and a smaller stress difference and a decrease in inter-cluster spacing will lead to a more
significant deviation of the fracture. Specifically, when the horizontal stress difference is 4 MPa and
the cluster spacing is 6 m, the offset of the fracture tip along the direction of minimum horizontal
principal stress is about 1.6 m, compared to the initial perforation position. When two fractures
propagate sequentially, the fractures do not significantly deviate and propagate along the direction of
maximum horizontal principal stress. When fractures propagate sequentially, the stress difference has
little effect on the morphology of the fracture, but changes in inter-cluster spacing will significantly
affect the length of the fracture. This study quantifies the effect of inter-fracture interference on
fracture propagation morphology, providing guidance for optimizing the construction parameters of
multi-stage hydraulic fracturing.

Keywords: hydraulic fracturing; fracture interference; stress shadow; XFEM

1. Introduction

Hydraulic fracturing is an important stimulation measure for the exploration and de-
velopment of some unconventional reservoirs, such as shale reservoirs and tight sandstone
reservoirs [1,2]. A single-plane fracture is not enough to realize the economic exploitation
of unconventional oil and gas resources, and the complex fracture network is a necessary
condition to improve the oil and gas production in low-permeability reservoirs, which
is usually realized by multi-stage hydraulic fracturing of horizontal wells. In order to
improve the operation efficiency, the usual construction method is to form several perfora-
tion clusters and create multiple hydraulic fractures in the same section of the reservoir
through multi-stage hydraulic fracturing of horizontal wells, thereby increasing the volume
of reservoir reconstruction [3–5]. However, according to some scholars’ statistical analysis
of production data, less than half of the perforation clusters contribute to the oil and gas
production within a section, which means that most perforation clusters do not achieve the
expected effect of increasing production [6,7]. The real increase in oil and gas production
comes from the combination of unconventional well structures and large-scale hydraulic
fracturing. Single-stage fracturing has evolved into multi-stage production enhancement,
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and single-well-fracturing has evolved into simultaneous fracturing of branch wells to
increase reservoir control and improve well productivity. This has become a commonly
used measure to increase production in the industry today [8–10].

Therefore, there is an urgent need to improve the efficiency of production and reduce
extraction costs; however, there are many factors that affect the propagation of hydraulic
fractures: (1) The physical properties of the reservoir near the wellbore are heterogeneous,
including natural faults, in situ stress, and rock yield strength. (2) Interactions between
different hydraulic fractures within the same horizontal wellbore may inhibit further prop-
agation of some fractures, especially if a fracture is subjected to additional stress from
adjacent fractures. This phenomenon is known as the stress shadow effect, which can
occur even in homogeneous reservoirs [11–13]. (3) The dynamic fluid distribution between
hydraulic fractures is related to wellbore hydraulics and perforation characteristics, and
is influenced by wellbore friction, perforation friction, and hydraulic fracture propaga-
tion control.

Regarding the required number of fractures or spacing between fractures, it is impor-
tant to note that the optimal production should be achieved through a cost-effective and
efficient fracture network. Roussel and Sharma have studied this issue from the perspec-
tives of production and geomechanics [14]. A study was conducted on the distance between
hydraulic fractures from a production perspective. Yu and Sepehrnoori [15] observed that
fractures too close to each other did not significantly increase production. According to
their research results, fracture spacing, length, and well spacing can be optimized under
certain porosity, permeability, and fracture conductivity conditions. However, this study
did not consider the impact of geological factors of the reservoir on determining the optimal
distance between fractures. Many studies have shown that geological and geo-mechanical
information about rocks and their variations in the reservoir is also important, as stress
primarily controls the initiation and propagation of fractures [16,17]. Stress shadow mainly
refers to the phenomenon of local high stress in the direction perpendicular to the fracture
surface near the fracture center, which will lead to the reorientation of the direction of
the maximum stress in the stress-affected area, and then make the subsequent fracture
propagation deviate or even parallel to the wellbore axis. Therefore, it is necessary to
optimize the fracture spacing to obtain the maximum number of fractures perpendicular to
the wellbore [18].

Currently, there are many numerical methods used for hydraulic fracturing analysis,
among which the finite element method (FEM) is the most widely used. The FEM is
essentially a numerical method for the mechanics of continuous media. In order to use
the finite element method for analyzing hydraulic fracturing and other discontinuous
problems, improvements need to be made to the traditional finite element method. Methods
for improving the finite element method for non-continuous problems can be divided
into two categories: unfixed-mesh methods and fixed-mesh methods [19,20]. Physics-
based hydraulic fracturing models usually include different coupled components [21,22]:
rock deformation and fracture opening and closing, fluid flow within the fracture, and
fracture initiation and propagation. Many scholars have already carried out comprehensive
research on the propagation of fractures through the use of numerical simulation methods.
Sendon [23] established an analytical model of induced stress around a single planar
fracture, which became the cornerstone for subsequent research on fracture interference.
Bunger and Peirce conducted research on the propagation of winged fractures and the
interaction between them in isotropic media, proposing simple measures to promote
synchronized fracture propagation [24]. Zhang et al. studied the deflection and propagation
of hydraulic fractures encountering planar bedding planes using boundary element and
finite difference methods. The results showed that the deflection of fractures and fluid
invasion into weak interfaces mainly depend on the local stress and deformation state at the
intersection [25]. Most of the existing studies on fracture interactions have focused on static
descriptions, with less attention paid to changes in the magnitude and orientation of the
inter-fracture stress during dynamic fracture propagation. Furthermore, there has been little
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research on the impact of the order of fracture initiation on competitive fracture propagation,
and a lack of quantitative exploration of the stress shadow effect on fracture propagation.

In this study, we employ the extended finite element method (XFEM) to simulate
hydraulic fracture propagation, which is a type of fixed-grid method. The key idea of
XFEM is to enrich the finite element interpolation space with additional discontinuous
functions, so that the displacement jumps associated with the fracture can be modeled
within the element [26,27]. Different from the existing research, based on the bilinear T-S
criterion, this study uses stiffness degradation to describe the damage evolution process of
fractures, and realizes the coupling process of fluid flow and solid damage deformation
to simulate the expansion of two clusters of different fractures in the same section of
horizontal wells. Using the advantages of finite element software simulation, the dynamic
change process of the stress shadow size and influence area during fracture propagation is
intuitively characterized. The fracture length and width data are extracted by the plug-in
program, and the influence of cluster spacing, the horizontal stress difference, and the
fracture initiation sequence on fracture propagation morphology is emphatically explored.

2. Materials and Methods
2.1. Fluid–Solid Coupling Simulation

During hydraulic fracturing in saturated porous media, the fluid acting on the fracture
surface causes deformation of the solid phase in the porous media. The change in rock pore
pressure caused by the injection of fracturing fluid leads to changes in fracture morphology
and permeability. Therefore, the process of fracture propagation in geological formations
is a dynamic coupling process of viscous fluid flow and rock deformation [4,28,29]. In
this study, we investigated the extension of hydraulic fractures and the deformation of the
rock matrix during hydraulic fracturing. A homogeneous and isotropic 2D elastic medium
was chosen as the region for hydraulic fracture propagation. The rock deformation was
described by linear elasticity theory, and the equilibrium equation was satisfied by:





σij,j + fi = 0
εij =

(
uj,i + ui,j

)
/2

σij = Cijklεkt

(1)

where, σij is the stress tensor, fi is the volume force on the rock mass, εij is the strain tensor,
u is the medium displacement, and C is the elastic tensor.

To simulate fluid flow in hydraulic fractures, the porous media continuity equation
was applied in weak form by imposing pore pressure at each node to simulate the flow of
fracturing fluid within the porous medium:

d
dt

(∫

V
ρw ϕwdV

)
+
∫

S
ρw ϕwnqwdS = 0 (2)

where ρw is the density of the fluid, kg/m3, ϕw is the matrix porosity, qw is the average
flow velocity of the fluid in the matrix, m3/s, and n is the outer normal direction of the
surface S.

The flow equation in the above equation satisfies the Darcy equation:

qw = − 1
nwgρw

k′ · (∇pw − ρwg) (3)

In this study, the concept of the permeability coefficient was used to characterize the
fluid permeability, which is expressed as follows:

k′ =
kρg
µ

(4)
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where, k′ is the permeability coefficient, m/s, k is the permeability, m2, µ is the fluid
viscosity, Pa·s, nw is the ratio of fluid volume to total volume, ∇Pw is the pressure gradient
in the direction of fracturing fluid flow, and g is the free-fall acceleration, m/s2.

2.2. The Mathematical Model of Extended Finite Element
2.2.1. Extended Finite Element Method

In the traditional finite element method, the problem domain is discretized into a
series of small elements, and the solution is approximated using polynomial functions
within each element. This method performs well in dealing with simple geometries and
continuous media. However, when there are local discontinuities such as fractures, it re-
quires increasing the mesh refinement to capture these discontinuities, leading to increased
computational costs. The extended finite element method is based on the classical finite
element method and incorporates additional generalized degrees of freedom to represent
local discontinuities. This allows simulations to be performed on relatively coarse grids
without the need for mesh refinement around fractures [26,30].

The extended finite element method improves the interpolation shape function within
the element. The method incorporates the use of the Heaviside step function, H(x), and
the asymptotic fracture tip function, Fα(x), to account for the discontinuity of the fracture
surfaces, where H(x) is used to characterize the intermittent displacement field:

H(x) = sgn(ϕ(x)) =
{

1, ϕ(x) > 0
−1, ϕ(x) < 0

(5)

Fα(x) is used to characterize the singular displacement field and describe the singular-
ity of the fracture tip stress. The expression in polar coordinates is:

Fα(x) =
[√

r sin
θ

2
,
√

r cos
θ

2
,
√

r sin θ sin
θ

2
√

r sin
θ

2
cos

θ

2

]
, α = 1, 2, 3, 4 (6)

Therefore, its displacement vector function, u, which characterizes the overall division
characteristics, is:

u =
N

∑
I=1

NI(x)

[
uI + H(x)aI +

4

∑
α=1

Fα(x)bα
I

]
(7)

where N1(x) is the ordinary nodal displacement form function, uI is the continuous part
of the displacement solution, aI and bα

I are the nodal extended degree of freedom vectors,
H(x) is the intermittent jump function of the fracture surface, and Fα(x) is the fracture tip
stress asymptotic function [31,32]. The first part of the equation applies to all nodes within
the model, the second part applies to nodes whose functional shape is formed by internal
fractures, and the third part is used only for nodes whose shape function is separated by
the fracture tip [33]. As shown in Figure 1, when an element is undamaged, each virtual
node lies entirely on the primary node; when the element is cracked, the fracture element is
divided into two parts, each of which consists of several virtual nodes and primary nodes
dependent on the fracture direction. Each virtual node is unbound from its origin and can
be moved [34].

The expressions for the interpolation of the pressure field and the displacement field
have the same form:

p =
N

∑
I=1

Nl(x)

[
pI + ϕ(x)pI +

4

∑
α=1

Pα(x)pα
I

]
(8)

where, pI , pα
I are the node pressure expansion degrees of freedom, and ϕ(x) and Pα(x) are

the enhancement functions of the pressure nodes.
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2.2.2. Fracture Propagation and Extension Criteria Based on Extended Finite Element

In this study, the extended finite element method was used to simulate the expansion
of hydraulic fractures. The tensile-separation criterion based on the damage mechanics
of cohesive units was used for the initiation and extension of hydraulic fractures [35].
As shown in Figure 2, the first part involves determining the effective displacement at
complete damage, δ

f
m, relative to the effective displacement at the onset of damage, δ0

m, or
the energy dissipation due to failure, GC. The second part mainly defines the evolution of
the damage parameter, D, between initial failure and complete failure. This parameter can
be specified by a linear or exponential softening law, which is directly provided in a table
that shows the relationship between effective displacement and damage. When using the
linear displacement-based extension criterion, it can be expressed as:

D =
δf

m
(
δmax

m − δ0
m
)

δmax
m
(
δf

m − δ0
m
) (9)

where δmax
m is the maximum displacement of the unit, δ

f
m is the displacement at which the

unit is opened, and δ0
m is the displacement at which the unit starts to be damaged.
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The constitutive model of rock before damage is linear elasticity, and the element that
degrades to complete failure after damage. In this study, the maximum principal stress
criterion was used as the fracture initiation criterion, that is:

f =
σmax

σmaxc
(10)
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where, σmaxc is the maximum critical stress to which the rock is subjected, MPa, and σmax is
the maximum principal stress to which the rock is subjected, MPa.

In this study, the type of damage evolution for hydraulic fracture propagation was
selected as displacement, and mode-independent was used as the mixed-mode behavior.
When the initial damage reached 0.001 mm, the element was considered completely broken.
During the process of hydraulic fracture propagation, the formation’s permeability and
porosity will change with the change of the effective stress of the porous medium in the
formation, so the coupling relationship between the formation stress field and the seepage
flow field must be considered. According to the principle of virtual work, the stress balance
equation can be obtained as follows:

∫

V
σδεdV =

∫

S
tδvdS +

∫

V
f̂ δvdV (11)

where δv is the virtual velocity, m/s, δε is the virtual variation rate, s−1, f̂ is the volume
force per unit volume, N/m3, t is the external surface force per unit area, N/m3, and σ is
the total stress in the porous medium of the formation, Pa.

Based on the principle of mass conservation, the continuity equation of fluid media
can be obtained as follows:

∫

V
δv

1
J

d
dl

(Jρwnw)dV +
∫

V
δv

∂

∂x
(ρwnwvw)dV = 0 (12)

where, J is the rate of change of the formation pore volume, nw is the ratio of formation
liquid volume to total volume, ρw is the density of liquid in the formation pore, kg/m3,
and vw is the flow velocity of the formation pore liquid, m/s.

2.3. Stress Field Superimposed on Fracture Propagation of Multiple Clusters in Horizontally
Oriented Well

During the fracturing process of the horizontal well, the formation of horizontal
wellbore will significantly affect the original in situ stress field. Therefore, the injection of
fracturing fluid will cause the pore pressure around the wellbore to increase and generate
additional stress due to the difference between the pore pressure of the wellbore and that of
the formation. In situ stress is the natural stress that exists in a rock mass, and it is regularly
distributed in a three-dimensional state. There are many factors that affect the change of in
situ stress, among which the obvious ones are wellbore pressure, the original tectonic stress
component, and the change caused by fracturing fluid seepage [36]. For the process of
propagation of multi-cluster fractures in the horizontal well, besides considering the stress
disturbance caused by the propagation of different fractures, the significant temperature
difference of the reservoir at different well depths and the thermal effect of the drilling
fluid and fracturing fluid injected on the wellbore and fractures also bring additional stress
effects. Figure 3 shows the multi-fracture stress superposition model, which regards the
rock as an infinitesimal deformation, porous elastic body, according to the principle of
stress superposition, the disturbed stress field of horizontal well-fracturing is the sum of
the initial in situ stress, wellbore pressure, fracturing fluid seepage, fracture-induced stress,
and additional stress caused by thermal effects, that is:

σsum = σini + σw + σ1 + σf + σT (13)

where, σsum is the total fracture disturbance stress, σini is the initial ground stress, σw is the
stress around the wellbore after drilling, σ1 is the fracture fluid percolation stress, σf is the
fracture-induced stress, and σT is the thermal stress.
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3. Model Construction and Validation
3.1. Model Construction

In the simulation of simultaneous expansion of multiple clusters of fractures in hori-
zontal wells, a total of three fractures with equal spacing were set in the horizontal wells,
where the direction of the horizontal wellbore was the direction of the minimum horizontal
principal stress to ensure that the formed hydraulic fractures were transverse fractures. The
size of the numerical simulation model was 100 m × 100 m, and the related geo-mechanical
parameters and fracturing construction parameters are shown in Table 1.

Table 1. Mechanical parameters of stratigraphic rocks.

Variables Unit Value of Reservoir Rock

Young’s modulus GPa 15
Poisson’s ratio / 0.25

Permeability coefficient m/s 1 × 10−7

Initial pore ratio / 0.1
Filtration loss factor m/(Pa·s) 1 × 10−14

Tensile strength MPa 6

The simulation adopted the super-hydrostatic pressure system, with a fracturing fluid
flow rate and viscosity of 0.12 m3/min and 1 mPa·s, respectively. The perforation length
was 1 m, and the pumping time of each hydraulic fracture was maintained for 100 s. To
simplify the calculation, the horizontal wellbore was located at the bottom of the model,
and the perforation direction was aligned with the maximum horizontal principal stress
direction. The established geometric model is shown in Figure 4. A constant-pressure
water fracturing system was applied, and the boundary pore pressure was set to 0 MPa
and kept constant during the fracturing process. The reservoir rock matrix was represented
by a structured, standardized, linear quadrilateral plane strain element type known as
CPE4P, and the hydraulic fracture propagation was simulated with two-node linear truss
elements (T2D2).
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Figure 4. Geometric model of horizontal well multi-cluster fracturing.

In the XFEM, fracture is modeled independent of mesh configuration and element
type. This means that no remeshing is required, and discontinuity, including fractures,
need not be aligned with element boundaries [37]. However, different mesh configurations
have an impact on the simulation convergence and effectiveness. Therefore, we conducted
an investigation on various mesh sizes and selected four different mesh sizes for evaluation:
0.3 m, 0.5 m, 0.8 m, and 1 m, respectively. The relevant mechanical parameters are referenced
from Table 1. The cluster spacing was 6 m, the horizontal differential stress was 4 MPa, and
the fracturing fluid displacement and viscosity were 0.12 m3/min and 1 mPa·s, respectively.
The length of the perforation was 1 m, and the injection time was set to 100 s.

Figure 5 displays the morphology of fractures after simultaneous initiation and prop-
agation of dual-cluster fractures extracted using the plugin under different mesh sizes.
As observed from Figure 5, it can be inferred that changing the mesh size had minimal
impact on the final morphology of the fractures after propagation. Two cases with the
largest difference in half-fracture height were selected for comparison. When the mesh size
was 0.3 m, the half-fracture height on the right side was 15.37 m, while with a mesh size
of 0.8 m, the half-fracture height was 14.91 m. The difference between the two cases was
only 0.46 m. Considering that smaller mesh sizes are suitable for smaller initial perforation
lengths, it is important to balance the computational efficiency and simulation accuracy.
Finer mesh configurations tend to significantly increase the computation time and can
lead to convergence issues [38]. Taking into account both the computational time and
the simulation effectiveness, a mesh size of 0.5 m was selected as the optimal choice for
the fracture propagation numerical model in this study. This mesh size strikes a balance
between capturing essential details and maintaining an acceptable computational efficiency,
ensuring a reasonable compromise between accuracy and computational resources.
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Figure 5. Fracture morphology of different mesh sizes.

3.2. Model Verification

The interaction among multiple fractures plays a crucial role in determining the
geometric shape of the fractures during their propagation. In this study, we conducted a
comparative analysis of the dual-cluster fracture propagation model for horizontal wells
proposed by Wu et al. [39]. The wellbore and initial perforation locations in their model
were similar to those depicted in Figure 4. The horizontal wellbore was aligned parallel to
the minimum horizontal principal stress direction, while the initial perforation locations
were positioned along the maximum horizontal principal stress direction. The model input
parameters are presented in Table 2, and the simulation results are shown in Figure 6.
Figure 6a illustrates the fracture opening after expansion in the current model, while
Figure 6b displays a comparison of the fracture propagation paths between the two models.
In a horizontal well, parallel fractures may deviate from each other due to the stress shadow
effect. Once the fractures open, they exert additional stresses on the surrounding rock and
neighboring fractures. This can lead to local variations in the direction of the horizontal
principal stress and deviations in the fracture paths from the planar geometry.

Table 2. Input parameters (after Wu et al., 2012 [39]).

Variables Unit Value

Young’s modulus psi 4.35 × 106

Poisson’s ratio / 0.35
Maximum horizontal stress psi 6903
Minimum horizontal stress psi 6773

Injection rate bbl/min 40
Fluid viscosity cp 1

Distance between initiation points ft 33

From Figure 6, it can be observed that the fracture propagation paths of the two models
exhibited a high degree of consistency, with only slight deviations at the fracture tips. The
analysis suggests that these deviations might be attributed to the different boundary effects
caused by the variations in model sizes. As the fractures propagated, they encountered
different resistances at the fracture tips, leading to slight differences in the final morphology
of the fractures. Based on the above analysis, it can be concluded that the simulation
results of the two models mentioned earlier exhibited good agreement. This confirmed the
effectiveness and accuracy of the model used in this study.
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under different stress difference conditions when the two fractures simultaneously initi-
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4. Numerical Simulation Results

To investigate the competition of fracture propagation under simultaneous initiation
of two fractures, two perforated intervals with a perforation depth of 1 m were placed
horizontally along the direction of the minimum horizontal principal stress in the study
area as the initial fractures. The injection time was set to 100 s and the injection rate was
chosen as 0.002 m/s. The two perforated intervals concurrently injected fluid. This paper
also explores the interference effect of the stress disturbance caused by the propagation of
the first fracture on the subsequent initiation fracture under the condition of two fractures
initiating at different times. In order to simulate the stress shadow effect induced by fracture
propagation under reservoir conditions, two fractures were initiated at different times with
a constant injection rate of 0.002 m/s and a duration of 100 s each, followed by a 600 s
pressure depletion after the first fracture was completed. The simulation of simultaneous
and sequential fracture initiation revealed how stress field and fracture spacing influenced
the complexity and diversity of fracture propagation patterns. To investigate the effects of
stress difference and fracture spacing on fracture propagation, we performed simulations
with different values of these parameters. We varied the stress difference from 2 to 8 MPa
and the fracture spacing from 6 to 12 m. Here, we present the results and analysis of how
these factors influenced fracture propagation.

4.1. Horizontal Differential Principal Stress

In the simulations under different reservoir stress conditions, we set different values of
minimum and minimum horizontal principal stress, such that the horizontal principal stress
difference was 2, 4, 6, or 8 MPa. The overburden stress was set to 15 MPa. Table 3 shows
the reservoir rock mechanical parameters for this area. The other basic rock mechanical
parameters are presented in Table 1. The perforation cluster spacing was kept at 10 m. As
shown in Figure 7, the distribution of reservoir pore pressure underwent changes as the
stress difference increased. Furthermore, the deviation angles of the fracture morphology
gradually decreased as a result, and stress concentration phenomena appeared at the
tips of the fractures. By programming and extracting the nodal information of the two-
dimensional fractures, the post-propagation coordinate information of the fractures can
be obtained. Based on Figure 8, the morphology of the fractures exhibited consistency
under different stress difference conditions when the two fractures simultaneously initiated
and propagated. This consistency is attributed to the initial perforation cluster being
symmetrically located in the model and having consistent boundary conditions. Under
a stress difference of 2 MPa, the deviation of the fracture tip was significant, deflecting
approximately 1.02 m along the direction of the minimum horizontal principal stress, as
compared to the initial initiation point. As the stress difference increased, the variation
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in the fracture morphology notably decreased. Under the stress difference conditions of
6 MPa and 8 MPa, the fracture morphology was approximately consistent.

Table 3. Reservoir ground stress conditions and cluster spacing.

Case Vertical Stress/
MPa

Minimum Horizontal
Principal Stress/MPa

Maximum Horizontal
Principal Stress/MPa

Horizontal Principal
Stress Difference/MPa

Cluster
Spacing/m

Case 1 15 6 8 2 10
Case 2 15 6 10 4 10
Case 3 15 6 12 6 10
Case 4 15 6 14 8 10
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In contrast, for simulation calculations involving the sequential initiation of two
fractures, the interference from the stress shadow effect generated by the first fracture after
expansion may affect the propagation of the second fracture. Thus, the morphology of
the fractures will exhibit significant differences compared to the case where both fractures
simultaneously initiated. As illustrated in Figure 9, the change in the horizontal principal
stress difference had little influence on the final morphology of the fracture. However, due
to the stress interference from the previously initiated fracture on the subsequently initiated
fracture, the average half-length of the later-initiated fracture decreased by approximately
6 m under the four different stress difference conditions. In contrast, the length of the
previously initiated fracture did not decrease compared to the simultaneous initiation
condition. These findings suggest that stress interference between fractures can have a
detrimental impact on reservoir fracturing and enhanced oil recovery by reducing the
hydraulic fracturing effective area.
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Figure 9. The morphology of the sequentially initiated fractures under different stress difference
conditions.

Figure 10 shows the variation of the minimum horizontal principal stress vector under
the condition of a stress difference of 2 MPa. Due to the default setting of the simulator, the
vector represents compressive stress as a negative value. From the figure, it can be observed
that after the first hydraulic fracture extended, the surrounding stress field was disturbed,
resulting in an elliptical-shaped stress shadow area that restricted the propagation of the
second fracture. Figure 11 shows the distribution of the minimum horizontal principal
stress at the ends of the two sequentially propagating fractures under the four different
stress conditions. It can be observed from the figure that the minimum horizontal principal
stress at the ends of the initial fracture reached its maximum value, resulting in a high-stress
area at the tip of the fracture. When the second fracture propagated, it eventually stopped
due to the fact that the pore pressure inside the fracture was lower than the fracture pressure
of the element.
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Figure 11. The distribution of minimum horizontal principal stress after sequential fracturing under
different stress difference conditions.

The subsequent fracture initiation pressure was also affected by stress interference.
Under the condition of staggered fracture initiation, the difference in the pore pressure of
the fracture elements was not significant among the four stress difference conditions. Taking
the stress difference of 2 MPa as an example, Figure 12 shows the pore pressure changes
with time at the perforation locations of the two fractures under the stress difference of
2 MPa. It can be seen from the figure that as time increased, the pore pressure of the
two fractures first increased, and then decreased to a certain level and remained stable.
The first fracture started to propagate in 0–100 s, followed by the pressure-relief stage of
the first fracture from 100 to 700 s, and then the second fracture started to propagate. The
initiation pressure of the first fracture was around 36.31 MPa, while the subsequent fracture
initiation pressure increased to 43.08 MPa. This suggests that the propagation of the first
fracture hindered the propagation of the second fracture, and ultimately, the pore pressure
in both fractures tended to be consistent.
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4.2. Perforation Cluster Spacing

The variation of cluster spacing also had a significant impact on the morphology of
the fracture propagation. In this study, the effect of different perforation cluster spacing
on fracture propagation was investigated. Cluster spacings of 6 m, 8 m, 10 m, and 12 m
were set, respectively (Table 4). The mechanical parameters of the reservoir rock are still
based on Table 1, with the minimum horizontal principal stress set to 6 MPa, the maximum
horizontal principal stress set to 10 MPa, and the overlying stress set to 15 MPa.

Table 4. Mechanical parameters of reservoir rocks and cluster spacing.

Case
Vertical
Stress
/MPa

Minimum Horizontal
Principal Stress

/MPa

Maximum Horizontal
Principal Stress

/MPa

Cluster Spacing
/m

Case 5 15 6 10 6
Case 6 15 6 10 8
Case 7 15 6 10 10
Case 8 15 6 10 12

Figure 13 shows the distribution of fracture pore pressure after simultaneous initiation
and propagation of fractures under different cluster-spacing conditions. It can be seen from
the figure that the maximum pore pressure was generated at the fracture tip. Combined
with the fracture morphology in Figure 14, it can be seen that as the cluster spacing
decreased, the inter-fracture deflection angle gradually increased, and the end of the
hydraulic fracture with a cluster spacing of 6 m deviated from the initial perforation cluster
position by about 1.6 m. It should be noted that, in contrast to the simulation results
under the condition of the changing stress difference (Figure 8), the two simultaneously
initiated fractures under the conditions of 8 m and 12 m cluster spacing showed obvious
asymmetry. The reason for this is that, under the distance condition of the shot-hole cluster,
the initial shot-hole positions of the two fractures were not in the middle of the model,
and the influence of the boundary effect led to greater resistance to the propagation of the
second fracture.
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Figure 14. The morphology of the simultaneously initiated fractures under different cluster-
spacing conditions.

Similarly, simulations were conducted to study the sequential initiation and propaga-
tion of fractures under different cluster-spacing conditions. The obtained fracture patterns
are shown in Figure 15, which exhibited significant differences in the propagation of the
two fractures. The later-initiated fracture was subjected to interference from the first frac-
ture, resulting in a significant decrease in its half-length, but with a smaller deflection.
This indicates that fracture deflection is more susceptible to interference when multiple
fractures are competing for propagation at the same time. Moreover, the length of the
fractures significantly varied during sequential propagation, and the interference became
more pronounced as the cluster spacing decreased.
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Figure 15. The morphology of the sequentially initiated fractures under different cluster-
spacing conditions.

When the cluster spacing was 6 m, the half-length of the second fracture was reduced
by about 11.5 m. By referring to the minimum horizontal principal stress vector map of the
fracture propagation process under the cluster spacing of 6 m, as shown in Figure 16, it can
be inferred that the propagation of the first fracture resulted in significant stress interference,
which changed the magnitude and direction of the minimum horizontal principal stress
and created stress shadow effects around the fracture, where the minimum horizontal
principal stress around the fracture was higher than the original minimum horizontal
principal stress, resulting in the stress shadow effect around the fracture. When the second
fracture propagated, the same pumping displacement generated the same pore pressure at
the fracture tip. However, due to the presence of high-stress zones, the fracture propagation
was hindered, and the half-length of the fracture significantly decreased. In addition, for the
case of sequential initiation, in the simulation examples of cases 5–8, the average initiation
pressure of the second fracture was lower than that of the first fracture, with a difference of
about 8 MPa. The trend of the relationship between the initial perforation pore pressure
and time was similar to that shown in Figure 12.
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5. Conclusions

In this study, the bilinear T-S criterion and stiffness degradation were used to describe
the damage evolution of fractures, and a coupled model of fluid flow and solid damage
deformation was constructed. Based on the extended finite element model, the propagation
simulation of multiple cluster fractures during the horizontal well-fracturing transformation
process was realized, and the following main conclusions were obtained.

(1) During the process of multi-cluster fracture propagation and extension in horizontal
wells, the stress difference and the size change of inter-cluster clusters had a greater
impact on the final morphology of fractures and the area of reservoir transformation. The
fracture initiation sequence also directly affected the final fracture morphology. When
the two fractures simultaneously initiated, a more obvious fracture deflection occurred;
when the fractures initiated at different times, the fracture length of the later-initiated
fracture was significantly reduced due to the stress interference caused by the earlier-
propagated fracture.

(2) When simultaneously initiating, changing the stress difference and inter-cluster
spacing formed two relatively symmetrical deflected fractures. The smaller the minimum
horizontal principal stress difference and the inter-cluster spacing, the more obvious the
fracture deflection. When the horizontal stress difference was 4 MPa and the inter-cluster
spacing was 6 m, the fracture tip deviated from the initial perforation position by about
1.6 m along the direction of the minimum horizontal principal stress.

(3) When the two fractures separately initiated, the fractures basically extended along
the direction of the maximum horizontal principal stress. Due to the propagation of the first
fracture, the size and direction of the surrounding stress field were changed, and a high-
stress zone was induced around the fracture, forming an elliptical stress shadow area, which
hindered the propagation of subsequent fractures. The variation in the stress difference had
a minimal impact on the fracture length. Under four different stress difference conditions,
the length of the subsequent fracture decreased by approximately 6 m. On the other
hand, the change in cluster spacing had a significant influence on the fracture length.
When the cluster spacing was 6 m, the half-length of the fracture decreased the most. The
subsequently expanding fracture had a reduction of approximately 11.5 m compared to the
initially expanding fracture.

(4) The pore pressure at the perforation location also experienced significant changes
with variations in the fracturing sequence. When the two fractures were simultaneously
initiated, the fracture initiation pressure for both fractures was around 36 MPa. However,
in the case of sequential fracturing, the initiation pressure for the subsequent fracture
increased by 7 MPa, reaching 43.08 MPa. This is because the expansion of the first fracture
altered the original stress field, resulting in an increased resistance for subsequent fracture
initiation. Eventually, the pore pressure at the perforation locations of both fractures
stabilized at approximately 13 MPa.
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Abstract: Cryogenic fracturing has been explored in recent years as a waterless fracturing method
for well stimulation to avoid issues encountered in water-based hydraulic fracturing. Cryogenic
stimulation using liquid nitrogen applies large thermal gradients on reservoir rocks to induce fractures.
This study investigates the initiation and proliferation of cryogenic fractures from boreholes under
external stress on specimens. We flowed liquid nitrogen through boreholes drilled through the
center of transparent PMMA cylinders under uniaxial stress and monitored fracture proliferation,
temperatures, and borehole pressures. Our results show that the effect of stress resembles that of
hydraulic fractures such that fractures propagate more in the direction of the stress. Under loading
perpendicular to the borehole axis, a cloud of annular and longitudinal fractures extends more in the
direction of loading. Under loading parallel to the borehole axis, longitudinal fractures dominate, and
annular fractures become more suppressed and more sparsely distributed than those of unconfined
specimens. Even if fractures are driven to initiate against the influence of stress, such as those from a
boundary edge of a high stress concentration, they gradually deflect in the direction of stress, similar
to hydraulic fractures from perforation holes that curve toward a direction perpendicular to the
minimum stress direction.

Keywords: cryogenic fracturing; thermal fracture; fracture propagation; liquid nitrogen; thermal
shock; thermal stress; hydraulic fracturing; well stimulation; unconventional reservoir; hot dry rock;
enhanced geothermal system

1. Introduction

To increase hydrocarbon mobility in low-permeability reservoirs, most wells are
completed with well stimulations. Multistage hydraulic fracturing in horizontally drilled
wells has been the most popular method for well stimulation. The large amount of water-
based fracturing fluid in hydraulic fracturing, however, creates water-related problems such
as potential impacts on the environment and groundwater, formation damage resulting
from capillary retention and clay swelling, and the high level of consumption of freshwater,
placing demands on local water supplies. Consequently, to avoid or minimize these water-
related issues, the research and development into waterless or reduced-water fracturing
methods have been active in recent years [1–5]. Cryogenic fracturing has been researched
as a potentially effective waterless fracturing method.

In cryogenic fracturing, a cryogen, typically liquid nitrogen (LN), is applied on a
much warmer rock under downhole conditions, exerting a very large thermal gradient and
thermal stresses on reservoir formation to initiate and propagate fractures [6]. Laboratory
and numerical studies have been conducted to understand cryogenic fracturing and its
implications for the field [7]. Cryogenic treatments increase the pore size in saturated
sandstone and expand micro-fissures resulting from thermal stress and frost force [8]. The
shale pore structure undergoes significant alteration after freeze–thaw cycles, and some
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micro-pores are aggregated to form micro- and macro-cracks [9]. LN cooling increases
permeability [10–12], although it is less effective on sandstone than on other sedimentary
rocks [13,14]. Conductive cracks, the size and number of which increase with the initial
temperature, are also generated on the surface and near the wellbore of shale [10,15]. After
LN treatment, the strength and brittleness of shale decline, which reduces the initiation
and propagation pressure of reservoir stimulation [9,16,17].

Nevertheless, we still do not understand how cryogenic fractures initiate and prolifer-
ate from boreholes over time. Consequently, Cha et al. [18] studied the process of cryogenic
fracture proliferation from wellbores of transparent PMMA samples under no external
confining stress. They revealed that annular fracture, longitudinal fracture, and exclusion
distance are unique patterns of cryogenic fractures in the early stage. In addition, while
cryogenic stimulation produces tortuous fractures, higher borehole pressure promotes
straighter growth. Cha et al. [18], however, did not apply external stress to the specimens.

Therefore, in this follow-up study, we investigated the proliferation of cryogenic
fractures from boreholes under external stress. For comparison, we applied two uniaxial
loading schemes: (1) loading perpendicular to the borehole axis and (2) loading parallel
to the borehole axis. Like Cha et al. [18], this study focused on pure thermal shock with
negligible borehole hydraulic loading during the coolant flow. We flowed LN through
boreholes drilled through the center of transparent PMMA blocks to visualize fracture
initiation and propagation. Fracture propagation, temperature, and borehole pressure were
recorded during the flow to assess cryogenic fracturing processes and behaviors.

2. Laboratory Study
2.1. Devices and Procedure

LN was supplied from a Dewar and transported through a vacuum-jacketed hose to
the specimen and injected into the borehole and then directed to an outlet (Figure 1). This
configuration allowed liquid nitrogen (LN) to be continuously flushed, which maximized
thermal shock and the thermal gradient on borehole walls and thus cooled the rock around
the borehole as rapidly as possible. For the flow of LN through the borehole, we applied a
coaxial flow design in which LN entered the borehole through the central smaller-diameter
inlet tubing (blue tubing and arrow—Figure 1a), which passed through a larger-size cross-
shaped fitting. Warmed nitrogen exited through the annulus between the inlet tubing
and the casing, and then through the space in the cross-shaped fitting (orange arrows—
Figure 1a). Cryogenic fracturing was carried out via pure thermal shock; the pressure
inside the boreholes was less than 50 kPa during the LN flow. A small diameter (30 AWG)
of T-type thermocouple wires (TT-T-30 from Omega Engineering, Norwalk, CT, USA) was
selected for fast thermal responses (<0.1 s) and access to the borehole. More information
about the equipment and measurements appears in Cha et al. [19] and Lu and Cha [20].

Uniaxial loading schemes include (1) loading perpendicular to the borehole axis and
(2) loading parallel to the borehole axis (Figure 1 and Table 1). Loading perpendicular to
the borehole axis was attained via vertical stress on a horizontal well, in which a loading
was applied along a strip due to the cylindrical shape of the specimens used in this study
(Figure 1b). The loading parallel to the borehole axis was achieved using vertical stress on a
vertical well, in which case, uniform stress was applied over the whole end faces (Figure 1c).
Unlike triaxial loading, uniaxial loading enabled real-time visual monitoring because the
sides perpendicular to the other two axes were exposed. Teflon sheets placed between the
specimen and loading platens uniformly distributed the loading and minimized friction.

2.2. Specimens

We conducted the experiments in poly(methyl methacrylate) (PMMA), a transparent,
thermoplastic polymer, with the advantage being that one could visually observe fracture
proliferation. Researchers have used PMMA for hydraulic fracturing tests because of
its known properties and proximity to shale in terms of certain mechanical properties,
including fracture toughness and brittleness [21–23]. Table 2 summarizes the mechanical
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and thermal properties of PMMA at both room temperature and cryogenic temperature, for
it exhibits temperature-dependent properties. We used three cylindrical PMMA specimens,
the outer sizes of which were 10.2 cm in diameter, and embedded the casing in the borehole
to a depth of 4.45 cm in all three cases. The full dimensions of each specimen and its
borehole are provided in detail in Figure 2. The stress conditions applied to each specimen
and roughness conditions are listed in Table 1.
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Table 2. Properties of liquid nitrogen and PMMA (Updated from Cha et al. [18]). Properties of shale, 
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Properties PMMA (a) PMMA (Low-T) (b) Shale (c) 

Density (g/cm3) 1.18–1.19 - 2.39 
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Figure 1. Experimental setup for the cryogenic stimulation of specimens under stress. (a) Overall
setup without the loading device. (b) Vertical stress on the horizontal well (i.e., stress perpendicular
to the borehole axis). (c) Vertical stress on the vertical well (i.e., stress parallel to the borehole axis).

Table 1. Conditions of externally applied stresses and roughness of borehole surfaces.

Stress Direction Stress Magnitude Borehole Surface

Specimen A Perpendicular
to the borehole axis

101 kPa (average)
191 kPa (peak)
(P = 2.35 kN)

Rough

Specimen B Parallel
to the borehole axis 6.9 MPa Rough

Specimen C Parallel
to the borehole axis 3.45 MPa Rough (upper part)

Smooth (lower part)

Table 2. Properties of liquid nitrogen and PMMA (Updated from Cha et al. [18]). Properties of shale,
gas nitrogen, and water are shown for comparison.

Properties PMMA (a) PMMA (Low-T) (b) Shale (c)

Density (g/cm3) 1.18–1.19 - 2.39
Unconfined compressive strength (MPa) 90–120 250 (−40 ◦C) 54.6

Tensile strength (MPa) 55–76 100–110 (−40 ◦C) 8.48 (Splitting)
Static Young’s modulus (GPa) 2.4–3.3 5.1 (−173 ◦C) 41.4

Surface energy (dyn/cm) 41 - 46.6
Fracture toughness KIC (MPa·m0.5) ~1.5 0.59–0.96 (−80 ◦C) 1.5

Poisson’s ratio 0.35–0.4 - 0.27
Specific heat capacity (J/(kg·K)) 1450 450 (−196 ◦C) 990

Thermal conductivity (W/(m·K)) 0.18–0.19 0.14 (−196 ◦C)
Linear thermal expansion coeff. (K−1) (60–80) × 10−6 26 × 10−6 (−196 ◦C) 11 × 10–6
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Table 2. Cont.

Liquid nitrogen (d) Gas nitrogen (e) Water (e)

Viscosity (cP) 0.158 1.76 × 10−2 1.002
Density (g/mL) 0.807 0.0012 0.998

Surface tension (dyn/cm) (against air) 8.85 - 72.8
Specific heat (kJ/(kg·K)) 2.04 1.04 4.18

Thermal conductivity (W/(m·K)) 0.140 0.025 0.591
(a) At 20 ◦C and 1 atm. From manufacturers except the surface energy [24] and fracture toughness [25]. (b) At low
temperatures [26–30]. (c) At 20 ◦C and 1 atm. Niobrara shale data from Cha et al., 2018 [17], except the surface
energy [31] and fracture toughness [32] for Barnett shale. (d) At −196 ◦C (77 K) and 1 atm. (e) At 20 ◦C and 1 atm.
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Figure 2. Dimensions of PMMA specimens and placement of the stainless-steel casings and inlet
tubes.

3. Results and Interpretations
3.1. Temperature and Pressure

With the introduction of LN, the borehole temperatures of the specimens dropped
rapidly and reached the boiling point of nitrogen in 3.14 min for Specimen A, 3.32 min for
Specimen B, and 2.4 s for Specimen C (Location 1 and 2 of Figure 3). The temperature at the
outer surfaces, however, remained high, above 0 ◦C, and also depended on their proximity
to the cracks, resulting from the entrance of LN into the crack apertures (Location 3, 4, and
5 of Figure 3). As Location 5 was the farthest from the cracks, the temperature remained
the highest. When the LN flow stopped, the temperature at Location 4 recovered because
the LN evaporated from the apertures of adjacent cracks, so the area began to warm up.
At Location 3, however, the temperature continued to decrease because of its proximity to
the region of higher crack density and the steel loading block, the temperature of which
was low due to contact with the flow tubing and leaked LN. This temperature distribution
demonstrates the effect of the presence of cracks on temperature propagation. During the
flows, the ∆T between the borehole surface and the outer surface remained above 200 K,
creating an average thermal gradient between the borehole and the outer surfaces of about
46.0 K/cm.
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Figure 3. Typical data of the temperature evolution at various locations during the flow of LN
(Specimen C). The colored dots in the left figure show the locations of temperature sensors.

As LN was directly transferred from the Dewar to the borehole, the pressure inside
the borehole remained closely associated with the pressure inside the Dewar. The pressure
measured at the borehole fell in the range of 90–100 kPa for Specimen A, 20–80 kPa for
Specimen B, and 30–60 kPa for Specimen C (Figure 4a). Unlike Specimen A, Specimen
B and C had leakage, which reduced the borehole pressure. In fact, because of excessive
leaking, we terminated the experiment for Specimen C.
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Figure 4. (a) Typical borehole pressure and (b) vertical stress responses controlled by the oil pres-
sure of the hydraulic actuator, indicating the shrinkage of the specimen during the flow of LN
(Specimen C).

Global, longitudinal contractions of specimens were indicated by pressure responses
of the hydraulic system (Figure 4b). That is, when the specimen was cooled down, the
specimen shrank and the pistons in contact with the specimen decompressed, which
decreased the hydraulic pressure. In Figure 4b, each jump represents a manual adjustment
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that made up for pressure decay in the hydraulic lines to maintain the vertical stress at
around 3.45 MPa.

3.2. Fracture Propagation

Behaviors observed in unconfined specimens still held under uniaxial stresses. Frac-
tures started orthogonally from the borehole surfaces, and initial cracks developed primar-
ily in two patterns—fractures perpendicular to the borehole axis (annular fractures) and
fractures parallel to the borehole axis (longitudinal fractures)—which were governed by
simple pre-crack stress components: circumferential thermal contraction and longitudinal
thermal contraction. While the fractures initiated from the borehole perpendicular to the
borehole surface, they soon curved one way or another. Fracture growth was characterized
by abrupt starts and stops, and as the fracture propagated outward, the growth appeared
to be more continuous.

Specimens A, B, and C took 1.83 min, 2.17 min, and 0.5 min, respectively, for the initial
cracks to emerge after the initial flow. The average speeds of radial fracture propagation
were quantified from time-lapse photos using the longest cracks. The average speeds of
fracture propagation in the radial direction were 6.4 mm/min for Specimen A, 7.9 mm/min
for Specimen B, and 5.7 mm/min for Specimen C. As Specimen C had a major fracture
with consistent curvature, its lengthwise crack speed was 7.1 mm/min. These crack speeds
were slightly faster compared to those in the unconfined test [18]. As fractures propagate
radially, the fracture propagation rate tends to decrease.

3.3. Effect of Stress
3.3.1. Loading Perpendicular to the Borehole Axis (Specimen A)

Annular fractures emerged slightly earlier than longitudinal fractures and at a quasi-
equal distance (final distance between the fractures ≈ 2.5 cm) (Figures 5 and 6). Longitudi-
nal fractures followed about 15 s after and tended to initiate mainly from the top (ceiling)
and bottom parts of the borehole, oriented vertically, which was the effect of externally
applied stresses.
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Figure 6. Crack view from the four sides after completing the experiment on Specimen A.

Although silicone pads were placed to distribute the load a bit, the configuration,
not including the borehole, resembled Brazilian tests (Figures 1c and 7a). In Brazilian test
loading, compressive stress occurs along the loading direction within the specimen, while
tensile stress occurred perpendicular to the loading direction, which is a favorable stress
distribution for vertical crack initiation and propagation. Figure 7b shows that the axial
loading created the compressive stress of 191 kPa on the horizontal plane at the center
of the disk and the tensile stress of −64 kPa on the vertical plane. Although the tensile
stress was far below the tensile strength 65 MPa of PMMA (Table 2), it still contributed
to preferential fracture propagation along the direction of the loading axis by creating a
relative difference between the stresses of the two directions.
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Figure 7. (a) Schematic of the approximate radial extent of fractures observed in Specimen A (cross-
sectional view). (b) Stress distribution within a cylindrical specimen under Brazilian-test-type
loading.

Overall, both annular and longitudinal fractures extended more in the direction of the
loading (Figures 6 and 7a). The likely explanation for why the fractures did not propagate
all the way to the end was the sharply increasing compressive stress near both ends
(Figures 6 and 7).
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Following the initiation of the annular fractures, longitudinal cracks initiated from
and/or formed between the annular fractures, as pre-existing defects (i.e., annular fractures)
act as stress concentrators (Figure 5).

3.3.2. Loading Parallel to the Borehole Axis (Specimen B)

For Specimen B, vertical stress of 6.9 MPa was applied on the vertical borehole
(Table 1). Longitudinal fractures appeared first, and then, after about 50 s (which is signifi-
cant), annular fractures followed. Longitudinal fractures remained dominant throughout
the stimulation, and the annular fractures in Specimen B were more suppressed and more
sparsely distributed (final distance between the fractures ≈ 3.5 cm) than those in Specimen
A (Figure 8). After all, unlike in an unconfined borehole, in which cooling immediately
creates tension longitudinally and circumferentially, the wall of the vertical borehole was
initially under compressive stress longitudinally due to the external loading. With con-
tinued LN flow, cooling reduced the compressive stress and then created tensile stress.
Unlike Specimen A, in which fractures propagated preferentially in the direction of loading
(Figure 7a), the radial propagation of the fractures in Specimen B were roughly equally
distributed without a preferential direction (Figure 9).
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3.4. Effect of the Distribution of Surface Defects on Crack Initiation

It was observed that during drilling, due to the elevated temperature, borehole surfaces
underwent plastic deformation and developed a rough texture. In addition, residual
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stresses may have existed near the borehole walls because of the cooling of the hot surface
during drilling, although this was not verified using such tools as photoelasticity. On the
other hand, the smooth or “flawless” surface was created when the temperature of the
materials was kept low by slow drilling and a sufficient supply of cooling fluid. Therefore,
different levels of surface roughness existed (Figure 2).

The upper part of Specimen C, where the casing was embedded, had a rough surface
but a smooth surface below (Figure 2c). All of the fractures in this specimen initiated
from the rough surface, but no fractures initiated from the smooth/polished surface
(Figures 10 and 11). A major fracture initiated from the circumference (green arrow—
Figure 10) where the hole diameter changes abruptly (the diameter of the hole for the
embedded casing was slightly larger). As fractures only occurred on the rough surface in
the upper part, they reached the top boundary, causing leakage (Figure 10).
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Hence, it follows that the uniformly rough surface provided a random distribution
of defects, which acted as stress concentrators when tensile stress was applied, and thus
served as spots for the nucleation of cracks. Conversely, polished/flawless surfaces do
not have defects (or have defects on a much smaller scale) and thus do not facilitate crack
nucleation as readily as rough surfaces. Thus, surface roughness lowers threshold stress for
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crack initiation, as predicted using the critical stress at the tip of a defect/crack required for
propagation, given by Griffith’s criterion [33]

σf =

√
2Eγ

πa
for plane stress, and (1a)

σf =

√
2Eγ

πa(1− ν2)
for plane strain, (1b)

where a is the depth of a micro crack on the surface, γ is the surface energy per unit area,
and ν is Poisson’s ratio. With crack length a = 0.1 mm and other properties in Table 2, we
obtain σf = 0.86 MPa for the plane stress condition and σf = 0.93 MPa for the plane strain
condition. Also, Irwin’s criterion for crack propagation in terms of fracture toughness
is [34]

σf =
KIc

Y
√
πa

(2)

where KIc is the fracture toughness of the material, and Y is a dimensionless geometric
factor that depends on the shape and size of the crack. Applying a value of Y = 1.3 for a
semi-elliptical surface crack [35] and the fracture toughness of 0.78 at −80 ◦C (Table 2), we
obtained σf = 33.6 MPa.

While Griffith’s criterion yields a much lower value than Irwin’s criterion, both predict
lower threshold stresses for initiating a crack than the tensile strength of 55–76 MPa of
PMMA. Incidentally, the change in the tangential tensile stress induced by temperature
changes on the wellbore wall estimated using σ∆T

max = E
1−ν α ·∆T was calculated to be 67 MPa

with the specimen properties in Table 2 (E = 2.85 GPa, α = 70 × 10−6/K, and ν = 0.38)
and ∆T = 210 ◦C. Overall, the formulas indicate the role of defects in lowering the stress
required to initiate fractures. The difference between the depth of roughness of the rough
and smooth surfaces was at least one order of magnitude, which effectively prevented
crack initiation on the smooth surface.

Therefore, it follows from the observations that if the borehole is rough throughout,
then the distributed fractures with exclusion distance occur (Specimen A and B). However,
if a polished surface exists, cracks occur outside the polished area such as rough surfaces or
weak boundaries (Specimen C).

These observations suggest that the initiation and pattern of cryogenic fractures from
a wellbore in the field would be significantly influenced by surface characteristics such as
drilling-induced textures or naturally existing cracks.

3.5. Cryogenic Fracture vs. Hydraulic Fracture: Effect of Stress

The orientation of a hydraulically induced fracture is dependent on the in situ stress
state (magnitude and orientation). Hydraulic fractures form perpendicular to the mini-
mum stress direction (Figure 12a). Under the same stress states as those applied in this
study, Figure 12 shows the schematics of the expected orientation of hydraulically induced
fractures from an open borehole. As no stresses were present in either horizontal direction
(albeit not a realistic condition), this particular situation would have created a vertical
fracture in any lateral direction (Figure 12b,c). Hydraulic fracturing exhibits one major
fracture plane (per stage in staged fracturing) (Figure 12), although complex features can
arise locally if a reservoir formation contains natural fractures. In addition, boundary
effects may exist in laboratory specimens.

On the other hand, cryogenic thermal shock with a negligible influence of borehole
hydraulic loading induces multiple initiations (vs. the bi-wing initiation of hydraulic
fracturing) and curved propagation (vs. the straight propagation of hydraulic fracturing). If
stress is applied uniaxially, in addition to manifesting these two features, the effect of stress
resembles that of hydraulic fractures such that fractures propagate more in the direction of
maximum stress (Figures 5–9).
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Figure 12. Expected orientation of hydraulically induced fractures. (a) General principle. (b) The
case of horizontal wells with σ1 6= 0 and σ2 = σ3 = 0 (Specimen A). (c) The case of vertical wells with
σ1 6= 0 and σ2 = σ3 = 0 (Specimen B and C).

Unlike in the cases that present a regular fracture pattern nucleated from randomly,
homogeneously distributed defects (Specimen A and B), in Specimen C, a major annular
fracture was driven to initiate perpendicular to the surface of the ringed edge because of a
large stress concentration there even though the specimen was under loading parallel to
the borehole axis. However, the annular fracture gradually became vertical (the direction
of stress), which was clearly the influence of the applied stress (Figures 10 and 11).

Similar behaviors occur in hydraulic fracturing in perforated holes. After hydraulic
fractures are forced to initiate at the tip of perforation holes, they curve toward the direction
perpendicular to the minimum stress direction [36–39]. Figure 13 displays an idealized
diagram of the influence of the stress ratio σH/σh and the injection rate.
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Figure 13. Idealized diagram of the effect of the stress ratio σH/σh and the injection rate on hydraulic
fracturing from perforated holes.

3.6. Cooling Rate of the Borehole Surface

The cooling rates of the borehole surfaces from the initial introduction of LN to
about −190 ◦C, where the temperature quickly stabilizes, were 1.09 ◦C/s for Specimen
A, 1.03 ◦C/s for Specimen B, and 90.8 ◦C/s for Specimen C (Figure 3). Thus, the thermal
transfer was much more facilitated in Specimen C.

According to the results of previous studies on the cooling of a concrete borehole [17,19],
the cooling rates of Specimen A and B were comparable to cases in which the film boiling
regime is relevant, where an insulating vapor film is created between the liquid and a
hot surface, which slows heat transfer (i.e., the Leidenfrost effect). On the other hand,
the magnitude of the cooling rate in Specimen C was comparable to that of the contact
boiling regime, which allows much more rapid cooling. In Cha et al.’s study [17], rapid
cooling with contact boiling was achieved in the high-pressure LN flow through a borehole,
probably due to suppressed vapor film under high pressure.
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In pursuit of an explanation for the significantly different cooling rates in our study,
although the roughness level of the specimens is a factor affecting boiling regimes, a variety
of other surface properties also affect boiling regimes. Many studies have reported that
roughness destabilizes the vapor film or elevates the Leidenfrost point, thus enhancing
heat transfer [40–42]. On the other hand, some studies have reported that certain texture
patterns reduce the Leidenfrost point [43,44]. Other surface properties such as wettability
and porosity affect the boiling regime [45,46]. A further complexity in our study was the
rapid flow condition, which has not been reported in the literature.

A high initial cooling rate is favorable for inducing thermal shock because it creates
high local thermal gradients transiently. However, the distribution of pre-existing surface
defects appears to be a more dominant factor in fracture initiation.

4. Discussions
4.1. Crack Spacing: Exclusion Distance

A tendency toward regularly spaced annular fractures was displayed in Specimen A
and B (Figures 5 and 8). Regular crack spacing or an exclusion distance is present because
major cracks cannot form closer than a certain length due to the limited amount of thermal
contraction. The crack spacing pattern or exclusion distance has also been reported and
modeled in thermal cracking in simple two-dimensional media [47–49].

For the geometry of a slab subjected to cooling on one face, the spacing and penetration
of the cracks in a regular array depends on the following dimensionless quantity:

L
Lc

=
(α∆T)2EL

GF
(3)

where L is the slab thickness, Lc is the characteristic length (or Griffith crack length) of a
shrinking solid, and GF is the fracture energy of crack propagation (N/m). Lc is based on
thermal tensile stress (σth), Young’s modulus (E), and fracture energy:

Lc =
GF

(α∆T)2E
=

GFE
σ2

th
(4)

The significance of Lc is that cracking will occur when the diffusion of heat has
penetrated the slab to a depth of roughly Lc. As L/Lc increases, cracking starts earlier,
the final crack spacing decreases, and penetration increases [50,51]. From the equation,
increasing ∆T accelerates the trend. In the 3D borehole environment, where fractures
at later stages begin to interact in a complex manner, the exclusion distance of annular
fractures is more obvious in the early stages (Figures 5 and 8).

4.2. Fracture Tortuosity

A non-dimensional fracture toughness (κ) was introduced to categorize the pattern of
tortuosity or waviness of thermally induced crack propagation in brittle solid [52]:

κ =
KIc

αE∆T
√

πb
, (5)

where α is the linear thermal expansion coefficient, and b is crack spacing. Cracks propagate
straight when κ is relatively large, while they may form wavy paths for relatively small
κ values. In our experimental results, κ was 0.141, categorized as “wavy”. Although the
classification based on simple glass plates may not allow quantitative comparison with our
results from borehole geometry, the equation predicts that smaller fracture toughness and
larger ∆T induce more wavy fractures, supported by simulation results. High temperature
differences induce high T-stress, which may lead to the turning of the crack. When its local
propagating direction becomes normal to its macroscopic propagation direction, it is likely
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to be arrested because further development of the cooled layer does not increase the stress
intensity factor (KI) [52].

The pattern and degree of tortuosity and fracture merging as observed in the borehole
geometry of this study were more complex than those observed in the simple geometries
of previous thermal shock studies [53–55]. Possible causes for fracture tortuosity and the
merging observed in this study were the geometry of the borehole and the flow of cryo-
genic liquid nitrogen in fracture apertures, driving complex, dynamic thermo-mechanical
conditions and crack propagation. In fact, we observed that LN flowed almost to the tip of
a crack in its liquid state assisted by its low viscosity and surface tension (see Table 2) even
though no permeation into the materials occurred.

The curvatures in this study exhibited similarities to “caged fractures” around under-
balanced wellbores, where fractures curl around wellbores within a fracture cage [56,57],
within which, the principal deviatoric compressional stress follows concentric rings, not
the far-field stress. From the principle of a crack following the path of least resistance, the
tendency of the fractures curved to be contained within a cylindrical volume rather than
propagated outward was induced by the rotation of the local principal stress caused by
changes in the internal stress field.

4.3. Effect of Rock Types

PMMA was selected for this study because of its transparency for observations of
real-time fracture processes, and PMMA has been used in the literature as a surrogate for
rocks in borehole fracturing experiments owing to its similarity to shale regarding certain
mechanical properties [21–23]. Among rock formations, the closest counterpart of PMMA,
which is glassy and impermeable, is shale. In Cha et al.’s study [17], breakdown tests after
cryogenic thermal shock on fine-grained shale specimens with low permeability revealed
distinct curvatures in fractures even though penetration was limited due to large triaxial
stresses.

On the other hand, fractures created via cold-water thermal shock on hot concrete
specimens under negligible borehole pressure exhibited a rough fracture surface without
consistent curvature [20]. Porous sandstone also exhibited a fracture surface similar to
that of concrete, but penetration was significantly less than that of concrete even in an
unconfined condition in our unpublished work.

Two differences between fine-grained rock and coarse-grained/porous rock related
to thermal fracture patterns can be pointed out. Coarse-grained or porous rocks such as
concrete specimens and sandstone are characterized by significant porosity and large grain
sizes. Fluid permeates into the porous formation, affecting the temperature field differently
from that in a non-permeation condition. Large grains can divert or bifurcate cracks in
grain scales, possibly affecting subsequent crack propagation as well. For the latter aspect
of large grain sizes, laboratory specimens may not be large enough to reduce the relative
effect of grain size and manifest curvature patterns in a greater scale.

4.4. Limitations

Although the degree of the locality of the thermal process was sufficient to create the
level of fractures observed in this study, thermal contractions around boreholes were not
fully local, since we observed some global contraction in Figure 4b. In a large-scale test or
field-scale test where the volume influenced by the thermal process is significantly smaller
than the surrounding volume, the locations of measurement or the boundary would be
sufficiently far from the thermal influence; thus, measurement would take place under
fixed displacement, and global contraction would be negligible. The findings are applicable
to open holes.

5. Conclusions

In this study, we performed cryogenic fracturing tests in the boreholes of transpar-
ent PMMA specimens under external stresses and directly observed dynamic cryogenic
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fracturing processes and morphology with time in the borehole geometry. Salient, unprece-
dented observations of cryogenic fracture proliferation from boreholes under stresses are
summarized below.

The major differences between cryogenic fracturing and hydraulic fracturing are that
cryogenic thermal shock induces multiple initiations (vs. the bi-wing initiation of hydraulic
fracturing) and curved propagation (vs. the straight propagation of hydraulic fracturing).
If external stress is applied uniaxially, while still manifesting these two features, the effect
of stress resembles that of hydraulic fractures such that fractures propagate more in the
direction of the stress.

Specifically, in the case of loading perpendicular to the borehole axis, the cloud of
annular and longitudinal fractures extends more in the direction of loading than it does
in the case of an unconfined specimen. In the case of loading parallel to the borehole axis,
longitudinal fractures are dominant, and annular fractures are more suppressed and more
sparsely distributed than they are in the cases of loading perpendicular to the borehole axis
or the unconfined specimen.

Even if an annular fracture is driven to initiate from a boundary under the loading
parallel to the axis because of high stress concentration, it gradually deflects in the direction
of stress, much as hydraulic fractures initiated at the tip of perforation holes curve toward
the direction perpendicular to the minimum stress direction.

The roughness of a borehole surface lowers the threshold stress for the initiation of
cryogenic fractures. On a borehole surface with uniform roughness, distributed fractures
with an exclusion distance will occur. If a surface presents various roughness levels,
cracking is focused on rougher surfaces or boundaries. Therefore, in the field, the initiation
of cryogenic fractures would be greatly influenced by surface characteristics such as drilling-
induced texture or naturally existing cracks.
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Abstract: Multi-horizontal well hydraulic fracturing is a widely employed and highly effective
method for stimulating tight and shale reservoirs. However, most existing studies primarily focus
on investigating the impact of intra-well interference on fracture propagation while neglecting the
influence of inter-well interference. Here, a multi-well hydraulic-fracture-propagation model is
established to examine the effects of inter-well interference on fracture propagation within a multi-
well system. In this study, based on the bilinear T-S criterion, the stiffness degradation is used
to describe the damage and evolution process of fracture, the coupling process of fluid flow and
solid damage and deformation is realized, and the dynamic distribution of inter-fracture flow is
realized by using Kirchhoff function on the basis of the cohesive zone method (CZM) finite element
model. Finally, the fracture-propagation model of multiple horizontal wells is established. Based
on this model, the mechanism of inter-well interference on fracture propagation is studied, and the
influence law of Young’s modulus and fracture displacement on fracture propagation in multi-wells is
investigated. The results show that the reservoir can be divided into self-influence area, tension area
and compression area according to the stress distribution state in the hydraulic fracture propagation of
multi-wells. The propagation rate of hydraulic fractures in horizontal wells is significantly accelerated
when they propagate to the local tension area generated by the fracture tip of neighboring wells,
and rapidly decreases as the hydraulic fractures continue to propagate to the compression area of
neighboring wells. Rocks with a lower Young’s modulus tend to be more plastic, forming hydraulic
fractures with usually lower fracture lengths and usually larger fracture widths. The hydraulic
fracture has an inhibitory effect on the propagation of fractures closer to each other in neighboring
wells, and this inhibitory effect gradually increases as the distance decreases. The dominance of
the dominant fracture to propagate in the self-influence area gradually decreases under inter-well
and intra-well interference. As the dominant fracture propagates into the tension and compression
areas of the neighboring well fractures, the feed fluid will show a brief rise and then eventually
stabilize. This study quantifies the effect of inter-well interference on fracture propagation and lays
the foundation for treatment optimization of small well spacing hydraulic fracturing.

Keywords: fracture propagation; inter-well interference; cohesive; hydraulic fracturing; numerical
simulation

1. Introduction

Tight reservoirs and shale reservoirs have gradually become the focus of oil and gas ex-
ploitation, and infill horizontal wells and small well spacing hydraulic fracturing technology
can fully stimulate the reservoir and make underground crude oil efficiently used, which
has now become the most important stimulation method for these reservoirs [1,2]. Previous
studies have focused on the effect of intra-well interference on fracture propagation [3,4], but
the effect of inter-well interference on fracture propagation has become particularly important
in small spacing stimulation [5,6]. Since the small well spacing exploitation method is still
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in its infancy, the mechanism and law of inter-well interference on fracture propagation are
still unclear.

During hydraulic fracture propagation, the rock is damaged and fractures are formed
under the injected high-pressure fluid. Currently, the majority of mathematical models
employed for simulating fracture propagation rely on linear elasticity theory [7]. The
drawbacks of those models are that they cannot accurately describe the fracture propagation
process and their simulation results are severely controlled by the mesh shape [8]. In
addition, these methods only discretize the body boundary, and this phenomenon can
cause serious problems during iterative calculations. To address this phenomenon, a finite
element method incorporating the CZM has been employed to simulate the propagation
process of hydraulic fractures, taking into account the effects of propagation and softening
at the fracture tip [9–11]. The finite element model based on CZM simulates the coupling
process of incompressible viscous fluid and rock deformation, and the results show that the
model is more accurate for describing the extension process of hydraulic fracturing [12]. In a
related study, Guo et al. [13] utilized a novel CZM model that couples the flow-damage field
to simulate the interaction between hydraulic fractures and natural fractures. Additionally,
Li et al. [14] proposed an innovative cohesive unit for pore pressure, incorporating the
Coulomb friction contact model to depict fracture contact behavior. Overall, the CZM-based
finite element method exhibits considerable advantages over alternative approaches, as
it encompasses fracture tip damage and evolution, rendering it good for modeling the
fracture propagation.

To explore the impact of stress shadows and complex stress fields on fracture prop-
agation, various methodologies, such as XFEM, BEM, FEM, UFM, and DEM, have been
developed [15,16]. Notably, during the propagation of hydraulic fractures, pull-up damage
arises at the fracture tip, leading to a reduction in stress within that particular region [17].
Lecampion et al. [18] conducted a study on fracture propagation in impermeable media
using the extended finite element method (XFEM) and proposed the implementation of
a specialized enrichment function at the fracture tip to capture pore size and pressure.
However, this investigation did not account for the longitudinal fluid flow. In a different
study, Chen et al. [19] examined fracture propagation in impermeable media by considering
longitudinal flow and utilizing a cohesion law-controlled boundary element method (BEM).
The obtained results displayed favorable agreement with field monitoring outcomes. More-
over, the opening of hydraulic fractures can cause compression of the surrounding reservoir,
leading to alterations in pore pressure and stress fields adjacent to the fracture [20,21]. Sun
et al. [22] employed the finite element method (FEM) to investigate hydraulic fracturing pa-
rameters in porous media, revealing a gradual decrease in fluid pressure within the fracture
as the fracture length increases. Importantly, field diagnostic techniques have indicated
that multiple fractures often propagate simultaneously, leading to uneven propagation due
to the influence of stress shadows [23]. Subsequent researchers have highlighted that, in
addition to stress shadowing, fracture propagation is also influenced by stress shadows,
and perforation friction plays a crucial role in the dynamic distribution of flow [3,24]. How-
ever, the majority of existing studies have primarily focused on investigating intra-well
interference of hydraulic fractures within a single well, with minimal consideration given
to the dynamic distribution of fracturing fluid between fractures. In comparison to the
aforementioned methods, the CZM offers notable advantages, including its robust node
compilation capability, convenient coupling calculations, and fast computational speed.
Consequently, CZM proves advantageous in terms of coupling dynamic flow distribution
in this aspect.

To elucidate the behavior of fracture propagation in multi-horizontal well hydraulic
fracturing, this study employs stiffness degradation to characterize the damage and evolu-
tion process of fractures based on the bilinear T-S criterion. Furthermore, it achieves the
coupling of fluid flow and solid damage and deformation. By integrating the CZM finite
element model, the dynamic distribution of flow in multiple fractures is realized through
the application of Kirchhoff’s law. Ultimately, a coupled model for fracture propagation
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in multi-horizontal wells is established. Based on this model, the study investigates the
mechanism of inter-well interference on fracture propagation, examining the impact of
Young’s modulus and fracture location on fracture propagation in multi-horizontal wells.

2. Mathematical Model

The core problem of the study on the interference of multi-fractures between wells on
fracture propagation is to accurately describe the fracture propagation and the change of
the stress field between wells. The CZM finite element method can accurately describe the
damage and evolution of fractures, the tangential and normal flow of fracturing fluid in the
fractures, the flow of fluid in porous media and the deformation of solids and has been widely
used to describe the fracture initiation and propagation process during hydraulic fracturing.

2.1. Fluid Flow in the Fracture

The fracturing fluid opens the reservoir and forms a fracture at a pressure higher
than the breakdown pressure. As shown in Figure 1, part of the fluid in the fracture flows
tangentially along the heel to toe of the fracture, and the other part of the fluid leaks off
along the wall of the reservoir under the pressure difference between the fracture and the
matrix. For the tangential flow of fluid in the fracture, assuming that the fracturing fluid is
an incompressible Newtown fluid, the overall volume balance equation for tangential flow
established by Poiseuille is used in this study as follows [25].

q = − w3

12µ
∇p (1)

where q is the flow velocity of the flow along the fracture propagation direction, ∇p is the
pressure difference of the flow along the fracture propagation direction, w is the fracture
width in this cohesive unit and µ is the fracturing fluid viscosity.
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To account for the leakage of fracturing fluid along the fracture wall, two permeable
cohesive layers are introduced. These layers facilitate fluid leak-off along the fracture wall,
as illustrated in Figure 2. The normal leak-off at the fracture surface can be characterized as
follows: 




qt = ct

(
p f − pt

)

qb = cb

(
p f − pb

) (2)

where pt and pb are the pore pressure in the top and bottom layer unit, respectively, pf
is the pressure of the cohesive unit, ct and cb are the leak-off coefficients at the top and
bottom layers, respectively, and qt and qb are the normal volume leak-off rates at the top
and bottom layers, respectively.

115



Processes 2023, 11, 1995

Processes 2023, 11, x FOR PEER REVIEW 4 of 15 
 

 

( ) ( ) ( , )t b
w q q q Q t x y
t

∇ δ∂ + ⋅ + + =
∂

 (3)

where Q(t) is the fluid source for this unit. 

 
Figure 2. Normal flow for cohesive surface. 

2.2. Damage and Evolution of Fractures 
The flow of fluid in the fracture at a macroscopic level, the flow of fluid in the porous 

medium at a microscopic level and the elastic deformation and damage of the rock are all 
interconnected. The CZM employs the traction-separation law to model the behavior of 
interfaces. In the model, Biot’s effective stress principle is employed to describe the effec-
tive stress [26]. This principle considers the interaction between fluid flow and solid de-
formation, accounting for the impact of fluid pressure on the effective stress within the 
rock matrix. This principle considers the interaction between fluid flow and solid defor-
mation, accounting for the impact of fluid pressure on the effective stress within the rock 
matrix. 

'
ij ij ijpσ σ α δ= +  (4)

where σi,j and 𝛿 ,  is the total stress and the effective stress, respectively, α is the Biot co-
efficient and δi,j is the tensor of Kronecker. 

The damage model of the cohesive unit establishes the relationship between tensile 
stresses and displacements between adjacent meshes. V. Tomar et al. [27] proposed a bi-
linear T-S criterion, depicted in Figure 3, which comprises two components for damage 
evolution. The first component involves determining the relationship between the effec-
tive displacement, denoted as 𝛿 , at complete failure, relative to the effective displace-
ment, 𝛿  at the onset of damage. This component also considers the energy dissipation, 
Gc, attributed to the damage. The second component characterizes the stiffness degrada-
tion index, D, between the initial stage of damage and complete damage. The stiffness 
degradation index, D, is directly defined in terms of effective displacement and the rela-
tionship between effective displacement and damage. When adopting the linear displace-
ment expansion criterion, the expression is 

( )
( )

0

0

f max
m m m

max f
m m m

D
δ δ δ

δ δ δ

−
=

−
 (5)

where 𝛿  is the maximum displacement of the cohesive unit undergoing damage, 𝛿  
is the displacement in the cohesive unit during the fracture propagation and 𝛿  is the 
displacement when the cohesive unit is transformed from the elastic phase to the destruc-
tive phase. 

The damage incurred by the rock can be quantified using the D. It is important to 
note that this condition is also valid when the rock sample is subjected to compressive 

Figure 2. Normal flow for cohesive surface.

Considering the flow along the fracture surface in the fracture, the normal flow of the
fluid perpendicular the fracture surface and the variation of the fracture width during the
hydraulic fracturing, the continuity equation for fluid in the fracture can be expressed as:

∂w
∂t

+∇ · q + (qt + qb) = Q(t)δ(x, y) (3)

where Q(t) is the fluid source for this unit.

2.2. Damage and Evolution of Fractures

The flow of fluid in the fracture at a macroscopic level, the flow of fluid in the porous
medium at a microscopic level and the elastic deformation and damage of the rock are
all interconnected. The CZM employs the traction-separation law to model the behavior
of interfaces. In the model, Biot’s effective stress principle is employed to describe the
effective stress [26]. This principle considers the interaction between fluid flow and solid
deformation, accounting for the impact of fluid pressure on the effective stress within
the rock matrix. This principle considers the interaction between fluid flow and solid
deformation, accounting for the impact of fluid pressure on the effective stress within the
rock matrix.

σij = σ′ij + αpδij (4)

where σi,j and δ′i,j is the total stress and the effective stress, respectively, α is the Biot
coefficient and δi,j is the tensor of Kronecker.

The damage model of the cohesive unit establishes the relationship between tensile
stresses and displacements between adjacent meshes. V. Tomar et al. [27] proposed a
bilinear T-S criterion, depicted in Figure 3, which comprises two components for damage
evolution. The first component involves determining the relationship between the effective
displacement, denoted as δ

f
m, at complete failure, relative to the effective displacement, δ0

m
at the onset of damage. This component also considers the energy dissipation, Gc, attributed
to the damage. The second component characterizes the stiffness degradation index, D,
between the initial stage of damage and complete damage. The stiffness degradation
index, D, is directly defined in terms of effective displacement and the relationship between
effective displacement and damage. When adopting the linear displacement expansion
criterion, the expression is

D =
δ

f
m
(
δmax

m − δ0
m
)

δmax
m

(
δ

f
m − δ0

m

) (5)

where δmax
m is the maximum displacement of the cohesive unit undergoing damage, δ

f
m

is the displacement in the cohesive unit during the fracture propagation and δ0
m is the

displacement when the cohesive unit is transformed from the elastic phase to the destruc-
tive phase.
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The damage incurred by the rock can be quantified using the D. It is important to note
that this condition is also valid when the rock sample is subjected to compressive stress.
Therefore, the stiffness degradation criterion employed to characterize the fracture unit can
be expressed as follows:

tn =

{
(1− D)Tn, Tn ≥ 0
Tn, Tn < 0

(6)

ts = (1− D)Ts (7)

tt = (1− D)Tt (8)

where Tn, Ts and Tt represent the stresses obtained from 3 directions.
The D depends on the softening nature of the rock in the reservoir.

δm =
√
〈δn〉2 + δ2

s + δ2
t (9)

where δm is the effective displacement obtained during the fracture propagation.
In this study, the B-K criterion is introduced to describe the fracture propagation.

Gc
n + (Gc

s − Gc
n)

{
Gs + Gt

Gs + Gt + Gn

}η

= Gc (10)

where G represents the energy release rate, n, s and t correspond to the 3 directions, and η
represents a constant associated with the reservoir.

2.3. Fluid-Solid Coupling Equilibrium Equation

The upward normal leak-off of fluid along the fracture wall leads to an increase in
pore pressure within the rock matrix surrounding the fracture. The effective stress in this
context is influenced by both the rock skeleton and the pore pressure, p. The rise in pore
pressure results in alterations in parameters such as reservoir porosity and fluid flow rate,
subsequently impacting the normal fluid leak-off along the fracture wall [28].

In accordance with the principle of virtual work, the equilibrium equation can be
expressed as follows:

∫

V
(σ − pw I)δεdV =

∫

S
t · δvdS +

∫

V
f · δvdV (11)

where
−
σ and pw are the Boit effective stress and pore pressure, respectively, δε and δv are the

virtual strain rate and virtual velocity, respectively, and t and f are the surface displacement
per unit area and body force per unit volume, respectively.
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The change in fluid mass is equal to the mass of fluid flowing into and out of the
cohesive surface per unit time.

1
J

∂

∂t
(Jρwnw) +

∂

∂X
(ρwnwvw) = 0 (12)

where J is the body variation ratio of reservoir rock, ρw is the fracturing fluid density in the
fracture and nw is the porosity.

Utilizing Darcy’s law to describe the flow of fluid within the reservoir, the continuity
equation for fluid leak-off can be expressed as follows:

vw = − 1
nwgρw

k
(

∂pw

∂x
− ρwg

)
(13)

where k is the permeability of the reservoir.

2.4. Dynamic Distribution of Fluids

In hydraulic fracturing treatment, multiple fractures are usually formed when frac-
turing one or more sections of a well. As the formed hydraulic fractures squeeze the
surrounding reservoir, stress shadows are formed, which can further influence the opening
and propagation of the surrounding fractures. The flow pattern of the fracturing fluid in the
wellbore and perforation cluster is shown in Figure 4. Due to the effect of wellbore friction,
shot hole friction and resistance to fracture propagation, the amount of fluid intake during
propagation of different hydraulic fractures in the same well is a dynamic equilibrium
process. Similar to the shunt current in an electric circuit, the flow of fluid in each fracture
needs to satisfy Kirchhoff’s law [29].

Q =
N

∑
1

QI (14)

po = pp f ,i + pc f ,i + pw,i (15)

where Q is the total flow velocity in the wellbore, Qi is the flow velocity into the ith fracture,
po is the total pressure, pwi is the pressure in the first unit in the ith fracture, pcf,i is the
pressure loss in the horizontal wellbore and ppf,i is the pressure loss from shot hole.
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To address the issue of shot hole friction, a large number of researchers have shown
that it is related to fluid properties, shot hole parameters, flow rate and other parameters.
Among them, Crump [30] has established the relationship between shot hole resistance
and fluid and shot hole parameters and flow rate based on a large number of experiments.
This method is simple, efficient and highly integrated with Bernoulli’s equation, and has
been widely used by the industry.

∆pI
f ric = 0.807249

ρ

np2Dp4C2 Q2
I (16)

where ∆pI
f ric is the pressure difference of perforation cluster I, QI is the flow velocity of

perforation cluster I, np is the perforation number, Dp is the perforation diameter and C is
the dimensionless coefficient characterizing the shape of perforation hole.
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According to the calculation characteristics of perforation friction, the wellbore unit
type is set to FP2D2, and the perforation unit type is set to FPC2D2 in the model. Because
Churchill has the advantages of good convergence and wide application, this study uses it
to calculate the perforation friction of perforation unit.

∆P− ρg∆Z = K
ρQ2

2A2 (17)

where ∆P is the pressure difference, ∆Z is the elevation difference and K is the loss coefficient.
The values of K and A can be determined by combining Equations (16) and (17).

K = 2× 0.807249 (18)

A = np × C× D2
p (19)

2.5. Model Description

The schematic diagram of the model in this study is shown in Figure 5. Considering
the size of fractures in hydraulic fracturing, the size of the model in this work is set to
160 m × 160 m, and one horizontal well is arranged at the upper and lower boundaries,
respectively. There are one and two perforation clusters in wellbore 1 and wellbore 2
in the study area, respectively. Perforation cluster 1 (Perf 1) and perforation cluster 2
(Perf 2) satisfy the dynamic distribution of flow rate during the fracturing process. The
injection rates of fracturing fluid in wellbore 1 and wellbore 2 are u1 and u2, respectively.
The boundaries of the model are considered constant pressure boundaries. The initial
pore pressure in the reservoir is denoted as Pb, and the minimum horizontal principal
stress, maximum horizontal principal stress, and vertical stress are represented by Sh, SH
and Sv, respectively. The model employs the parameters listed in Table 1. The model
was simulated using the software Abaqus, which has the CZM method embedded in it.
Previous studies have demonstrated its good applicability for describing the hydraulic
fracturing process [18,19]. It is worth noting that the stresses in all simulation results are
effective stresses.
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Table 1. The parameters used in this study.

Parameter Value Parameter Value

Sh 65 MPa Young’s modulus 50 GPa
SH 70 MPa Poisson’s ratio 0.25
Sv 75 MPa Permeability 0.1 mD
Pb 48 MPa Porosity 8.9%

Fluid viscosity 100 mPa·s C 0.6
np 16 Dp 12 mm

Fluid density 1000 kg/m3

3. Result and Discussion
3.1. Mechanism of Inter-Well Interference

Fracture propagation can change the pore pressure and in situ stress in the reservoir,
and clarifying the mechanism of inter-well fracture interference during fracturing is es-
sential to optimize the effect of multi-well fracturing treatment. This section investigates
fracture propagation and stress changes in two horizontal wells during the fracturing
process. The spacing of the injection clusters in wellbore 1 is 60 m. The Young’s modulus
of the rock in the reservoir is 50 GPa. u1 and u2, the injection rate of the two wells, are
0.016 m/s and 0.008 m/s, respectively. The simulation results of the fracture propagation in
the two wells during hydraulic fracturing are shown in Figure 6a. As can be seen from the
figure, the fracture width of well 1 is smaller than that of well 2, but the fracture length of
well 1 is larger than that of well 2. This is due to the fact that the fluid in the fracture needs
to keep the fracture open during the fracture opening and propagation. The hydraulic
fracture opening causes an increase in pressure on the rock around the fracture, resulting in
an increase in the minimum principal stress in a certain area around the fracture (Figure 6b),
which means the stress shadow is formed. The degree of this stress decreases gradually
along the fracture propagation direction. Under the influence of the stress shadow, the
maximum horizontal principal stress also shows the same trend (Figure 6c). Under the
influence of the stress shadow generated by the adjacent fractures, the fractures in well
1 require more fluid pressure to maintain the fracture opening during the actual propa-
gation (Figure 6d), and therefore the fracture width of the fractures formed in well 1 is
smaller than that of the fractures formed in well 2. The smaller fracture width and larger
fluid pressure allowed the fractures to propagate more rapidly because the fluid intake for
each fracture was essentially the same in both wells. In summary, proper stress shade can
increase the distance of fracture propagation.

The minimum horizontal principal stress is the key parameter to determine the fracture
propagation, and the smaller the minimum horizontal principal stress is, the smaller the
resistance to fracture opening and propagation. Figure 7 shows the distribution of the
minimum horizontal principal stress at different stages of the fracture propagation process.
As can be seen from the figure, the opening of the fracture in the reservoir will squeeze the
rocks in the area around the fracture wall, thus increasing the minimum horizontal principal
stress in the area. In the process of fracture propagation, the fracture tip will be tension
damaged by the fracture fluid, and the rocks in the fracture tip area will be subjected to a
certain degree of tension, thus making the minimum horizontal principal stress in the area
decrease to different degrees. The fracture length in horizontal well 1 is shown in Figure 8.
The fracture in horizontal well 1 is mainly influenced by its own intra-well interference at
the early stage of propagation. After the fracture in well 1 propagates to the tension area
formed by the fracture in horizontal well 2, the propagation rate of the hydraulic fracture
in well 1 increases rapidly in this area because the minimum horizontal principal stress in
this area decreases. With the continuous propagation of the fracture, when the hydraulic
fracture of well 1 propagates to the compression area of well 2, the propagation rate of the
fracture decreases rapidly at this time. As the fracture continues to propagate, the degree
of decline is greater. There are two main reasons for this. One is that the closer to the root
of the well 2 fracture, the greater the increase in the minimum horizontal principal stress in
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the compression zone. The second is that as the fracture continues to propagate, the leak-off
of fluid increases, and the propagation rate of the fracture itself gradually decreases.
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3.2. Effect of Young’s Modulus

The fracturing fluid enters the reservoir along the wellbore from the perforation cluster,
and the high-pressure fluid opens the reservoir to form a fracture. The fluid in the fracture
squeezes the rock around the fracture wall and causes deformation. Young’s modulus is an
important parameter for quantitatively evaluating the stress–strain relationship of rocks. In
this section, the propagation pattern of the fracture is studied for Young’s modulus of the
reservoir rock at 30 GPa, 40 GPa, 50 GPa and 60 GPa, respectively, and the simulation results
are shown in Figures 9 and 10. From the figures, it can be seen that with the increasing
Young’s modulus, the fracture width shows a decreasing trend, but the fracture length
shows an increasing trend. Among them, the maximum fracture widths of Perf 1 are
3.12 cm, 2.70 cm, 2.49 cm and 2.34 cm, respectively. The maximum fracture widths of Perf 3
are 3.82 cm, 3.58 cm, 3.55 cm and 3.54 cm, respectively. The fracture lengths of Perf 1 are
80.54 m, 103.24 m, 113.76 m and 124.02 m, respectively. The maximum fracture lengths
of Perf 3 are 60 m, 63.51 m, 63.89 m and 65.29 m. It is worth noting that proper intra-well
interference can increase the stimulation pressure and reduce the fracture width, which can
enhance the fracture propagation distance under a constant pumping rate in the field [16].
Rocks with lower Young’s modulus tend to be more plastic and form hydraulic fractures
with typically shorter fracture lengths and larger fracture widths [25]. The fracture width
in well 1 is further reduced compared to that in well 2 due to stress shade, resulting in a
hydraulic fracture more sensitive to Young’s modulus in well 1. In addition, combined
with the relative positions of the fractures between wells in Figure 10, it can be seen that
with the increase in Young’s modulus, the fractures will propagate to the tension area
more quickly, and the existence of the tension area will further increase the distance of
fracture propagation. When the fracture continues to propagate to the compression area, the
propagation rate of the fracture will decrease. In summary, the fracture length and width of
multi-horizontal wells are controlled by both Young’s modulus and inter-well interference.
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3.3. Effect of Fracture Placement Location

In hydraulic fracturing stimulation, the relative position of the perforation clusters in
the wellbore is often not uniformly distributed. Under the combined influence of geological
and engineering factors, the distance between perforation clusters usually varies. Due to
fracturing interference between multi-horizontal wells, the relative position of the perforation
clusters between wells is an important factor affecting fracture propagation. This section
investigates the fracture propagation results for the lateral distances of Perf 3 to Perf 1 and
Perf 2 at 30 m and 30 m (30 m–30 m), 20 m–40 m and 10 m–50 m, respectively. In order to
more intuitively reflect the influence of the location of the fractures, we chose the fracture
propagation results after 100 s of fluid injection (Figure 11) as the object of comparison. From
the fracture propagation results, it can be seen that the formed hydraulic fracture has an
inhibitory effect on the propagation of the closer fracture in the neighboring wells, and this
inhibitory effect gradually increases as the distance decreases. In the case of 10 m–50 m, the
lengths of Perf 1 and Perf 2 are 128.7 m and 36.9 m, respectively. In the case of 30 m–30 m,
20 m–40 m and 10 m–50 m fracture placement patterns, the ratio of the fracture lengths of Perf
2 and Perf 1 have fracture length ratios of 1, 1.76 and 3.49, respectively.
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It is clear from the distribution of pore pressure that the formation of the dominant
fracture (Perf 2) due to the difference in interference caused by the placement pattern will
in turn force the flow of fluids from the neighboring well fracture (Perf 3) to the other
side, thus further inhibiting the propagation process of the inferior fracture (Perf 1). Due
to the difference in propagation resistance, the fluid intake of the perforation clusters in
a well is a dynamic distribution process, and the relationship between the flow rates of
Perf 1 and Perf 2 during fracture propagation is shown in Figure 12. As can be seen from
the figure, at the early stage of propagation, the interference between wells is small, and
at this time the perforation clusters have the same flow distribution ratio among them.
As the fracture continues to propagate, the gradually increasing inter-well interference
makes Perf 1 become the inferior fracture and Perf 2, which becomes the dominant fracture,
receives more fluid. As Perf 1 continues to feed fluid, the interference from Perf 1 to Perf 2
gradually increases, causing the amount of fluid fed to Perf 2 to decrease slightly. When
Perf 2 propagates into the tension area of the neighboring well fracture, the fluid feed at
this point shows a brief increase. After finally entering the compression area, the fluid
volume of Perf 1 and Perf 2 gradually stabilizes.
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4. Conclusions

In this study, the coupled model of fluid flow and solid damage and deformation is
constructed by using the bilinear T-S criterion and the stiffness degradation to describe the
damage and evolution of fractures, and the dynamic distribution of fluid due to uneven
fracture propagation in the hydraulic fracturing is realized based on the CZM finite element
model. The main conclusions are obtained as follows.

(1) Stress shade of multiple fractures can reduce the fracture width while increasing the
fracture length. According to the stress distribution state in the hydraulic fracture
propagation in multi-horizontal wells, the reservoir can be divided into the self-
influence area, tension area and compression area. The propagation rate of the
hydraulic fractures in horizontal wells accelerates significantly when they propagate
to the local tension area generated by the fracture tip of neighboring wells and
decreases rapidly as the hydraulic fractures continue to propagate to the compression
area of neighboring wells.

(2) Proper intra-well interference can increase the fracture propagation distance. Reservoirs
with higher Young’s modulus are usually more brittle, and the fracture width and fracture
length formed during hydraulic fracturing are smaller and longer, respectively.

(3) Hydraulic fractures have an inhibitory effect on the propagation of closer fractures
in neighboring wells, and this inhibitory effect gradually increases as the distance
decreases. The formation of the dominant fracture will further influence the pore
pressure field, thus inhibiting the propagation of the inferior fracture in the same
well. The dominance of the dominant fracture to propagate in the self-influence area
gradually decreases under inter-well and intra-well interference. As the dominant
fracture propagates into the tension and compression areas of the neighboring well
fractures, the feed fluid will show a brief rise and then eventually stabilize.

In this study, the effect of the stress shadow on fracture propagation during the
fracturing process of multi-horizontal wells is studied more systematically. However,
the reservoir permeability of 0.1 mD in the model does not consider the effect of pore
elasticity on fracture propagation during hydraulic fracturing. The coupling of fluid and
pore elasticity deformation on fracture propagation in multi-horizontal wells hydraulic
fracturing still needs to be studied continuously.
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Abstract: Horizontal wells’ multi-section and multi-cluster hydraulic fracturing plays an important
role in the efficient development of shale gas. However, the influence of the perforating hole
and natural fracture dip angle on the process of hydraulic fracture initiation and propagation has
been ignored in the current researches. This paper presents the results related to a tri-axial large-
scale hydraulic fracturing experiment under different natural fracture parameters. We discuss
the experimental results relating to the near-wellbore tortuosity propagation of hydraulic fractures.
Experimental results showed that the triaxial principal stress of the experimental sample was deflected
by the natural fracture, which caused significant near-wellbore tortuosity propagation of the hydraulic
fractures. The fractures in most rock samples were not perpendicular to the minimum horizontal
principal stress after the experiment. As well, the deflection degree of triaxial principal stress direction
and the probability of hydraulic fractures near-wellbore tortuosity propagation decreased with the
increase of the natural fracture dip angle. After hydraulic fractures’ tortuous propagation, the
hydraulic fractures will propagate in the direction controlled by the triaxial stress in the far-wellbore
area. For reservoirs with natural fractures, proppant in hydraulic fracturing should be added after the
fractures are fully expanded to prevent sand plugging in tortuous fractures. When the permeability
of natural fractures is low, the volume of fracturing fluid entering natural fractures is small, and
hydraulic fractures are easy to pass through the natural fractures.

Keywords: shale gas; hydraulic fracturing; fracture dip angle; near wellbore distortion; fracture
permeability

1. Introduction

Shale reservoirs have extremely low porosity and permeability, which can be obviously
impacted by mineral deposition [1]. In the development of shale gas, hydraulic fracturing
plays an important role in connecting the wellbore and reservoir matrix, establishing the
gas flow path, and reducing gas seepage resistance [2]. The hydraulic fracture influences
the whole life of the shale gas well, including the fracturing period, shut-in period, and
production [3]. Numerical simulation is the main means of studying the impact of hydraulic
fractures on reservoir fluid flow and production [4], especially in the production of shale
gas reservoirs [5]. However, the propagation law of hydraulic fractures is difficult to obtain
through numerical simulation and needs to be studied through fracturing experiments [6].
The interaction between hydraulic fractures and natural fractures has been widely studied,
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which directly determines the complexity of the fracture network, the invasion range of frac-
turing fluid, and the stimulation effect of shale gas wells [7]. The complexity of the fracture
network deeply impacts the production of a shale gas well [8]. As an important fracture
parameter, the influence of natural fracture dip angle on the propagation of hydraulic
fractures is rarely discussed [9]. As well, the fracture initiation and fracture propagation
patterns near the horizontal wellbore, which seriously impact the near-wellbore friction
during fracturing and the tortuosity and resistance of shale gas flow during production,
have always been regarded as the research focus of hydraulic fracturing. Therefore, the
analysis of fracture propagation patterns and influencing factors in the near wellbore area
is of great significance for improving the effectiveness of fracturing construction.

Natural fractures are widely distributed in shale reservoirs. Due to the low porosity
and permeability of the shale matrix, effective activation or connection of natural fractures
has become an important way to improve the production of shale gas wells. Building a
fracture network has become the main goal of current fracturing construction. Therefore,
the study of the influence of natural fractures on the propagation of hydraulic fractures is
of great significance. Many researchers discussed the intersection mechanism of hydraulic
fracture and natural fracture through laboratory experiments [10]. Lamont et al. [11] and
Daneshy et al. [12] used outcrop rock samples as experimental samples for the first time
to conduct fracturing experiments and discussed the influence of natural fractures on hy-
draulic fracture propagation. Their research shows that the scale of natural fractures has a
significant impact on the expansion of hydraulic fractures. Real triaxial large-scale physical
simulation experiments were carried out using natural shale outcrop rock samples and
artificial gypsum rock samples. As well, the impact of the intersection angle and horizontal
principal stress difference on the hydraulic fracture passing through the naturally weak
surface was discussed. [13–15]. As well, the influence of natural fracture shear strength
on fracture intersection criterion is discussed by fracturing experiment [16,17]. Natural
fractures and formation stress control the geometry and propagation behavior of hydraulic
fractures [18]. Gu et al. verified the intersection criterion between hydraulic fractures and
natural fractures through experiments [19]. This shows that natural fractures are of great
significance to the construction of complex fracture networks. As well, complex fracture
network is conducive to the efficient development of Shale gas [20]. The influence of the
angle between natural fractures and hydraulic fractures on fracture propagation and the
intersection criterion between hydraulic fractures and natural fractures is mainly discussed.
However, hydraulic fractures in the horizontal well of the shale reservoir may have the
same angle as natural fractures with different dip angles. Therefore, the influence of natural
fracture inclination on hydraulic fracture propagation is worth studying. Fatahi et al. [21]
discussed the interaction between hydraulic fractures and natural fractures through hy-
draulic fracturing experimental research and numerical simulation methods. The research
shows that the smaller the angle between the natural fracture and the minimum horizontal
principal stress, the easier the hydraulic fracture will pass through the natural fracture. The
influence of bedding on fracture propagation in coal was also discussed through exper-
iments and numerical simulation [22]. Based on these studies, the optimization scheme
of hydraulic fracturing operation is also proposed [23]. Zou et al. [24] use CT scanning
technology to analyze the hydraulic fracture geometry of shale rock samples with natural
fractures after a fracturing experiment. The shear slip characteristics of natural fractures
during hydraulic fracturing were analyzed through experiments [25]. The hydraulic frac-
ture approach angle will affect the shear slip degree of natural fractures [26]. The vertical
propagation mechanism of hydraulic fracture is analyzed by fracturing experiments with
samples containing interlayers and bedding [27]. The influence of bedding and natural
fractures on hydraulic crack propagation has also been confirmed through numerical simu-
lation [20]. Above all, the impact of shale bedding on fracture height and the interaction
between hydraulic fractures and natural fractures are considered in a large-scale hydraulic
fracturing physical simulation experiment. A large number of studies show that natural
fractures significantly affect the expansion of hydraulic fractures [28,29]. As well, many in-
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tersection mechanism models between hydraulic fractures and natural fractures have been
proposed [30]. However, few studies have discussed the influence of fracture dip angle on
hydraulic fracture propagation with complex natural fracture networks and hydraulic frac-
tures with near-wellbore tortuosity propagation. The migration of proppant in fractures is
affected by the near-wellbore tortuosity propagation of hydraulic fractures. This is because
curved fractures increase the migration resistance of proppant in the fracturing fluid, which
can easily cause proppant to accumulate at the fracture opening and block the flow channel.
This situation will seriously impact fracture propagation and hinder the construction of
the fracture network. Therefore, the study of hydraulic fractures’ near-wellbore tortuosity
propagation is of great significance.

In this paper, cement samples with natural fractures were used to study the influence
of natural fracture dip angle on hydraulic fracture initiation and propagation through
a tri-axial large-scale hydraulic fracturing experiment. The influence of natural fracture
dip on the near-wellbore triaxial principal stress and hydraulic fractures’ near-wellbore
tortuosity propagation was discussed. As well, the influence of horizontal principal stress
differences on the propagation of hydraulic fractures and the intersection of hydraulic
fractures and natural fractures is analyzed.

2. Materials and Methods
2.1. Experimental Equipment and Sample

The real tri-axial large-scale hydraulic fracturing initiation and propagation physical
simulation system (Figure 1) is composed of a triaxial stress loading chamber, a liquid
pumping system, a pneumatic control system, and a digital control system. There is a
hydraulic jack in the X-Y-Z direction in the triaxial stress loading chamber, which can
provide compressive stress to simulate the triaxial principal stress in the formation. One of
the hydraulic jacks is installed at the bottom of the loading chamber to apply vertical stress
to the experimental sample. The other two are installed in a horizontal direction to apply
two mutually perpendicular horizontal stresses to the experimental sample. Set stress
values in three directions in the experimental system, and the experimental equipment will
load corresponding stresses in the three directions to meet the experimental conditions.

Figure 1. The real tri-axial large-scale hydraulic fracturing initiation and propagation physical
simulation system.

A liquid pumping system, which is connected to an artificial wellbore in the cement
sample, can provide constant pressure pumping and constant displacement pumping. The
pump rate range is from 1 mL/min to 120 mL/min. The pump pressure range is from 0 MPa
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to 100 MPa. The maximum volume of the liquid injection pump is 500 mL. The pipeline
and wellbore should have strong pressure-bearing capacity to meet the requirements of the
fracturing experiment. During the experiment, the liquid is pumped into the intermediate
container, and the dyed liquid, which is used to simulate fracturing fluid, is injected into
the artificial wellbore by the intermediate container. Throughout the entire experiment, the
pump pressure of the liquid will be recorded until the end of the experiment.

Experimental samples are formed by cement and sand in the mold (Figure 2b). An
artificial wellbore, which is a steel pipe with an external thread for enhancing the friction
between the wellbore and sample, is inserted into the mold during the cement setting.
It should be noted that the steel pipe did not fully fill the wellbore of the experimental
sample. In the experiment described in this paper, the wellbore of the rock sample is 5
mm longer than the steel pipe, which allows the hydraulic fractures to propagate from
the bottom of the well after the fracturing experiment, and the effect is comparable to the
perforation process in actual construction. The experimental samples were cut by a water
jet with reference to different natural fracture dip angles (Table 1) and recombined with
cement. For each rock sample, we used the same material for bonding to ensure that the
natural fracture permeability in each rock sample tends to be consistent. This can effectively
avoid the impact of large differences in natural fracture permeability on the fracturing
experimental results.

Figure 2. Experimental sample preparation.
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Table 1. Experimental scheme.

Sample
No

Sizes of Rock
Sample (mm)

Depth of the
Wellbore

(mm)

Length of
Steel Pipe

(mm)

Inner Diameter
of Steel Pipe

(mm)

Triaxial
Principal Stress

X-Y-Z (MPa)

Number
of Natural
Fracture

Natural
Fracture Dip

Angle (◦)

P1-1

300 × 300 × 300 150 145 25

50-60-60 1 80
P1-2 50-65-65 1 80
P1-3 50-70-70 1 80
P2-1 50-60-60 1 60
P2-2 50-65-65 1 60
P2-3 50-70-70 1 60
P3-1 50-60-60 1 40
P3-2 50-65-65 1 40
P3-3 50-70-70 1 40
P4 50-65-65 2 80/80
P5 50-65-65 2 80/−80
P6 50-65-65 2 40/40
P7 50-65-65 2 40/−40
P8 50-65-65 2 80/0

2.2. Experimental Method and Procedure

Experimental research is the main means to explore the propagation of hydraulic
fractures and the interaction criteria between hydraulic fractures and natural fractures. The
experimental methods and steps in this paper are as follows.

(1) Polish the irregular residue on the sample surface to make the surface of the samples
regular and flat. The installation process of the rock sample can be performed smoothly.

(2) Put the experimental sample into the predetermined position of the triaxial stress
loading chamber through the lifting machine. Then install metal cushion blocks
between the hydraulic pump and rock sample to make it fully fit with the surface of
the sample and ensure uniform stress on the sample.

(3) Add the pre-configured fracturing fluid, which is prepared with glycerin and dye,
into the fracturing intermediate container. Then connect the fracturing fluid pipeline
outlet with the pressure sensor, and then connect the pipeline with the upper part of
the wellbore.

(4) Apply triaxial stress to the rock sample by using the hydraulic pump. In this process, it
is necessary to maintain the slow and synchronous loading of three-dimensional stress.

(5) After the triaxial stress of the rock sample reaches the predetermined value, pump
fluid into the sample at a small pumping rate to fill the fracturing fluid injection
pipeline and wellbore space. When the pipeline pressure has an upward trend, inject
fracturing fluid into the wellbore with a pre-designed pumping rate, and record the
changes in pumping pressure and pumping rate during fracturing through the data
acquisition system. When the pressure curve of the computer acquisition system
window shows a sudden drop in pressure, it indicates that the sample has success-
fully fractured. Then continue to record the change rule of injection pressure with
injection displacement.

(6) Stop the pump to complete the test when the predetermined pumping volume is
reached. Then remove the sample from the triaxial stress loading chamber with a
lifting machine. Use a large cutting machine to cut the sample along the fracture
surface, observe and record the space coordinate position of the residual tracer trace
from the cutting surface, and determine the shape and extension direction of the
crack initiation.

To discuss the influence of natural fracture dip and horizontal stress difference on
fracture propagation, each group of experiments was set with the same rock sample size,
wellbore depth, and steel pipe size, only changing the three-dimensional principal stress,
the number of fractures, and natural fracture dip. The experimental design scheme was
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shown in Table 1. The natural fracture of each experimental sample was shown in Figure 3.
The pump rate is set to 30 mL/min in the fracturing experiment. Although temperature
changes can impact the structure of shale [31], the fracturing construction time is relatively
short, so the influence of temperature on crack propagation was ignored in the experimental
design of our work.
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3. Results and Discussion

The sample was broken by physical tools after the hydraulic experiment. The mor-
phology of hydraulic fractures in rock samples is recorded (Figure 4). Due to the staining
of the fracturing fluid, the hydraulic fracture morphology in the rock sample after the
fracturing experiment and the intrusion of the fracturing fluid into the natural fractures
can be clearly distinguished. As well, the fractures in the sample were redrawn with the
drawing software (Figure 5). Based on the redrawn fracture morphology, the propagation
mechanism of hydraulic fractures can be analyzed. As well, the influence of natural fracture
dip on fracture propagation is discussed.

Figure 4. Experimental sample after fracturing.

From the hydraulic fracture morphology of the above 14 sets of experiments, it is
obvious that hydraulic fractures do not pass through natural fractures in most cases. When
the inclination angle of natural fractures is 80◦, hydraulic fractures all pass through natural
fractures, such as P1-1, P1-2, P1-3, P4, and P5. When the inclination angle of the natural
fracture is 60◦, only the hydraulic fractures in the case of P2-1 pass through the natural
fracture. This result is in line with many current studies on the intersection of natural and
hydraulic fractures, where the larger the inclination angle of natural fractures, the easier it
is for them to pass through natural fractures [19]. However, there were many hydraulic
fractures in the experimental results that were not perpendicular to the minimum horizontal
principal stress set in the experiment. Tortuosity propagation of hydraulic fractures occurs
in the near-wellbore area. This indicates that there is a difference between the horizontal
principal stress and the pre-set principal stress during the experimental process. This is
caused by natural crack-induced stress and perforation hole stress, and the smaller the
inclination angle of the natural crack, the more the main stress is affected.

It is generally believed that the expansion of hydraulic fractures will be affected by
the maximum and minimum horizontal principal stress. The initiation and propagation of
hydraulic fractures are in the direction perpendicular to the minimum horizontal principal
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stress at the borehole. This phenomenon has also been confirmed in most large physical
simulation experiments without prefabricated fractures [32]. Under the influence of perfo-
ration and induced stress of natural fracture near-wellbore in this experiment, the initiation
and propagation mode of hydraulic fractures becomes very complex in our experiment. It
shows a near-wellbore distortion effect that is not completely controlled by the maximum
and minimum horizontal principal stress.

The hydraulic fracture morphology of shale is strongly influenced by natural frac-
tures [33]. The fractures perpendicular to the wellbore in P1–2 do not intersect with the
bottom of the well. First, the fractures parallel to the wellbore communicate with the
natural fractures, forming a large leak-off, and then the fracture initiates and propagates
from the natural fracture in the direction perpendicular to the wellbore. This phenomenon
shows that the fracture distortion effect influenced by complex natural fractures is only
effective in the near-wellbore position. After the fracture propagates far away from the
stress concentration area, the fracture propagation is controlled by triaxial principal stress
and conforms to the stress control theory. In the samples with only distorted fractures, such
as P2-2, P2-3, P3-1, P3-3, P8, etc., the fractures may propagate according to the mode of
crustal stress control after pumping for a period of time. When the natural fracture density
of the reservoir is high, there will be a large number of fractures with various dip angles
near the well. In this case, sand plugging is easy to form, and the amount of pre-fluid
needs to be increased. After the fracture perpendicular to the direction of the minimum
horizontal principal stress is fully expanded, a sand-adding operation can be carried out.

Figure 5. Cont.
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Figure 5. Fracture morphology after the experiment.

The permeability of hydraulic fractures has an extremely important impact on the
expansion of fractures. According to previous experimental results, under the maximum
and minimum horizontal principal stress differences (10, 15, and 20 MPa) set in this
experiment, the artificial fractures should completely pass through the natural fractures.
Under the experimental conditions in this paper, natural fractures are cemented and filled
again by cement, but the leak-off volume of fracturing fluid will increase significantly after
hydraulic fractures intersect with natural fractures. In the experimental results, only a few
of the natural fractures in the sample are not completely colored. The massive fracturing
fluid leak-off in natural fractures causes the artificial fractures to turn along the natural
fractures instead of passing through the natural fractures. It has greatly increased our
confidence in building artificial fracture networks in deep shale gas reservoirs.

When the natural fracture dip angle is greater than 80◦, hydraulic fractures easily
penetrate natural fractures, and the hydraulic fracture propagation direction is mainly
in the direction of the vertical minimum horizontal principal stress [34,35], such as P1-1,
P1-2, and P1-3. With the prefabricated natural fracture dip angle decreasing (from 80◦

to 60◦ and then to 40◦), the deflection degree of the maximum and minimum horizontal
principal stress directions increases. As well, the shape of the hydraulic fracture gradually
deviates from the control of maximum and minimum horizontal principal stresses. When
the natural fracture dip angle is 60◦, the fractures parallel to the wellbore direction appear
in experiments P2-2 and P2-3. When the natural fracture dip angle is 40◦, the fractures
parallel to the wellbore direction appear in the experiments of P3-1, P3-2, and P3-3.
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The stress-sensitive effect of natural fractures impacts the permeability of natural
fractures and the fracturing fluid leak-off in natural fractures. From the three groups
of experiments (P1-1P1-3, P2-1P2-3, and P3-1P3-3), it can be analyzed that the leak-off
volume of fracturing fluid in natural fractures gradually decreases with the increase of the
difference between the maximum and minimum horizontal principal stresses, as shown
in Figure 6. Especially when the difference between the horizontal principal stresses is
more than 20 MPa, the spread of fracturing fluid in the natural fracture will be strongly
inhibited, and only a part of the natural fracture area in the sample is stained. This is
because it is difficult to open natural fractures, making it difficult for fracturing fluid
to enter natural fractures under high stress. In the experiments of P4P8, the difference
between the maximum and minimum horizontal principal stress is 15 MPa. As well, leak-
off inhibition only occurs in the P6 sample. Therefore, in the fracturing construction of
deep shale gas wells, the fracturing fluid leak-off in natural fractures may be inhibited
when the maximum and minimum horizontal principal stress differences are greater than
20 MPa. This will impact the hydration fracture network and reduce the fracturing effect.
The permeability of natural fractures and matrix can be enhanced by corrosion filler [36],
which can promote the invasion of fracturing fluid in natural fractures and enhance the
complexity of the fracture network. Therefore, the effect of stimulation can be improved by
the corrosion of fracture-filling materials in fracturing construction.

Figure 6. Fluid intrusion in natural fractures.

The experiments of P4–P8 show hydraulic fracture initiation and propagation under
the influence of multiple groups of natural fractures. Comparing P4, P5, P6, and P7, it is
shown that hydraulic fractures are easier to pass through high-dip-angle fractures near
the wellbore. We assumed that the influence of a high dip angle fracture on horizontal
principal stress is not obvious, and hydraulic fractures are easier to crack and expand in the
non-dip mode. The experiments of P8 show that the maximum and minimum horizontal
principal stresses are deflected by horizontal natural fractures and high-angle fractures.
After the fracture initiated from the perforation hole, the horizontal fracture was directly
communicated along the minimum horizontal principal stress. After the natural fracture
was communicated, a large amount of leakage occurred, and the fracture almost no longer
propagated to the rest.
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4. Conclusions

In this work, 14 sets of fracturing experiments were completed by the real tri-axial
large-scale hydraulic fracturing initiation and propagation physical simulation system. By
observing the morphology of hydraulic and natural fractures in experimental rock samples,
we redrew the fracture morphology through software. Through the analysis of experimental
results, the influence of natural fracture dip on hydraulic fracture propagation is discussed.
The influence of natural fracture permeability on the propagation of hydraulic fractures
under different stress conditions is analyzed. This work also conducted an analysis and
discussion on the influencing factors of near-wellbore distortion propagation.

(1) The direction of triaxial principal stress will be deflected by the near-wellbore natural
fracture, which causes significant near-wellbore tortuosity propagation of hydraulic
fractures. As well, the deflection degree of the triaxial principal stress direction and the
probability of hydraulic fractures near-wellbore tortuosity propagation is negatively
correlated with the natural fracture dip angle.

(2) The influence of high-dip angle fracture on the maximum and minimum horizontal
principal stresses is not obvious. In this case, the propagation of hydraulic fracture
is also controlled by the three-dimensional principal stress. With the prefabricated
natural fracture dip angle decreasing (from 80◦ to 60◦ and then to 40◦), the deflection
degree of the maximum and minimum horizontal principal stress directions increases.
As well, the shape of the hydraulic fracture gradually deviates from the control of
maximum and minimum horizontal principal stresses.

(3) The hydraulic fractures will propagate in the direction controlled by triaxial stress
in the far-wellbore area after tortuously propagating. For reservoirs with natural
fractures, proppant in hydraulic fracturing should be added after the fractures are
fully expanded, and the amount of pre-fluid should be increased to prevent sand from
plugging in tortuous fractures.

(4) The stress-sensitive effect of natural fractures impacts the permeability of natural
fractures and the fracturing fluid leak-off in natural fractures. Natural fractures are
easily crossed by hydraulic fractures when their permeability is small. When the
difference between the horizontal principal stresses is more than 20 MPa, the spread of
fracturing fluid in the natural fracture will be strongly inhibited, and only a part of the
natural fracture area in the sample is stained. Therefore, enhancing the permeability
of natural fractures with corrosion fracture filler can increase the complexity of the
fracture network.
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Abstract: In high-temperature wells, annular pressure buildup (APB) caused by temperature increase
is a widespread phenomenon in production, especially in offshore thermal recovery wells. It increases
the load on the tubing and casing and consequently threatens the wellbore integrity. Hence, research
on casing safety evaluation and APB management has great significance for field production. In this
paper, the tubing and casing safety evaluation and APB limit determination methods are presented
considering the effect of thermal stress and APB. Based on the case study of an offshore thermal
recovery well, an APB-management chart and the recommended optimal range of APB are provided.
Finally, an analysis of three commonly used mitigation methods is presented. The effect and the
recommended parameters of these mitigation methods are further discussed. The research results
show that the thermal stress and APB phenomena affect the stress distribution of the casing and may
bring great danger to the wellbore integrity. Maintaining the APB in the safety range is necessary
for field production. It is recommended that the annular pressure be kept below the critical value
given in this paper. Injecting nitrogen in annulus A and installing rupture disks are both effective
methods to improve casing safety. In the case study, the APB decrease percentage is more than 75%
when nitrogen is injected in annulus A. However, the nitrogen pressure, the rupture pressure and the
installation depth of the rupture disk need to be determined via casing safety evaluation. The effect
of optimizing the steel grade and thickness of the tubing and casing is not significant. They can be
used as assistance methods when other mitigation methods are adopted.

Keywords: high-temperature well; casing safety; annular pressure buildup; offshore thermal recovery
well; pressure management

1. Introduction

With the increase in drilling depth and the exploitation of offshore oil and gas, the
problem of high-temperature well production is becoming more and more prominent. As an
unconventional fossil resource produced by high-temperature wells, heavy oil is considered
to be a significant source of world oil and gas growth [1]. In Bohai Bay, China, 50.4% of
total offshore oil reserves are heavy oil [2]. Most of the offshore heavy oil reservoirs are
exploited via the thermal recovery method [3] (mostly is steam or thermal fluid injection).
In the later process of steam injection, wellbore temperature reaches the maximum, leading
to the riskiest situation [4]. The temperature increase of strings and annulus fluid is caused
by heat transfer and it may increase the annular pressure, which is known as the annular
pressure buildup (APB) phenomenon [5]. The annuli between the casings are defined
as “A”, “B” and “C” from the inside out. The wellbore structure is shown in Figure 1.
APB is a serious problem in high-temperature well production and has been widespread
internationally. It may cause casing failure or destroy wellbore integrity, and further lead
to significant safety accidents and economic loss [4,5]. The casing collapsed due to APB
in the well Pompano A-31 in the Gulf of Mexico [6]. APB also resulted in a casing failure
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in the Marlin A-2 well [7,8]. APB in the A annulus can be released through the surface
equipment in most onshore and offshore wells. However, the release may not be possible
in outer annuli in subsea wells because of the wellhead limits [9]. Therefore, research on
casing safety evaluation and APB limit determination has great engineering significance
and is favorable for maintaining wellbore integrity and ensuring the efficient development
of the heavy oil [10].
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Many scholars have researched APB prediction and casing failure. Considering the
coupling effect of pressure and volume, a mathematical model for calculating APB was
derived by Oudeman et al. [11,12]. Liu et al. [13] developed an APB prediction model that
could be used for offshore wells. Yin et al. [14] further optimized the model by taking the
variance of the physical parameters into account. Hasan et al. proposed a semi-steady state
temperature prediction method of the wellbore and annulus fluid [15]. A higher production
rate will cause higher APB [16]. Wang et al. proposed a novel prediction model to predict
the APB in an annulus with gas and liquid. They also conducted physical experiments
to further analyze the effect of the dissolved gas and cement on APB [17,18]. Xu et al.
analyzed the causes of the casing damage that occurred in Du 84. The effect of several
prevention measures was also discussed in their work [19]. Liu et al. analyzed the casing
fatigue in thermal recovery wells through numerical simulations. Then four fatigue life
models were adopted to analyze the casing fatigue life based on a field case [20]. Gao
considered the effect of temperature on casing properties and the triaxial thermal stresses
in the casing were calculated [21]. Liang analyzed the casing thermal stress and wellhead
growth phenomenon. The cement level was further optimized to reduce the casing thermal
stress [22]. Ferreira et al. evaluated the application of vacuum insulated tubing (VIT) and
its effect on APB. The optimal installation length and position of the VIT are also given in
their paper [23].

Scholars have also researched the mitigation of APB [24], including the following:

• Well structure: make the top of cement (TOC) below the previous casing shoe; full
cementing; liner cementing [25];
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• String materials: casing covered with compressible material [26]; optimization of
casing size and steel grade [27]; vacuum insulated tubing [23];

• Equipment: rupture disk [28]; unidirectional pressure control tool;
• Technological measures: injecting N2 or compressible liquid into annuli [29]; adopting

foam spacer.

However, each of the above methods has its limits and application range. Design-
ing appropriate operating parameters for these methods is an important job. Safety and
economy must both be considered. The casing safety evaluation and the APB limit deter-
mination are prerequisites and essential for the design of mitigation methods. However,
there is a lack of research on tubing and casing safety evaluation under high-temperature
conditions. APB limit determination and management are also important topics that need
to be studied urgently.

In this work, considering the thermal stress, the safety of the casing under APB
is evaluated based on APB prediction. Then a method of APB limit determination is
proposed through a case study of an actual offshore well and APB-management charts
and the recommended range are provided. Furthermore, three commonly used mitigation
methods are analyzed and operation parameters are also recommended in this work. It is
hoped that this work could provide help for the engineering design of APB management
and mitigation.

2. APB-Prediction Model

According to the equation of state, fluid pressure is the function of volume, tempera-
ture and mass. Therefore, the relationship of the pressure change, the temperature change
and the volume change of the annular fluid is established to achieve the APB value. When
the annulus is sealed, the equation is expressed as follows [17,18]:

∫ Tf in

Tini

aisobdT −
∫ Pf in

Pini

kisotdP = ln
(Vf in

Vini

)
(1)

where 



Vf in = Vini + ∆Vf
∆Vf = ∆Visob + ∆Visot
∆Vann = ∆Vf

(2)

The isobaric thermal expansion coefficient and isothermal compression coefficient
vary with the temperature and pressure of the fluid. Hence, they can be rewritten as:

aisob = f (P, T)
kisot = g(P, T)

(3)

The function can be fitted with experimental data or calculated with the equation of
state [23,28]. In this work, the function is obtained from experimental data fitting [30]. The
equations are shown in Equations (4) and (5).

αisob =
p11 + p12T + p13T2 + p14T3 + p15P + p16P2

1 + p17T + p18P
(4)

kisot =
p21 + p22T + p23T2 + p24P
1 + p25T + p26P + p27P2 (5)

From Equation (2), the volume change of the annular fluid includes two parts. The
first part is the volume change caused by isobaric thermal expansion. The second is the
volume change caused by isothermal compression. When the annulus is sealed, the volume
change of the annular fluid is equal to the annular volume change. The annular volume
change can be obtained as follows [29].
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(1) Radial displacement of the casing caused by thermal expansion [31]:

ut = (1 + 2µ)αr∆Tr (6)

(2) Radial displacement of the casing caused by internal and external pressures [31]:

up =
1 + µ

E
(
r2

o − r2
i
)
[
− r2

i r2
o(Po − Pi)

r
+ (1− 2µ)

(
Pir2

i − Por2
o

)
r

]
(7)

The volume change of the annulus is:

∆Vann = π
∫ L

0

[(
ro + ut + up

)2 −
(
ri + ut + up

)2 −
(

r2
o − r2

i

)]
dz (8)

The fluid mostly consists of liquid and gas. The volume change of the liquid can be
obtained from Equation (1) and the volume change of the gas can be obtained from the
equation of state as follows [32]:

P =
RT

ṽ− b
− aca

ṽ2 + 2bṽ− b2 (9)

where
a =

[
1 + m

(
1− T0.5

r
)]2 ac = 0.457235R2T2

c /Pc
m = 0.374640 + 1.54226ω− 0.26992ω2 b = 0.077796RTc/Pc

Hence, the annular pressure can be found through the process shown in Figure 2.
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3. Tubing and Casing Safety Evaluation
3.1. Tubing and Casing Safety Evaluation

To determine the limit of APB, it is necessary to first conduct a safety evaluation of
the tubing and casing. Due to the high temperature and the constraint of the wellhead, the
thermal stress caused by temperature has a great effect on the casing stress distribution.
Hence, the casing stress consists of the thermal stress and the stress caused by internal and
external pressure. The casing stress is shown in Figure 3.
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Figure 3. The casing stress.

According to the elastic mechanics, the stress caused by pressure and temperature can
be obtained as follows [33]:
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The pressure on the casing can be calculated with the following equations.
{

Pi = ∆Pi + g
∫ H

0 ρi cos θdz
Po = ∆Po + g

∫ H
0 ρo cos θdz

(12)

Hence, the total casing stress can be written as:
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The von Mises criterion is used in this work to conduct the casing stress check and
evaluate casing safety [31]. The von Mises stress equation is shown in Equation (14). The
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safety factor is shown in Equation (15). When the total stress on the casing exceeds the
yield strength, casing failure may occur.

σMises =

√
2

2

√
(σr − σθ)

2 + (σθ − σz)
2 + (σz − σr)

2 ≤ Yp (14)

S =
σMises

Yp
(15)

Once the temperature distribution of the wellbore and the APB in annuli are obtained,
the casing stress can be calculated via Equations (10) and (11). Then the safety factor of the
casing at different depths can be found with Equation (15).

3.2. APB Limit Determination

The APB limit is the maximum or minimum allowable APB that does not cause casing
damage. Therefore, the APB limit can be determined by combining the casing safety-
evaluation method and the APB-prediction model. The key is to determine the minimum
pressure difference when casing collapse or burst occurs. The process of the determination
of the APB limit is shown in Figure 4.
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Through the process in Figure 4, the APB upper and lower limit values could be
determined. Keeping the annular pressure in the allowable range could ensure the safe
production of high-temperature wells with APB and avoid unnecessary economical loss.
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4. Application and Discussion
4.1. Case Study

The case study is based on the parameters of a field offshore vertical well. Wellbore
structure is demonstrated in Figure 1. The mudline depth is 148 m and the well depth is
1850 m. The depth of the packer is 1712 m. To reduce heat loss, vacuum insulated tubing
(VIT) is used. The casing program parameters are shown in Table 1. The input data used
for calculation are shown in Table 2.

Table 1. Casing program parameters.

Casing Program Outer Diameter (mm) Thickness (mm) Depth (m) TOC (m)

Conductor 914.4 38.1 218 -
Surface casing 508.0 12.7 867 0

Intermediate casing 339.7 12.3 1263 651
Production casing 244.5 11.9 1850 1050
Production tubing 88.9 6.5 1850 -

Table 2. List of input data for modeling.

Parameters (Units) Values

Geothermal gradient (◦C/m) 0.03
Steam temperature at wellhead (◦C) 250

Mudline temperature (◦C) 4
Steam injection rate (t/d) 110
Steam injection time (d) 10

Tubing thermal conductivity (W/(m·◦C)) 0.1
Casing thermal conductivity (W/(m·◦C)) 40

Elasticity modulus of casing (GPa) 210
Poisson’s ratio of tubing and casing 0.3

Poisson’s ratio of cement 0.15
Isobaric expansion coefficient of tubing and casing (◦C−1) 0.000012

Isobaric expansion coefficient of cement (◦C−1) 0.00001

In this case, the wellbore temperature distribution was calculated with the semi-steady
state temperature prediction model [15], which is commonly used in wellbore temperature
prediction. The temperature distribution of this well is shown in Figure 5.

Processes 2023, 11, x FOR PEER REVIEW 8 of 21 
 

 

 
Figure 5. The wellbore temperature distribution. 

From Figure 5, the heat transfers from the tubing to the outside and it increases the 
temperature around the wellbore. This is the essential cause of the APB problem and the 
thermal stress of the casing. The temperature of the steam is also decreased by heat dissi-
pation when it arrives at the bottom of the well. In this well, the steam temperature de-
creases from 250 °C to 176 °C, while 29.6% of the heat is lost. Hence, control of the heat 
dissipation in the thermal recovery well is of great importance. Using high-quality vac-
uum insulated tubing (VIT) or heat-insulated spacer fluid can not only ensure the effi-
ciency of heavy oil recovery but also reduce the risk of APB. 

The APB in three annuli is calculated under the temperature distribution. The casing 
safety evaluation is conducted and the APB limit is also determined accordingly. The APB 
results are shown in Table 3. 

Table 3. APB calculation results. 

Annulus Average Temperature Increment (°C) APB (MPa) 
A 105.12 140.88 
B 77.42 63.23 
C 61.65 28.37 

The casing safety evaluation results are shown in Figure 6. 

Figure 5. The wellbore temperature distribution.

147



Processes 2023, 11, 1915

From Figure 5, the heat transfers from the tubing to the outside and it increases the
temperature around the wellbore. This is the essential cause of the APB problem and
the thermal stress of the casing. The temperature of the steam is also decreased by heat
dissipation when it arrives at the bottom of the well. In this well, the steam temperature
decreases from 250 ◦C to 176 ◦C, while 29.6% of the heat is lost. Hence, control of the heat
dissipation in the thermal recovery well is of great importance. Using high-quality vacuum
insulated tubing (VIT) or heat-insulated spacer fluid can not only ensure the efficiency of
heavy oil recovery but also reduce the risk of APB.

The APB in three annuli is calculated under the temperature distribution. The casing
safety evaluation is conducted and the APB limit is also determined accordingly. The APB
results are shown in Table 3.

Table 3. APB calculation results.

Annulus Average Temperature Increment (◦C) APB (MPa)

A 105.12 140.88
B 77.42 63.23
C 61.65 28.37

The casing safety evaluation results are shown in Figure 6.
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Figure 6 presents the casing stress and safety factors. The safety factors of tubing and
production casing are less than 1.0, which means damage risk. The dangerous point of the
tubing is at the bottom. This is because the external pressure increases with the increasing
depth. However, the dangerous point of the production and intermediate casing is around
the mudline. This is due to the great temperature difference between the heated fluid and
the surrounding environment.

In accordance with the safety-evaluation method of tubing and casing, the APB limits
can be obtained as shown in Figure 7.
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In Figure 7, the green shaded area is the safety zone; it can be seen that keeping
the annular pressure in this range could ensure the safety of the casing and the wellbore
integrity. The upper and lower limit value is the maximum and minimum allowable
annular pressure. It may bring a great risk of damage to the casing if the annular pressure is
in the dangerous zone. Hence, maintaining the pressure in the safety zone is necessary and
the pressure beyond the upper limit or below the lower limit value is strictly prohibited in
field production.

To provide better guidance for APB management, the recommended optimal range of
annular pressure is given in Figure 8 in accordance with the APB limit analysis. The lower
limit value is set as 0 MPa, which makes the critical value lower than the upper limit value.
This is more appropriate for field pressure management and the casing safety is more fully
guaranteed. When the pressure is beyond the critical value, it may bring damage to the
casing on one side but this is not inevitable. The more the pressure exceeds the critical
value, the greater the probability of casing failure.
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It is important to note that the critical value of APB in annulus B is lower compared to
other annuli. Hence, the management of APB in annulus B is more important considering
that pressure release in annulus B is more difficult.

In the field operation of this well, the annular pressure should be kept below the critical
value in Figure 8. If the pressure of an annulus exceeds the critical value in some cases, the
adjacent annular pressure should be controlled strictly according to the management chart
in Figure 7.

4.2. Analysis of the Mitigation Methods
4.2.1. Nitrogen or Foam Injection

In some thermal recovery wells, nitrogen is injected into annulus A for thermal
insulation and to reduce heat loss [34]. In the well in the case study, the fluid in annulus A
is fully replaced by nitrogen with 20 MPa. The temperature distribution when the annulus
A is filled with nitrogen is shown in Figure 9.
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The average temperature increment and APB in each annulus are presented in Table 4.

Table 4. APB calculation results when annulus A is filled with nitrogen.

Annulus Average Temperature Increment (◦C) APB (MPa) APB Decrease Percentage

A 111.54 32.71 76.78%
B 16.95 5.97 90.56%
C 13.06 2.59 90.87%

When annulus A is filled with nitrogen, the temperature of the steam at the bottom
increases from 176 ◦C to 234 ◦C. This means 78.38% of the heat loss is avoided. The average
temperature increment in annulus A increases from 105.12 ◦C to 111.54 ◦C, while that
in annulus B and C decreases to 16.95 ◦C and 13.06 ◦C. The heat insulation property of
nitrogen ensures the high temperature of the steam. Meanwhile, the APB in each annulus
undergoes a large decrease and the decrease percentages are all more than 75% because of
the good compression property of the nitrogen.

The casing safety evaluation results are shown in Figure 10.
In Figure 10, the safety factors of tubing and casing increase significantly with the

nitrogen in annulus A. The dangerous point of production casing changes to the bottom
and that of tubing changes to the wellhead. This is because the external pressure on the
tubing and the thermal stress of the casing decrease. According to the management chart in
Figures 7 and 8, the APB in each annulus is all in the safety zone and the wellbore integrity
is guaranteed. It is concluded that injecting nitrogen into annulus A is an effective method
to improve casing safety.

To maintain tubing and casing safety, the nitrogen injection pressure is optimized. The
optimization results are shown in Figure 11.
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With the increase in nitrogen pressure, the tubing and casing stress increases and
the safety factor decreases. Failure may occur on tubing and production casing when the
nitrogen pressure is more than 52 MPa and 65 MPa, respectively. Hence, the nitrogen
pressure should be kept below 52 MPa and as low as possible.

4.2.2. Selection of the Rupture Disk

The rupture disk is a device that ruptures under a certain pressure difference. It is
often installed on the casing string. When it ruptures, the adjacent annuli are connected
and fluid mass exchange occurs. The pressure difference on the casing is eliminated and
the external and internal pressure become equal. In this work, the selection of rupture
pressure of the rupture disk and its maximum installation depth are both analyzed. The
rupture pressure of the disk is as follows:

Casing failure mainly involves collapse and burst. To avoid both accidents, the safe
pressure in Equation (16) is the minimum pressure difference when the casing collapses
and bursts. The minimum allowable pressure difference of the casing is shown in Figure 12.

Pwork ≤ Prup ≤ Psa f e (16)
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To avoid casing failure, the rupture pressure is set at 80% of the minimum allowable
pressure difference of the casing. The maximum rupture pressure of the disk for the
different casing is shown in Table 5.
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Table 5. Maximum rupture pressure of the disk.

Casing Maximum Allowable Pressure Difference
of the Casing (MPa) Maximum Rupture Pressure of the Disk (MPa)

Production casing 66.8 53.4
Intermediate casing 48.9 39.1

In the production of the well in the case study, the maximum work pressure is 20 MPa
and the design safety coefficient of the minimum rupture pressure is 1.2. The rupture
pressure of the disk should be 24 MPa–53.4 MPa for the production casing and 24 MPa-
39.1 MPa for the intermediate casing. For this well, a rupture disk with 27.6 MPa (4000 psi)
or 34.5 MPa (5000 psi) rupture pressure is appropriate.

The maximum installation depth of the rupture disk can be calculated as follows:

Hrup =
Prup − CsPwork

|∆ρ|·g (17)

The maximum installation depth of the rupture disk is shown in Figure 13.
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With an increase in the density difference between the fluid in adjacent annuli, the
maximum installation depth of the rupture disk decreases. When the density of the annular
fluid is 1000 kg/m3 and one of the annuli is fully empty, the maximum installation depth is
only 363.3 m for 27.6 MPa rupture disk and 1066.3 m for 34.5 MPa rupture disk. Hence, the
34.5 MPa rupture disk is recommended in this well.

To conclude, the rupture disk should be selected according to the casing safety evalua-
tion and Equation (16). It is also necessary to install the rupture disk above the maximum
installation depth and as close to the wellhead as possible.

4.2.3. Optimization of the Casing Grade and Thickness

Adopting appropriate casing is also a convenient and economical method to protect
wellbore integrity. In this work, a safety evaluation of tubing and casing with different steel
grades and thicknesses is conducted.

The steel grade determines the yield strength of the tubing and casing and accordingly
affects the wellbore integrity. Thickness affects the stress distribution of the casing and its
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safety. Based on the well parameters in the case study, the safety evaluation results of the
tubing and casing of different steel grades and thicknesses are shown in Figure 14.
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As shown in Figure 14a, the casing steel grades with high yield strength have higher
safety factors. The safety factors of tubing and casing are all greater than 1 if the grade
TP155V is adopted. However, the safety factor of oil tubing is only 1.03, which means a
very small margin of safety is left. Hence, just optimizing the grade of tubing and casing is
not enough to ensure wellbore safety. It is necessary to adopt other mitigation methods.

From Figure 14b, the safety factor increases with the increase of the thickness. The
minimum thickness that could ensure the tubing safety is 12 mm. For production and
intermediate casing, it is 13 mm and 8 mm. This is because the pressure on the intermediate
casing is less than that on production casing and oil tubing, which means a thinner thickness
is enough to bear the load. Meanwhile, with the increase in the thickness, the increase in the
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safety factor becomes slower. This means the effect of increasing thickness on improving
tubing and casing safety decreases gradually. Hence, the thickness should be more than
13 mm if other mitigation methods are not implemented.

To conclude, optimizing the steel grade and thickness of the tubing and casing has a
weaker effect compared to other APB-mitigation methods. Selecting a thicker casing with
high steel grade could contribute to ensuring the safety of the wellbore. The priority of the
selection of these two parameters depends on the economic cost.

5. Conclusions and Suggestions

(1) Based on the APB-prediction model proposed, the casing safety evaluation and APB
limit determination methods of the high-temperature wells are presented in this work.
Research shows that the APB phenomena and the thermal stress caused by high
temperature affect the stress distribution of the casing and may bring great danger to
the wellbore integrity.

(2) The establishment method of the APB-management chart and the recommended
optimal range are given in the case study. Maintaining the annular pressure in the
safety zone is necessary in field production. The annular pressure should be kept
below the critical value recommended in this work. If the pressure in an annulus
exceeds the critical value, the adjacent annular pressure should be controlled strictly
according to the APB-management chart.

(3) Nitrogen injection in annulus A is an effective method to improve casing safety. The
heat insulation and compression properties of nitrogen ensure the high temperature
of the steam and reduce the APB in each annulus. The APB decrease percentage is
more than 75% in the case study. With the increase in the nitrogen pressure, the safety
factors of the tubing and casing decrease. The nitrogen pressure should be controlled
below the maximum allowable pressure obtained from casing safety evaluation.

(4) When the rupture disk is installed on the casing, its rupture pressure should be
between the maximum operating pressure and the minimum casing safety pressure,
and the safety margin is recommended because of the pressure surge. Its maximum
installation depth also needs to be determined according to the density of the annular
fluid. In the case study, the maximum installation depth of 27.6 MPa rupture disk is
only 363.3 m, so the 34.5 MPa rupture disk is recommended.

(5) The effect of optimizing the steel grade and thickness of the tubing and casing is
not significant. They can be used as assistance methods when other mitigation
methods are adopted. Selecting a thicker casing with high steel grade could contribute
to ensuring the safety of the wellbore. The priority of the selection of these two
parameters depends on the economic cost.
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Nomenclature

Tini initial annular temperature (K)
Tf in final annular temperature (K)
αisob isobaric thermal expansion coefficient of the annular fluid (1/K)
T annular fluid temperature (K)
Pini initial annular pressure (MPa)
Pf in final annular pressure (MPa)
Kisot isothermal compressibility of the annular fluid (1/MPa)
P annular fluid pressure (MPa)
Vf in final volume of the annular fluid (m3)
Vini initial volume of the annular fluid (m3)
Vf in volume change of the annular fluid (m3)
∆Visob volume change of the annular fluid caused by isobaric thermal expansion (m3)
∆Visot volume change of the annular fluid caused by isothermal compression (m3)
∆Vann volume change of the annulus (m3)
p11 fitting coefficient, p11 = −2.4475× 10−5

p12 fitting coefficient, p12 = 8.3417× 10−6

p13 fitting coefficient, p13 = −3.9802× 10−8

p14 fitting coefficient, p14 = 5.4896× 10−11

p15 fitting coefficient, p15 = 1.1241× 10−5

p16 fitting coefficient, p16 = −2.4564× 10−8

p17 fitting coefficient, p17 = −3.1943× 10−3

p18 fitting coefficient, p18 = 9.1821× 10−3

p21 fitting coefficient, p21 = 6.1393× 10−4

p22 fitting coefficient, p22 = −4.6437× 10−6

p23 fitting coefficient, p23 = 1.4114× 10−8

p24 fitting coefficient, p24 = 3.1346× 10−6

p25 fitting coefficient, p25 = −2.6949× 10−3

p26 fitting coefficient, p26 = −3.1586× 10−3

p27 fitting coefficient, p27 = 1.9188× 10−4

ut casing deformation caused by thermal expansion (m)
µ Poisson’s ratio of the casing
α linear expansion coefficient of the casing (1/K)
r radius of calculation position (m)
∆Tr temperature change at the calculation position (◦C)
up casing deformation caused by internal and external pressure (m)
E elastic modulus of the casing (MPa)
ri inner radius of the casing (m)
ro outer radius of the casing (m)
Pi inner pressure of the casing (MPa)
Po external pressure of the casing (MPa)
L length of the annulus (m)
z well depth (m)
R gas constant (J·mol−1·K−1), R = 8.314 J·mol−1·K−1
∼
v gas molar volume (m3)
Pr reduced pressure, Pr = P/Pc
Tr reduced temperature, Tr = T/Tc
Pc critical pressure (MPa), Pc = 3.394 MPa for nitrogen
Tc critical temperature (K), Tc = 126.15 K for nitrogen
ω Pitzer’s acentric factor, ω = 0.045 for nitrogen
σP

r radial stress caused by pressure (MPa)
σP

θ circumferential stress caused by pressure (MPa)
σP

z axial stress caused by pressure (MPa)
F hanging force (10−6 N)
G gravitational force (10−6 N)
σT

r radial thermal stress (MPa)
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σT
θ circumferential thermal stress (MPa)

σT
z axial thermal stress (MPa)

K the ratio of the outer radius to the inner radius
Kr the ratio of the outer radius to the radius of the calculation position
∆Tw the temperature difference between the inside and outside walls of the casing (◦C)
∆Pi annular pressure buildup in the inner annulus (MPa)
∆Po annular pressure buildup in the outer annulus (MPa)
ρi density of inner annular fluid (kg/m3)
ρo density of outer annular fluid (kg/m3)
θ wellbore inclination angle (kg/m3)
σr total radial stress (MPa)
σθ total circumferential stress (MPa)
σz total axial stress (MPa)
σMises von-Mises stress (MPa)
Yp yield strength of the casing (MPa)
S safety factor
Pwork operation pressure in the production (MPa)
Prup rupture pressure (MPa)
Psa f e the minimum casing safety pressure (MPa)
Cs design safety coefficient
∆ρ density difference between the fluid in the inner and outer annuli (kg/m3)
g gravitational acceleration (m/s2)
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Abstract: The Gulong shale oil reservoir is situated in freshwater to slightly saline lacustrine basins
mainly consisting of a pure shale geological structure, which is quite different from other shale
reservoirs around the world. Currently, the development of Gulong shale oil mainly relies on
hydraulic fracturing, while the subsequent shut-in period for imbibition has been proven to be an
effective method for enhancing shale oil recovery. To clarify the characteristics of the fluid occurrence
space and the variation in the fluid occurrence during saltwater imbibition in Gulong shale, this
paper carried out porosity and permeability tests on Gulong shale cores and analyzed the fluid
occurrence space characteristics and imbibition oil recovery based on nuclear magnetic resonance
(NMR). In the porosity and permeability tests, T2 distributions were used to correct the porosity
measured by the saturation method to obtain the NMR porosity. Combined with the identification of
fractures in shale cores using micro-CT and the analysis of porosity and permeability parameters,
it was found that the permeability of the shale cores was related to the development of fractures in
the shale cores. Through the testing and analysis of T1-T2 maps of the shale cores before and after
saturation with oil, it was found that the shale mainly contained heavy oil, light oil, and clay-bound
water, and they were distributed in different regions in the T1-T2 maps. Finally, the T1-T2 maps of
the shale cores at different imbibition stages were analyzed, and it was found that saltwater mainly
entered the minuscule inorganic pores of clay minerals during the imbibition process and squeezed
the larger-sized inorganic pores containing light oil through the hydration expansion effect, thus
expelling the light oil from the shale core and achieving the purpose of enhanced oil recovery.

Keywords: nuclear magnetic resonance; shale oil; occurrence space characteristics; imbibition

1. Introduction

With the increasingly growing demand for oil and gas resources worldwide, uncon-
ventional oil and gas resources are becoming increasingly important in the global energy
supply against the backdrop of a sustained consumption of oil and gas resources and a
a gradual decrease in newly discovered conventional oil and gas reserves [1]. In recent
years, with the sustained exploration of the Songliao Basin by the Daqing Oilfield, the
huge development potential of Gulong shale oil has been gradually tapped [2,3]. Gulong
shale oil is located in the Songliao Basin in Daqing, China, and is situated in sedimentary
deposits of freshwater to slightly brackish water lake basins. Its main body is a pure shale
geological structure [4–6]. Gulong shale exhibits significant differences from other shale
reservoirs around the world in terms of its rock composition, physical properties, oil con-
tent, and shale oil mobility [7,8]. The reservoir space of Gulong shale is mainly composed
of matrix pores and bedding fractures, with the main types of pores being organic matter
pores, dissolution pores, and interlayer pores of clay minerals. The nanoscale pore–throat
system controlled by the horizontal bedding greatly improves the physical properties of
the reservoir. Under the confining pressure conditions, the horizontal permeability ranges
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from 0.011 to 1.620 × 10−3 µm2, with an average of 0.580 × 10−3 µm2. Gulong shale is
mainly composed of clay felsic shales, with an average clay mineral content of 35.6%. The
predominant clay mineral in Gulong shale is illite accompanied by a minor amount of
chlorite [9–11].

To evaluate the oil-bearing characteristics of Gulong shale, previous studies have
conducted NMR experiments. NMR is a non-destructive testing method that can accurately
characterize the pore size distribution characteristics within the entire pore scale of a core
through T2 spectra. Shale porosity can be measured quickly and simply by weighing or
NMR testing [12,13]. NMR porosity measurement is conducted to measure the T2 signal
amplitude of a shale core saturated with a single-phase fluid, compare it with a standard
rock sample, and finally calculate the NMR porosity. However, it should be noted that both
the weighing method and NMR method require oil washing operations on the core, which
will undoubtedly cause damage to the organic pores of the shale. Otherwise, pseudo-solid
protons (bitumen, kerogen, and structural water) in shale cores also have NMR T2 signals
and can also affect porosity measurements [14]. Many scholars have carried out research on
NMR porosity correction [15,16], and Kausik et al. [17] found that the T2 signal of pseudo-
solid protons is very short and usually less than 0.1 ms, which inspired us to measure
signals with T2 > 0.1 ms to avoid the influence of pseudo-solid protons. T2-D maps or
T1-T2 maps can distinguish the different types of fluids in a core [18–21]. Habina et al. [22]
analyzed the T1-T2 maps and T2 distributions of water and kerogen in different clay
minerals and shale cores and found that hydroxyl groups from crystallographic lattices
in clay minerals also showed up on the two spectra, which meant that the total NMR
porosity was larger than the actual porosity due to the T2 signal of the hydroxyl group
from the crystallographic lattice. Liu et al. [23] used T1-T2 maps to analyze the signals
of organic matter, water, light hydrocarbons, and hydroxyl compounds in Gulong shale,
which clarified the oil saturation and movable oil saturation of the shale. However, the
preservation process of the core before testing may inevitably result in the volatilization
of light hydrocarbons, which has a certain impact on the results. Pang et al. [24] used T2
distributions and T1-T2 maps to analyze the pore size distribution and fluid composition
in Gulong shale. However, their focus was mainly on the impact of fractures on the oil
saturation and fluid mobility, and their study did not provide a detailed classification of
other fluids. In addition, Wei [25], Yan [26], and Li [27] have applied NMR technology to
study the oil saturation, the sensitivity of the pore structure to external fluids, and other
characteristics of Gulong shale, respectively, achieving new insights into Gulong shale and
demonstrating the feasibility and effectiveness of NMR technology in shale analysis.

Currently, the main method of production for Gulong shale oil is hydraulic fracturing,
which yields light, high-quality crude oil with a low density and viscosity [28]. During
the shut-in period of the reservoir, a significant improvement in shale oil production
could be achieved through the mechanism of imbibition [29]. There is currently limited
research on the imbibition of Gulong shale. Wu et al. [30] studied the imbibition and
enhanced oil recovery effects of an emulsion system in Gulong shale, and the washing
oil efficiency of imbibition could reach 54.6%. Liu et al. [31] conducted a spontaneous
imbibition experiment on Gulong shale cores and found that the oil recovery tended to
stabilize after 100 h. The above studies indicate that imbibition is an important method of
improving the recovery of shale oil. However, the oil–water displacement process during
the imbibition of Gulong shale is not clear yet, and the variation in the fluid distribution in
different pore sizes of shale under imbibition requires further study.

To analyze the occurrence space characteristics of different fluids, especially the oil
phase, and the variation in the fluid distribution in cores during the imbibition process, this
paper intended to conduct relevant research using NMR technology. First, conventional
core experiments were carried out to analyze the porosity and permeability characteristics
and fracture development of Gulong shale core samples. To avoid damaging the organic
pores of the shale by washing oil, dry rock samples that had not been treated in any way
were directly saturated with kerosene, and the porosity measured by the saturation method

161



Processes 2023, 11, 1678

was corrected to obtain the NMR porosity based on the T2 distribution values of the cores
before and after oil saturation. Next, by measuring and analyzing the T1-T2 maps of the
shale cores before and after oil saturation, the occurrence space characteristics of the fluids in
the shale, especially the oil phase, were studied. Finally, a saltwater imbibition experiment
was performed on the shale cores, and the variation in the fluid distribution during the
imbibition process was studied and analyzed by T1-T2 maps at different imbibition times.

2. Experiment Apparatus and Materials
2.1. Experiment Apparatus

In this experiment, the gas permeability of Gulong shale cores was measured using
PDP-200 pulse decay permeameters which was from Core Lab in Houston, TEX, USA. The
permeability measurement range of the apparatus was 10−5–10 mD, and the maximum
confining pressure of the core holder could reach 70 MPa, which could simulate the
overburden pressure of most oil and gas reservoirs and meet the requirements of this
experiment. The dry shale samples form Gulong shale were saturated with kerosene
using a conventional saturation device. By comparing the difference in the weight and T2
spectrum signal value of the cores before and after saturation with oil, the accurate porosity
of the shale was calculated. A SPEC-023 nuclear magnetic resonance flow experiment
analyzer from SPEC Co. in Beijing, China was used to measure the T2 distributions and
T1-T2 maps of the Gulong shale cores in the dry and saturated oil states. The magnetic field
frequency of the instrument was 9.38 MHz, and the experimental parameters were set as
follows: sampling interval of 1 us, echo number of 1024, echo time of 120 us, waiting time of
2500 ms, TIMin of 100 us, and TIMax of 1.5 s. It should be noted that the echo time that was
set to 120 us was carefully adjusted to ensure that the T2 values of the measured fluid were
all greater than 0.1 ms to avoid interference from pseudo-solid protons. A conventional
imbibition bottle was used to conduct the shale imbibition experiments after saturation
with oil.

2.2. Experiment Materials

Three pieces of dry Gulong shale cores are shown in Figure 1, with the top and bottom
surfaces left exposed and the side of the cylindrical cores wrapped in thermoplastic tubing
to protect the shale cores from breaking. Kerosene was used to saturate the dry rock cores.
KCl solution was used for conducting the imbibition experiments on the Gulong shale cores
saturated with oil. The salinity of the KCl solution was 6000 ppm, which was consistent
with the salinity of the fluid in a shale reservoir in Daqing.
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3. Experimental Principle and Method
3.1. Experimental Principle

The main principle of 1D NMR can be described by the following equation:

1
T2a

=
1

T2b
+ρ

s
v

(1)

where T2b is the intrinsic relaxation time of the fluid, ms; T2a is the measured apparent
relaxation time in the shale core, ms; ρ is the surface relaxation rate of the fluid in the pore,
m/s; and s

v is the surface-area-to-volume ratio of the fluid in the pore, µm−1, which is
inversely proportional to the pore size.

For fluids with a long intrinsic relaxation time, T2b, such as water and light oil,
1

T2b
� ρ s

v , and T2a is mainly determined by ρ s
v , so the 1D NMR spectrum could reflect the

distribution of the fluids in the internal pores.
Conventional cores need to be cleaned and dried before measuring their permeability

and porosity. However, shale cores differ from conventional cores. Organic matter in shale,
such as kerogen, can dissolve in the organic solvent used for cleaning, which can cause
irreversible damage to the organic pores in the shale if cleaned. However, without prior oil
washing, the saturation method cannot accurately measure the porosity of shale pores that
contain residual oil and bound water, particularly organic pores. This inevitably leads to
an underestimation of porosity. Therefore, for an accurate evaluation of shale porosity, it is
imperative to correct the porosity using NMR and obtain the NMR porosity.

The total signal intensity of the T2 distributions, i.e., the maximum cumulative signal
amplitude, was positively correlated with the fluid content, and the higher the fluid content
in shale samples, the greater the total T2 signal intensity. The total signal intensity of the T2
distributions obtained from the dry scan, S1, and that obtained from the saturated shale
after being saturated with kerosene, S2, were related to the volume of residual oil and
bound water in the dry shale sample, V1, and the volume of kerosene that saturated the
shale, Vkero, as per Equation (2). It should be noted that, as stated in Ref. [22], T2 signals
detected from dry cores may contain a signal from hydroxyl groups from crystallographic
lattice. This will be further elaborated on later.

S1

S2
=

V1

V1 + Vkero
(2)

Then, we have the following relationship:

V1 =
S1

S2 − S1
Vkero (3)

The NMR porosity can be obtained as follows:

φNMR =
V1 + Vkero

Vshale
=

S1
S2−S1

Vkero + Vkero

Vshale
=

S2

S2 − S1

Vkero
Vshale

=
S2(m2 − m1)

(S2 − S1)ρoVshale
(4)

where m1 is the dry core sample mass; m2 is the core sample mass saturated with oil; S1 is
the total signal intensity of the T2 spectrum of the dry core; S2 is the total signal intensity of
the T2 distributions of the oil-saturated core; ρo is the density of kerosene; and Vshale is the
volume of the shale sample.

Core NMR analysis can be conducted in two ways: T2-D and T1-T2 maps. Studies
on T2-D map analyses of rock cores mainly focus on sandstones, where the diffusion
characteristics of fluids are reflected by varying the echo time TE over a wide range. The
TE value determines the accuracy of measuring the pore size, with smaller TE values
allowing for the measurement of smaller pores. In shale, where nanometer-scale pores
dominate, a small TE value is required to ensure measurement accuracy. However, the T2-D
maps cannot guarantee a consistently small TE, making it difficult to meet the precision
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requirements of nanometer-scale pores in shale measurements. Therefore, T2-D maps
are only suitable for conventional reservoirs and cannot accurately evaluate shale. When
measuring T1-T2 maps, it is necessary to ensure that the echo spacing TE is a small value,
thereby ignoring the influence of the diffusion coefficient D. This property just meets the
measurement requirements of nanometer-scale pores in shale, so T1-T2 maps can more
accurately evaluate shale.

3.2. Experimental Method
3.2.1. Measurement of Permeability in Shale Core

The gas permeability experiment used PDP-200 pulse decay permeameters to mea-
sure the ultra-low permeability. The experimental apparatus is shown in Figure 2. The
experimental procedure was as follows: (1) Preheat the PDP equipment and check the
airtightness of the apparatus. (2) Perform a test on a mock core to detect system errors.
(3) Place the Gulong shale core into the apparatus, apply a confining pressure of 30 MPa,
and conduct a nitrogen gas permeability test. (4) Analyze the data using software to obtain
the permeability value. Applying a confining pressure of 30 MPa simulated the pressure
environment of shale in actual formations. If this was not carried out, the low confinement
pressure would result in a lower closure of the fractures in the shale, which would affect
the accuracy of the shale permeability measurement.
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3.2.2. Saturation of Shale Core with Kerosene

To ensure that the shale core was fully saturated with kerosene, it was necessary to
conduct long-term vacuum and high-pressure saturation experiments on the shale cores
with kerosene. The experimental procedure was as follows: (1) Check the leakage of the
instrument pipeline. (2) Place the three shale cores in the pressure vessel and evacuate the
vessel for 15 days to achieve a vacuum degree of 0.1 Pa, ensuring that the shale cores are
fully evacuated. (3) Saturate the shale cores with kerosene under a pressure of 30 MPa for
15 days, ensuring that the shale is fully saturated with kerosene.

3.2.3. Porosity Measurement and Correction

The steps of the porosity measurement and correction were as follows: (1) Measure
the mass, volume, and T2 distributions of the dry cores. (2) After the cores are saturated
with kerosene, measure the mass and NMR T2 distributions of the cores saturated with
kerosene. (3) Calculate the core porosity based on the change in the core mass. (4) Calculate
the porosity according to Equation (4).

3.2.4. Shale Imbibition Experiment

The steps of the shale imbibition experiment were as follows: (1) Before imbibition,
measure the mass and T1-T2 map of the cores saturated with kerosene. (2) Place the cores
into the imbibition bottle and soak the cores in a KCl solution with a salinity of 6000 ppm.
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(3) After the core is soaked in the KCl solution for a period of time, take out the core and
wipe it clean, and then measure the mass and the T1-T2 map. (4) Repeat steps 2 and 3 until
the core quality changes are minimal.

3.2.5. NMR Testing

The dry cores, kerosene-saturated cores, and the cores taken out after each interval
during the imbibition process were measured for their T2 distributions and T1-T2 maps
using a SPEC-023 nuclear magnetic resonance permeameter. The T2 distribution data were
recorded, and the T1-T2 maps were generated by using a particular software.

4. Result and Discussion
4.1. Analysis of Porosity and Permeability

The permeability of the three shale cores measured by the PDP-200 pulse decay
permeameters and the porosity of the cores calculated from the changes in the shale
core mass before and after saturation with oil are shown in Table 1. The porosity and
permeability of Core 1# were both the highest among the three cores. Core 2# and Core
3# had a similar porosity, but their permeability differed significantly. The permeability of
Core 2# was about three times that of Core 3#.

Table 1. Porosity and permeability parameters of Gulong shale core samples.

Core
Number

Dry Weight
/g

Weight
after

Saturation
/g

Volume of
Kerosene

/cm3

Core
Volume

/cm3

Porosity
/%

Permeability
/mD

1# 27.22 27.895 0.84 10.47 8.06 0.422
2# 75.786 77.218 1.79 28.43 6.30 0.235
3# 61.794 62.951 1.45 23.44 6.17 0.080

Due to the presence of bound water or heavy oil that was difficult to evaporate in the
dry core samples, the porosity measured above did not take into account the residual fluids
in the core. Therefore, the T2 distributions were used to calculate the NMR porosity, as
shown below.

The T2 distributions of the three shale cores before and after saturation with oil are
shown in Figure 3:
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The porosity corrected based on the T2 distributions is shown in Table 2. In addition,
as mentioned above, the T2 signals detected from dry cores may have contained hydroxyl
group signals from the crystallographic lattice. The predominant clay mineral in Gulong
shale is illite and is accompanied by a minor amount of chlorite. Ref. [22] showed that
the maximum T2 value for illite was 0.13 ms, while that of chlorite was 0.1 ms. Therefore,
a porosity of T2 < 0.13 ms was also calculated, as shown in Table 2. The porosity of
T2 < 0.13 ms was observed to be extremely small, i.e., less than 0.2 ‰, rendering it entirely
negligible. This also implied that the signal of the hydroxyl groups from the crystallographic
lattice constituted a minute fraction of the T2 signal in the dry cores.

Table 2. Corrected porosity of Gulong shale cores.

Core
Number

Initial
Porosity

NMR
Porosity

Porosity
of T2 < 0.13 ms

Permeability
/mD

1# 8.06% 9.40% 0.14‰ 0.422

2# 6.30% 8.59% 0.19‰ 0.235

3# 6.17% 8.23% 0.16‰ 0.080

A comparison of the NMR porosity and permeability of the shale cores showed that
the NMR porosity of Core 1# was still the highest, but it was only 0.81% higher than that of
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Core 2# and 1.17% higher than that of Core 3#. However, the permeability of Core 1# was
significantly higher than that of Core 2# and Core 3#. Moreover, while the NMR porosity
of Core 2# was only 0.36% higher than that of Core 3#, the permeability of Core 2# was
about three times that of Core 3#. To analyze the reasons for the differences in the NMR
porosity and permeability mentioned above, micro-CT scanning was conducted on the
three cores, and the imaging results are shown in Figure 4. Due to equipment limitations,
the scanning height of each core was only about 2 cm, and the scan area was the middle
of the core. The scanning width was the cross-sectional diameter of the core, which was
2.5 cm. Although none of the three cores scanned the whole core, the bedding fractures in
the Gulong shale cores had a very good continuity, that is, once fractures were detected
in the middle of the core, there were very likely to be fractures in other parts of the core;
meanwhile, if no fractures were detected in the middle of the core, there were also very
likely to be no fractures in other parts. Therefore, the results obtained by scanning the local
part of the core could characterize the whole core. Otherwise, the results of the micro-CT
analysis could be verified against the T2 distributions results, which could also minimize
the impact of scanning a part of the cores instead of the whole cores.
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The micro-CT analysis could identify fluids in the pores of the cores, but because the
device had a resolution of only 14.5 microns, it could only identify fluids in micrometer-
sized pores. Since the pores in the Gulong shale samples were mostly nanometer-sized, it
was impossible to identify fluids in the pores of the shale cores using micro-CT. However,
the fractures in the shale were on a micrometer scale, and the fluid in the fractures could
be identified by micro-CT scanning. As can be seen from Figure 4, the left half of the
micro-CT scanning image of Core 1# showed an obvious vertical fracture, the middle of the
micro-CT scanning image of Core 2# showed an obvious meandering fracture, and there
was no trace of fractures in the micro-CT scanning image of Core 3#. These micro-CT scan
images explained why Core 3# had the lowest permeability and Core 1# and Core 2# had
much higher permeabilities than Core 3#. Otherwise, the T2 distributions of the shale cores
saturated with oil, as shown in Figure 3, could also indicate if there were fractures in the
cores. It can be seen that Core 1# had a clear peak with a T2 value of 100 ms, which was
the signal of the oil phase in the fracture. Core 2# also had a small peak with a T2 value
of 100–1000 ms and with a peak value that was significantly smaller than that of Core 1#,
indicating that the fracture volume of Core 2# was smaller than that of Core 1#, and the
fracture of Core 1# was more developed, meaning that the permeability of Core 1# was
higher than that of Core 2#. Core 3# had almost no peak with a T2 value of 100–1000 ms,
indicating that there was no fracture development in Core 3#. Therefore, the permeability
of the shale was significantly correlated with the development of fractures, i.e., the more
developed the fracture was, the higher the permeability of the shale was.

4.2. Fluid Occurrence Space Analysis

According to previous studies [20–24], the classification of fluid types is mainly based
on the value of T1. The T1 value of water is the lowest, the T1 value of light oil is greater
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than that of water, and the T1 value of heavy oil is the highest. In addition, the same fluid
has different T1 values at different T2 values. For example, the T1 value of light oil in
organic pores with small T2 values is less than that of inorganic pores with large T2 values.
Therefore, the value of T1/T2 should be used to distinguish fluids. Usually, water has a
T1/T2 value of around 1, light oil has a T1/T2 value of around 10, and heavy oil has a T1/T2
value of around 100. In addition, the T1-T2 maps might also contain the signal of hydroxyl
groups from the crystallographic lattice. However, based on the T2 distribution analysis
above, it could be observed that the T2 signal of hydroxyl groups from the crystallographic
lattice exhibited a significantly lower intensity compared to that of the residual fluid present
in the dry core. Therefore, the signal of hydroxyl groups from the crystallographic lattice
could also be ignored in the T1-T2 maps shown below.

The distribution of fluids within the shale cores was analyzed using the results of the
T1-T2 map tests on the cores before and after saturation with oil. The T1-T2 maps of Core
1# before and after saturation with oil are shown in Figure 5.
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(a) Core 1# before saturation with oil; (b) Core 1# after saturation with oil.

As shown in Figure 5a, the T1-T2 map of Core 1# in its dry state had only one peak
signal area shown in red. The signals originating from the fluids within this region primarily
exhibited a distribution within the T2 range of 0.1–1 ms and with T1/T2 ≈ 100. This
indicated that the fluids present in Core 1# before oil saturation were mainly heavy oil
components such as asphaltene. As shown in Figure 5b, after saturation with oil, two red
peak signal areas appeared in the T1-T2 map, with T2 ranges of 0.1–1 ms and 1–10 ms,
respectively, both of which were distributed in region with a T1/T2 range of 1–10. Since
the pores in the shale that contained oil were mainly organic and inorganic pores and the
pore sizes of organic pores are usually smaller than those of inorganic pores [14–18], it
could be inferred that the left red peak signal area corresponded to the oil phase saturated
in the organic pores, while the right red peak signal area corresponded to the oil phase
saturated in the inorganic pores. In addition, in the T1-T2 map after oil saturation, there
were light blue signals appearing in the region with a T2 range of 100–1000 ms and with
T1/T2 ≈ 10, which mainly corresponded to the signals of the oil phase in the shale fractures.
This indicated that the proportion of the oil phase in the fractures of the shale rock core
was very low.

The T1-T2 maps of Core 2# before and after oil saturation are shown in Figure 6. As
shown in Figure 6a, it can be seen that the T1-T2 map of Core 2# in the dry state had
a red bar-shaped signal region, and the signals originating from the fluids within this
region primarily exhibited a distribution with a T2 range of 0.1–1 ms and a T1/T2 value
below 10, indicating that the fluids in Core 2# before oil saturation were mainly composed
of clay-bound water and light oil components in organic pores. According to Figure 6b,
after saturation with oil, the two red peak signal areas appeared in the T1-T2 map, with
T2 values ranging from 0.1–1 ms and 1–10 ms and T1/T2 values ranging from 1–10 and
near 10, respectively, which was similar to the trend observed in Core 1#.
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(a) Core 2# before saturation with oil; (b) Core 2# after saturation with oil.

The T1-T2 maps of Core 3# before and after saturation with oil are shown in Figure 7.
From Figure 7a, it can be seen that the dry state T1-T2 map of Core 3# also had a red
bar-shaped signal area, indicating that the fluids contained in Core 3# before oil saturation
included heavy and light oil components in organic pores, as well as clay-bound water.
According to Figure 7b, after being saturated with oil, two red peak signal areas appeared in
the T1-T2 maps. The T2 ranges of these areas were about 0.1–1 ms and 1–10 ms, respectively,
and the T1/T2 values were between 1–10 and around 10, which was similar to the pattern
of the first two cores. In addition, in the T1-T2 map after oil saturation, in the region where
T1/T2 was about 10 and T2 was around 100–1000 ms, the fluid signal of Core 3# was much
weaker than that of Core 1# and slightly weaker than that of Core 2#, indicating that Core
3# was basically not developed with fractures, which was consistent with the micro-CT
scanning results mentioned earlier.
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Figure 7. The comparison of the T1-T2 spectra of Core 3# before and after being saturated with oil.
(a) Core 3# before saturation with oil; (b) Core 3# after saturation with oil.

The analysis of the NMR T1-T2 maps of the three shale cores before and after oil
saturation indicated that the fluid types in the Gulong shale cores in this experiment mainly
included heavy oil, light oil, and clay-bound water. Heavy oil was mainly distributed
in organic pores, while light oil was distributed in both organic pores, inorganic pores,
and fractures. The organic pores were mainly distributed in the region with a T2 range of
0.1–1 ms in the T1-T2 maps, and the heavy oil in the organic pores was distributed in the
region with a T1/T2 value of 100, while the light oil in the organic pores was distributed
in the region with a T1/T2 value range of 1–10. The light oil in the inorganic pores was
distributed in the region with a T2 range of 1–100 ms and a T1/T2 value of 10. The clay-
bound water was mainly distributed in the region with a T2 range of 0.1–1 ms and a T1/T2
value of 1.
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4.3. Analysis of the Imbibition Effect

To investigate the effect of saltwater imbibition on the oil mobilization and fluid
distribution in Gulong shale, a 120 h imbibition experiment with a 6000 ppm KCl solution
was conducted on Core 3#. During the imbibition process, the core was removed multiple
times for weighing and T1-T2 map measurement. During the imbibition process, it was
observed that the core released oil, as shown in Figure 8.
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Figure 8. Expulsion of oil from the core during the imbibition process. The red circle marked kerosene
that had been released from the shale core.

Using the mass difference of Core 3# obtained by weighing at each time, the approxi-
mate amount of oil extracted by imbibition could be calculated. The recovery rate curve
of Core 3# during the imbibition process was then plotted, as shown in Figure 9. Due to
the wiping of the core before weighing, the calculated results had some errors, leading
to negative oil recovery values in the early stage of imbibition. As the duration of the
imbibition increased, the water phase was gradually imbibed into the core and displaced
the oil phase, resulting in a positive and gradual increase in the recovery. The imbibition
rate decreased gradually as the imbibition time increased, with the fastest imbibition rate
being at the beginning and the slowest being at the end. At the end of the 120 h imbibition
experiment, the imbibition recovery rate reached 36.6%.
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The results of the T1-T2 map tests of the shale core at different imbibition times are
shown in Figure 10. With the increase in the imbibition time, the color of the signal peak
in the region where the clay-bound water was present, i.e., the region with a T2 range
of 0.1–1 ms and T1/T2 values near 1, gradually changed from light yellow to dark red,
indicating that the signal value continuously increases.
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Figure 10. T1-T2 spectra of shale core under different imbibition times.

On the other hand, the color of the signal peak in the area where light oil in inorganic
pores was present, i.e., the region with a T2 value of 1–100 ms and T1/T2 values near
10, changed from red to yellow, indicating that the signal value in this area continuously
decreased with the increase in the imbibition time. In addition, it is worth noting that
the oil signals in the vicinity of a T2 value of 1 ms also continuously weakened with the
progress of the imbibition, and the signal values were basically reduced to zero at the end
of the imbibition. The above phenomenon indicated that the saltwater imbibition into the
core mainly entered the minuscule inorganic pores of clay minerals, thus reinforcing the
clay-bound water signal. The light oil in the larger inorganic pores was expelled because
the clay minerals underwent a certain degree of hydration expansion after the saltwater
entered the minuscule clay mineral inorganic pores, thus squeezing the larger pores and
forcing the oil phase in them to be expelled. The small-sized inorganic pores containing the
oil phase were fully squeezed by the hydration expansion effect, and most of the oil phase
was expelled, which caused the oil phase signal with a T2 value of 1 ms to be reduced to
almost zero at the end of the imbibition process. The signal of light oil in the organic pores
overlapped with that of the water phase, and the signal value kept increasing, making
it difficult to determine whether the light oil in the organic pores had been mobilized.
However, considering that mobilizing the oil in the organic pores was the most difficult
and that organic pores are oleophilic, it was inferred that the light oil in the organic pores
was not mobilized or was only slightly mobilized. Therefore, the oil extracted by saltwater
imbibition mainly came from the oil in the inorganic pores.

5. Conclusions

In this study, the pore and permeability characteristics, the fluid occurrence space, and
the saltwater imbibition oil recovery characteristics of Gulong shale cores were studied
using NMR. The conclusions are as follows:

(1) The porosity and permeability characteristics of the Gulong shale cores were
analyzed using T2 distributions. This method could measure the NMR porosity without
oil washing, thus avoiding the destruction of organic matter in the shale cores. The
difference in the porosity between the three shale cores was small (9.40%, 8.59%, and
8.23%, respectively), but the difference in the permeability was large (0.422 mD, 0.235 mD,
and 0.080 mD, respectively). Combined with the analysis of the micro-CT and NMR T2
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spectra, it could be seen that the permeability of the Gulong shale cores was related to
the degree of fracture development, with a greater fracture development resulting in a
higher permeability.

(2) According to the T1-T2 maps, the fluid types in the Gulong shale cores measured
in this experiment mainly included heavy oil, light oil, and clay-bound water, with light oil
being further divided into organic pore light oil and inorganic pore light oil. The organic
pores were mainly distributed in the region with a T2 value range of 0.1–1 ms, and the
inorganic pores mainly distributed in the region with a T2 value larger than 1 ms. The
heavy oil in the organic pores was distributed in the region with a T1/T2 value of 100,
while the light oil in the organic pores was distributed in the region with a T1/T2 value
range of 1–10. The light oil in the inorganic pores was distributed in the region with a T2
value range of 1–100 ms and around a T1/T2 value of 10. The clay-bound water was mainly
distributed in the region with a T2 value range of 0.1–1 ms and a T1/T2 value of 1.

(3) Saltwater imbibition could remove a certain amount of oil from the shale core, and
the imbibition recovery rate could reach 36.6%. Combined with the T1-T2 maps, it was
determined that during the process of imbibition, saltwater mainly entered the minuscule
inorganic pores of clay minerals under the action of capillary force, and after undergoing
hydration expansion, it squeezed the inorganic pores, thereby removing the light oil in the
inorganic pores. The oil phase in the organic pores was rarely affected.
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Abstract: In tight reservoirs, the rock formations are typically less porous and permeable, which
makes it more difficult for hydrocarbons to flow through them. In addition to length and conduc-
tivity, the height of a fracture is another critical parameter of the hydraulic fracturing treatments in
unconventional tight/shale formations, which determines the stimulated reservoir volume. If the
fracture height is too shallow, the volume of rock exposed to the fluid and proppant may not be
sufficient to improve the reservoir’s production significantly. Conversely, if the fracture height is too
deep, the injected fluid may not be able to propagate high enough to reach the desired formation.
However, after years of research, fracture height has often been simplified in traditional or recent
studies of fracture simulation and estimation. The objective of this work is to propose an innovative
way to simulate the hydraulic fracturing process in both horizontal and vertical directions in tight
formations with a well-built finite element numerical model. Fracture toughness KIC is calculated
based on the Brazilian test. Vertical fracturing fluid was also considered, and the model was validated
by fracture height monitoring data from a stimulated well in the Montney formation. The influence of
rock and fluid properties on the fracture height propagation was studied thoroughly with sensitivity
analysis. The results indicated the fracture height prediction model was in good accordance with the
monitoring data collected from the field, with an error margin of 7.2%. Sensitivity analysis results
showed that a high Young’s modulus led to a larger stress intensity factor at the fracture tip, thus
further advancing the fracture. Minimum horizontal stress also tends to facilitate the fracture to
propagate. The influence of Poisson’s ratio and fluid viscosity on fracture height propagation was
also investigated.

Keywords: hydraulic fracturing; finite element method; fracture height; tight formation; fracture
propagation

1. Introduction

Hydraulic fracturing is a stimulation process involving the injection of fluids under
a high pressure into a formation to create and propagate induced fractures. In addition
to the half-length and conductivity, fracture height is also important in the stimulation
treatment. If the fracture height is too short, some areas of the productive zone may not
be stimulated, limiting after-treatment productivity. Conversely, operators have strong
economic incentives to ensure that fractures do not propagate beyond the formation and
into the adjacent rock strata [1]. Fractures extending beyond the formation would not only
be a waste of time, materials, and money but may also result in loss of the well and the
associated oil/gas resources in some cases [2].

Extensive efforts have been devoted to developing accurate models for hydraulic frac-
ture properties prediction since the 1950s [3–5], including two-dimensional (2D) models,
pseudo-three-dimensional (P-3D) models, and three-dimensional (3D) models. The 2D
models were proposed first, the most popular being the Perkins–Kern–Nordgren (PKN)
model, the Khristianovic–Geertsma–de Klerk (KGD) model, and the radial model (penny
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shape model). In 1961, Perkins and Kern developed the PK model [6], which was later mod-
ified by Nordgren to consider fluid loss [7]. In this model, the height is fixed, and an elliptic
intersection was assumed. The PKN model is applicable for long fractures with a limited
height. The KGD model [8,9] is height-independent, with an elliptic horizontal intersection.
This model is applicable for fractures with a small ratio of fracture length/height. The
penny shape model is a radial model proposed by Sneddon and Green [10,11]. This model
assumes the hydraulic fracturing fluid is injected from the center of the wellbore to the
surrounding fractures and thus is applicable when the injection region is a point source.
Pseudo-3D [12,13] and true 3D models were also developed to analyze fracture height
growth and the fracture propagation process. Simonson et al. developed a pseudo-3D
model to simulate height growth in a symmetric three-layer formation and investigated
the effects of in situ stress and pressure gradients for the pay zone on the fracture height.
Warpinski et al. [14,15] studied the fracturing process in a layered formation and suggested
the in-situ stresses had a more dominant influence on the propagation of hydraulic frac-
tures. Different fracture propagation criteria in impermeable rocks were adopted [16], and
several theoretical and numerical models were conducted to analyze the propagation of
fluid-driven fractures. Two dissipative processes were studied: the fracturing of the rock
(toughness) [17] and the dissipation in the fracturing fluid (viscosity) [18].

Numerical methods have also been applied to simulate the fracture propagation process,
which include the boundary element method (BEM), the finite difference method (FDM),
the discrete element method (DEM), and the finite element method (FEM). In this model,
we used the FEM method due to its ability to handle reservoir heterogeneity and rock
properties in the layered reservoirs. Compared to FEM, BEM requires discretization and
calculation only on the domain boundaries and cannot address the rock properties change
in the matrix [19]; the FDM is limited to calculations of the meshes of the whole domain and
to dynamic fracture propagation [20], while the discrete element method (DEM) is often
used in discontinuous, separate domains and emphasizes the solution of contact and impact
between multiple bodies [21,22]. Ma et al. [23–25] suggested that numerical simulation
models based on a three-phase flow process can provide accurate predictions of water-silt
inrush hazards in fault rocks and presented the viewpoint that numerical modeling is
essential to avert potential disasters caused by water-silt inrush hazards.

However, fracture height is assumed to be a constant in traditional 2D analytical models
such as the KGD and PKN models and is equal to fracture length in a radial model. In
pseudo-3D models, fracture height is calculated explicitly based on fracturing fluid leak-off
theory, which does not take rock mechanics and fracture propagation criterion into account.
Moreover, facture height is often calculated in the numerical 3D propagation model of a
homogeneous reservoir, which cannot consider the influence of complex bounding layers.
In this study, a fully coupled finite element model was built to simulate fracture propagation
in the vertical direction in order to analyze fracture height growth in an unconventional
tight gas reservoir. Results of the model were compared with results from the analytical
method and the fracture height monitoring data from a wellsite. The results indicated
that the fracture height prediction model had a good correlation with the monitoring data
collected from the field. A detailed analysis of the influence of fluid viscosity and element
grid size on fracture height propagation is thus presented. Although the intention was to
investigate fracture height, fracture length is also calculated in this study.

2. Model Description

The assumptions of the model are as follows: (1) The fracture geometry is plane-strain;
(2) the fracturing fluid is incompressible, laminar, and Newtonian; (3) the lubrication theory
can be applied for fluid flow calculation; (4) the linear elastic fracture mechanics theory
is used as the criterion for fracture propagation; and (5) vertical stress is higher than the
maximum horizontal stress. In addition, the M-integral method was used to calculate the
stress intensity factor along the horizontal and vertical fracture propagation. Fracture tip
stress intensity factors are first calculated as the fracture lengths propagate. Fracture height
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is then obtained for the in situ length when the stress intensity factor of the fracture tip in
the vertical direction is equal to that in the horizontal direction.

2.1. Governing Equations
2.1.1. Mass Conservation

The fluid mass conservation law can be written as follows [26]:

∂w
∂t

+
∂q
∂y

+ C = 0 (1)

where q is fluid flux, m3/min; w is fracture width, m; t is time, s; y is vertical flow direction;
and C is the leak-off term, m/s0.5. Integrating Equation (1) twice yields the following:

2
∫ l

0
wdy + 2

∫ t

0

∫ l(t′)

0
Cdy dt′ = Q0t (2)

2.1.2. Fluid Flow in the Fracture

Lubrication theory is used to describe fluid flow behavior within the fractures, which
is described by the Poiseuille’s law:

q = − w3

12µ

(
∂p f

∂y

)
(3)

where p f is fluid pressure at the fracture surface, MPa; and µ is fluid viscosity, Pa · s.

2.1.3. Fluid Leak-off

Carter’s leak-off model is used to describe fluid leak-off to the surrounding matrix
(Carter, 1957):

C(y, t) =
2Cl√

t− t0(y)
, t > t0(y) (4)

where Cl is leak-off coefficient, m/s0.5; and t0(y) is the time the fracture tip arrives at
position y, s.

2.1.4. Fracture Propagation Criterion

Tensile failure criterion is used for the reservoir rock to simulate fracture propagation,
which is defined as follows:

KI ≥ KIC (5)

where KI is the stress intensity factor, MPa · √m; and KIC is the critical stress intensity or
fracture toughness, MPa · √m.

2.1.5. Boundary Equations

Only a quarter of the fracture is modelled in this work, and the boundary conditions
for fluid flow are as given below:

q(0) = Q0
/

4, q(l) = 0 (6)

where q(0) is fluid flux at the start of the crack, m3/min; and q(l) is fluid flux at the fracture
tip, m3/min; Q0 is the total injection flow rate, m3/min.
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2.1.6. Stress Intensity Factor Determination

The stress intensity factor KI is calculated with the M-integral method [27,28]. The
M-integral method is a path-independent line integral that is applied to a class of plane
elastic fracture problems for a variety of elastic crack problems:

KI =
E

2(1− v2)




∫

D

[
σij

∂ui
a

∂x1
+ σa

ij
∂ui
∂x1
− σa

mnεmnδ1j

]
∂χ

∂xj
dS−

∫

Se

χp
∂ua

i
∂x1

dL



 (7)

where domain D is a set of elements surrounding the fracture tip in the discretized finite
element model. Se is a set of edges of the finite elements in domain D, and these edges
coincide with the fracture surface; σij is the stress field; xj(j = 1, 2) is the local coordinate;
ui(i = 1, 2) is the displacement field; δ is the Kronecker delta;χ is a scalar field; εmn is the
strain field; σa

ij and ui
a are the auxiliary stress and displacement field, respectively.

The auxiliary stress and displacement fields can be expressed as follows:

{
ua

1
ua

2

}
=

1
2G

√
r

2π





cos θ
2 [κ − cos θ]

sin θ
2 [κ − cos θ]





(8)
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2

sin θ
2 cos 3θ

2





(9)

where r is the distance from the fracture tip to the observation point x, and θ is the angle
from the tangent to the fracture path. This angle equals π

2 as the fracture propagates
in the vertical direction. In addition, G is the shear modulus; κ is the Kolosov constant,
where κ = (3 − ν)/(1 + ν) for the plane stress condition, and κ = (3 − 4ν) for the plane
strain condition.

2.2. Numerical Implementation

The equations discussed in the previous sections are coupled together to obtain an
implicit solution for all equations. The finite element method was used in the simula-
tion model. Fracture propagation for each time step is solved with a three-step process,
described as follows:

A proper time step is assumed first, and then, the finite element discretization of the
relationship between the fracture width w and the pressure in the fracture can be determined:

w(y, t) =
π
(
1− υ2)

4E

∫

l(t)

ln

∣∣∣∣∣∣∣

√
l(t)2 − y2 +

√
l(t)2 − y2

1√
l(t)2 − y2 −

√
l(t)2 − y2

1

∣∣∣∣∣∣∣
p(y1, t)dy1 (10)

where l(t) is the fracture half-height at time t.
The matrix form of equation of width and pressure is as follows:

∆w = M∆p (11)

where ∆w is width increment, m; and ∆p is pressure increment, MPa; M is pressure
influence coefficient matrix; and the physical meaning of Mij is the fracture width at certain
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point i induced by unit pressure at another point j within the fracture. According to the
principle of variation, Equation (1) with any test function leads to its weak form as follows:

∫

L

[
−∇(δp) · q + (δp)

∂w
∂t

+ (δp)g
]

dl + δp(q · n1)|s = 0 (12)

where S is the collection of boundary conditions. Then, we can obtain the nonlinear finite
equations and discretized equations.

An initial width w and pressure at time t are then assumed, and the Jacobian matrix
generated in the process can be solved by a series of finite element equations. Backward
Euler method is applied to solve the time difference in the integration. Newton–Raphson
technique is conducted as the iteration method to solve the width and pressure increment
in the next time step. KI is calculated by Equation (7) and compared with the fracture
propagation criterion KIC (calculated based on the Brazilian test) in Equation (5). Such
process is repeated until the solution converges.

Once the propagation criterion is met, the fracture propagates into the next grids, and
fluid flows into the newly propagated fracture grid.

As the vertical stress is assumed to be the highest among all the stresses, fracturing
fluid is assumed to flow in the vertical (y) direction in the early stage of the fracturing
process. The model has 50 grids of 0.3 m in size in the vertical direction. In the horizontal
(x) direction, grid size varies from 0.003 m at the fracture surface to several feet in the
reservoir grids. Due to fracture symmetry, only a quarter of the fracture is modeled with
half-length and half-width.

3. Fracture Height Calculation and Validation
3.1. Field Background

The Montney formation, located at the border of Alberta and British Columbia, Canada,
is a sedimentary wedge that was deposited during the Early Triassic geologic period. Its
lithology consists of interbedded fine-grained sandstones, siltstone, and dark gray shale.
The reservoir depth ranges from 2800 m to 3500 m, reaching a maximum thickness of 280 m
in the foothills of the northern Canadian Rockies and thinning out towards the north up to
the Fort Nelson area and east to Peace River [29]. A large number of horizontal wells have
been drilled in the heart of the Upper and Lower Montney gas plays [30]. The subject well
is a horizontal well on the upper section of the Montney formation. A diagnostic fracture
injection test (DFIT) was conducted before the well stimulation between the true vertical
depth (TVD) of 2553 m and 2564 m. Table 1 shows the key parameters associated with the
DFIT operations.

Table 1. Parameters in the simulated well.

Parameters Unit Value

Minimum horizontal stress σ MPa 44.2
Young’s modulus E MPa 13,789.5

Poisson’s ratio υ / 0.2
Total injection flow rate Q m3/min 2.9 × 10−3

Leak-off coefficient Cl m/s0.5 1.5 × 10−5

Fluid viscosity µ mPa·s 2.5

3.2. Fracture Toughness Determination

Fracture toughness KIC is calculated based on the Brazilian test, which is a well-known
indirect method used to measure rock tensile strength. The experiment is based on the
observation that most rocks in biaxial stress fields fail due to tensile failure cracks along the
loading diameter of the disc specimen [31].
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The critical load in the experiment is shown as follows:

Pc =
KIC

Bφ(c/R)
(13)

where c is the fracture half-length, mm; Pc is critical load, MPa; R is radius of disc, mm; and
B and φ(c/R) are defined as follows:

B =
2

π3/2R1/2t1α
(14)

φ
( c

R

)
=
( c

R

)1/2 ∫ c/R

0

[
φ
( r

R

)/( c2

R
− r2

R

)1/2]
d
( r

R

)
(15)

where t1 is the thickness of the disc (mm), and the value of the integral φ(c/R) for a given
c/R can be estimated by a numerical integration method such as the Simpson’s method.

The values of the parameters in Equations (13)–(15) can be found in Table 2, and KIC
is calculated to be 0.244 MPa · √m.

Table 2. Parameters used for the KIC calculation.

Parameters Unit Value

Specimen’s angle α degree 5
Radius of disc R mm 38

Thickness of the disc t1 mm 47
Critical load Pc kN 4.85
Integral φ

( c
R
)

/ 0.112

3.3. Numerical Model

A single fracture case was built via the finite element method, where only a quarter
of fracture was simulated, as shown in Figure 1. The fracture grid was discretized into 50
cells with the size of 0.3 m in the vertical direction and varies from 0.003 m at the fracture
surface to several feet in the horizontal direction to be compatible with the reservoir grids.
The Young’s modulus, Poisson’s ratio, minimum horizontal stress, and fluid property
values in the basic model are shown in the Table 1. In the basic model, a low-viscosity
fluid (2.5 mPa·s) was injected. In this model, when stress intensity factor in the vertical tip
equals its value in the horizontal direction, the model stops, and the corresponding fracture
heights will be calculated, after which the fracture mainly propagates in the horizontal
direction, and the height of fracture stops increasing.

3.4. Fracture Height Calculation

As the fracture length propagates, stress intensity factor at the fracture tip under static
condition is calculated by the M-integral method with the parameters KIC listed in Table 1.
The relationship between the stress intensity factor and the fracture length is shown in
Figure 2. The stress intensity factor decreases as the fracture half-length increases. When
the fracture half-length reaches 16.8 m, KI decreases to 0.2520 MPa · √m, which is slightly
above the fracture toughness (0.2440 MPa · √m).

While calculating fracture heights, KI under the different fracture half-lengths is
used to replace KIC . Specially, when the stress intensity factor in the vertical tip is equal to
the critical stress intensity factor, the model stops, and the corresponding fracture heights
will be outputted. We thus simulated the basic model with different half-fracture-lengths,
and the calculated fracture heights and corresponding fracture lengths are shown in
Figure 3.
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Figure 3. Propagation of the fracture half-height as the fracture half-length extends.
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Figure 3 shows that fracture propagates first in the vertical and horizontal directions
simultaneously at a similar rate. Once the height reaches a certain value, the horizontal
growth dominates the propagation. In other words, the fracture will mainly propagate in
the horizontal direction while keeping the same height. For example, while the fracture
half-length grows from 13.7 m to 15.2 m, the half-height of the fracture increases only from
13.1 m to 13.4 m. When the fracture half-length reaches 15.2 m, the height of the fracture
stays at 13.4 m, and vertical propagation stops.

3.5. Reference Case

To compare with the results from analytical method, a simulation was run with
our numerical model for 9 minutes’ fluid injection. The elastic modulus, Poisson’s ratio,
minimum horizontal stress, and fluid property values in the basic model are the same
as parameters in Table 1. The fracture half-length reaches 15.2 m at the end of the early
fracturing process, after which the fracture will mainly propagate in the horizontal direction,
and the height of fracture will stop increasing. The result is shown in Figure 4.
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3.6. Analytical Case

An analytical model has been proposed in the literature where the pressure drop
within the fracture is ignored, and the fracturing fluid is assumed to fill the entire fracture.
An assumed fracture length is also required in the analytical model, and the fracture
half-height could be calculated via the equation below:

H =

(
QEt√

π(1− υ2)KICL

)2/3

(16)

where Q is a quarter of the total injection rate at reservoir pressure, which is 0.00287 m3/min
in this study, and L is the fracture half-length. It can be seen from Equation (16) that the
fracture height is very sensitive to the fracture toughness. The fracture half-height is
calculated to be 14.36 m after 9 min of injection.

Figure 4 compares the calculated fracture heights derived from the analytical model
and the finite element method applied in this study. The dotted line represents fracture
height using the finite element method, while the solid curve depicts calculated fracture
height using the analytical model. The two calculated fracture half-heights are similar
within the first 7 min. However, once the fracture height reaches 13.4 m, the model used
in this study stops growing, while that of the analytical model continues to increase at
the same rate. This is because the fracture length is assumed to be a constant value in the
analytical model, and the fracture does not propagate in the horizontal direction. When the
fracture length is given, the fracture would continue to propagate in the vertical direction.
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However, in fact, fracture propagation occurs in both vertical and horizontal direction,
which is considered in this study. In the finite element model, the stress intensity factor is
calculated for each time step and used as a key parameter to identify when the fracture
propagation along the vertical direction stops. When the value of fracture tip toughness
in the vertical direction is much larger than that of the horizontal direction, the fracture
will stop extending in fracture height and focus on propagating in the horizontal direction.
Fracture height will continue until the KIC in both direction reaches equality in some certain
time step.

3.7. Validation via Tracer Measurement

A radioactive tracer was run in the proppant stages of the treatment to measure the
fracture height near the wellbore. The radioactive tracer was injected to measure the fracture
height near the wellbore. The fracture treatments remain very restricted in the formation
of interest with a fracture height of approximately 25 m (half-height is 12.5 m) [32]. The
relative error of our model with real fracture height is 7.2%, indicating that the model is
relatively accurate for fracture height calculation.

4. Sensitivity Analysis

This section discusses the characteristics of the response of the fracture height propaga-
tion and the effects of the main parameters on fracture height, including the grid size in the
model, fluid viscosity, Young’s modulus, Poisson’s ratio, and minimum horizontal stress.

4.1. Fracturing Fluid Viscosity

The viscosity of the fracturing fluid affects pressure distribution along the fractures.
Pressure drop within the fracture cannot be ignored, especially when the fracture length
and/or height is long. Three fluid viscosities were studied in this work—1 mPa · s, 2.5 mPa · s,
and 100 mPa · s. The results are shown in Figure 5. Fracture height decreases slightly as the
fluid viscosity increases. This is because a higher fluid viscosity leads to a higher pressure
drop along the fracture and a lower fluid pressure at the fracture tip.
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4.2. Reservoir Rock Properties
4.2.1. Young’s Modulus

Young’s modulus indicates the stiffness of the reservoir rock, and it affects the stress inten-
sity factor calculated at the fracture tip. Three Young’s moduli were examined—13,789.5 MPa,
6894.8 MPa, and 34,473.8 MPa. Figure 6 depicts the fracture half-height calculated with the
three Young’s moduli, respectively. The Young’s modulus can significantly affect the calcu-
lated half-height of the fracture. The higher the Young’s modulus, the larger the calculated
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fracture height will be. The calculated fracture half-height increased by nearly 100% when
the Young’s modulus increased from 13,789.5 MPa to 34,473.8 MPa. This is because a high
Young’s modulus leads to a large stress intensity factor at the fracture tip at each time step
in the simulation, and thus, the fracture tends to propagate further into the formation. In
addition, a large modulus indicates that the reservoir matrix is stiffer. Thus, the fracture
propagates further, while the width of fracture tends to be narrower.
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4.2.2. Poisson’s Ratio

The Poisson’s ratio is another key parameter that affects the stress intensity factor
at the fracture tip. Three Poisson’s ratios—0.1, 0.2, and 0.5—were investigated in this
study to evaluate its effect on fracture height. The results are shown in Figure 7, which
demonstrates that a slight difference exists between scenarios when the Poisson’s ratios
are 0.1 and 0.2, where the fracture half-height increases from 13.1 m to 13.4 m at the end
of simulation. A noticeable difference is shown when the Poisson’s ratio increases to 0.5,
where the calculated fracture half-height is increased to 14.6 m.
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4.3. Minimum Horizontal Stress

Minimum horizontal stress is an essential parameter to calculate the stress intensity
factor at the fracture tip and the net pressure, which is the difference between fluid pressure
in the fracture and rock stress on the fracture surface. Three minimum horizontal stresses of
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34.5 MPa, 44.2 MPa, and 55.2 MPa were simulated in this study, and the results are shown
in Figure 8. Calculated fracture height can be greatly affected by minimum horizontal
stress. The fracture half-height reached 20.1 m for the scenario with a 55.2 MPa as the
minimum horizontal stress compared to 13.4 m and 11.9 m for scenarios of 44.2 MPa and
34.5 MPa. The fracture propagates further under a smaller minimum horizontal stress. This
is mainly because a lower minimum horizontal stress in the rock leads to a relatively large
net pressure in the fracture and large stress intensity factor at the fracture tip.
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4.4. Grid Size

In this study, fracture half-height is calculated to be 13.4 m with the vertical grid size
of 0.3 m. To examine the sensitivity of the grid size to calculated half-height results, the
model was repeated twice with a grid size of 0.075 m and 0.038 m in the fracture height
direction. The results are shown in the Figure 9. A slight difference was found for the three
grid sizes, indicating that 0.3 m of the grid size is sufficient for the calculation. With grid
size changing from 0.3048m to 0.0762 m and 0.0381 m, the fracture half-height at the end of
injection increased from 13.41 m to 13.62 m and 13.71 m. When the model grid is smaller,
the dotted line of fracture half-height becomes smoother, but the influence of grid size on
the fracture height is not significant.
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5. Conclusions

1. An innovative numerical model that fully couples the hydraulic fracture propagation,
fluid flow in the fracture, and fluid leak-off into the reservoir matrix by finite element
method is established to calculate fracture height in the tight formation using the
proposed model;

2. The well-based numerical model is successfully used in the filed case of Montney,
which indicates a relative error of 7.2% compared with the field tracer result;

3. The sensitivity analysis indicates that fracture height can be significantly affected by
Young’s modulus and minimal horizontal stress. A high Young’s modulus leads to an
increased stress intensity factor at the fracture tip for each time step, which prompts
the fracture to advance further, while the width of fracture becomes smaller. The
influence of grid size on height fracture is not significant. When the model grid is
smaller, the trend of fracture height propagation becomes smoother.
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formal analysis, J.C.; investigation, J.C.; resources, J.C. and F.L.; data curation, J.C.; writing—original
draft preparation, J.C.; writing—review and editing, J.C.; visualization, J.C.; supervision, F.L.; project
administration, F.L.; funding acquisition, F.L. All authors have read and agreed to the published
version of the manuscript.
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Nomenclatures

w Fracture width, m
∆w Fracture width increment, m
q Fluid flux, m3·s−1

t Time, seconds
C Leak-off term, m·s−1

p f Fluid pressure in the fracture, mpa
∆p Pressure increment, mpa
µ Fluid viscosity, mpa·s
M Pressure influence coefficient matrix
Cl Leak-off coefficient, m·s−0.5

t0(y) The time of fracture tip arrives at y, seconds
KI Stress intensity factor, mpa·m0.5

KIC Critical stress intensity factor, mpa·m0.5

E Young’s modulus, mpa
v Poisson’s ratio
u Displacement, m
σ Stress, mpa
ε Strain
σa Auxiliary stress, mpa
ua Auxiliary displacement, m
δ The Kronecker delta
χ Scalar field
r Distance from the fracture tip, m
θ The angle from the tangent to the fracture path, radians
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κ The Kolosov constant
G Shear modulus, mpa
l(t) The fracture half-height at time t, m
p0 Initial net fluid pressure, mpa
Pc Critical load, mpa
c Fracture half-length in the disc, mm
R Radius of disc, mm
t1 Thickness of the disc, mm
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Abstract: The Qiongdongnan and Yinggehai Basins are important petroliferous basins. To study
the Cenozoic subsidence characteristics of these two basins, their controlling factors, and their
implications, we studied the basins’ subsidence characteristics via one-dimensional, two-dimensional,
and holistic subsidence. Then, we compared the basins’ subsidence characteristics based on the
evolution of several particular geological processes that occurred in the South China Sea (SCS) and
adjacent areas. The results indicated that the change in the holistic subsidence of both basins occurred
episodically. In addition, the subsidence in these two basins differed, including their subsidence rates,
the migration of the depocenters, and the changes in the holistic subsidence. The dynamic differences
between the two basins were the main factors controlling the differences in the subsidence in the two
basins. In the Qiongdongnan Basin, the subsidence characteristics were primarily controlled by the
mantle material flowing under the South China Block in the Eocene and the spreading of the SCS from
the Oligocene to the Miocene. In the Yinggehai Basin, the subsidence characteristics were primarily
controlled by the coupling between the uplift of the Tibetan Plateau and the strike-slip motion of
the Red River Fault before the Early Miocene and by only the effect of the strike-slip motion of the
Red River Fault from the Middle Miocene to the Late Miocene. Since the Pliocene, the subsidence
characteristics of both basins have been principally controlled by the dextral strike-slip motion of
the Red River Fault. The major faults contributed to the spaciotemporal variations in the subsidence
within each basin.

Keywords: Qiongdongnan basin; Yinggehai basin; subsidence characteristics; variations;
controlling factors

1. Introduction

The South China Sea and the adjacent areas are characterized by complicated and
diverse geological phenomena and are surrounded by the Indian, Eurasian, and Pacific
plates. Thus, these areas are also referred to as a natural geological laboratory [1]. Regarding
the formation mechanism and the dynamic processes of the evolution of the SCS and the
adjacent areas, various dynamic models have been proposed by researchers around the
world based regarding different methods, including the back-arc-spreading model [2],
the collision-extrusion model [3,4], the mantle-upwelling model [5,6], and the expanding-
continental-margin model [7]. However, there are still some conflicts among these models,
and each model has limitations [8] Even for the same model, discrepancies exist between
different studies. The Qiongdongnan Basin (QDNB) and the Yinggehai Basin (YGHB),
located in the northern continental margin of the SCS, are two important petroliferous
basins. However, the tectonic locations of these two basins are particularly specific, and the
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sedimentary stratigraphy and the structures of these two basins are significantly different.
In addition, several particular geological processes, such as the uplift of the Tibetan Plateau,
the strike-slip motion of the Red River Fault, and the expansion of the SCS during the
Cenozoic period, have dramatically affected the subsidence, filling, and evolution of these
two basins. However, the role of each geological process in the basins’ evolutions is still not
clear. In addition, the geodynamics of the basins are poorly understood and controversial.

A basin’s subsidence history is the reestablishment of the basin’s tectonic and sedi-
mentary evolution, and it records the significant geological events and reflects the basin’s
evolution [9]. Conversely, the characteristics of a basin’s subsidence are fundamentally
controlled by the basin’s dynamics [10]. In view of this, in this study, the similarities and the
differences in the Cenozoic subsidence characteristics of the two basins were investigated
via comparative analysis, and then, the subsidence features of the two basins were, as
compared to the geological processes that occurred in the SCS and its adjacent areas to
ascertain the main factors controlling the mechanisms of the subsidence found in these two
basins. The results of this study provide important evidence for the reconstruction of the
geodynamic processes as well as important theoretical guidance for the deployments of
oil-and-gas exploration in these two basins [11–13].

2. Geological Setting

The QDNB and the YGHB are located in the northern continental margin of the SCS
and are surrounded by the Indian, Eurasian, and Pacific Plates. They are adjacent basins
but have significantly different formation mechanism [14]. The QDNB, located at the
intersection of the northern SCS margin and the Red River Fault Zone, is NE trending
and consists of three major tectonic units from northwest to southeast [15]: the northern
depression, the central uplift, and the central depression. The structural framework of
the QDNB is characterized by alternating depressions and uplifts (Figure 1). The YGHB
is diamond-shaped, trends NW, and consists of three major tectonic units: the Yingdong
slope; a central depression composed of the Yinggehai sag, Henei sag, and Lingao rise; and
the Yingxi slope (Figure 1). The evolution of the QDNB and the YGHB can be divided into
two stages as a whole: a rifting stage during the Paleogene period and a post-rifting stage
from the Neogene to the Quaternary period, which can be further divided into depression
and thermal subsidence stages [16,17] (Figure 2).

The strata in the QDNB and the YGHB have been studied in detail, except for the
Paleocene and Eocene strata, which have not been sampled or assigned specific formation
names (Figure 2). The Paleocene strata primarily consist of volcanic rocks in these two
basins, but the difference is that a small amount of limestone was deposited in the YGHB.
The Eocene strata primarily consist of lacustrine and alluvial-facies conglomerate, sand-
stone, and mudstone. The sediments of the Lower Oligocene Yacheng Formation, including
the fluvial, lacustrine, swamp, and fan-delta facies, are finer grained than those of the
previous period and consist of mudstone, sandstone, and siltstone. The difference between
these two basins is that a coal seam developed in the QDNB, while shale developed in
the YGHB. The upper Oligocene Lingshui Formation consists of more fine-grained sedi-
ments, including interbedded siltstone and mudstone, because the water depth increased,
and the sedimentary environment changed into delta and littoral facies. From the Early
Miocene to the end of the Middle Miocene, when the Sanya and Meishan Formations were
deposited, the sedimentary characteristics were different in the two basins. The sediments
in the QDNB mostly consisted of interbedded siltstone and mudstone under the shallow
platform and littoral facies. However, most sediments in the YGHB are mudstone, which
developed under the littoral-shallow facies. From the Late Miocene until the present, i.e.,
the deposition time of the Huangliu–Ledong Formations, thick mudstone and thin siltstone
formed in the bathyal facies in the QDNB, whereas in the YGHB, the proportion of siltstone
is higher [17].

189



Processes 2023, 11, 956

Processes 2023, 11, x FOR PEER REVIEW 3 of 26 
 

 

thin siltstone formed in the bathyal facies in the QDNB, whereas in the YGHB, the pro-

portion of siltstone is higher [17]. 

 

Figure 1. Map showing the tectonic units in the Qiongdongnan and Yinggehai Basins. YGHB, 

Yinggehai Basin; QDNB, Qiongdongnan Basin; YBS, Yabei sag; SXS, Songxi sag; SDS, Songdong sag; 

YNS, Yanan sag; SNBDS, Songnanbaodao sag; LDLSS, Ledonglingshui sag; BJS, Beijiao sag; CCS, 

Changchang sag; YLS, Yongle sag; HGS, Huangguang sag; YGHS, Yinggehai sag; YCR, Yacheng 

rise; LSLR, Lingshui low rise; YNLR, Yanan low rise; STR, Songtao rise; BDR, Baodao rise; CCR, 

Changchang rise; SNLR, Songnan low rise; LNLR, Lingnan low rise; BJR, Beijiao rise; LGR, Linggao 

rise. The locations of the wells and seismic profiles are also shown (modified after Shi et al. [18], Zhu 

et al. [19]). 

Figure 1. Map showing the tectonic units in the Qiongdongnan and Yinggehai Basins. YGHB,
Yinggehai Basin; QDNB, Qiongdongnan Basin; YBS, Yabei sag; SXS, Songxi sag; SDS, Songdong sag;
YNS, Yanan sag; SNBDS, Songnanbaodao sag; LDLSS, Ledonglingshui sag; BJS, Beijiao sag; CCS,
Changchang sag; YLS, Yongle sag; HGS, Huangguang sag; YGHS, Yinggehai sag; YCR, Yacheng
rise; LSLR, Lingshui low rise; YNLR, Yanan low rise; STR, Songtao rise; BDR, Baodao rise; CCR,
Changchang rise; SNLR, Songnan low rise; LNLR, Lingnan low rise; BJR, Beijiao rise; LGR, Linggao
rise. The locations of the wells and seismic profiles are also shown (modified after Shi et al. [18],
Zhu et al. [19]).
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3. Data and Methods
3.1. Data

Due to high acquisition costs, the well and seismic data in the QDNB and the YGHB
are limited, and most of the early data are fragmentary in terms of the data needed to study
subsidence, such as the lithology data. In this study, we chose three and six interpreted
and most recently acquired seismic profiles for the analyses of the YGHB and QDNB,
respectively. This effectively reduced the uncertainty and ensured the results were more
reliable. The number of drilling wells was relatively small in the study area, as compared to
the area of the two basins and the requirements of such a study. Therefore, several fictitious
wells were created. To create this kind of well, the drilling wells were correlated with the
seismic data first. Next, we chose several locations for the fictitious wells near the drilling
wells on the seismic profiles for the calculations and analysis. Twenty-eight wells in QDNB
and sixteen wells in the YGHB were selected to calculate and analyze their subsidence
history (Figure 1). Most of the units were distributed by fictitious wells as soon as possible.

3.2. Method and Parameters
3.2.1. Methods

We analyzed the basin subsidence at three levels, i.e., the subsidence of single wells
(1D), the subsidence along the profile (2D), and the subsidence of the entire basin. As for the
subsidence calculation process, we synthesized and improved the traditional back-stripping
method. The details are provided below.

The total subsidence (STT) of the basin could be divided into four components, namely,
the tectonic subsidence induced by tectonism (ST), the loading subsidence caused by
the sediments (D), the loading subsidence induced by sea-level changes (D(∆L)), and
the retroaction induced by the lithosphere (DT), which could be ignored in extensional
basins [18,24]. Thus, the abovementioned relationships could be expressed mathematically
as follows:

STT = ST + D + D(∆L). (1)

The total subsidence (STT) could be expressed as follows:

STT = Hs + Hw + ∆L, (2)

where Hs is the de-compacted stratum thickness, which could be obtained using the Authy
equation [25]; Hw is the paleo-water depth; and ∆L is the value of the eustatic sea-level
change. Hw and ∆L could be acquired in several ways, which is introduced in detail in a
subsequent section.

The loading subsidence caused by the sediments (D) and the loading subsidence
induced by sea-level change (D(∆L)) could be acquired based on the Airy isostasy [26], as
follows:

D = Hs × ($s − $w)/($m − $w), (3)

D(∆L) = ∆L × $w/($m − $w), (4)

where $s, $m, and $w are the densities of the mean sediments, mantle, and water, respec-
tively. Finally, we could easily acquire the tectonic subsidence (ST) using Equation (1).

The total subsidence and tectonic subsidence could be acquired simultaneously by
using this technique. In addition, several controversial problems could be avoided by using
this method, for example, the water-loaded basin subsidence and the uncertainty of the
parameters in the tectonic subsidence calculation [27].

The calculations were conducted using MATLAB (R2014a) with a precision set at 10−5;
Excel software for further data processing and mapping; and finally, CorelDRAW software
for map beautification.
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3.2.2. Parameters

Many parameters were involved in the subsidence calculations and analysis, and
every parameter had to be analyzed and processed scientifically and reasonably.

• Dates of strata boundaries: First, we identified the different degrees of the chronostrati-
graphic units and rock stratigraphic units in the seismic and well profiles [19]. Then,
we determined the age of every chronostratigraphic unit’s boundary after chronos-
tratigraphic correlation and constructed a chronostratigraphic framework [20,21]. We
also determined the ages of each rock stratigraphic unit’s boundaries after the rock
stratigraphic correlation and analysis of the biological fossils [22,23]. Finally, the
stratigraphic columns of the basins were constructed to study the sedimentology and
tectonics of the basin (Figure 2).

• Porosity, density, and compaction coefficient: According to the basin’s stratigraphy, we
analyzed the lithology and proportions of each component of each formation. Based on
the results, the density of each formation was calculated by averaging their weighted
components, which ensured the credibility of the results [17]. The densities of the
mantle and water were 3330 kg/m3 and 1000 kg/m3, respectively [28]. For the surface
porosity and compaction coefficient, previously published results on the subsidence
in the QDNB and the YGHB were directly adopted, and these only considered the
sandstone and mudstone while ignoring the other components of the strata in the
North Sea Basins [29]. Furthermore, the sedimentary and diagenetic environments
of the QDNB and the YGHB are also different from their counterparts in the North
Sea Basins. The differences between the two study areas inevitably induced errors.
To reduce these errors as much as possible, we acquired the surface porosity and
compaction coefficient in the same way as the density. The surface porosity and
compaction coefficient of each lithology are listed in Table 1.

Table 1. Surface coefficient of compaction, surface porosity, and density of different lithologies in a
normal environment (according to Gao et al. [24]).

Lithology Surface Coefficient of Compaction
(km−1) Surface Porosity (%) Density

(kg/m3)

Mudstone 0.51 0.63 2720
Sandy mudstone 0.39 0.56 2680

Sandstone 0.27 0.49 2650
Conglomerate 0.22 0.46 2640

• Paleo-water depth and eustatic sea-level change: There are many ways to estimate the
paleo-water depth, including paleontology, sedimentary facies analysis, geochemical
indexes, and geomorphology back-stripping [30]. We obtained the paleo-water depth
using the following steps: Firstly, we studied the types of sedimentary facies developed
during each period in the basin, which were then analyzed based on updated data,
including cuttings, cores, seismic data, and well logs [16,17,19]. Then, we obtained the
paleo-water depth during each period according to the relationship between the water
depth and sedimentary facies. Finally, to increase the accuracy, we also compared the
results of the relative sea levels in the two basins, which were obtained from previous
studies (Figure 2).

But it should be noted that the determination of the facies was based on an integrated
analysis of sedimentary and fossil characteristics from various sources, which inevitably
has led to mistakes in estimating the paleobathymetry and the subsidence [31]. A number
of researchers have conducted studies on eustatic sea-level change [32–34]. In this study, we
adopted the results of studies based on borehole data for the continental margin of eastern
North America because the tectonic setting and evolution of the northern continental
margin of the SCS are very similar to those of the eastern margin of North America [32].
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4. Results
4.1. Subsidence Characteristics of Single Wells (1D)
4.1.1. 1D Subsidence Characteristics in the QDNB

In the QDNB, 28 wells were selected to calculate the 1D subsidence (Figure 1), and
12 typical wells were chosen to analyze the spatiotemporal variations in the Cenozoic
subsidence of the basin (Figure 3).
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In the Eocene, the mean overall subsidence rate (Ra) was 83 m/myr and the mean
tectonic subsidence rate (Rt) was 20 m/myr. The mean subsidence rate of one period in
this paper was acquired by averaging the subsidence rates of all the wells for that period,
which is described in a later section of this paper and was the same situation, so it is not
introduced again. Based on the differences between the subsidence rates of the typical
wells and the mean subsidence rate, the depocenters were divided into three types: (1) the
main depocenters with subsidence rates greater than the mean subsidence rate, (2) the
sub-depocenters with subsidence rates close to the mean subsidence rate; and (3) the
non-depocenters with subsidence rates lower than the mean subsidence rate. The three
types of depocenters are described in a later part of this paper, and the situation was the
same, so they are not described here. The Changchang, Songnanbaodao, Songxi, western
Ledonglingshui, and northern Huaguang sags were identified as the main depocenters
(wells 1, 2, 5, 7, 9, 10, and 12 in Figures 1 and 3). The sub-depocenters were only distributed
in the Beijiao sag (wells 3 and 6 in Figures 1 and 3). The Yongle and Yabei sags were the
non-depocenters (wells 4 and 8 in Figures 1 and 3). The depocenters with the highest
subsidence rates were distributed in the western Ledonglingshui and Yacheng sags. Apart
from the Yabei and Yongle sags, the subsidence rates in the other areas were relatively
high. Furthermore, the distribution of the main depocenters in the plane was an arc
bending toward the north from east to west. In the Early Oligocene, the mean Ra and
was 207 m/myr, and the Rt was 89 m/myr. The main depocenters were distributed in
the eastern Songnanbaodao, Songxi, Yanan, and western Ledonglingshui sags (wells 2, 7,
11, and 12 in Figures 1 and 3). The Changchang, western Songnanbaodao, and western
Beijiao sags were the sub-depocenters (wells 1, 5, and 6 in Figures 1 and 3). The non-
depocenters included the eastern Beijiao, Yabei, northwestern Ledonglingshui, Huaguang,
and Yongle sags (wells 3, 4, 8, 9, and 10 in Figures 1 and 3). The depocenters with the
highest subsidence rates were still distributed in the western Ledonglingshui sag. The total
subsidence features were similar to those in the previous period, except for the addition
of subsidence areas in the south-eastern and northwestern parts of the basin. In the Late
Oligocene, the mean Ra was 391 m/myr, and the mean Rt was 163 m/myr. The Changchang,
Songnanbaodao, Ledonglingshui, and Huaguang sags were the main depocenters due
to their high subsidence rates (wells 1, 2, 5, 6, 12, and 10 in Figures 1 and 3). The sub-
depocenters included the western Beijiao, Songxi, and Yabei sags (wells 6, 7, 8, and 11 in
Figures 1 and 3). The non-depocenters included the eastern Yabei and Yongle sags (wells 3
and 4 in Figures 1 and 3). The western Ledonglingshui sag was still the depocenter with the
highest subsidence rate. Moreover, the planar distribution of the main depocenters was still a
northward arc, and the sub-depocenters were distributed along the two sides of the arc. The
southeastern part of the basin became the non-depocenter area, and the northwestern part
of the basin became the sub-depocenters, as compared to the previous period. In the Early
Miocene, the mean Ra was 129 m/myr, and the Rt was 41 m/myr. The main depocenters
were the Changchang, Songxi, Huaguang, and western Ledonglingshui sags (wells 1, 7,
10, and 12 in Figures 1 and 3). The sub-depocenters included the Songnanbaodao sag, the
western part of the Beijiao sag, and the northwestern Ledonglingshui and Yanan sags (wells
2, 5, 6, 9, and 11 in Figures 1 and 3). The eastern Beijiao, Yongle, and Yabei sags were the
non-depocenters (wells 3, 4, and 8 in Figures 1 and 3). Overall, the subsidence features of
this period were the same as those of the previous period, with only slight changes. The
western part of the Ledonglingshui sag still had the highest subsidence rate among all
units, and the planar distribution of the main depocenters and the sub-depocenters was
still an arc bending toward the north, similar to that in the previous periods. However, the
northwestern part of the basin became a non-depocenter area. In the Middle Miocene, the
average Ra was 93 m/myr, and the mean Rt were and 41 m/myr. The main depocenters
were primarily distributed in the Changchang, eastern Songnanbaodao, Yongle, northern
Ledonglingshui, and Huaguang sags (wells 1, 2, 4, 9, and 10 in Figures 1 and 3). The only
sub-depocenters were the eastern Beijiao and western Ledonglingshui sags (wells 3 and 12
in Figures 1 and 3). The western Songnanbaodao, western Beijiao, Songxi, Yabei, and Yanan
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sags were the non-depocenters (wells 5, 6, 7, 8, and 11 in Figures 1 and 3). The subsidence
features of this period differed from those of the previous period. The depocenters with the
largest subsidence rates were now in the northwestern Ledonglingshui sag. The range of
the non-depocenters, which were distributed as an NW trending zone, was consistent with
the trend of the Yacheng rise and the Lingshui and Songnan low rises and extended toward
the inner part of the basin. Nevertheless, the depocenters, including the main and the
sub-depocenters, were primarily distributed in the northeastern and southwestern parts of
the non-depocenter zones. In the Late Miocene, the mean Ra was145 m/myr, and the mean
Rt was 67 m/myr. The main depocenters included the Changchang, eastern Songnanbaodao,
Ledonglingshui, and Huaguang sags (wells 1, 2, 9, 10, and 12 in Figures 1 and 3). The
only sub-depocenter was the Beijiao sag (wells 3 and 6 in Figures 1 and 3). The Yongle,
western Songnanbaodao, Songxi, Yabei, and Yanan sags were the non-depocenters (wells 4,
5, 7, 8, and 11 in Figures 1 and 3). The overall subsidence characteristics were similar to
those during the previous period, but once again, the western Ledonglingshui sag became
the depocenter with the highest subsidence rate. In addition, the non-depocenter zone,
which had the same trend as the Lingshui low rise and the Yacheng and Songtao rises,
shifted northward. In the Pliocene, the average Ra was 227 m/myr, and the average Rt was
79 m/myr. The Songxi, Yabei, Ledonglingshui, and Yanan sags were the main depocenters
(wells 7, 8, 9, 12, and 11 in Figures 1 and 3). However, the sub-depocenters were primarily
distributed in the Songnanbaodao, Yongle, and eastern Beijiao sags (wells 2, 5, 3, and 4
in Figures 1 and 3). The non-depocenter areas included the Changchang, western Beijiao,
and Huaguang sags (wells 1, 6, and 10 in Figures 1 and 3). The subsidence features during
this period were completely different from those of the previous periods. The depocenter
with the largest subsidence rate was the Yabei sag, and the scope of the non-depocenters
expanded toward the north, with a NE trend that was consistent with the trend of the
Lingnan low rise and the Beijiao rise. The depocenters, including the main and the sub-
depocenters, were distributed along the two sides of the non-depocenter zone, and the
subsidence rate increased with increasing distance from the non-depocenter zone. In the
Quaternary, the mean Ra was158 m/myr, and the mean Rt was 108 m/myr. The subsidence
characteristics changed dramatically because the controlling factors varied from one area to
another, and an anomalous subsidence occurred during this period. The northern part of the
basin, e.g., the western Songnanbaodao, Songxi, Yabei, western Ledonglingshui, and Yanan sags
(wells 5, 7, 8, 9, 11, and 12 in Figures 1 and 3), was characterized by a high Ra and a low Rt. In
contrast, the southern part of the basin, e.g., the Changchang, eastern Songnanbaodao, Beijiao,
Yongle, and Huaguang sags (wells 1, 2, 3, 4, 6, and 10 in Figures 1 and 3), was characterized by
a low Ra and a high Rt.

The above analysis of the subsidence evolution indicated that from the Eocene to the
Early Miocene, the subsidence features had remained similar overall. The northwestern
and southeastern parts of the basin, especially the eastern Beijiao and Yongle sags, were
the non-depocenter areas. The other areas of the basin were the depocenters, which were
distributed in an arc shape, bending toward the north on a plane from east to west. The
subsidence characteristics in the Middle and Late Oligocene were completely different
from those during the previous periods, and the subsidence was characterized by the
extension of the non-depocenter areas. The distribution of the non-depocenter areas during
the Middle Miocene remained consistent with the trend of the Yacheng rise, Lingshui low
rise, Songtao rise, and Songnan low rise, but it shifted to follow the trend of the Yacheng
rise, Lingshui low rise, and Songtao rise in the Late Miocene. Generally, the depocenter
areas were primarily distributed in the northeastern and southwestern parts of the basin,
which had been separated by the non-depocenters during the Middle and Late Miocene
periods. The subsidence features completely changed during the Pliocene. Most of the
southern parts of the basin became the non-depocenters, the trend of which was consistently
distributed with the Lingnan low rise and Beijiao rise, due to the northward migration of
the depocenter areas. In the Quaternary, an anomalous subsidence occurred in the southern
part of the basin.
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4.1.2. 1D Subsidence Characteristics in the YGHB

In the YGHB, 16 wells were selected to calculate the 1D subsidence history, from
which 12 typical wells were chosen to analyze the spatiotemporal variations in the sub-
sidence of the basin (Figure 4). Because of the lack of exploration, only limited seismic
and well data, along with limited information about the thick strata in the YGHB, were
available. The strata systems of the basin that have been comprehensively studied include
the Upper Oligocene and the Quaternary strata. Correspondingly, the time span of the
subsidence history of the YGHB investigated in this paper was from the Late Oligocene to
the Quaternary.

In the Late Oligocene, the mean Ra and Rt were 603 m/myr and 212 m/myr, respec-
tively. The subsidence area was limited, and the main depocenters were distributed in
the northwestern Yinggehai sag and the southeastern Linggao rise (wells 10, 11, and 12 in
Figures 1 and 4). The non-depocenter areas were distributed only in the contact area between
the northwestern Yinggehai sag and the southeastern Linggao rise (well 9 in Figures 1 and 4).
In the Early Miocene, the average Ra was 159 m/myr, and the average Rt was 48 m/myr.
The scope of the depocenter areas had extended further south during this period. The
middle part of the Yinggehai sag was the main depocenter (wells 6 and 7 in Figures 1 and 4).
The sub-depocenters were primarily distributed in the northeastern Yinggehai sag, which
was located next to the Yingdong slope (wells 5, 9, and 10 in Figures 1 and 4). However, the
northwestern Yinggehai sag and southeastern Linggao rise became the non-depocenters
during this period (wells 11 and 12 in Figures 1 and 4). In the Middle Miocene, the mean Ra
was 446 m/myr, and the mean Rt was 129 m/myr. The range of the depocenters persistently
expanded southerly, as compared to their range during the previous period, and the en-
tirety of the Yingdong slope subsided synchronously with different subsidence rates, which
varied by location. The main depocenters were distributed in the southeastern Yinggehai
sag and the Yingdong slope (wells 1, 2, and 3 in Figures 1 and 4). The main depocenters
during the previous period became the sub-depocenters during this period (wells 6 and 7
in Figures 1 and 4). The northwestern part of the basin became the non-depocenter area
(wells 5, 8, 9, 10, 11, and 12 in Figures 1 and 4). In the Late Miocene, the mean Ra and Rt
were 87 m/myr and 21 m/myr, respectively. The subsidence features of this period were
completely different from those of the previous periods, and the depocenters migrated to
the northwestern part of the basin. The main depocenters were primarily distributed in
the central and northwestern parts of the Yinggehai sag, the northwestern Yingdong slope,
and the southeastern Linggao rise (wells 3, 6, 8, 10, 11, and 12 in Figures 1 and 4). The
sub-depocenters were distributed in the western Yingge sag and the southeastern Linggao
rise (wells 7 and 9 in Figures 1 and 4). The central and southeastern parts of the Yingdong
slope, as well as the adjacent area, became the non-depocenter areas during this period
(wells 1, 2, 4, and 5 Figures 1 and 4). In the Pliocene, the mean Ra was 483 m/myr, and the
mean Rt was 130 m/myr. The main depocenters were concentrated in the central Yinggehai
sag (wells 2, 3, 5, 6, and 7 in Figures 1 and 4). However, the contact area between the
Yinggehai sag and the Linggao rise became the sub-depocenter area (wells 9, 10, and 11 in
Figures 1 and 4). In addition, the entire Yingdong slope and the northwestern Yinggehai sag
became the non-depocenter areas (wells 1, 4, 8, and 12 in Figures 1 and 4). The subsidence
characteristics changed, as compared to the previous period. For example, the depocenters
shifted from the northwest to the central part of the basin, and most of the non-depocenters
were distributed on the Yingdong slope. In the Quaternary, the mean Ra was 140 m/myr,
and the Rt was 27 m/myr. The overall subsidence features only changed slightly and were
similar to those of the previous period overall. The range of the depocenters shrank, and
they were distributed in the southeastern part of the basin, which caused the northwestern
part of the basin to become the non-depocenter area. The main depocenters were distributed
in the southeastern Yinggehai sag (wells 2 and 3 in Figures 1 and 4). However, the central
Yinggehai sag and the northwestern Yingdong slope became the sub-depocenters (wells 5, 6,
7, and 8 in Figures 1 and 4). The non-depocenters were primarily distributed in the northeastern
and northwestern parts of the basin (wells 1, 4, 9, 10, 11, and 12 in Figures 1 and 4).
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Based on the above analysis, we found that the spatiotemporal variations in the
subsidence had changed regularly. From the Late Oligocene to the Middle Miocene, the
depocenters had continuously shifted southeast, and the range of the depocenter area had
expanded progressively. In the Late Miocene, the depocenters had migrated toward the
northwest, and the range of the depocenter area was the largest, although the subsidence
rate was relatively small. From the Pliocene to the present, the depocenters shifted to the
east, and the scope of the depocenter area decreased. Consequently, the northwestern part
of the basin became the non-depocenter area. The Late Miocene was an obvious and critical
turning point, before and after which the subsidence features were dramatically different.

4.2. Subsidence Characteristics of Profiles (2D)
4.2.1. 2D Subsidence Characteristics in the QDNB

Six seismic profiles of the QDNB were studied, among which one profile in the
eastern basin was selected to analyze the spatiotemporal variations in the 2D subsidence
characteristics.

In the eastern part of the basin, the subsidence area was limited, and it only included
the Songnanbaodao sag and the Baodao rise in the Eocene (Figure 5). The depocenters were
primarily distributed in the Songnanbaodao sag, which experienced the maximum subsi-
dence, reaching approximately 2420 m by the end of the Eocene. In the Early Oligocene,
the scope of the subsidence, including several main depocenters, expanded to some extent,
as compared to the previous period. By the end of the Early Oligocene, the maximum
subsidence of the Yacheng Formation had reached 2900 m. In the Late Oligocene, the
scope of the subsidence, which was characterized by nearly unchanged subsidence features,
increased further. Moreover, the main depocenters were still distributed in the Songnan-
baodao sag, and the maximum subsidence of the Lingshui Formation increased to 3080 m
at the end of the Late Oligocene. In the Early Miocene, the subsidence features changed
slightly, but the Songnanbaodao sag was still the area in which the maximum subsidence
of the Sanya Formation had occurred, reaching approximately 1780 m by the end of the
Early Miocene. For example, the stratum was distributed as a blanket in the plane, which
led to a decrease in the subsidence differences between the depocenters. In addition, the
subsidence in the Beijiao sag and the Beijiao rise decreased because these two tectonic units
were uplifted during this period. During the Middle Miocene, the subsidence features
varied significantly, except in the Songnanbaodao and Yongle sags. The subsidence of
the northern Baodao rise, Beijiao sag, and Beijiao rise were small due to the remarkable
amount of uplift. At the end of the Middle Miocene, the largest subsidence of the Meisha
Formation was 1020 m. While in the Late Miocene, the subsidence characteristics of the
Songnanbaodao sag, where the greatest subsidence of the Huangliu Formation reached
1050 m by the end of the Late Miocene, remained nearly unchanged. However, the subsi-
dence features of the remaining areas changed dynamically. For example, the subsidence in
the Beijiao sag was relatively large because it had subsided sharply during this period. The
non-depocenters were distributed in the Beijiao rise and Yongle sag due to an incessant
uplift. The subsidence features of all the areas changed in the Pliocene, during which the
depocenters moved to the two sides of the locations of the depocenters during the previous
period. The largest subsidence of the Yinggehai Formation increased to 1800 m by the end
of the Pliocene and was located in the river channel. The uplift of the Beijiao had continued
during this period, while the Yongle sag had subsided slightly. From the Quaternary to the
present, the seawater intruded into the eastern QDNB with a large water depth because a
transgression had begun during this period [14].

Based on the above analysis, we found that the differences in the subsidence of each
unit were relatively high from the Eocene to the Oligocene. The reason for this was that
this period was the rifting stage when the faults primarily developed, which had resulted
in the development of the various grabens and half-grabens where the subsidence had
occurred. However, after the Miocene, the differences in the subsidence of the tectonic
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units decreased. In the Pliocene, the southern part of the basin had been uplifted, and the
northern part of the basin had subsided.
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4.2.2. 2D Subsidence Characteristics in the YGHB

In the YGHB, three seismic profiles distributed in the southern, central, and northern
parts of the basin were analyzed, among which we selected the central profile to analyze
the spatiotemporal variations of the subsidence in the basin. The YGHB was characterized
by a low exploration level and a thick stratum in the central basin. In addition, due to the
low quality of the seismic data, the stratum that could be used to analyze the subsidence
history only included the Sanya Formation and the overlying formations (Figure 6).

In the Early Miocene, subsidence only occurred in the Yinggehai sag. The largest
subsidence of the Sanya Formation was 2380 m by the end of the Early Miocene. In the
Middle Miocene, the subsidence had still only occurred in the Yinggehai sag, but the
amount of subsidence was significant, particularly in the central part of the sag. The
shape of the profile of the Meishan Formation was a wedge because its thickness had
increased gradually from east to west. The maximal subsidence of the Meishan Formation
reached 3150 m at the end of the Middle Miocene. The subsidence characteristics had
changed distinctly in the Late Miocene. For example, the subsidence range had expanded
to the Yingdong slope. In addition, the thickness of the stratum varied significantly in
the horizontal direction; however, the Yinggehai sag was still the area where the maximal
subsidence of the Huangliu Formation occurred, reaching only 910 m by the end of the
Late Miocene. Until the Pliocene, the subsidence features had only changed slightly.
The scope of the subsidence remained unchanged, but the amount of subsidence varied
significantly from the Yinggehai sag to the Yingdong slope because the former unit had
experienced a large amount of subsidence and was the area where the depocenters had
been distributed. In contrast, the latter unit was the area where the non-depocenters had
been distributed due to its relatively small amount of subsidence. At the end of the Pliocene,
the largest subsidence of the Yinggehai Formation was 2430 m. Since the Quaternary, the
subsidence has increased gradually from west to east, but the largest subsidence of the
Ledong Formation was still located in the Yinggehai sag, reaching 1090 m by the end of
the Quaternary.

Based on the above analysis, we found that the subsidence of the YGHB during the
Cenozoic was as follows. First, the Yinggehai sag, which had continuously subsided since
the Miocene, was the main area where the depocenters had been distributed. However,
the Yingdong slope had been uplifted on a large scale from the Early Miocene to the
Middle Miocene, and on a small scale, during the Late Miocene, which had resulted in a
lack of subsidence during the former two periods. Second, the YGHB was characterized
by episodic subsidence during the Cenozoic based on the 2D subsidence characteristics,
that is, the subsidence had changed in an orderly manner over time. For example, the
subsidence had been significant in the Middle Miocene and Pliocene but minor during the
Early Miocene, Late Miocene, and Quaternary.

4.3. Holistic Subsidence of the Entire Basin

To reveal the holistic subsidence of the entire basin, based on the subsidence differences
between the two basins and the controlling factors of this phenomenon, we weighted all
the well data to determine the holistic subsidence (Figures 7 and 8).

4.3.1. Holistic Subsidence of the QDNB

The holistic subsidence of the QDNB was episodic. According to the changes in
the subsidence process, the holistic subsidence process of the QDNB consisted of three
episodes. The first one occurred during the Eocene; the second episode occurred during
the Oligocene and Middle Miocene; and the third episode occurred from the Late Miocene
to the Quaternary (Figure 7).
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During the first episode, the mean Ra was 80 m/myr, and the mean Rt was 20 m/myr,
which only comprised 25% of the overall subsidence. During the second episode, be-
cause the subsidence rate increased, the Ra increased to 205 m/myr, and the Rt grown to
83.5 m/myr. In this study, the mean subsidence rate of a single episode was acquired by
averaging the mean subsidence rates of all the periods in that episode (Figure 7). This is
described in the latter part of the paper for the same situation and, thus, is not provided
here. The proportion of the tectonic subsidence that occurred during the second episode
comprised 40.7% of the Ra. Moreover, according to the changes in the subsidence rate,
the second episode was divided into four stages. The first stage occurred in the Early
Oligocene, during which the mean Ra was 207 m/myr, and the mean Rt was 89 m/myr.
The tectonic subsidence during this stage comprised 42.9% of the overall subsidence. The
second stage occurred in the Late Oligocene, during which the subsidence rate reached
the maximum during the entire evolution of the basin. The mean Ra was 391 m/myr,
the mean Rt was 163 m/myr, and the tectonic subsidence comprised 41.7% of the overall
subsidence. The third stage occurred in the Early Miocene, during which the mean Ra
and Rt were 129 m/myr and 41 m/myr, respectively. The tectonic subsidence during this
stage comprised 31.8% of the overall subsidence. The fourth stage occurred in the Middle
Miocene, during which the mean Ra was 93 m/myr and the mean Rt was still 41 m/myr
(i.e., unchanged, as compared to the previous stage), accounting for 44.1% of the Ra. In the
third episode, the mean Ra was 177 m/myr, and the mean Rt was 84 m/myr, comprising
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47.5% of the Ra. Similar to the situation during the previous episode, the third episode was
also divided into three stages. The first occurred during the Late Miocene. The mean Ra
was 145 m/myr, and the mean Rt was 67 m/myr, so the tectonic subsidence comprised
46.2% of the overall subsidence. The second stage occurred during the Pliocene. The mean
Ra was 227 m/myr, which was the highest rate during the entire third episode, and the
mean Rt was 79 m/myr, accounting for 34.8% of the Ra. The third stage occurred during
the Quaternary. The mean Ra was 159 m/myr, and the mean Rt was 108 m/myr. The
tectonic subsidence comprised 67.9% of the overall subsidence and reached the highest rate
during the entire evolution of the basin.
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were acquired by averaging 16 wells. The lines in (a,b) are the subsidence curves of 16 fictitious wells.

Based on the above analysis, we concluded that the subsidence rate was low during
the first episode, peaked during the second episode, and decreased in the third episode.
However, the percentage of the overall subsidence determined by the tectonic subsidence
increased continuously during the entire evolution of the basin, and it reached the high
rate during the Quaternary.

4.3.2. Holistic Subsidence of the YGHB

The holistic subsidence of the YGHB was characterized by more distinct episodes,
as compared to the QDNB. Based on the changes in the subsidence rate, since the Late
Oligocene to the Quaternary, the basin subsidence process was divided into three episodes.
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The first episode occurred from the Late Oligocene to the Early Miocene; the second episode
occurred from the Middle Miocene to the Late Miocene; and the third episode occurred
from the Pliocene to the Quaternary (Figure 8).

During the first episode, the mean Ra was 381 m/myr, the mean Rt was 130 m/myr,
and the tectonic subsidence comprised 34.1% of the overall subsidence. This episode
was further divided into two stages. The first stage occurred during the Oligocene, and
the maximal subsidence rate in the entire basin subsidence process occurred during this
period. During this stage, the mean Ra was 603 m/myr, and the mean Rt was 212 m/myr,
comprising 35.1% of the Ra. The second stage, which was characterized by a sharp decrease
in the subsidence rate, occurred in the Early Miocene. The mean Ra was 159 m/myr, and
the mean Rt was 48 m/myr, accounting for 30.2% of the Ra. During the second episode, the
subsidence rate lessened to some extent, and the mean Ra was 266.5 m/myr, and the mean
Rt was 75 m/myr. The tectonic subsidence comprised 28.1% of the overall subsidence.
Similarly, the second episode was separated into two stages. The first stage occurred during
the Middle Miocene. The subsidence rate increased, the mean overall subsidence increased
to 446 m/myr, and the mean Rt increased to 129 m/myr, accounting for 28.9% of the Ra.
The second stage occurred during the Late Miocene. The minimum subsidence rate in
the entire evolution of the basin occurred during this stage. The mean Ra was 87 m/myr,
and the mean Rt was 21 m/myr. The tectonic subsidence comprised 24.1% of the overall
subsidence. The third episode occurred in the Pliocene and Quaternary. The mean Ra was
311.5 m/myr, and the mean Rt was 78.5 m/myr, comprising 25.2% of the Ra. The third
episode consisted of two stages. The first stage occurred in the Pliocene, during which the
subsidence rate increased. The mean Ra was 483 m/myr, and the mean Rt was 130 m/myr,
comprising 26.9% of the overall subsidence. The second stage occurred in the Quaternary,
during which the subsidence rate was low. The mean Ra was 140 m/myr, and the mean Rt
was only 27 m/myr, comprising 19.2% of the Ra.

The above analysis indicated that the most significant subsidence feature of the YGHB
was the dramatically different episodes. Each subsidence episode consisted of a stage
with a high subsidence rate and a stage with a low subsidence rate. In addition, the
subsidence rate was high during the first episode and then decreased during the second
and third episodes.

5. Discussion
5.1. Relationship between the Basin Subsidence and Tectonics

The QDNB and the YGHB were surrounded by the Indian, Eurasian, and Pacific plates
in the Cenozoic. The interactions among these three plates have induced several particular
geological processes, including the uplift of the Tibetan Plateau, the strike-slip motion of
the Red River Fault, and the expansion of the SCS, all of which have influenced the basin
evolution and subsidence. However, the effects of these three geological processes on the
basin have varied for each basin due to the differences in their tectonic locations.

In the QDNB, the subsidence rate was low during the Eocene (Figure 9), and the
northwestern and southeastern parts of the basin were the non-depocenters, according
to our previous analysis (wells 4 and 8 in Figures 1 and 3). This was because, during
the Eocene, the Indian Plate had moved northeastward [35], and the Pacific Plate had
subducted under the Eurasian Plate [36]. Moreover, the rate of the movement of the Indian
Plate toward the Eurasian Plate had been higher than the subduction rate of the Pacific
Plate, relative to the Eurasian Plate, so there had been enough space to accommodate the
mantle material under the South China Block, which had flowed from the northwest to the
southeast [37]. Consequently, NE trending grabens and half-grabens developed under the
comprehensive influence of these factors. The subsidence only occurred in these grabens
and half-grabens. Therefore, the mean total subsidence of the entire basin was low. During
the Early Oligocene, the influence of the flow of the mantle material had increased further,
and the scale of the rifting increased significantly. Moreover, the SCS had also opened at
32 Ma [38], so the subsidence rate and the scale of the QDNB increased during this period.
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The spreading rate of the SCS increased from the late Early Oligocene onwards, and then
it peaked at the end of the Late Oligocene, which also caused the subsidence rate of the
QDNB to reach its maximum during the Late Oligocene. The subsidence rate was also the
highest during the entire evolution of the basin. The spreading of the SCS began to weaken
in the Miocene, and it ceased at the end of the Early Miocene, which led to a rapid decrease
in the subsidence rate and subsidence scale during the entire Miocene. In the Pliocene, a
large-scale regional thermal event had occurred in the QDNB and the YGHB [39], and the
dextral strike-slip motion of the Red River Fault had also commenced in the Pliocene. Thus,
the subsidence rate of the QDNB increased again under the combined effects of these two
geological processes. In the Quaternary, the subsidence rate of the QDNB decreased due to
the smaller amount of dextral strike-slip of the Red River Fault. Similar to the other basins
all over the world [40], one of the most obvious subsidence features of the QDNB was the
anomalous tectonic subsidence that occurred in the Quaternary (wells 1, 2, 3, 4, 6, and 10
in Figures 1 and 3). These sags were characterized by a low total subsidence rate and a
high tectonic subsidence rate in the Quaternary. Regarding the cause of this phenomenon,
several researchers proposed the thermal cooling after the late magmatism [5]; however,
other researchers have proposed a lower crustal flow as an explanation [41]. Based on the
previous analysis, we found that the variations in the subsidence over time in the QDNB
matched the changes in the flow of the mantle material in the Eocene and the variations in
the spreading of the SCS from the Oligocene to the Miocene. However, since the Pliocene,
the subsidence features have primarily been controlled by the comprehensive influence of
the strike-slip motion of the Red River Fault and the thermal event.

In the YGHB, the subsidence rate had been high in the Late Oligocene (Figure 9), and
the subsidence had primarily occurred in the western part of the basin (Figures 1 and 3).
During this period, the uplift of the Tibetan Plateau ceased [42], which provided a sufficient
sediment source. Accordingly, the scale of the strike-slip movement of the Red River Fault
was significant during this period and provided large spatial accommodation because it
had consumed the energy of the Indian Plate as it moved northeastward. Consequently,
the subsidence rate reached its peak during the entire evolution. During the Early Miocene,
the Tibetan Plateau began its second stage of uplift. In addition, in the Miocene, the strike-
slip movement of the Red River Fault gradually became weaker because the Indian Plate
had started to wedge into the Eurasian Plate [43], which resulted in the southeastward
movement of the Eurasian Plate [44], but the velocity of the Eurasian Plate was slower
than that of the Indochina Block. Thus, the subsidence rate had decreased in the Early
Miocene. During the early Middle Miocene, the Tibetan Plateau remained static, but there
was a certain amount of strike-trip movement of the Red River Fault that resulted in the
subsidence rate being higher than during the previous period but lower than in the Late
Oligocene. During the Late Miocene, the strike-slip movement of the Red River Fault
nearly ceased, so the subsidence rate decreased even though the uplift of the Tibetan
Plateau had stopped in the Late Miocene. In the Pliocene, the subsidence rate of the YGHB
increased again and was higher than during the previous period. This was also the result
of the comprehensive influence of the fast dextral strike-slip of the Red River Fault and the
thermal event. In the Quaternary, the strength of the dextral strike-slip of the Red River
Fault weakened, so the subsidence rate decreased. According to the previous analysis,
we found that the subsidence characteristics of the YGHB were primarily controlled by
the uplift of the Tibetan Plateau and the strike-slip motion of the Red River Fault before
the Middle Miocene; however, the spreading of the SCS may have also contributed to the
subsidence characteristics from the Late Oligocene to the Early Miocene. Since the Middle
Miocene, the subsidence characteristics have primarily been controlled by the strike-slip
movement of the Red River Fault, rather than by the uplift of the Tibetan Plateau. This
was because during the first two stages of the uplift of the Tibetan Plateau, the strike-slip
motion of the Red River Fault and the uplift of the Tibetan Plateau had been the two main
consumers of the energy of the northeastward motion of the Indian Plate [42]. Therefore,
the uplift of the Tibetan Plateau had been coupled with the strike-slip motion of the Red
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River Fault [43,45], which then had controlled the subsidence characteristics of the YGHB.
In the Middle Miocene, the Indian Plate had started to wedge into the Eurasian Plate [44],
the Tibetan Plateau had uplifted through the large scale of the over-thrust tectonism,
delamination, and melting of the lithosphere [42], which could not be coupled with the
strike-slip movement of the Red River Fault and, thus, dramatically affected the subsidence
characteristics of the YGHB.
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Figure 9. The evolutions of the geological phenomena surrounding the QDNB and the YGHB (i.e., the
uplift stage of the Tibetan Plateau, according to Zhong et al. [42]). The movement of the Red River
Fault was modified based on Sun et al. [43]. The spreading of the South China Sea was according to
Yao [37] and Briais et al. [38].

5.2. Effect of the Faults on the Basin Subsidence

Major faults are always the boundaries of basins and tectonic units, and they determine
the structural framework of a basin and play an important role in a basin’s evolution,
sedimentation, filling, and gas migration and release [46]. Abundant faults have developed
in the SCS and its surrounding areas, which have been classified as lithospheric faults,
crustal faults, and basement faults, according to their depths [47]. The QDNB and the
YGHB are separated by a lithospheric fault (Figure 10). In the QDNB, there are three groups
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of faults: NW trending, NE trending, and nearly WE trending. The nearly WE trending
faults distributed in the eastern part of the basin and the NW trending faults distributed in
the western part of the basin are lithospheric faults. The NW trending and NE trending
faults are distributed in the interior of the basin and are crustal and basement faults. Three
NW trending faults have developed in the YGHB. The fault in the northeastern part of the
basin is a lithospheric fault, and the other two faults are basement faults.

Processes 2023, 11, x FOR PEER REVIEW 23 of 26 
 

 

distributed in the western part of the basin are lithospheric faults. The NW trending and 

NE trending faults are distributed in the interior of the basin and are crustal and basement 

faults. Three NW trending faults have developed in the YGHB. The fault in the northeast-

ern part of the basin is a lithospheric fault, and the other two faults are basement faults. 

The major faults significantly affected the subsidence in the two basins (Figure 10). 

For example, in the QDNB, the areas near the major faults were the subsidence areas in 

most of the periods of the basin’s evolution, including the Changchang sag, Songnan Bao-

dao sag, western Ledonglingshui sag, and Huaguang sag (wells 1, 2, 5, 9, 12, and 10 in 

Figures 3 and 10). In particular, the western Ledonglingshui sag was always a subsidence 

area, with a high subsidence rate because of the lithosphere fault that crosses it. In con-

trast, the areas farther away from the fault were the areas where the non-depocenters were 

distributed in most of the periods of the basin’s evolution, such as the Yongle and Yabei 

sags (wells 4 and 8 in Figures 3 and 10). The subsidence in the YGHB was closely related 

to the strike-slip motion of the Red River Fault (Figures 9 and 10). The depocenters had 

been primarily distributed in the western part of the YGHB in the early period, which 

matched the left-lateral strike-slip movement of the Red River Fault. However, it shifted 

to the eastern part of the basin in the Pliocene due to the onset of the dextral strike-slip 

movement of the Red River Fault (Figures 4 and 10). Furthermore, the depocenters had 

continuously migrated from northwest to southeast with the southeastward propagation 

of the Red River Fault and the southeastward transportation of the sediment source. The 

faults had a significant influence on the subsidence in both basins, which resulted in spa-

tiotemporal variations in the subsidence in the same basin. 

 

Figure 10. The relationship between the subsidence and basement faults. The abbreviations in this 

figure are the same as in Figure 1. (The map was modified according to Zhu et al. [19]. The faults 

are according to Lu et al. [47].) 

6. Conclusions 

The main conclusions of this study were as follows. 

Figure 10. The relationship between the subsidence and basement faults. The abbreviations in this
figure are the same as in Figure 1. (The map was modified according to Zhu et al. [19]. The faults are
according to Lu et al. [47].)

The major faults significantly affected the subsidence in the two basins (Figure 10). For
example, in the QDNB, the areas near the major faults were the subsidence areas in most
of the periods of the basin’s evolution, including the Changchang sag, Songnan Baodao sag,
western Ledonglingshui sag, and Huaguang sag (wells 1, 2, 5, 9, 12, and 10 in Figures 3 and 10).
In particular, the western Ledonglingshui sag was always a subsidence area, with a high
subsidence rate because of the lithosphere fault that crosses it. In contrast, the areas farther
away from the fault were the areas where the non-depocenters were distributed in most
of the periods of the basin’s evolution, such as the Yongle and Yabei sags (wells 4 and 8
in Figures 3 and 10). The subsidence in the YGHB was closely related to the strike-slip
motion of the Red River Fault (Figures 9 and 10). The depocenters had been primarily
distributed in the western part of the YGHB in the early period, which matched the left-
lateral strike-slip movement of the Red River Fault. However, it shifted to the eastern part
of the basin in the Pliocene due to the onset of the dextral strike-slip movement of the Red
River Fault (Figures 4 and 10). Furthermore, the depocenters had continuously migrated
from northwest to southeast with the southeastward propagation of the Red River Fault
and the southeastward transportation of the sediment source. The faults had a significant
influence on the subsidence in both basins, which resulted in spatiotemporal variations in
the subsidence in the same basin.

208



Processes 2023, 11, 956

6. Conclusions

The main conclusions of this study were as follows.
First, the differences in the subsidence characteristics of the QDNB and the YGHB

were distinct, including the subsidence rates, the migrations of the depocenters, and the
changes in the ranges of the subsidence.

Second, the changes in the holistic subsidence in both the QDNB and the YGHB
occurred in episodes. In the QDNB, the holistic subsidence process could be divided
into three episodes, according to the subsidence features. The first episode occurred
in the Eocene; the second episode occurred from the Oligocene to the Middle Miocene;
and the third episode occurred from the Late Miocene to the Quaternary. The variations
in the holistic subsidence rate exhibited wavelike characteristics, with two peaks in the
Late Oligocene and Pliocene. In the YGHB, the holistic subsidence process could also
be divided into three episodes. The first episode occurred from the Late Miocene to the
Early Miocene; the second episode occurred in the Middle and Late Miocene; and the
third episode occurred from the Pliocene to the Quaternary. The changes in the holistic
subsidence exhibited a distinct wavelike shape, with three crests and troughs, which was a
typical subsidence feature of strike-slip basins.

Third, the dynamic variations were the primary factor controlling the differences in
the subsidence of the QDNB and the YGHB. The variations in the subsidence characteristics
matched the three main geological processes that occurred during this period. The varia-
tions in the subsidence in these two basins were obvious before the Pliocene. In the QDNB,
the subsidence characteristics were primarily controlled by the variations in the flow of
the mantle material under the South China Block in the Eocene and by the spreading of
the SCS from the Oligocene to the Miocene. In the YGHB, the subsidence characteristics
were chiefly controlled by the combined effects of the uplift of the Tibetan Plateau and the
strike-slip motion of the Red River Fault before the Early Miocene and by the strike-slip
motion of the Red River Fault from the Middle Miocene to the Late Miocene. Since the
Pliocene, the changes in the subsidence in these two basins have been synchronous, and
they have primarily been affected by the dextral strike-slip motion of the Red River Fault.

Finally, the major faults also affected the subsidence characteristics, and they induced
the spatiotemporal variations in the subsidence within the same basin.
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Abstract: Acid fracturing is one of the effective techniques for developing low-permeability carbonate
reservoirs economically. With the increasing reservoir depth, the reservoir temperature and closure
pressure increase, posing new challenges to the acid system. In this paper, a high-temperature-
resistant cross-linked acid system is selected, which maintains a viscosity above 80 mPa·s in the
temperature range of 120 ◦C to 140 ◦C and can effectively reduce acid leak-off. The acid system can
not only open the reservoir and ensure the extension of the fracture, but also reduce the reaction rate
between the acid and the reservoir and increase the etching distance. The rock slab acid etching and
conductivity tests show that the optimum injection rate is 50 mL/min, the rock etching morphology
is channel type, and the conductivity remains above 110 D·cm. However, as the acid concentration
decreases, the rock slab conductivity decreases considerably, especially at 10% acid concentration,
where the closure pressure rises to 15 MPa, and there is almost no conductivity. In particular, after
the acid system is broken, the reacted acid can form a filter cake on the core surface, hindering
further intrusion of the residue into the core and reducing reservoir damage. The study shows
that high-temperature-resistant cross-linked acid systems can effectively improve the stimulation of
deeply fractured carbonate reservoirs at high temperatures.

Keywords: acid fracturing; cross-linked acid; conductivity; high temperature

1. Introduction

With the exploitation of global oil and gas resources, the exploitation depth of car-
bonate reservoirs is increasing. Porosity and permeability are the key parameters of the
reservoir, and also determine the level of oil production. Deep carbonate reservoirs are tight
(low permeability and low porosity) [1,2]. Low-permeability carbonate reservoirs have
no natural productivity after drilling and need reservoir stimulation to create high-speed
channels for oil and gas flow to achieve commercial development [3,4]. Acid fracturing is
an effective method to improve the production of carbonate reservoirs. Acid fracturing is
to crack the formation when it is higher than the formation fracture pressure, and then the
injected acid reacts with the rock on the fracture surface [5,6]. Due to the heterogeneity of
reservoir rock mineral distribution and acid distribution, the fracture surface is unevenly
etched by acid. When the acid fracturing is completed, the rough fracture surface cannot
be closed entirely under the closure pressure, forming a high conductivity channel for oil
and gas flow to the wellbore [7,8].

The effect of acid fracturing on increasing oil and gas production is related to the
effective length and conductivity of acid-etching fracture [9,10]. The effective length of the
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acid-etched fracture is mainly related to acid–rock reaction rate and acid filtration [11,12]. At
reservoir temperature, the slower the reaction rate between acid and rock, the more fractures
can communicate with more reservoirs. The conductivity is related to the etching form of
the fracture surface and closure pressure [13,14]. In general, since the rock is composed of
different minerals, the surface of the fracture surface is uneven after the rock reacts with
the acid solution [15–19]. However, some carbonate reservoirs have high mineral content
(>95%) and cannot spontaneously form uneven etching morphology, which requires the
assistance of acid fracturing process. Therefore, the properties of acid are significant for the
effect of acid fracturing. In particular, the reservoir temperature is high (>120 ◦C), and the
permeability is low for deeply fractured carbonate reservoirs. Conventional hydrochloric
acid, gelled acid [20], and organic acid [21,22] are not suitable for acidizing on deep tight
carbonate reservoirs due to the problems of a fast acid–rock reaction rate, low viscosity,
and extensive filtration. Compared with other acids mentioned above, cross-linked acid
has the advantages of high viscosity, slow reaction rate, low filtration, and low friction. It is
widely used in acid fracturing of high-temperature tight carbonate reservoirs.

Cross-linked acid refers to a high-viscosity acid system formed by the chemical cross-
linking of thickener macromolecules and cross-linking agent small molecules under acidic
conditions [23]. Avtar [24] developed a high-viscosity acid for the first time using polymer
and metal ion cross-linking agents. Although the viscosity of the acid solution is high
under low pH conditions (15% HCl), the temperature resistance is poor, and the viscosity
decreases sharply at high temperatures, which cannot meet the acid fracturing of high-
temperature reservoirs. At the same time, the iron-based cross-linking agent remains in the
formation, causing damage to the reservoir [25]. In response to this problem, on the one
hand, the researchers added a certain amount of organic acid to the acid solution to reduce
the hydrochloric acid content, thereby reducing the acid–rock reaction rate. Buijse [26]
used a mixture of hydrochloric acid and organic acid as a cross-linked acid–base solution,
confirming that adding organic acids can reduce the acid–rock reaction rate and increase the
effective distance of the acid in the fracture. On the other hand, more excellent thickeners
and cross-linking agents were synthesized. Patil [27] prepared a new aluminum cross-
linked acid system, which can withstand temperatures up to 135 ◦C in 20% HCl. The
cross-linking agent has good compatibility with the corrosion inhibitor. When the pH is
1.5~3, the polymer can be effectively cross-linked, and the corrosion inhibition effect is
good at 93 ◦C and 107 ◦C. Wang [28] synthesized a high-temperature-resistant cross-linked
acid, at 140 ◦C, 170 s−1, after shearing 1 h apparent viscosity stability at 100 mP·s. Fang [29]
used organic zirconium cross-linking agent to improve the temperature resistance of the
acid to 160 ◦C.

For stimulation of acid fracturing in low permeability carbonate reservoirs, cross-
linked acid is the most suitable acid fluid system. The research on cross-linked acid
primarily focuses on temperature resistance, but acid fracturing is a comprehensive prob-
lem of acid etching and fracture closure. It is necessary to comprehensively study the
temperature resistance, acid-etching ability, and the damage of reacted acid to the reser-
voir [30–32]. On the basis of clarifying the change of acid viscosity with temperature,
exploring the relationship between acid-etching pattern and conductivity, and adjusting
acid injection parameters to form high conductivity, is of great significance to guide acid
fracturing stimulation.

To solve this problem, this paper selects a new type of ground cross-linked acid system.
The polymer thickener used is amphoteric polyacrylamide, and the cross-linking agent
is organic zirconium. In this paper, the research on the acid fracturing stimulation of
a low permeability carbonate reservoir is mainly divided into three aspects. The first is
the temperature resistance and shear resistance test of the acid system to ensure that the
acid’s structure is not damaged at the reservoir temperature, which can reduce the acid
leakage. The second is the acid etching and conductivity test of the ground cross-linked
acid system and rock slab. By changing the acid injection parameters and adjusting the
acid-etching pattern, the method of obtaining high conductivity is explored. In addition,
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the damage evaluation of reacted acid to rock is also carried out, revealing the mechanism
of the formation of filter cake on the core surface by the reacted acid of cross-linked acid to
reduce reservoir damage.

2. Materials and Methods
2.1. Materials

The rock slab used in this paper is made of tight carbonate rock with high calcite
content. XRD mineral composition results of the rock slab are shown in Table 1 and the
slabs are sized to meet API conductivity cell requirements (Figure 1). Cores were drilled
in the same batch of rocks for porosity and permeability tests. The results show that
core’s porosity is about 10%, and the permeability distribution range is 0.074~0.305 mD,
which has strong heterogeneity (Table 2). The new cross-linked acid comprises 20 wt %
HCl, 1 wt % thickener, 1 wt % cross-linking agent, and 3 wt % corrosion inhibitor. The
thickener is amphoteric polyacrylamide. The cross-linking agent is organic zirconium
cross-linking agent. It is worth noting that the cross-linking agent is composed of A and B,
according to the proportion of 1:7 before use, mixed evenly and stirred, ready to use, to
avoid cross-linking agent failure.

Table 1. XRD mineral analysis results.

No.
Mineral Contents (%)

Quartz Calcite Dolomite

1-1# 0.9 96.2 2.9
1-2# 0.7 95.7 3.6
1-3# 1.2 96.3 2.5
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Table 2. Porosity and permeability analysis results.

No. Length
(cm)

Diameter
(cm)

Porosity
(%)

Permeability
(mD)

2-1# 5.979 2.506 10.85 0.149
2-2# 5.689 2.501 9.82 0.074
2-3# 5.714 2.502 11.17 0.305

2.2. Experimental Method and Equipment
2.2.1. Acid Rheological Test

The acid rheological test used the Haake Mars III rheometer coaxial cylinder test
system (Figure 2). The control mode is rate control. The shear time is 120 min, the shear
rate is 170 s−1, and the test temperature is 60, 80, 100, 120, 140, and 160 ◦C. The apparent
viscosity of the acid is tested with the shear time. Further, using the step-type constant
temperature module in the rheometer, the control mode is set to rate control, the shear
rate scanning range is set to 0.1~500 s−1, the test temperature is 140 ◦C, and the sampling
points are 200. Firstly, the cross-linked acid was preheated to the test temperature, and the
variation of the apparent viscosity of the acid with the shear rate was tested. The purpose
was to obtain the cross-linked acid flow index and the consistency coefficient.
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2.2.2. Acid Etching and Conductivity Test

The experiment of acid-etching fracture conductivity is divided into two parts. The
first part is to simulate the acid-etching process on the fracture surface by acid-etching
experiment and analyze the etching morphology by X-ray computed tomography (CT
scanner). The specific steps are shown in Zhang’s research [33], and the experimental
scheme is shown in Table 3. The second part is to simulate the seepage pattern of acid-etched
fractures in underground rock mass after acid fracturing (Figure 3). The experimental
results can be used to evaluate the conductivity of local acid-etched fractures. The principle
of acid-etching fracture conductivity test is Darcy’s law.

K =
5.555µQ
∆PW f

(1)

Table 3. Acid-etching experimental scheme.

Slab No. Acid Injection Rate
(mL/min)

Total Volume
(mL)

Width
(mm)

1# 20% cross-linked
acid 40 1000 2

2# 20% cross-linked
acid 50 1000 2

3# 20% cross-linked
acid 60 1000 2

4# 15% cross-linked
acid 50 1000 2

5# 10% cross-linked
acid 50 1000 2
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The conductivity can be further expressed as:

KW f =
5.555µQ

∆P
(2)

where K is fracture permeability, mD; µ is viscosity, mPa·s; Q is flow rate, cm3/min; ∆P is
the pressure difference, kPa; W f is fracture width, cm.

2.2.3. Permeability Damage Test

The core damage test is performed using a core-flooding device. Fresh cross-linked
acid is prepared first, and then calcium carbonate powder is continuously added until
the pH of the acid solution is 6. Before the damage, the initial permeability of the core is
tested first. The reacted acid is injected to damage the core. Finally, the permeability of the
core after the damage is measured again. The damage degree of reacted acid to the core is
calculated through the permeability change.

K =
µQL
A∆P

(3)

where K is the core permeability, mD; Q is the flow through the core, cm3/s; a is the cross-
sectional area of the fluid through the core, cm2; ∆P is the pressure difference, 0.1 MPa; µ is
fluid viscosity, mPa·s; L is the core length, cm.

After obtaining the core permeability before and after damage, the damage rate of
rock is calculated by the following formula:

Pe =
Kb − Ka

Ka
× 100% (4)

where Kb is the core permeability before reacted acid damage, mD; Ka is core permeability
after reacted acid damage, mD; Pe is defined as core damage rate.

3. Result and Discussion
3.1. Rheological Test Results

Figure 4 shows the relationship between the viscosity and shear time at 60 ◦C and
170 s−1. The average viscosity of the last stable 30 min is the viscosity of the cross-linked
acid at this temperature. The viscosity change of cross-linked acid at different temperatures
is shown in Figure 5. When the temperature increases from 60 ◦C to 120 ◦C, the viscosity
of the acid solution decreases rapidly, and the reduction rate reaches 50%. When the
temperature increases from 120 ◦C to 140 ◦C, the viscosity changes little, and the influence
of the temperature range on the cross-linked acid is small. When the formation temperature
reaches 140 ◦C, the viscosity of the acid can still be maintained at about 80 mPa·s. When
the temperature rises to 160 ◦C, the viscosity of the acid decreases rapidly. It is inferred
that the polymer breaks at this temperature, decreasing the acid viscosity. From the
viscosity curve, we can find that the cross-linked acid still maintains high viscosity at high
temperatures, reducing the rate of H+ transfer to the rock, thereby reducing the acid–rock
reaction rate [34]. In general, the 20% cross-linked acid system has appropriate temperature
and shear resistance during the test, which can meet the technical requirements of acid
fracturing in high temperature deep reservoirs of the Changqing gas field [35].

The power exponential form is used to fit the curve, indicating that the reasonable
correlation is good and the fitting result is reliable. It can be seen from Figure 6 that the
rheological characteristics of the cross-linked acid agree with the rheological model of the
power-law fluid. The consistency coefficient is 41,255 mPa·sn, and the power law index is
0.937 at 140 ◦C, which shows typical non-Newtonian fluid characteristics. The viscosity
decreases with the increase in shear rate, and the fluidity increases.
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3.2. Acid Etching and Conductivity Test Results
3.2.1. Mass Change after Acid Etching

The first three groups of experimental injection rates were 40, 50, and 60 mL/min, and
the total amount of acid injection was 1000 mL. Due to the different contact times of acid
rock, with the increase in injection rate, the reaction time of acid rock becomes shorter, and
the mass difference before and after the rock slab reaction decreases gradually (Figure 7).
The fourth and fifth groups have 15% and 10% acid concentrations, respectively, and the
injection rate is 50 mL/min. With the decrease in acid concentration, the quality of the
rock slab participating in the reaction decreases rapidly. Due to the high viscosity of the
acid, the rock plate is tight, the rock slab surface is etched, but the acid basically has no
leak-off and no wormhole formation. Therefore, the acid–rock contact area of the five
groups of experiments is the same, and the rock quality involved in the reaction is within
a reasonable range.
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3.2.2. Slab Etching Morphology under Different Injection Rates

Before acid etching, the rock slab is grayish white, and some areas are black. The
rock surface is smooth. The red arrow represents the direction of acid injection. After acid
etching, the surface color becomes darker, with some cross-linked acid residue (Figure 8).
The reason may be that after the acid etching, when the water replaces the acid solution,
because the acid’s viscosity is much larger than that of the water, the water forms a viscosity
fingering in the acid solution, causing the waterfront to quickly break through to the outlet
end of the rock slab. The acid solution cannot be replaced entirely. Regarding the problem
of acid residue on the surface of the rock slab and causing damage to the reservoir, the
core displacement experiment analysis is carried out separately. After cleaning the rock
plate and observing it again, it is found that the surface of the rock slab is uneven, and the
dominant acid fluid flows through the channel on the flank. As the rock slab is tight, no
wormhole is formed on the slab’s surface. In subsequent experiments, the slabs before acid
etching are smooth, ensuring the unity of the experiment. Due to the deep color of the slab
after acid etching, the etching morphology cannot be distinguished by the naked eye, so the
surface morphology is reconstructed by CT scanning. According to the difference of atomic
number/density of different components in the core, the objects with different densities are
divided and three-dimensional imaging is carried out to show the acid-etching morphology
after the reaction of acid solution and rock slab. In subsequent experiments, the results of
CT scans were displayed.
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Figure 8. Photos of the first group of rock slabs before and after reaction.

After the first group of acid etching (Figure 9a), the natural pores at the outlet of the
rock slab show an expanding trend. However, there are many non-uniform dissolution
pits on other surfaces, and there is no apparent wormhole formation. According to the
study of Pournik [36], along the acid flow direction is the formation of the dominant flow
channel. After the second group of etching (Figure 9b), due to the increase in injection
rate, the surface etching morphology heterogeneity is higher than that of the first group.
On 2#rock slab, along the acid flow direction forms a flow channel. The convex part can
support the fracture after the fracture is closed and maintain high conductivity. After acid
etching, the third group (Figure 9c) also has no wormhole formation, more in the direction
perpendicular to the acid flow to form a tiny flow channel, which is closely related to the
mineral distribution.
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3.2.3. Slab Etching Morphology under Different Acid Concentrations

In the fourth group (Figure 10a), the acid concentration decreases and heterogeneous
etching also appears on the slab’s surface, but no prominent acid flow channel appears.
Compared with high concentration, the number of pits on the surface of rock plate after
etching in low concentration acid solution is more, but the area is relatively small. The fifth
group (Figure 10b) uses 10% cross-linked acid. The surface etching morphology is relatively
flat. From the etching morphology and the mass difference before and after the reaction, the
etching effect of low-concentration acid solution is worse than that of high-concentration
acid solution. This shows that the front fracture edge is etched by low-concentration acid
in the actual acid fracturing process, and the effect is far less than that near the wellbore.
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3.2.4. Conductivity Test Results

At different injection rates, the conductivity curve shows different trends. It can
be seen from Figure 11 that the initial conductivity is very high at an injection rate of
40 mL/min. However, when the closure pressure increases to 10 MPa, the conductivity
decreases rapidly to about 70 D·cm. When the closure pressure increases to 25 MPa, the
conductivity decreases to 15 D·cm. When the injection rate is 50 mL/min, under different
closure pressures, the conductivity remains basically unchanged at about 110 D·cm, and
the effect is the best. Under 60 mL/min injection rate, the initial fracture conductivity is
high. When the closure pressure is increased to 25 MPa, the conductivity decreases rapidly,
and the final conductivity is zero.
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Compared with the acid-etching morphology formed at different injection rates of
cross-linked acid, the acid-etching morphology at a smaller injection rate (40 mL/min) tends
to be the weak channel type, with some small support points. The acid-etching morphology
at the intermediate injection rate (50 mL/min) belongs to the channel type, and the support
area is connected into a piece. The acid-etching morphology at higher injection rate
(60 mL/min) is rough, and the support point area is dispersed. The results of conductivity
show that the conductivity generated by the channel acid-etching morphology decreases
slowly with the increase in closure pressure. Choosing the appropriate injection rate to
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form channel-type acid-etching morphology is of great significance for the development of
deep and low permeability carbonate reservoirs.

It can be seen from Figure 12 that with the decrease in acid concentration, the conduc-
tivity of rock slab is greatly reduced under the same closure pressure. The conductivity
produced by 20% cross-linked acid remains basically unchanged with the increase in clo-
sure pressure, and the conductivity produced by 15% cross-linked acid decreases with
the increase in closure pressure. Especially when the acid concentration is 5%, the closure
pressure is increased to 15 MPa, and there is almost no conductivity. From the perspective
of acid-etching morphology, the quality of acid–rock reaction is obviously reduced after
the acid concentration is reduced. It shows that the acid concentration is critical to the
acid action distance in the actual acid fracturing stimulation. The decrease in conductivity
caused by acid concentration also shows that the problem of different conductivity at
different fracture distances should be fully considered in numerical simulation.
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3.3. Permeability Damage Test

The reacted acid is injected into the core, and the change value of core permeability
and core surface morphology judges the damage degree of reacted acid to the reservoir.

After the core is damaged by reacted acid, the photos and displacement pressure differ-
ence curves are shown in Figures 13 and 14. From the core photos after displacement, it can
be found that there is a large amount of reacted acid at the entrance of the core. At the same
time, there is less reacted acid at the outlet of the core. By observing the displacement pressure
difference curve, it is found that the maximum displacement pressure difference can reach
12 MPa when reversing flooding kerosene after damage and decreases rapidly. This is because
the reacted acid and kerosene flow in the opposite direction. In the previous stage, the reacted
acid blocked the core entrance. When kerosene flows into the core for the second time, the
reacted acid increases the flow resistance of kerosene, resulting in a sharp increase in the flow
pressure difference. When the pressure reaches a certain value, the resistance of the reacted
acid is broken through, and the subsequent kerosene flows out along the low-resistance
flow channel. After the reacted acid damage, the kerosene displacement pressure difference
increases slightly. The permeability damage is 6.72%, indicating that the core permeability
decreases, and the reacted acid causes damage to the pore (Figure 15). Through microscopic
observation (Figure 16.), there is gray–black acid slag accumulation at the inlet and glial
residues on the entire core surface, which do not easily fall off after washing with water.
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4. Conclusions

This paper evaluated the performance of a ground cross-linked acid system from the
aspects of rheological properties, rock slab acid etching, conductivity, and reacted acid
damage with high carbonate mineral rock. The main conclusions and suggestions are
as follows:

(1) The viscosity of the cross-linked acid can be maintained at about 80 mPa·s at 120~140 ◦C,
and the viscosity at 160 ◦C is about 40 mPa·s, indicating that the system has good
temperature resistance and shear resistance during the test time;

(2) The etching morphology and conductivity test show that when the injection rate
is 50 mL/min, the conductivity is 110 D·cm. With the increase in closure pressure,
the decreased conductivity rate is low. The conductivity is closely related to the
acid = etching morphology. The experimental results show that the channel-type
acid-etching morphology has a large conductivity and is not easy to reduce;

(3) With the decrease in acid concentration, the etching effect worsens, and the conduc-
tivity decreases rapidly. When the acid concentration is 10%, the closure pressure
increases to 15 MPa, with almost no conductivity. The relationship between con-
ductivity and closure pressure is related to the strength of fracture surface. It is the
trend of subsequent research to establish the relationship of acid-etching conductivity
considering strength;

(4) The reacted acid pollution mainly occurs at the inlet, forming a dense filter cake,
hindering the entry of subsequent residues, and reducing reservoir damage.

The wormholes produced in the acid-etching process and natural fractures increase the
acid fluid loss and reduce the acid-etching fracture’s length. This paper studies the damage
of reacted acid to the matrix core without considering its damage to natural fractures. These
problems are essential for improving the stimulation efficiency of carbonate acid fracturing
and need further research.
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Abstract: The development of the Mahu tight reservoir has adopted horizontal wells with staged
fracturing. In the fracturing, there is a problem of a high fracturing pressure. Acid treatment is
often used to lower the fracturing pressure on site. At present, the impact of this acid treatment
on the physical parameters of the rocks of the reservoir in the Mahu region has not been systemati-
cally studied. Aiming to solve this problem, this paper conducted an experimental study on how
acid dissolution affects the physical properties of the Mahu conglomerate, including its porosity,
permeability, triaxial rock mechanical parameters, tensile strength, and mineral composition. First,
the experimental scheme was designed. Next, a series of experiments were conducted. Finally, the
experiment results were analyzed comparatively before and after acidizing. The acid composition,
concentration, and contact time were the main factors for the analysis, based on which the acid
system and related parameters were recommended. This study showed that the Mahu conglomerate
exhibited brittle plasticity characteristics under stress. The carbonate content in this region was low,
while the feldspar content was high, so it was necessary to use mud acid to effectively dissolve
feldspar, clay, and other silicates. After acidizing, the porosity was 200% of the original value. The
permeability increased by up to 14 times. The tensile strength decreased significantly by up to 84%.
The value of Young’s modulus of the rock decreased by up to 63.6%. The value of Poisson’s ratio
was reduced by up to 40.7%. A combination of 6% HF + 15% HCl is recommended, with an effective
acid treatment time of over 60 min for the Mahu conglomerate. Acidizing could significantly change
the mechanical properties and permeability of the rock of the Mahu conglomerate reservoir, thus
effectively reducing the formation fracturing pressure. This research provides technical support for
Mahu acid dipping in horizontal well fracturing.

Keywords: experiment; Mahu; acidizing; physical properties; acid system

1. Introduction

Sandstone and conglomerate reservoirs are widely distributed in the Songliao Basin,
the Tarim Basin, the Bohai Bay Basin, and the Junggar Basin in China. The Junggar Basin,
with its sizable proven oil reserves and huge development potential [1,2], is located in
Xinjiang province in the northwest of China. It is the primary development area of con-
glomerate reservoirs in Xinjiang and China [3–5]. The Mahu conglomerate oil reservoir
in the northwest edge of the Junggar Basin, with an area of nearly 5000 km2, is an un-
conventional reservoir with poor physical properties and low permeability [6]. This kind
of tight formation generally uses horizontal wells with a staged fracturing stimulation.
Horizontal well fracturing in the Mahu area has the problem of that it is hard to break the
formations due to the high fracturing pressure required. The main methods of lowering the
fracturing pressure include acid pretreatment, hydro jetting, high-energy gas fracturing,
and perforation [7–12]. At present, acid pretreatment technology is commonly used to
reduce the fracturing pressure in the Mahu area along with perforation.

Processes 2023, 11, 626. https://doi.org/10.3390/pr11020626 https://www.mdpi.com/journal/processes
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Li [13] derived an analytical formula of the formation fracture pressure Pf for horizontal
well perforation completion based on the formula of formation fracture pressure for vertical
well perforation completion.

Pf =
9σh − 3σV − σH + 2υ(σV − σh)− ϕ 1−2υ

1−υ p0 + σf

4 + ϕc − ϕ 1−2υ
1−υ

(1)

where P0 is the original formation pore pressure, MPa; ϕ is the rock porosity, %; ϕc is the
rock contact porosity, %; σf is the uniaxial tensile strength of rock, MPa; and υ is Poisson’s
ratio of rock, which is dimensionless. It can be seen from Equation (1) that increasing
the pore pressure and decreasing the tensile strength can lower the breaking pressure.
Acidizing can significantly increase the permeability so as to increase the pore pressure
before initiating the fracture. Acidizing also dissolves some minerals so as to decrease the
tensile strength. This is why acidizing can decrease the fracturing pressure.

Some researchers have studied the influence of acid pretreatment on the mechanical
properties of rock, but this research has mostly been conducted on shale instead of con-
glomerate. Wang et al. [14] used a triaxial rock mechanics testing system to conduct a
comparative study on the compressive strength of reservoir rocks before and after sand-
stone acidizing, and they found that a high concentration of hydrofluoric acid can greatly
reduce the compressive strength of rocks. Wang et al. [15] proposed using a rock mechanics
testing system to determine the mechanical properties of rocks before and after acidizing
and systematically studied the effects of the acid composition and concentration on the
mechanical properties of sandstone rocks. Guo et al. [16] conducted a comparative study
on the rock elastic modulus, Poisson’s ratio, and rock compressive strength before and
after acidizing in ultra-deep reservoirs with a high fracturing pressure by using reservoir
rock samples, and the results showed that the acid rock reaction reduced the rock strength,
thus reducing the formation fracturing pressure. Deng et al. [17] studied the mechanical
properties of sandstone before and after acidizing for high-pressure, high-temperature,
and low-permeability reservoirs, and they elaborated the mechanism of acid pretreatment
in changing the mechanical properties of rocks and effectively lowering the fracturing
pressure from a microscopic perspective. Their results showed that mineral dissolution
changed the shape of the intergranular pores and crystal solution pores and improved the
connectivity of the pores, thus reducing the rock strength.

Acid pretreatment has been applied to horizontal well fracturing in the Mahu frac-
turing reservoir for some time, but some treatments take a long time, and some are not
effective. Some problems of the acid pretreatment in the Mahu reservoir remain unclear,
such as the effective acid composition and concentration, the acid–rock contact time, and
the variation in the physical properties of the Mahu conglomerate. Therefore, in this paper,
we conducted a systematic experimental study on the interaction between the acid and
minerals and the rock properties, and we recommended an acid system and its related
parameters and provided guidance for the in-field acidizing pretreatment in the Mahu area.

2. Experimental Apparatus and Approach
2.1. Experimental Apparatus

The acid flooding test was accomplished using apparatus composed of a flood-
ing pump, containers, a thermostat, and Hastelloy acid-resistant holders. The maxi-
mum experimental temperature could reach 200 ◦C, meeting the requirements of sim-
ulating the formation temperature. Figure 1 shows the schematic drawing of the acid
flooding apparatus.
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Figure 1. Experimental platform schematic drawing.

2.2. Experimental Samples

This paper took the downhole cores of Well Ma 132, 136, and 139 as the research object.
The rock samples are conglomerate with a high gravel content and strong heterogeneity [18].
For triaxial experiment, the cores taken were 25.4 mm in diameter and 50 mm in length.
For the tensile strength test, the cores taken were 25.4 mm in diameter and 13 mm in length.
The perimeter of the rock sample was ensured to be smooth, keeping the parallelism of the
two end faces within 0.02 mm and the perpendicularity of the section to the axis within
0.05 mm. Ensure the cylinder surface is smooth, and avoid uneven or gravel peeling on the
cylinder surface.

2.3. Experimental Approach and Procedures

The temperature of acid flooding test was set as 90 ◦C based on the formation temper-
ature in the Mahu region; the test pressure was 0.101325 MPa.

The specific experimental steps are as follows: 1© carry out experimental tests on the
original rock samples, including an XRD mineral composition test, porosity and perme-
ability test, rock mechanics triaxial test, and tensile strength test. Obtain the fundamental
physical properties of rock before acidizing. 2© Conduct an acid flooding experiment with a
fixed rate of 0.2 mL/min. Set up different acidizing parameters, including acid composition,
acid concentration, and acid–rock contact time to conduct the acid flooding test. 3© Clean
the acidized rock samples, place them for drying, and conduct mineral composition and
mechanical parameters tests again for acidized rock samples. A complete study workflow
is exhibited in Figure 2 below.
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The acidizing parameters were designed as follows: 1© the mineral composition
experiment was conducted in 13 groups of rock samples, including nine unacidified
rock samples used to obtain the original mineral content. The acid composition was
6% HF + 15% HCL, and the acid treatment time was set as 30 min, 60 min, 90 min, and
120 min, respectively. 2© The porosity and permeability comparative experiments were
conducted in 18 groups of rock samples, including 9 groups of unacidified rock samples
used to obtain the original porosity and permeability. Others were treated with mud acid,
with concentrations of 1.5% HF + 15% HCL, 3% HF + 15% HCL, and 6% HF + 15% HCL.

3© In the triaxial test comparison experiment, 15 groups of rock samples were tested,
including 3 groups of unacidified rock samples. Hydrochloric acid and mud acid were
selected for treatment. Acid concentrations were set as 15% HCL, 20% HCL, 1.5% HF + 15%
HCL, and 6% HF + 15% HCL. In total, 22 tensile strength tests were performed, including
11 groups of unacidified rock samples. First, the effects of hydrochloric acid and mud acid
were compared. Next, concentrations of 10% HCL, 15% HCL, 20% HCL, 1.5% HF + 15%
HCL, 3% HF + 15% HCL, and 6% HF + 15% HCL were considered. Finally, different contact
times of 10 min, 20 min, 30 min, 60 min, and 120 min were considered. Table 1 represents
the overall experiment scheme.

Table 1. Experiment scheme.

Experiment Acid Composition Acid Concentration Contact Time Experiment Groups Control Groups

Mineral content
test

HF + HCL 6% HF + 15% HCL 30 min 1

9
HF + HCL 6% HF + 15% HCL 60 min 1
HF + HCL 6% HF + 15% HCL 90 min 1
HF + HCL 6% HF + 15% HCL 120 min 1

Porosity and
permeability test

HF + HCL 1.5% HF + 15% HCL - 3
9HF + HCL 3% HF + 15% HCL - 3

HF + HCL 6% HF + 15% HCL - 3

Triaxial rock
mechanics test

HCL 15% HCL - 3

3
HCL 20% HCL - 3

HF + HCL 1.5% HF + 15% HCL - 3
HF + HCL 6% HF + 15% HCL - 3

Tensile strength
test

HCL 10% HCL 60 min 1

11

HCL 15% HCL 60 min 1
HCL 20% HCL 60 min 1

HF + HCL 1.5% HF + 15% HCL 60 min 1
HF + HCL 3% HF + 15% HCL 10 min 1
HF + HCL 3% HF + 15% HCL 20 min 1
HF + HCL 3% HF + 15% HCL 30 min 1
HF + HCL 3% HF + 15% HCL 60 min 2
HF + HCL 3% HF + 15% HCL 120 min 1
HF + HCL 6% HF + 15% HCL 60 min 1

3. Mineral Content Variation by Acidizing

The acid composition selection and acid rock reaction rate depend on the mineral
composition. Therefore, it is necessary to test and obtain the mineral composition of the
target reservoir. Meanwhile, the carbonate rock content determines how to recommend
the acid composition. The MiniFlex II benchtop X-ray diffractometer was used for mineral
composition testing. Figure 3 illustrates how the apparatus tests.
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The mineral composition of Mahu was obtained by the test; the results are revealed
in Table 2, which contains the original mineral component of Mahu sag, and mineral
composition after 60 min acidizing. The original value statistics are shown in Figure 4. As
can be seen from the results, the mineral composition of Mahu sag is mainly dominated
by quartz with an average content of 46.54%, carbonate rock with an average content of
6.08%, clay with an average content of 8.02%, potassium feldspar with an average content
of 13.84%, and plagioclase with an average content of 20.82%. The clay and carbonate rock
content are low, and the feldspar content is high at more than 30%. The rock samples were
treated with 6% HF + 15% HCL for 1 h; calcite was dissolved completely. Hydrochloric
acid cannot dissolve mud or quartz, while hydrofluoric acid reacts not only with carbonate,
but also with silicate. Clay and feldspar were dissolved; they were reduced by almost 34%.
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Figure 5 is a graph which presents the image of rocks before and after acidizing. The
rocks were dissolved partially, which can be seen from the edge of the rocks clearly. The
micro-cracks and corrosion holes were irregularly distributed over the whole surface of
the rocks.
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Figure 6 shows a mineralogy change section through a rock sample. The acid flowed
through and left distinct marks. There are several manifest cracks which can be observed
inside the rock after acidizing.
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Figure 6. Acid marks and obvious fractures after acidizing.

The rock samples were treated with 6% HF + 15% HCL. We tested and obtained the
mineral composition of the rock samples after acidizing at different treatment times to
analyze the variation in the carbonate minerals and clay and feldspar minerals.

Figures 7 and 8 reflect variations in the clay, feldspar minerals, and carbonate min-
erals when the acid treatment time was increased. Under the condition of the same acid
concentration, with the increase in the acid treatment time, the content of calcite, dolomite,
and other carbonate minerals in Mahu conglomerate decline continuously. After 30 min
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acidizing, the average content of carbonate rock reduces by 37%. In contrast, the content
of quartz sees an opposite trend. The content of clay and feldspar also drop significantly;
they drop by 19.7% for 30 min, 34.4% for 1 h, 54.3% for 90 min, and 61.7% for 120 min.
Furthermore, the clay minerals grow down more than feldspar. Mud acid can effectively
dissolve feldspar and clay. Therefore, the mixture of hydrofluoric acid and hydrochloric
acid is chosen to have a better acidizing effect. Mud acid was mainly used in this study,
and some experiments considered hydrochloric acid for comparative experiments.
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4. Porosity and Permeability Increase after Acidizing

The volume in which a rock can store fluid and the ability of fluid transport in it are
usually characterized by porosity and permeability. The ratio of the pore volume to the
total rock volume is defined as porosity [19,20]. Based on the connecting status of pores
in rocks, the porosity can be divided into effective and total porosity. Effective porosity is
used to measure the volume of interconnected pores in rocks, which was measured in this
paper. The quantity, indicating the ease of fluid flow in the medium, is called permeability.
The permeability test was conducted by a 38 mm core holder and micro gas flow meter,
which is the gas testing method. It is obtained by reading the micro gas flow meter, and the
permeability can be calculated by combining the formula. The weight difference calculates
the effective porosity before and after the core is saturated. The equations for calculating
the permeability and porosity are given below.

K =
2P2Q0µL

A(P2
1 − P2

2 )
× 1000 (2)

where K is the permeability, 10−3 um2; A is the sectional area of the core, cm2; L is the rock
length, cm; P1 is the absolute pressure at the inlet of the rock sample, 0.1 MPa; P2 is the
absolute pressure at the outlet of the rock sample, 0.1 MPa; µ is the gas viscosity, mPa.s;
and Q0 is the flow rate at the atmospheric pressure condition, cm3/s.

φ =
Vp

Vf
=

Vf − Vg

Vf
(3)

where φ is the porosity, %; Vf is the gross rock volume, cm3; Vp is the rock pore volume,
cm3; and Vg is the aggregate particles volume, cm3.

The average porosity and permeability of unacidified rock samples were obtained by
the tests. The average porosity of the Mahu region is 8.74%, and the average permeability
is 4.18 × 10−4 µm2. At the same time, the control groups were treated with different
concentrations of mud acid. After acidizing, the rock samples were tested again to obtain
the porosity and permeability.

As can be seen from Figure 9, the curves reflect the change in the trends of rock porosity
and permeability after acid treatment. Different acidizing parameters on rock porosity and
permeability arouse different results. Figure 9a shows the effect of acid concentrations on
the porosity. The porosity is 200% of the original value. Figure 9b represents the effect
of acid concentrations on the permeability, which increases by 5 times to 14 times. In
general, the porosity and permeability see an upward trend with the increase in the acid
concentration, but there is no obvious linear rule.
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5. Triaxial Rock Mechanics Parameter Variation by Acidizing

The triaxial rock mechanics test is carried out with the GCTS RTR-1500 test system.
The axial stress is 2000 KN, the maximum allowable confining pressure is 120 MPa, and
the maximum pore pressure is 70 MPa. The sample produces longitudinal displacement
and transverse displacement under the action of external force. The deformation of the
sample can be calculated by the displacement value and the geometric size of the sample.
Young’s modulus and Poisson’s ratio can be calculated by measuring the longitudinal and
transverse deformation of the rock sample with a regular shape under axial and transverse
pressure. The calculation formula is as follows:

E = σ(50)/εh(50) (4)

where E is Young’s modulus, MPa; σ(50) is 50% of the maximum principal stress difference,
MPa; and εh(50) is the axial compression strain at σ(50), dimensionless.

v =

∣∣∣∣∣
εd(50)

εh(50)

∣∣∣∣∣ (5)

where ν is Poisson’s ratio, dimensionless; εh(50) is the axial compression strain at σ(50),
dimensionless; and εd(50) is the radial compression strain at σ(50), dimensionless.

Under the conditions of reservoir temperature and stress, the confining pressure was
set at 25 MPa; the measured average Young’s modulus of unacidified cores was 26 GPa.
The average Poisson’s ratio was 0.29. The triaxial test was conducted again on the rock
samples after acidizing with different experiment parameters. The results are shown in
Table 3.

Table 3. Young’s modulus and Poisson’s ratio at different acid concentrations.

Core Number Unacidified 15% HCL 20% HCL 15% HCL + 1.5% HF 15% HCL + 6% HF

Young’s
modulus (GPa)

136-(6) 27.09 20.74 15.06 17.66 9.85
136-(7) 24.33 20.11 14.12 16.24 10.57
136-(8) 26.57 21.02 16.17 18.39 12.42

Poisson’s ratio
136-(6) 0.28 0.24 0.19 0.21 0.17
136-(7) 0.32 0.29 0.22 0.25 0.21
136-(8) 0.27 0.23 0.18 0.21 0.16

The above table provides information about the value changes in Young’s modulus
and Poisson’s ratio. Young’s modulus has a similar tendency to Poisson’s ratio after the
acid treatment. The effects of the acid concentration on Young’s modulus and Poisson’s
ratio are revealed in Figure 10.
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Figure 10. Influence of acid concentration on Young’s modulus. (a) Hydrochloric acid treatment.
(b) Mud acid treatment.
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It is apparent from the diagram that Young’s modulus witnesses a downward trend
after being treated with both hydrochloric acid and mud acid, which declines more sig-
nificantly after mud acid treatment on the condition of the same acid concentration and
contact time.

Figure 11 illustrates how the acid concentration affects Poisson’s ratio. There is a slight
decrease after acidizing. The decrease in Poisson’s ratio after hydrochloric acid treatment is
less than that after mud acid treatment.
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Figure 11. Influence of acid concentration on Poisson’s ratio. (a) Hydrochloric acid treatment.
(b) Mud acid treatment.

Figure 12 depicts the impact on Young’s modulus and Poisson’s ratio. Acid compo-
sition has prominent effects on Young’s modulus, which shows a sharp drop, whereas
Poisson’s ratio only has a slight decrease.
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Figure 12. Effect of acid composition on Young’s modulus and Poisson’s ratio. (a) Effect of acid
composition on Young’s modulus. (b) Effect of acid type on Poisson’s ratio.

The fracture modes of rocks obtained from the triaxial test are displayed in Figure 13.
It shows the fracture morphology of unacidified rocks and acidized rocks under 25 MPa
confining pressure. The failure modes of Mahu conglomerate are mainly tensile failure. It
can be clearly seen from the graph that the fractures of acidized rocks become more obvious
and the number of fractures increases after acidizing. More micro-cracks occurred around
the main cracks after acidizing, and the cracks apparently increased compared with the
unacidified rocks. The reasons accounting for this phenomenon can be explained that acid
dissolves minerals and destroys cement, making the rock easier to crack. It was also found
that the fractures propagation of unacidified rocks is mainly around the gravel, and some
are wear gravel as well as acidized rocks. Moreover, acidized rocks have more wear gravel
than unacidified rocks. The reason lies in that acidizing changed the rock strength.
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Figure 13. Failure modes of Mahu conglomerate under 25 MPa confining pressure. (a) Rock samples,
(b) failure modes.

The stress–strain curve can reflect the brittle plastic characteristics of the rock. Figure 14
shows the stress–strain curves of the rock samples obtained from the triaxial experiment,
and Figure 15 shows three typical stress–strain curves. Brittle rock has a good linear
relationship between the stress and strain, which suddenly breaks after stress loading to
the peak value. For brittle plastic rock, the initial stress–strain correlation is linear and
nonlinear in the later stage. The fracture occurs after the stress reaches the peak value.
Plastic rock exhibits nonlinear characteristics under low stress. The stress increases slowly
with strain, without an obvious breaking point. The stress–strain curves of the Mahu
conglomerate reservoir show that the stress and strain have a good linear correlation in
the early stage, showing brittle characteristics. After the stress reaches the peak, there is
no sudden fracture and there are nonlinear characteristics before breaking, revealing the
plastic characteristics. To conclude, the Mahu conglomerate belongs to brittle plastic rock.
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Figure 14. Stress–strain curve to determine the lithological characteristics of Mahu reservoir.
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6. Tensile Strength Decrease after Acidizing

The Brazilian splitting test is the most common method to obtain the rock tensile
strength [22], which is determined by measuring the failure load in the diameter direction
and calculating the size of the cylinder sample. The experimental diagram is shown in
Figure 16.
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The tensile strength of the rock sample can be determined by Equation (6).

St =
2P

πDL
(6)

where St is the tensile strength of rock, MPa. P is the failure load, N. D is the diameter of
the specimen, cm. L is the thickness of the specimen, cm.

First, 11 rock samples as control groups were tested to obtain the original value.
Second, the left rock samples were treated with different acids. The rock tensile strength
test was conducted again. The influence law of acid composition, acid concentration, and
acid treatment time on the tensile strength were obtained. The results are shown in Table 4.
The left side is the original tensile strength value, and the right side is the tensile strength
after acidizing.
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Table 4. Rock tensile strength test results.

Core
Number

Tensile
Strength (MPa)

(before)

Core
Number

Tensile
Strength (MPa)

(after)

Acidizing
Time (min)

Reduction
Rate (%)

Acidizing Fluid
System

136-(1)a 2.57 136-(1)b 0.41 60 84 6% HF + 15% HCL
136-(2)a 4.19 136-(2)b 1.17 60 72 3% HF + 15% HCL
136-(3)a 6.19 136-(3)b 2.02 60 67 1.5% HF + 15% HCL
136-(4)a 3.16 136-(4)b 1.07 60 66 15% HCL
136-(6)a 5.27 136-(6)b 2.69 60 49 12% HCL
136-(5)a 8.32 136-(5)b 4.74 60 43 10% HCL
136-(7)a 4.72 136-(7)b 4.53 10 4 3% HF + 15% HCL
136-(8)a 4.33 136-(8)b 3.59 20 17 3% HF + 15% HCL
136-(9)a 6.83 136-(9)b 4.64 30 32 3% HF + 15% HCL
136-(10)a 5.39 136-(10)b 3.13 60 71 3% HF + 15% HCL
136-(11)a 6.42 136-(11)b 3.08 120 83 3% HF + 15% HCL

As is demonstrated in Figure 17, the reduction rate of tensile strength soared to
84%. The red trendline represents mud acid treatment, and the blue trendline expresses
hydrochloric acid treatment. The effect of mud acid acidizing is better and more obvious.
The explanation is that the carbonate minerals of the Mahu area is not high, while the
feldspar minerals are high. The mud acid can effectively dissolve feldspar, clay, and other
minerals, so the damage to the mechanical properties of the rock is more evident.
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Figure 17. Effect of acid concentration and acid composition on the tensile strength. Figure 17. Effect of acid concentration and acid composition on the tensile strength.

Figure 18 represents how the acid treatment time impacts the tensile strength. The
longer the acid treatment time is, the more sufficient the dissolution is, and the greater the
decline proportion is. Within 60 min of acidizing, the tensile strength decreases sharply, and
above 60 min of acidizing, the rate of decrease slows down, indicating that the dissolution
is gradually sufficient. Therefore, it is necessary to ensure a certain effective acid–rock
contact time to allow the acid to fully dissolve the rock minerals.
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7. Conclusions

In this paper, through conducting a series of experiments before and after acid treat-
ment, we analyzed how acid dissolution affects rock properties and the effect on fracturing
pressure in the Mahu conglomerate reservoir, which provided a theoretical basis for the acid
pretreatment of hydraulic fracturing in the Mahu conglomerate reservoir. The following
conclusions were obtained:

1. The Mahu conglomerate has a mineral composition of 46.54% quarts, 6.08% carbonate,
34.66% feldspar, 8.02% clay, and 4.70% others. The carbonate content is relatively low,
and the clay and feldspar content are relatively high. Contacted by 6% HF + 15% HCl
for 1 h, carbonate was dissolved almost, and more than 40% of clay and feldspar were
dissolved; other minerals were consumed only a little. Mineral dissolution by the acid
was obvious in acid dipping, resulting in a significant property change in the rock,
which beneficially promotes breaking the formation in hydraulic fracturing in the
Mahu conglomerate reservoir.

2. Acid treatment can increase the porosity and permeability significantly, as the porosity
increased by up to 2 times and the permeability increased up to 14 times.

3. After acid treatment, the tensile strength decreased by up to 84%, Young’s modulus
decreased by up to 63.6%, and Poisson’s ratio decreased up to 40.7%
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4. Mud acid has a stronger dissolution to the Mahu conglomerate than HCl.
A 6% HF + 15% HCl acid composition is recommended for 60 min plus the acid–
rock contact time.

5. The stress–strain curves of the Mahu conglomerate showed that the rock is a brittle-
plastic type. The mechanism that acid treatment lowers the fracture pressure is that it
reduces the tensile strength and increases the permeability. The increased permeability
let the fluid pressure propagate into the formation to increase the pore pressure. The
raised pore pressure can reduce the fracturing pressure.

In this study, the experiments were conducted with small-size standard core samples.
Whether the law can be generalized to the field scale should be validated by field applica-
tions. Further study is recommended, such as acid pretreatment modeling and how the
acidizing lowers the formation breaking pressure in hydraulic fracturing.
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Abstract: In the present study, we used Kalamkas, which is a typical Kazakhstani oilfield, which
produces wastewater with high Ca2+/Mg2+ and Fe2+ concentrations, as a case study. We investigated
a method for preparing Fe2+ polymer solutions without oxygen isolation under the conditions of
salinity >110 × 103 mg/L, Ca2+/Mg2+ concentration >7000 mg/L, and Fe2+ concentration >30 mg/L.
Fe2+-resistant groups were grafted onto the molecular chains of a hydrophobically associating
polymer prepared using existing synthesis technology to overcome the decrease in apparent viscosity
of the polymer solution due to the oxidation of Fe2+ during solution preparation. The experiments
showed that PAM-IR with iron-resistant groups can be completely dissolved in the wastewater within
180 min, and can tolerate an NaCl concentration of up to 0.23 × 106 mg/L, a Ca2+ concentration of
up to 10 × 103 mg/L, an Mg2+ concentration of up to 9 × 103 mg/L, and a Fe2+ concentration of
up to 90 mg/L, with favorable thickening performance and resistances to NaCl, Ca2+, Mg2+, and
Fe2+. PAM-IR has good injection performance and can establish a high resistance factor (FR) and
residual resistance factor (FRR) to increase the sweep efficiency. Therefore, it is potentially useful for
enhancing oil recovery.

Keywords: formation water with high salinity; Fe2+-resistant polymer; apparent viscosity; resistance
factor; microscopic state

1. Introduction

It is common to extract chemical reagents from oilfield wastewater produced during
polymer flooding or in-depth profile control flooding. The strategy is environmentally
friendly and economical. However, this method requires a high-performance chemical
displacement agent, especially if the concentrations of Ca2+/Mg2+ and Fe2+ are high, which
will seriously affect the performance of the chemical displacement agent [1–7].

The effect of polymer flooding varies considerably depending on the reservoir [1,8,9],
and the water used for preparing the polymer solution. Wastewater contains inorganic salts,
divalent and high-valence ions, sulfides, solid impurities, crude oil, and bacteria. When
it is used directly to prepare a polymer solution, the viscosity of the generated flooding
system is significantly reduced [2,8,9]. Previous studies [3–5,10–14] have indicated that
cations affect the stability of a polymer solution in the order: Fe2+ > Fe3+ > Mg2+ (Ca2+) >
Na+ (K+). When the polymer is diluted with wastewater containing Fe2+ at a concentration
of 1700 mg/L, the viscosity of the polymer solution measured at 70 ◦C is less than 5 mPa·s,
and the viscosity retention rate is less than 10%, both of which seriously impede the
displacement effect. A water quality survey has shown that the Fe2+ concentration of the
wastewater is greater than 0.5 mg/L. According to the laboratory results reported in the
literature [3–6,10–15], the Fe2+ concentration of the injected water is the main factor that
affects the viscosity of the polymer solution during in-depth profile control [9]. Therefore,
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the polymer solution is often prepared directly using fresh water (e.g., at the Xinjiang
oilfield in China), or prepared using fresh water that is then diluted with wastewater (e.g.,
at the Daqing oilfield in China) [11]. Many researchers have proposed adding chemicals
(e.g., alcohols, thiourea, formaldehyde, or sodium borohydride) to the polymer to eliminate
the influence of Fe2+ through reactions, wherein the molecular chain of the polymer is
unaffected by the oxidation reactions of Fe2+. This method can reduce the solid content of
the polymer, but it significantly increases its cost. Other researchers have also mentioned the
use of physical oxygen isolation methods (e.g., nitrogen production and oxygen isolation,
and the improved design of fluid transfer systems) [16–18]. However, these methods
also have poor economic benefits, and impose high demands on the injection equipment.
Therefore, they are not conducive to long-term use. Moreover, the results from laboratory
tests and from actual field application differ. The methods described above may require
large amounts of clean water or involve the treatment of wastewater. The consumption
of clean water resources and the cost of wastewater treatment both increase the input
of oilfields and the risk of environmental pollution while reducing the overall economic
benefits of polymer flooding. Therefore, only if the comprehensive effect of reducing
wastewater treatment and increasing oil production can maximize the benefits to the
oilfield, will they promote the application of the technology.

The Kalamkas oilfield In the North Uschut Basin of Kazakhstan is a stratified unin-
tegrated reservoir with a gas cap and edge water. It is one of the high-aquifer sandstone
reservoirs that are typical of Kazakhstan, and has an average reservoir thickness of 14 m,
an average porosity of 0.27, and an average permeability of 441 millidarcy (mD). It has
been developed for 42 years. Currently, most wells have a water cut of more than 95%, and
the vertical production degree of the oilfield is only approximately 50%. Ineffective water
injection is a serious problem, and production efficiency is low, which adversely affects
recovery. The problem of ineffective water circulation during the development process
needs to urgently be solved. In light of the experience gained through the development of
medium–high-permeability sandstone oilfields throughout the world, the Kalamkas oilfield
is believed to be suitable for in-depth profile control. However, the oilfield is developed
by re-injecting the wastewater, which has a salinity of >110 × 103 mg/L, a Ca2+/Mg2+

concentration of >7000 mg/L, an oil content of >70 mg/L, and, most importantly, a Fe2+

concentration of 30–70 mg/L. In addition, there is no water treatment system. These con-
ditions are technically and economically far from the requirements for polymer solution
preparation and injection; therefore, it is difficult to screen out economically feasible poly-
mers, which makes the preparation of a flooding agent challenging [19]. Therefore, it is
necessary to develop proper Fe2+-resistant polymers to enhance oil recovery, lower costs,
and improve economic performance at the Kalamkas oilfield.

The present paper describes the development of a new Fe2+-resistant polymer for the
preparation of a polymer solution using oilfield wastewater with a high Fe2+ concentration
and high salinity. According to ShiraziM1 and other authors [20–26], a hydrophobically
associating polymer solution is stable under conditions of high salinity and high tempera-
ture and, therefore, is useful as a flooding agent. During wastewater treatment, complex
compounds are generally used to stabilize Fe2+ [27]. Dong and Lin et al. adopted oxygen
isolation to mitigate the reduction in polymer viscosity due to Fe2+ oxidation [28]. Since
2014, a nitrogen blanketing system has been used to isolate air at the Kalamkas oilfield to
eliminate the degradation of the polymer solution caused by Fe2+ oxidization [17]. Cao
et al. and Xiong et al. have indicated that certain hydrophobically associating polymers can
form three-dimensional network morphologies that improve thickening performance. They
further divulged that such hydrophobically associating polymers are water-soluble and
are formed by introducing a small amount (generally < 2%) of an associating functional
monomer into a polyacrylamide molecular chain. Polymers synthesized from various func-
tional monomers have distinct molecular structures and functions. The hydrophobically
associating polymers described have potential for use in polymer flooding, as viscosity
modifiers for fracturing fluids, or for heat-resistant, salt-tolerant filtrate reducers for water-
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based drilling fluids [29–33]. In the present study, we attempted to graft Fe2+-resistant
groups onto the molecular chain of a hydrophobically associating polymer to form a kind
of 3D network that can trap Fe2+ while maintaining the viscosity of the polymer solution.
This polymer ensures that the high viscosity and long-term stability of a solution prepared
using oilfield sewage are retained.

2. Materials and Methods
2.1. Materials and Instruments

The chemicals used to prepare the experimental samples comprised: NaCl, CaCl2,
MgCl2·6H2O2, and (NH4)2Fe(SO4)2·6H2O, which were all of analytical purity (i.e., >99%);
acrylamide (AM), acrylic acid (AA), NaOH, ammonium persulfate ((NH4)2S2O8), sodium
bisulfite (NaHSO3), octadecyl dimethyl allyl ammonium chloride (DMAAC-18), and N,N-
methylene bisacrylamide (MBA), which were all industrial products (with purities > 98%);
hydrolyzed polyacrylamide (HPAM), with a molecular weight of 23 × 106, a solid content
of 90.0%, and a hydrolysis degree of 22.5%, which is commonly used for flooding in
China’s Daqing and Xinjiang oilfields, and was provided by Xinjiang Keli New Technology
Development Co., Ltd. Karamay, China, and a hydrophobically associating water-soluble
polymer (HAWP) comprising a Fe2+-resistant polyacrylamide with a molecular weight of
12 × 106, a solid content of 90.0%, and a hydrolysis degree of 20%.

Simulated brine, with a salinity of 116,700 mg/L, was prepared by adding 90.17 g of
NaCl, 15.00 g of CaCl2, and 24.68 g of MgCl2·6H2O to 1 L of distilled water.

The wastewater sample from the Kalamkas oilfield was turbid, yellow, and oily, with
a salinity of 124,991.1 mg/L, a density of 1.084 g/cm3, a pH of 6.67, a K++Na+ concen-
tration of 40,427.1 mg/L, a Ca2+ concentration of 5611.2 mg/L, an Mg2+ concentration
of 1702.4 mg/L, a Fe3+ concentration of 3.81 mg/L, a Fe2+ concentration of 33.46 mg/L,
a Cl− concentration of 77,103.75 mg/L, a HCO3− concentration of 164.64 mg/L, a CO2
concentration of 145.76 mg/L, and a total hardness of 420 mg/L. No SO4

2−, CO3
2−, or

dissolved O2 were found.
The core comprised of an epoxy resin cement (with approximate dimensions of

3.8 cm × 30 cm), with a N2-logging permeability of 390–410 mD, taken from the Kalamkas
oilfield, where the average reservoir permeability is 400 mD.

The instruments comprised: a FD240-Binder convection oven; a ME2002 electronic
balance (Mettler Toledo Instruments); an MCR302 advanced rheometer (Anton Paar); a
scanning electron microscope (SEM); a VERTEX 70 Fourier-transform infrared spectroscopy
(FTIR) spectrometer; a constant-temperature and constant-pressure displacement unit
(Changzhou Yiyong, China); and a Fe-HX-10 quick iron-measuring tube (Beijing Huaxing,
China). The other commonly available test devices comprised a heating mantle, Erlenmeyer
flasks, and a cylinder containing 99.6% pure nitrogen.

2.2. Experimental Methods and Contents

In this study, the experiments on the preparation of polymer solution, the influence
of metal ions on the viscosity of the polymer, the characteristic viscosity number, the
molecular weight, and others were performed with the methods given in the Recommended
Practices for Evaluation of Polymers Used in Enhanced Oil Recovery (SYT6576-2003),
which is equivalent to API RP 63:1990. The experiments on resistance factor (FR) and
residual resistance factor (FRR) were completed in accordance with the Technical Criterions
of Polymer for Oil Displacement (SY/T5862-2020). Other experiments were conducted
according to the literature [2,4,11–13,26,32]. The experiments are described as follows:

(1) Preparation of polymer solution

Simulated brine was used for preparing the polymer solution at normal tempera-
ture. We took a certain volume of simulated brine and stirred it with a stand blender at
(400 ± 20) r/min. Then, we weighed the polymer with a mass required for preparing the
solution with the designed polymer concentration and added it into the simulated brine
being stirred. We further stirred (usually for 2–3 h) and observed the solution until the
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particulate matters were completely dissolved, that is, until there was no “fisheye” in the
solution and the insoluble particulate matters disappeared.

(2) Effect of Fe2+ on the viscosity of the polymer solution

We prepared a 1000 mg/L Fe2+ solution from (NH4)2Fe(SO4)2·6H2O and added the
simulated brine (116,700 mg/L) with Fe2+ concentrations of 1, 2, 5, 10, 20, 30, or 50 mg/L
to form three 0.3% polymer solutions. We determined the solubility, and measured the
apparent viscosity of each of the three polymer solutions at 3 h, then placed them in an
incubator set to 40 ◦C. At 40 ◦C, and a shear rate of 10 s−1, we measured the apparent
viscosity changes at various time-points to determine the effect of Fe2+ on the various
polymers and to assess the tolerance of these polymers with regard to Fe2+.

(3) Measurement of Fe2+ concentration in the polymer solution

We measured the Fe2+ concentration before and after solution preparation using
the quick iron-measuring tube to determine the changes in Fe2+ concentration, and to
investigate the stability of Fe2+ in the polymer and assess the tolerance of the new polymer
with regard to Fe2+.

(4) Determination of the basic physical property parameters of the polymers

(a) Characteristic viscosity and polymer molecular weight: The characteristic vis-
cosity number [η] of the polymer and weak gel was obtained by measurement
of the Uhler vissimeter, and the average molecular weight of the polymer and
weak gel was calculated using the formula

[η] = KMη
a,

where K and a are empirical constants, K = 6.31 × 10−3, and a = 0.8 in the
present paper.

(b) Degree of hydrolysis: The degree of hydrolysis of the partially hydrolyzed poly-
acrylamide was determined by the method described in GB/T 12005.6-1989.

(5) Polymer characterization

The polymer microstructure was characterized by FTIR (VERTEX 70), and the infrared
spectra of the synthesized samples was obtained. The microstructure of the polymer
solution was characterized by SEM; hydrophobic association polymer (1500 mg/L) and
Fe2+-resistant polymer solutions were prepared with distilled water, and the microstates of
the solutions were examined under a microscope.

(6) Performance evaluation of the PAM-IR solution We prepared a 0.5% PAM-IR solution
using simulated brine solutions with various concentrations of NaCl, Ca2+, Mg2+, and
Fe2+. We determined the state of the polymer in the solution at 3 h and measured its
apparent viscosity to assess the resistance of the polymer solution to salinity and Fe2+.
The apparent viscosity was measured using the MCR302 rheometer at 40 ◦C and a
shear rate of 10 s−1. The experiments are performed on:

(a) Salt sensitivity: various concentrations of NaCl were added to distilled water to
form the simulated brines, which were then used to prepare polymer solutions.

(b) Ca2+ influence: various concentrations of Ca2+ were added to a 100× 103 mg/L
NaCl aqueous solution to form simulated brines, which were then used to
prepare polymer solutions.

(c) Mg2+ influence: various concentrations of Mg2+ were added to a 100× 103 mg/L
NaCl aqueous solution to form simulated brines, which were then used to
prepare polymer solutions.

(d) Fe2+ influence: various concentrations of Fe2+ were added to a 100× 103 mg/L
NaCl aqueous solution to form simulated brines, which were then used to
prepare polymer solutions.

(7) Verification experiment with wastewater
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The water sample was prepared using the injected water collected from the Kalamkas
oilfield to determine the apparent viscosity and apparent viscosity-polymer concentration
relationship of the developed PAM-IR solution, with the aim of providing a basis for
subsequent field application. We quickly prepared a 0.5% polymer mother solution using
the injected water sample, stirred it for 3 h, then determined its solubility and measured
its apparent viscosity after diluting it to various concentrations. We also took a sample of
injected water and stirred it for 3 h for dynamic aeration, then exposed it to air for 24 h
for static aeration. Finally, we used this sample to prepare a 0.5% polymer solution. We
measured its viscosity with the DVIII rotational viscometer (18 rotors) at 40 ◦C and a shear
rate of 10 s−1.

(8) Resistance factor and residual resistance factor test

We used the constant-temperature and constant-pressure displacement unit. First, we
injected the polymer solution into the core at a rate of 1 mL/min under stable pressure after
injecting it with the simulated brine. When the stable injection pressure pp was reached, the
resistance factor (FR) of the polymer solution was calculated using the following equation:

FR(P) =
(

pp

pw

)

q
(1)

Then, we injected the simulated brine into the core and injected the polymer solution at
the same rate until a stable injection pressure P′W was reached. We calculated the residual
resistance factor (FRR) of the polymer solution using the following equation:

FRR(P) =
(

p′W
pw

)

q
(2)

If the injection pressure continued to rise, it indicated that the polymer had blocked
the core.

3. Results and Discussion
3.1. PAM-IR Synthesis

The synthesis mechanism comprised attaching lipophilic and hydrophilic groups to
a skeleton consisting of flexible hydrocarbon chains (See Figure 1). This allowed them to
generate a supramolecular effect in the solution owing to the presence of a corresponding
quantity of cationic functional groups and non-ionic structural units. The strong interactions
between the chain links and between adjacent molecules eliminated the influence of the
metal ions, crude oil, and solid impurities in the wastewater on the viscosity of the solution.

Figure 1. Formula of PAM-IR.

First, we synthesized Fe2+-resistant functional monomers. Then, we dissolved a certain
quantity of Fe2+-resistant functional monomer in distilled water, added a certain amount
of AM and AA, adjusted the pH with aqueous NaOH, and added a certain amount of
hydrophobic (functional) monomer. Next, we stirred the solution evenly with a magnetic
stirrer, and injected nitrogen for 30 min to remove the oxygen. Finally, we added a certain
amount of (NH4)2S2O8/NaHSO3 and placed the reactants in a constant-temperature water
bath for 6 h to produce PAM-IR.
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3.2. Results of Basic Physical Properties Determination

The synthesized samples were analyzed according to the experimental method de-
scribed in Section 2.2 (3), and the results are shown in Table 1.

Table 1. Determination of the basic physical properties of the PAM-RI polymer.

Polymer Characteristic Viscosity
(dL/g)

Viscose Average
Molecular Weight (106)

Degree of Hydrolysis
(mol%)

PAM-RI 31.5 29.2 23.9

3.3. Characterization of the New Polymer

(1) FTIR analysis results

Figure 2 shows the infrared spectrum of the new polymer. The peak at 3500–3100 cm−1

is attributable to free NH2 and associated NH2; the peak at 2934 cm−1 is attributable to the
antisymmetric stretching vibration of methylene; and the peak at 2333 cm−1 is attributable
to the symmetric stretching vibration of methylene. The peak at 1681 cm−1 is attributable
to the carbonyl group corresponding to amide (C=O stretching vibration); the peak at
1560 cm−1 is attributable to the amide (N-H bending vibration); the peak at 1406 cm−1

is attributable to methylene deformation; and the peak at 770–550 cm−1 is attributable
to the oscillation stretching vibration of N-H. All the profiles featured the characteristic
absorption peaks of partially hydrolyzed polyacrylamide, proving the new polymer had
been successfully prepared.

Figure 2. Infrared spectrum of the new polymer.

(2) SEM characterization results

As shown in Figure 3, we used SEM to investigate the 1500 mg/L HAWP and PAM-
IR solutions prepared with distilled water for signs of the aggregation state and micro-
morphology. HAWP exhibited a comb-shaped structure with functional groups, and
a relatively regular three-dimensional network morphology, which is consistent with
the findings described in the literature [7,32–34]. Similar to HAWP, PAM-IR presented
a relatively regular three-dimensional network morphology, because the Fe2+-resistant
groups were grafted onto the branch chains of the hydrophobically associating polymers
synthesized to avoid the viscosity reduction in the polymer solution while capturing
the iron ions, so that the polymer solution prepared with oilfield wastewater has a high
viscosity and a satisfactory long-term stability. Therefore, the morphology of PAM-IR,
as shown in the SEM image, can allow the solution to be Fe2+-resistant, and inherit the
salt-resistant performance of HAWP.
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Figure 3. Microstructures of the polymer solutions. (a) Microstructure of HAWP; (b) Microstructure
of PAM-IR.

3.4. Effect of Fe2+ on the Apparent Viscosity of the Polymer Solution

Three 0.3% polymer solutions were prepared using simulated Fe2+-containing brine
solutions, and their solubilities at 3 h and apparent viscosities after dissolution were
determined. The results are shown in Table 2 and Figure 4.

Table 2. Measured apparent viscosities of three polymers dissolved in simulated Fe2+-containing
brine solutions.

Fe2+ (mg/L)

Viscosity (mPa·s)

3 h 1 d 2 d

HPAM HAWP PAM-IR HPAM HAWP PAM-IR HPAM HAWP PAM-IR

0 28.0 60.7 47.5 27.7 60.3 47.5 28.0 60.5 47.2
1 26.5 55.2 47.2 26.5 58.2 47.2 25.3 55 47
2 24.2 45.3 47.3 24.2 46.5 47.3 20.5 45.2 46.5
5 13.8 40.5 47.2 13.5 20.5 46.2 12.5 11.2 43.2
10 3.5 20.3 46.5 11.3 3.2 45.5 3.2 4.5 42.1
20 2.5 15.2 46.3 10.3 2.1 45.3 2.1 3.5 41.5
30 2.5 11.2 45.3 5.2 2.3 44.1 2.2 3.5 41
50 2.3 8.5 42.5 3.2 2.2 42 1.5 2.5 40.8

Figure 4. Fe2+ concentration versus apparent viscosity of the polymer solutions.
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According to the results of the experiments involving dissolution at 3 h and the
viscosity measurements, when the Fe2+ concentration of the simulated brine was 5 mg/L,
the apparent viscosity of HPAM decreased to below 50%, the apparent viscosity of HAWP
decreased to below 70%, and the apparent viscosity of PAM-IR remained almost unchanged,
compared with that when the Fe2+ concentration of the simulated brine was 0. When the
Fe2+ concentration of the simulated brine was 10 g/L, it was not possible to completely
dissolve the HPAM or HAWP. When the Fe2+ concentration of the simulated brine was
50 mg/L, the apparent viscosity of HPAM was less than 10%, the apparent viscosity of
HAWP was less than 20%, and the viscosity retention of PAM-IR was higher than 90%. The
results are shown in Figure 5.

Figure 5. Apparent viscosity retention of polymer solutions with Fe2+ concentrations of 5 mg/L and
50 mg/L.

According to the results obtained after aging the polymer solutions at 40 ◦C after dis-
solution, the viscosity retention of PAM-IR remained above 90% over time, demonstrating
favorable resistance to iron ions. In contrast, the apparent viscosity of HPAM decreased to
less than 10%, which was close to the viscosity of the water sample. The apparent viscosity
of HAWP decreased to less than 10%, also suggesting degradation.

3.5. Fe2+ Concentration of the Polymer Solution

The Fe2+ concentrations of the 0.3% polymer solutions were measured using the quick
iron-measuring tube, and the color and Fe2+ concentration of the simulated water sample
changed. The results are shown in Figures 6 and 7.

3.6. Evaluation of the Fe2+-Resistant Polymers

We determined the state of the polymer at 3 h and measured the apparent viscosity
of the 0.5% PAM-IR solution prepared using simulated brine solutions containing various
concentrations of NaCl, Ca2+, Mg2+, and Fe2+. As shown in Figures 8–12, PAM-IR can
tolerate an NaCl concentration of up to 230 × 103 mg/L, a Ca2+ concentration of up to
10 × 103 mg/L, an Mg2+ concentration of up to 9 × 103 mg/L, and a Fe2+ concentration
of up to 90 mg/L, respectively, demonstrating favorable thickening performance and
resistance to NaCl, Ca2+, Mg2+, and Fe2+.
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Figure 6. Measured Fe2+ concentrations of the polymer solutions.

Figure 7. Changes in the simulated brine containing 50 mg/L Fe2+.

Figure 8. Changes in the three polymer solutions prepared with the simulated brine containing
50 mg/L Fe2+ at 3 h.
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Figure 9. NaCl concentration versus apparent viscosity.

Figure 10. Ca2+ concentration versus apparent viscosity.

Figure 11. Mg2+ concentration versus apparent viscosity.
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Figure 12. Fe2+ concentration versus apparent viscosity.

3.7. Verification with the Field Water Sample

The 0.5% polymer solutions were prepared using water collected from the Kalamkas
oilfield and aerated water (the Fe2+ concentration was determined to be 0 after filtration).
We determined the solubilities of the solutions and diluted them to polymer concentrations
of 0.1–0.5%. As illustrated in Figures 13 and 14, the color of each polymer solution had not
changed after 3 h, the polymer particles were completely dissolved, the apparent viscosity-
polymer concentration curve was linear, and the viscosity reduction rate in the polymer
solution prepared with raw water was 20% smaller than that of the polymer prepared with
aerated water. Aeration completely removes the effect of iron ions on the viscosity of the
polymer solution; however, high-salinity water loses calcium when it is aerated to remove
iron ions. Thus, the concentrations of metal ions (e.g., Ca and Mg) in the aerated water
were lower than those in the raw water, which produced different experimental results.

Figure 13. Injected water sample and polymer solution at 3 h.

Figure 14. Apparent viscosity–polymer concentration curve.
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3.8. Resistance Factor and Residual Resistance Factor Tests

The resistance factor and residual resistance factor are critical parameters for evalu-
ating the concentration of a polymer solution in polymer flooding and are key indicators
of the capacity of a polymer solution to improve the mobility ratio and reduce reservoir
permeability [15,29,30]. In the present study, we determined the resistance factor (FR) and
residual resistance factor (FRR) using a cement core with a permeability of approximately
400 mD after injecting polymer solutions of various concentrations at a rate of 1 mL/min at
40 ◦C. The test results are shown in Table 3 and Figure 15. As shown, the polymer solution
was injected smoothly. During the injection process, the equilibrium pressure was reached,
and no blockage formed. As the concentration of the injected polymer increased, FR and
FRR increased. In actual applications, the polymer concentration can be selected depending
on the oil viscosity and permeability of the reservoir.

Table 3. Test results showing the FR and FRR values of the polymer solutions.

Core Gas Logging
Permeability (mD)

Water Logging
Permeability (mD)

Injected Polymer
Concentration (%) FR FRR

1# 405.1 210.9 0.1 0.53 0.34
2# 410.5 226.5 0.2 3.39 1.57
3# 398.2 200.8 0.3 8.85 4.77
4# 402.8 210.5 0.4 19.29 11.64
5# 395.8 215.3 0.5 24.00 19.64

Figure 15. PV versus pressure differential.

4. Conclusions

(1) The new polymer, PAW-IR, exhibits a relatively regular three-dimensional network
morphology, and has a good solubility and a favorable thickening performance with
regard to oilfield wastewater. It can be completely dissolved in oilfield wastewater
within 180 min. It can tolerate an NaCl concentration of up to 23 × 104 mg/L, a Ca2+

concentration of up to 1 × 104 mg/L, an Mg2+ concentration of up to 0.9 × 104 mg/L,
and a Fe2+ concentration of up to 90 mg/L, demonstrating favorable thickening
performance and resistance to salt and Fe2+.

(2) PAM-IR is prepared by grafting the Fe2+-resistant groups onto the branch chains
of the traditional hydrophobically associating polymers synthesized to avoid the
viscosity reduction in the polymer solution while capturing the iron ions. Compared
with traditional physical methods (e.g., nitrogen production and oxygen isolation,
and better design of fluid transfer) and chemical methods (e.g., the precipitation
of Fe2+ by the addition of alcohol, formaldehyde, and sodium borohydride), the
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preparation of PAM-IR does not require additional investment and complex process
design, which will improve the overall efficiency of polymer flooding in reservoirs
with high concentrations of Fe2+ and Ca2+/Mg2+ in the formation water.

(3) PAW-IR has a good injection performance and can establish high resistance factor and
residual resistance factor, indicating a satisfactory plugging performance. It is promis-
ing for enhancing oil recovery by flooding with high-salinity and high-Fe2+ polymers.
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Abstract: The thermal recovery method of steam flooding is one of the most common development
methods for heavy oil reservoirs. However, after multiple rounds of steam injection development,
the composition of crude oil and reservoir rock properties have changed greatly, which is unfavorable
for the subsequent enhanced oil recovery. It is necessary to study the distribution of the remaining
oil after the thermal recovery of heavy oil reservoirs, and clarify the change characteristics of the
components of the crude oil under different steam injection conditions. At the same time, the change
of porosity and the permeability of the rocks after steam flooding, and its influence on oil recovery, are
investigated. In this paper, the composition changes of heavy oil before and after steam flooding are
studied through experiments and numerical simulation methods. A numerical model is established to
study the retention characteristics of heavy components in heavy oil reservoirs by the CMG software.
The effects of different steam injection conditions, and heavy oil with different components on the
residual retention of heavy components, are compared and studied. The changes of rock physical
properties in heavy oil reservoirs after steam flooding is clarified. The results show that after steam
flooding, the heavy components (resin and asphaltenes) of the recovered oil decrease, and the heavy
components in the formation increase in varying degrees. With the increase of heavy components in
the crude oil, the remaining oil in the formation increases after steam flooding, and the retention of
heavy components increases; after steam flooding, the stronger the rock cementation strength, the
higher the degree of reserve recovery, and it is difficult to form breakthrough channels; the greater
the steam injection intensity, the earlier to see steam breakthrough in the production well, and the
lower the degree of reserve recovery. The research reveals the changes of heavy oil components and
rock properties after steam flooding, providing support for the subsequent enhanced oil recovery.

Keywords: heavy oil; steam flooding; asphaltenes; residual oil; rock property

1. Introduction

The thermal oil recovery method is widely used in many heavy oil fields in the world.
It is generally believed that the role of steam in the process of thermal oil recovery is to
reduce the viscosity of heated heavy oil [1–4]. In the process of steam injection, heavy oil
will not only undergo physical changes under the combined action of water and heat, but
also may be accompanied by chemical reactions, such as hydrothermal pyrolysis. However,
after long-term thermal injection development, the properties of unconsolidated sandstone
heavy oil reservoirs, such as porosity and permeability, have changed greatly. Due to
the increase of porosity and permeability, it is easy to form a high-permeability zone and
an ultra-high-permeability zone, which is called the breakthrough channel. When the
steam flows through the breakthrough channel in the formation, which makes the thermal
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efficiency of steam low, the heat spreads to a small range. The steam forms an inefficient
or ineffective circulation along the breakthrough channel, which seriously affects the oil
displacement efficiency of the steam and makes the distribution of the remaining oil in the
reservoir vary significantly.

In response to the physicochemical changes during the thermal recovery of heavy
oil, Hyne et al. [5] called all chemical changes that occur when oil sands are heated in the
presence of water, as an aquathermolysis reaction. The aquathermolysis reaction of heavy
oil [6] was first reported in Canada, which was mainly used to describe the lightening
of asphaltenes. Cao et al. [7] experimentally studied the composition changes of Liaohe
super-heavy oil before and after the aquathermolysis reaction (280 ◦C, 24 h). After the
aquathermolysis reaction, the content of aromatics (the sum of light aromatic, medium
aromatic and heavy aromatic), saturates and asphaltenes in super-heavy oil increased,
while the content of resins decreased, and the resins had the tendency to transform into
aromatics and asphaltenes. Wang [8] found that the composition changes of crude oil during
thermal recovery mainly showed an increase of heavy hydrocarbons and a decrease of light
hydrocarbons, and paraffin and asphaltene precipitated in large quantities, causing serious
blockage of oil wells. Khormali et al. [9,10] studied the influencing factors of asphaltene
precipitation and its effect on the permeability of carbonate core samples. The above existing
studies found that the changes of crude oil properties in the formation after steam flooding
in heavy oil reservoirs are still very complicated. Not only the aquathermolysis reaction
should be considered, but also the influence of light components flowing underground and
being recovered by steam extraction on the composition and viscosity of heavy oil.

Many researches have been conducted on rock property (mainly permeability) changes
during the thermal recovery of heavy oil. As early as the 1970s, a method was proposed
for predicting breakthrough flow in a five-spot pattern by using the flow characteristics
of tracer. Abbaszadeh and Brigham [11] used well-to-well tracer data to interpret the
heterogeneity of reservoirs, and the prediction and description of the high permeability
zone between wells in oil fields have progressed toward quantitative direction. Ge [12]
thought that the breakthrough of the injected fluid is caused by the high permeability zone,
and the degree of breakthrough was determined by the pressure field of the fluid and the
flow resistance of the fluid.

Later researchers have carried out a large number of studies on large pore sealing and
blocking agent. However, it is necessary to further explore the formation mechanism, iden-
tification, description and performance characteristics of the breakthrough channel in the
oil reservoir, so as to have a deeper understanding of the breakthrough channel. Chen [13]
argued that due to the change of cementation capacity of the unconsolidated sandstone,
the dragging effect of the viscous crude oil and the long-term scouring of the injected fluid,
the problem of sand production in formation occurred and a large pore-like high perme-
ability zone was formed. Zhao [14] discussed the tracer method to describe and identify
the large pores, and qualitatively judge whether there is a high permeability zone in the
formation and quantitatively calculate the relevant reservoir parameters. Zeng et al. [15,16]
considered that different sedimentary characteristics, reservoir physical properties, the
development process and other factors will affect the formation of breakthrough channel. A
fluid-solid coupling mathematical model for the formation of large pores was established;
the large pores in formation were identified and described by using conventional dynamic
data and gray correlation theory; and the formation of large pores and the sand production
were combined to study the changes of formation characteristics.

Researchers have carried out a lot of work to study the changes of reservoir physical
properties in the process of the water flooding development of oil fields, which provides
a powerful basis for the formation mechanism of breakthrough channel during heavy
oil thermal recovery. Guo et al. [17] studied the swelling, dispersion and migration of
clay by microscopic seepage experiments, which paved the way for the study of the
formation mechanism of breakthrough channel. Few studies have been conducted on the
breakthrough channel and steam breakthrough formed by the thermal recovery of heavy oil
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reservoirs, but it has certain similarity and reference with the formation of the breakthrough
channel after water injection development.

The change of fluid and rock physical properties of the heavy oil reservoir after steam
flooding, affects the ultimate recovery of heavy oil to a certain extent. Therefore, this paper
studies the change characteristics of fluid and rock physical properties after the steam
flooding of the heavy oil reservoir. The residual retention properties of heavy oil with
different compositions in porous media are studied by physical simulation experiments.
After steam flooding, the physical properties of the heavy oil reservoir will have certain
changes. According to the mechanism of physical property change, the residual retention
model of the heavy component and the mechanism model of changes in physical property
of rock are established by the numerical simulation method. Specifically, they include:
(1) prepare the heavy oil with the same viscosity and different components, and study
the composition change of the heavy oil before and after steam flooding; (2) establish the
residual retention model of heavy components in heavy oil thermal recovery by the CMG
software, and study the residual retention characteristics of heavy components after steam
flooding; (3) the effects of different steam injection parameters on the residual retention
of heavy components are compared and studied; and (4) the change characteristics of
rock physical properties in the heavy oil reservoir after steam flooding are investigated.
The mechanism model is established by the numerical simulation method, so as to study
the change of rock physical properties after steam flooding and to clarify the influence of
cementation strength, crude oil viscosity and other factors on the change of rock physical
properties.

2. Physical Simulation Experiment of Heavy Oil Composition Change
2.1. Experimental Materials and Methods
2.1.1. Experimental Materials

Crude oil with the same viscosity and different heavy components was prepared in
the laboratory, and the composition change of crude oil before and after steam flooding
was analyzed by taking component as a single factor. Three sets of sand-filled pipe (Table 1)
were used for the physical simulation experiments. Two sand-filled pipes were filled
with 160 mesh glass micro-sand to compare the composition changes of crude oil with
different components before and after steam flooding under the same permeability; the
other sand pack was mainly filled with 40 mesh glass micro-sand to make the permeability
different, and the replacement efficiency of the crude oil (the same oil sample with the
same composition) before and after the steam flooding was compared under different
permeability conditions. The oil used for experiments is No. 1 and No. 2 compound crude
oil (Table 2).

Table 1. Basic physical property of sand-filled pipes.

Number of Sand-Filled Pipe Length of Sand-Filled Pipe (mm) Diameter (mm) Permeability (×10−3 µm2)

1 300 38 958.305

2 300 38 1023.168

3 300 38 5977.387

Table 2. Content of heavy components and viscosity of compound oil.

Compound Oil
Samples

Light Oil Mass
Fraction (%)

Residual Oil Mass
Fraction (%)

Compound Oil Viscosity
(30 ◦C) (mPa.s)

Mass Fraction of Resins and
Asphaltenes in Compound Oil (%)

1 10 90 4075 35.2890

2 23 77 4000 31.4107
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2.1.2. Experimental Methods

The following process was adopted in the experiment: (1) The gas tightness of the
device was tested with high-pressure nitrogen gas, and the pressure was kept at 5 MPa
for 30 min. (2) Saturate the sand-fill pipe with water at a flow rate of 1 mL/min. After
saturation, calculate the volume of saturated water in the sand-fill pipe, that is, the pore
volume of the sand pack; the pressure difference between the two ends of the sand-fill pipe
was measured, and the water-phase permeability of the two sand-fill pipes was calculated
according to Darcy’s formula. (3) Saturate the crude oil at a flow rate of 0.2 mL/min, and
set the whole set of experimental equipment to the corresponding temperature. (4) Steam
flooding is carried out after the sand-fill pipe is saturated with oil. The steam temperature
is controlled to 300 ◦C and the flow rate is 2 mL/min. (5) The experiment is stopped when
the sand-fill pipe is flooded to a stage when the water cut reaches 98%.

2.2. Experimental Results and Analysis
2.2.1. The Displacement Efficiency under Different Conditions

No. 1 sand-filled pipe and No. 2 sand-filled pipe are saturated with No. 1 compound
oil and No. 2 compound oil, respectively, to compare the displacement pressure (Figure 1)
and displacement efficiency (Figure 2) of crude oil with different components during steam
flooding under the same permeability conditions.
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Figure 1. Displacement pressure of two different compound oil.
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As can be seen from Figure 1, under the same permeability condition (1 µm2), the
pressure difference required to displace oil samples with high resin content is larger than
that required to displace oil samples with low resin content. This is because the high resin
content makes it easier for the heavy components in the heavy oil to form a network spatial
structure, which requires more pressure to deform the heavy oil and start to flow during
displacement.

As can be seen from Figure 3, under the condition that different permeability sand-
filled pipes (1 µm2 and 6 µm2) are saturated with the same oil sample, the water-free
oil recovery period of the high-permeability pipe (HPP) is shorter than that of the low-
permeability pipe (LPP). However, once the low-permeability pipe produces water, the
water content rises especially fast, and the displacement efficiency of the high-permeability
pipe is higher than that of the low-permeability pipe, but the pressure required to displace
the crude oil in the high-permeability pipe is also smaller than that in the low-permeability
pipe, as shown in Figure 4.
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Figure 3. Comparison curves of oil repelling efficiency and water content of high and low permeability
pipes (same oil sample).
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2.2.2. Change of Heavy Oil Composition

The composition changes of different compound oil before and after steam flooding are
shown in Table 3. When the water cut of the two sand-filled pipes reaches 98% at the outlet
of the sand-filled pipe by steam flooding, the resin content of the No. 1 oil sample displaced
from the sand-filled pipe decreased from 34.92% to 34.01%, and the resin content of the
No. 2 oil sample decreased from 31.10% to 27.99%. This indicates that the heavy component
of oil produced after steam flooding is reduced, so the heavy fraction remaining in the
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sand-filled pipe are increased to varying degrees. This is because during the steam flooding,
the high-temperature steam distills the light components of crude oil and makes it easier to
be recovered. However, the heavy components have a high distillation temperature, and
the resins and asphaltenes in it are easier to be adsorbed on the rock wall, which are more
difficult to be recovered than the light components and thus remain in the formation [18].

Table 3. SARA composition of two different compound oil before and after steam flooding.

Test No. 1 oil Sample
(before Flooding)

No.1 oil Sample
(after Flooding)

No.2 oil Sample
(before Flooding)

No.2 oil Sample
(after Flooding)

Asphaltenes, % 0.37 0.14 0.32 0.58
Resins, % 34.92 34.01 31.10 27.99

Aromatics, % 27.34 23.40 25.23 21.00
Saturates, % 32.99 30.34 39.37 34.71

Light component + loss, % 4.38 12.11 3.98 15.72

3. Numerical Simulation of Heavy Oil Properties Change

The change of fluid properties after steam flooding is mainly reflected in the change
of components before and after steam flooding. According to the results of physical
simulation experiments, the light components in crude oil are easier to be recovered after
steam flooding because they are heated and volatilized, so the heavy components of the
remaining oil in the formation will increase [19–22].

3.1. Numerical Simulation Model

The average geological parameters of the steam flooding pilot test well group in the
Qi40 block of the Liaohe oilfield are selected to establish a homogeneous geologic model.
The buried depth in the middle of the reservoir is 900 m, the well spacing is 140 m, the
porosity is 27% and the permeability is 1500 × 10−3 µm2. In the model, the crude oil was
divided into light and heavy components, and the viscosity-temperature relationships of
the two components are shown in Table 4. In the geological model, the mass fraction ratio
of the light component and the heavy component is 1:1.

Table 4. Viscosity-temperature relationship.

Temperature (◦C) Light Components (mPa·s) Heavy Components (mPa·s)

20 23.39 20624.00
40 15.31 4178.59
60 10.84 1552.49
80 7.45 576.81

100 5.28 257.65
200 0.95 10.47
300 0.17 0.91
400 0.040 0.076
450 0.020 0.022

The STARS module of the CMG software was applied to establish a model with a grid
number of 20 × 13 × 5. The grid step is 7 m in X and Y directions and 4 m in Z direction,
and the well spacing is 140 m. In the steam flooding stage, there is a steam injection well and
a production well. The steam injection temperature is 300 ◦C, the dryness of steam is 0.6,
the steam injection intensity of 1.6 m3/d/m/ha, and the production-injection ratio is 1.2.

3.2. Changes in Fluid Properties after Steam Flooding

As can be seen from Figure 5, there is less remaining oil in the formation between
the injection and production wells. This is because the rocks between the injection and
production wells have experienced long-term steam flooding and the sand-carrying effect
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of heavy oil, resulting in a high permeability zone. Therefore, the steam will displace to the
production well along the high permeability zone with low resistance, which makes the
oil washing efficiency in the high permeability zone high, resulting in less oil remaining
in the high permeability zone and more oil remaining in the formation outside the high
permeability zone.
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It can be found from Figure 6 that in the high permeability zone with low oil saturation,
the mass fraction of heavy components in the remaining oil is 100% and the mass fraction
of light components is 0%. This indicates that the light components in the heavy oil is easier
to be volatilized and recovered than the heavy components after long-term steam flooding,
while the heavy components remain in the formation.
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Figure 6. Mass fraction distribution of components of oil after steam flooding. (a) Mass fraction
distribution of heavy components. (b) Mass fraction distribution of light components.

3.3. Results and Analysis
3.3.1. Different Ratios of Light and Heavy Components

In the geological model, the light and heavy components were proportioned with
different mass fractions to make the heavy components accounted for 0%, 25%, 50%, 75%
and 100% of the crude oil mass fraction. Then, the effects of different ratios on the quantity
of remaining oil and the retention of different components after steam flooding were
analyzed.

As shown in Figure 7, the total cumulative oil production decreases, which indicates
that the heavier the crude oil, the lower the degree of recovery. We can see from the curves
in Figures 8 and 9, that the cumulative production of light components gradually decreases
as the mass fraction of heavy components increases, the production of heavy components
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increases and the rising trend gradually slows down. The decrease of recovered heavy
components indicates that the more heavy components are retained in the formation.
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Figure 7. Cumulative oil production after steam flooding at different proportion of components.
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Figure 8. Cumulative production of heavy component after steam flooding at different proportion of
components.
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Figure 9. Cumulative production of light component after steam flooding at different proportion of
components.
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Figures 10 and 11 show the distribution of oil saturation and the mass fraction of
heavy component after steam flooding under different ratios of light component and heavy
component, respectively. It can be seen from Figure 10 that with the increase of heavy
component, the amount of remaining oil in the formation after steam flooding increases.
This is because when the mass fraction of the light component in the crude oil is larger,
the oil-water viscosity ratio is smaller, thus making the steam flooding have a large planar
sweep area in the formation and therefore less oil remaining in the plane.
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Figure 11. Mass fraction distribution of heavy component after steam flooding. (a) mass fraction
of heavy components: 0. (b) mass fraction of heavy components: 0.25. (c) mass fraction of heavy
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It can be seen from Figure 11 that as the initial mass fraction of heavy component in
crude oil increases, the greater the mass fraction of heavy component in the formation after
steam flooding, that is, the more the heavy component is retained. Moreover, in formations
with less oil saturation, the remaining oil contains more heavy components; in formations
with high oil saturation, the more heavy components remain after steam flooding, as the
initial mass fraction of heavy components in crude oil increases.

3.3.2. Steam Injection Intensity

Steam was injected at steam injection intensities of 1.2, 1.4, 1.6 and 1.8 (m3/(d·m·ha) un-
der the condition that the mass fraction of heavy components was 50% and the production-
injection ratio is unchanged.

It can be seen from Figure 12 that the greater the steam injection intensity, the shorter
the time to see steam breakthrough in the production well. Figure 13 shows the cumulative
oil production of the wells at the time of steam breakthrough under the four steam injection
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intensities. We can find that the cumulative oil production of the wells increases with the
increase of the steam injection intensity, but decreases after the steam injection intensity
reaches 1.6 m3/(d·m·ha). Therefore, the cumulative oil production is the highest at the time
of steam breakthrough with a steam injection intensity of 1.6 m3/(d·m·ha).

Processes 2023, 10, x FOR PEER REVIEW 12 of 20 
 

 

 
Figure 12. The change of temperature of the well head of production well. 

 
Figure 13. Cumulative oil production at different steam injection intensity. 

It can be seen from Figure 14 that the mass fraction distribution of heavy components 
retained in the formation did not change much with increasing steam injection intensity 
with steam breakthrough in the production well, that is, different steam injection intensi-
ties have little effect on the retention of heavy components. 

Time (Date)

Te
m

pe
ra

tu
re

: T
EM

P 
20

,7
,1

 (C
)

2000-7 2001-1 2001-7 2002-1 2002-7 2003-1
0

100

200

300

1.2.irf
1.4.irf
1.6.irf
1.8.irf

1.2 1.3 1.4 1.5 1.6 1.7 1.8
5380

5390

5400

5410

5420

5430

5440

C
u
m
u
l
a
t
i
v
e
 
o
i
l
 
p
r
o
d
u
c
t
i
o
n
 
(
m
3
)

Steam injection intensity (m3/(d·m·ha))

 Cumulative oil production

Figure 12. The change of temperature of the well head of production well.

Processes 2023, 10, x FOR PEER REVIEW 12 of 20 
 

 

 
Figure 12. The change of temperature of the well head of production well. 

 
Figure 13. Cumulative oil production at different steam injection intensity. 

It can be seen from Figure 14 that the mass fraction distribution of heavy components 
retained in the formation did not change much with increasing steam injection intensity 
with steam breakthrough in the production well, that is, different steam injection intensi-
ties have little effect on the retention of heavy components. 

Time (Date)

Te
m

pe
ra

tu
re

: T
EM

P 
20

,7
,1

 (C
)

2000-7 2001-1 2001-7 2002-1 2002-7 2003-1
0

100

200

300

1.2.irf
1.4.irf
1.6.irf
1.8.irf

1.2 1.3 1.4 1.5 1.6 1.7 1.8
5380

5390

5400

5410

5420

5430

5440

C
u
m
u
l
a
t
i
v
e
 
o
i
l
 
p
r
o
d
u
c
t
i
o
n
 
(
m
3
)

Steam injection intensity (m3/(d·m·ha))

 Cumulative oil production

Figure 13. Cumulative oil production at different steam injection intensity.

It can be seen from Figure 14 that the mass fraction distribution of heavy components
retained in the formation did not change much with increasing steam injection intensity
with steam breakthrough in the production well, that is, different steam injection intensities
have little effect on the retention of heavy components.
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4. Numerical Simulation of Reservoir rock Physical Properties Change

After long-term thermal injection development, it is easy to form breakthrough channel
in the formation, due to the increase in the pore radius and permeability of the forma-
tion [23–25]. When the steam flows along the breakthrough channel in the formation, the
thermal efficiency of the steam is low and the thermal sweep range is small. The inefficient
or ineffective circulation of steam along the breakthrough channel seriously affects the
oil displacement efficiency of the steam flooding. Therefore, it is necessary to study the
physical property changes of reservoir rocks after steam flooding, mainly focusing on the
changes of rock porosity and permeability, and the factors leading to the changes of rock
physical properties after steam flooding [26–29].

4.1. Numerical Simulation Model

The average geological parameters of the steam flooding pilot test well group in the
Qi40 block of the Liaohe oilfield are selected to establish a homogeneous geologic mode.
The buried depth in the middle of the reservoir is 900 m, the well spacing is 140 m, the
porosity is 27% and the permeability is 1500 × 10−3 µm2. In the model, the following crude
oil viscosity-temperature curve was used to analyze the influence of crude oil viscosity on
the thermal recovery effect.

The STARS module of the CMG software was applied to establish a model with a grid
number of 20 × 13 × 5. The grid step is 7 m in X and Y directions and 4 m in Z direction,
and the well spacing is 140 m. The geological model was established to simulate steam
huff and puff and then steam flooding. The distribution characteristics and influencing
factors of rock physical property changes after steam flooding were studied. In the steam
flooding stage, there is a steam injection well and a production well, the steam temperature
is 300 ◦C, the steam dryness is 0.6, the steam injection intensity is 1.6 m3/ha/m/d, and the
production-injection ratio is 1.2; the viscosity-temperature relationship of the heavy oil is
shown in Table 5.
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Table 5. Viscosity-temperature relationship [30].

Temperature (◦C) Viscosity (mPa·s)

20 9136.2
40 2980.9
65 953.4
80 403.4

100 170.7
200 7.3
300 2.1
400 1.6

4.2. Changes in Reservoir Physical Properties after Steam Flooding

The porosity and permeability changes of a steam injection well and a production well
in homogeneous heavy oil reservoir were studied to summarize and analyze the changes
of reservoir physical properties during the steam flooding stage. Figure 15 shows the
distribution of porosity and permeability between the two wells after steam flooding. It
can be seen that a high permeability zone was formed between the two wells due to factors
such as sand production.
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Figure 15. Physical property distribution between two wells after steam flooding. (a) Porosity
distribution; (b) permeability distribution.

Meanwhile, we established a numerical model to study the changes of porosity and
permeability in the injection-production system of five-spot well pattern, as shown in
Figure 16. The center well is a steam injection well and the corner wells are oil production
wells. After steam flooding, the porosity and permeability between the injection and
production wells become larger, which makes it easy to form cross-flow between the wells.
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4.3. Results and Analysis

In the absence of inter-well high permeability zones or natural fractures, it is difficult
to form steam breakthrough during the steam huff and puff stage. However, in the steam
flooding stage, due to the continuous steam injection, the thermal front is continuously
advancing from the injection well to the production well, which improves the plane sweep
volume of the steam flooding. At the same time, due to the heterogeneity of formation,
steam breakthrough occurs when the thermal front reaches the production well along the
formation with less resistance.

4.3.1. Effect of Cementation Degree

The degree of cementation is determined by the change rate of porosity and the
relationship between porosity and permeability. The larger the value of the cementation
degree, the faster the change rate of porosity and the greater the change of permeability,
and the weaker the degree of cementation.

The porosity changes of formations with different degrees of cementation after steam
flooding are shown in Figure 17. It can be seen that the stronger the degree of cementation,
the less sand production, and the porosity changes in a small range; however, formations
with a weak degree of cementation has serious sand production, and the range of porosity
changes is large. The porosity of formation affected by steam between the two wells
becomes larger in different degrees, and the porosity of formation around the production
well changes to a greater extent than that around the steam injection well.
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Heavy oil formations often show the characteristics of high permeability, high porosity
and weak cementation. The clay minerals, siliceous minerals, aluminum and boron minerals
and other cementation minerals in heavy oil formations will change under high temperature
or alkali liquor. The structure, distribution and occurrence of clay minerals will be damaged.
Silica, aluminum and boron minerals will be dissolved. The aquathermolysis reaction will
cause the non-expansive clay to transform into expansive clay, which will provide a basis for
the increase of porosity to a certain extent [31–33]. Therefore, both high-temperature steam
and alkalinity will affect porosity, while loosely cemented formation is more susceptible to
temperature and alkalinity in terms of mineral type and contact area.
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It can be seen from Table 6, Figures 18 and 19 that the stronger the degree of cementa-
tion, the less likely it is to form breakthrough channels, the longer the steam breakthrough
time, and the higher the recovery degree. The weaker the degree of cementation, the easier
the breakthrough flow will occur, the shorter the steam breakthrough time, and the lower
the recovery degree.

Table 6. Steam breakthrough time and recovery degree for different cementation degree.

Cementation Degree Steam Breakthrough Time (d) Recovery Degree (%)

0.01 (Strong) 434 15.07
0.03 (Medium) 363 13.96

0.05 (Weak) 337 13.62

Figure 18. Steam breakthrough time for different cementation degree.

Figure 19. Recovery degree for different cementation degree.

4.3.2. Effect of Steam Injection Strength

In the model, the production-injection ratio is 1.2, and the steam injection intensity
is the daily injection volume per unit area and per unit formation thickness, the unit of
steam injection intensity is t/(d·m·ha). The effect of steam injection intensity on the change
of rock properties (porosity and permeability) after steam flooding can be obtained by
changing the steam injection intensity of the numerical model.
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As shown in Figure 20, as the steam injection intensity increases, the production
pressure difference between injection and production wells gradually increases, and the
flow rate increases. The greater the change of formation porosity around the production
well, the faster the steam reaches the production well, and the steam breakthrough occurs
in production well in a shorter time.
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Figure 20. Porosity distribution after steam flooding under different steam injection intensity.

As can be seen from Table 7, Figures 21 and 22, the greater the steam injection intensity,
the earlier the breakthrough channel is formed, the easier it is to form breakthrough flow,
the shorter the steam breakthrough time, and the lower the recovery degree.

Figure 21. Steam breakthrough time for different steam injection intensity.
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Figure 22. Recovery degree for different steam injection intensity.

Table 7. Steam breakthrough time and recovery degree for different steam injection intensity.

Steam Injection Intensity (t/(d·h·ha)) Steam Breakthrough Time (d) Recovery Degree (%)

1.2 924 20.28
1.4 673 18.26
1.6 456 15.69
1.8 343 14.39

5. Conclusions

This paper studied the residual retention properties of heavy oil with different compo-
sitions in porous media by physical simulation experiments, and established the residual
retention model of heavy component and the mechanism model of changes in the physical
property of rock by the numerical simulation method. The following conclusions can be
drawn:

(1) Heavy oil samples with the same viscosity and different components were prepared
for steam flooding experiments. Results showed that the pressure difference required
to displace oil samples with high resin content is larger than that required to displace
oil samples with low resin content. By comparing the SARA composition of compound
oil before and after steam flooding, we can find that the resin content of the recovered
oil after steam flooding decreased.

(2) The CMG software was used to establish the residual retention mechanism model of
heavy components, and the effects of different ratios of heavy components and light
components, steam injection parameters and other factors on the residual retention
of heavy components, were studied. The simulation shows that the residual oil after
steam flooding is mainly composed of heavy components. In the formation with less
residual oil saturation after steam flooding, the heavy components are retained more.
With the increase of remaining oil saturation, the mass fraction of heavy components in
crude oil decreases. Under the condition of gas injection intensity of 1.6 m3/(d·m·ha),
oil production is the largest.

(3) The mechanism model of rock properties (porosity and permeability) change after
steam flooding is established by using the CMG software. After long-term thermal
injection development, the porosity and permeability of the reservoir become larger,
forming a breakthrough channel. The weaker the cementation degree is, the easier it is
to form a breakthrough channel, shorten the steam breakthrough time and reduce the
recovery degree. The increase of steam injection intensity will cause the breakthrough
channel to appear earlier, and the steam breakthrough time and recovery factor will
also decrease.
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Abstract: Hydraulic fracturing is an important measurement for the stimulation of oil and gas wells
and is widely used in the development of low-permeability and ultra-low-permeability reservoirs.
However, fractures can pass through barriers with poor properties during fracturing, resulting in
fractures that do not reach the pre-designed length. In a worse situation, it is possible to communicate
with the water layer and cause sudden water flooding, resulting in the failure of the fracturing
construction. In order to improve the efficiency of fracturing construction, an effective way to control
the height of fractures is by laying diverting agents to form artificial barriers. In this study, we
established a three-dimensional numerical calculation model of fracture propagation, considering
artificial barriers in the finite element analysis framework; the fracture propagation is governed by a
cohesive zone model. The influence of artificial barriers with different Young’s modulus and different
permeability on the fracture height was simulated and calculated. Different fracture geometries under
different pumping injection rates were also considered. The simulation results show that the smaller
the Young’s modulus of the artificial barrier, the smaller the extension in the direction of the fracture
height: when its Young’s modulus is 28 GPa, the half fracture height is about 25 m, while when
Young’s modulus increases to 36 GPa, the half fracture height increases by about 10m. When the
fracture does not penetrate the artificial barrier area, the larger the Young’s modulus, the smaller the
fracture width and the larger the fracture height. With the change in the permeability of the artificial
barrier, the change in the fracture width direction of the fracturing fracture is only about 0.5 m, but
the inhibition on the fracture height direction is more obvious; in the case of maximum permeability
and minimum permeability, the fracture height change is 10 m. The influence of pumping injection
rates on the width and height of the fracture is obvious: with the increase in the pumping rates,
both the height and width of the fractures increase. However, when the pumping rate increases
from 0.12 m3/s to 0.14 m3/s, the change in the direction of fracture height is no longer significant,
and the increase is only 0.6 m. This study investigates the role of artificial barrier properties and
pumping rates in controlling fracture height extension, clarifies the feasibility of artificial barriers to
control fracture height technology, and provides guidance for the selection of diverting agents and
the determination of the pumping rate in the process of fracturing construction.

Keywords: artificial barrier; cohesive zone model; finite element; hydraulic fracturing

1. Introduction

Currently, the hydrocarbon industry encompasses a significant part of the world
economy and is the primary energy source [1,2]. Fracturing stimulation technology is
the key technology for the effective development of oil and gas reservoirs. By pumping
high-pressure fluid, the reservoir rock is broken to produce fractures and injected with
proppant to prevent fracture closure, providing a channel with high conductivity for
reservoir fluid [3,4]. However, in the fracturing stimulation construction of thin poor layers,
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the fracture height often exceeds the production layer and continues to extend [5,6]. In this
case, the excessive extension of fracture height will result in low efficiency of fracturing fluid
and inefficient laying of proppant, so that the fracturing fractures cannot reach the designed
fracture length, thereby reducing oil and gas production [7,8]. However, when the oil layer
is close to the water layer, the excessive expansion of the fracture height will communicate
with the water layer, causing water channeling, causing the water content of the oil well
to rise sharply, and directly leading to the failure of the fracturing construction [9,10].
Therefore, effective measures must be taken to control the height of fracturing fractures
to achieve the purpose of oil and gas stimulation during the fracturing and stimulation
construction of thin poor reservoirs.

At present, there has been a lot of research on the control of fracture height [11,12],
mainly optimizing the construction parameters, preferred fracturing fluid, and laying
diverting agents to form the artificial barrier. Among them, artificial barrier technology is
the most widely used. Its basic principle is to use the floating or sinking diverting agent
to form a certain thickness of low-permeability or impermeable artificial barrier at the
top or bottom of the fracture, increase the impedance of the fracture tip, eliminate the
stress concentration at the fracture tip, and achieve the purpose of delaying the vertical
expansion of the fracture. Nguyen proposed for the first time that during the fracturing of
the gas–water barrier, in order to prevent the loss of control in the fracture height direction
caused by the press through the upper and lower barriers, it was proposed to use artificial
barriers to control the growth of fractures in the height direction [13]. Morales added
radioactive tracers to the diverting agent and tested the gamma curves before and after
fracturing to verify the feasibility of controlling fracture height with artificial barriers [14].
Arp discussed the problem of fracture height control in several production layers in eastern
Texas [15]. Some researchers have studied the placement of artificial barriers and recom-
mended that viscous fracturing fluid be used first to pre-treat and keep the fracture tip
open, and then 5–10 cP low-viscosity fracturing fluid be used to carry a lighter proppant
to seal the top and bottom of the fracture to achieve a fracture control effect [16]. Many
scholars have also carried out experiments and numerical simulation studies on the law
of fracture propagation. Khodaverdian demonstrated through experiments that fracture
propagation is mainly controlled by fluid invasion and shear failure propagation in the
fracture tip region [17]. Now, most of the numerical models used to simulate fracture are
based on the theory of linear elasticity, such as the tensile fracture model, PKN model, KGD
model, P3D model, and so on [18–20]. In order to study more complex fracture morphology
propagation problems, many numerical simulation calculation models have been estab-
lished [21,22]. Simoni and Secchi used a re-meshing algorithm and a staggered solving
algorithm to model cohesive fracture propagation under fluid pressure. They considered
fluid exchanges between the fracture and the porous medium [23]. Lacampion investi-
gated the extended finite element method to model hydraulic fracture in an impermeable
medium [24]. However, this work neither considers the longitudinal flow of fluids nor the
propagation of fractures. Chen adopted an interface element governed by a cohesive law to
model fracture propagation in an impermeable medium, and their numerical simulation
results were in good agreement with the toughness-dominated numerical solution [25]. Sun
used the finite element method to investigate the parameters of the hydraulic fracturing
process in porous media, and the results showed that as the fracture extension length
increased and the fracture fluid pressure decreased [26]. Wan has studied the effects of
stress difference, tensile strength, and Young’s modulus on the fracture propagation law in
view of the difficulty in controlling the width and height of hydraulic fracturing fractures
in thin poor layers [27]. Zhao carried out engineering application research on the basis
of numerical simulation and studied the potential influencing factors of the difficulty of
hydraulic fracture penetration and expansion in continental shale reservoirs [28]. There
are also some studies that conduct sensitivity analyses on main parameters such as fluid
viscosity, distribution of natural fractures, differential stress of reservoir and interlayer, and
pump injection rate to explore their influence on fracture extension or diversion [29–31]. In
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summary, previous studies on artificial barriers are mainly based on laboratory or oilfield
experiments and the results from these studies further validate the feasibility of this tech-
nology and optimize the design of actual fracturing construction parameters. However, such
studies often lack quantitative results on the characterization of the actual fracture morphology,
which is often obtained through numerical simulation studies. Additionally most scholars’
numerical simulation studies about fracture propagation do not consider the effect of artificial
barriers on fracture morphology. Therefore, it is a challenging task to accurately establish a
three-dimensional numerical calculation model to simulate the effect of artificial barriers in
control fracture height.

In this study, in order to explore the influence of the properties of artificial barriers
on the fracture height, a numerical calculation model was established to simulate fracture
propagation after the placement of diverting agents in the framework of finite element
analysis, which is based on the bilinear traction-separation criterion and uses stiffness
degradation to describe the damage evolution of the unit. This study focuses on carrying
out a numerical simulation to obtain experimental results. Compared with experimental
studies, numerical simulation studies have lower costs, faster results, and an advantage in
terms of efficient resources [32]. Many studies that cannot be performed in experiments
can be well studied in numerical simulation software, and numerical simulation studies
are more suited to fault tolerance. Experiments on artificial barrier control fracture height
technology must be carried out after a large number of numerical simulation experiments
to draw some conclusions, and then combined with laboratory experiments in the oil field.
Otherwise, it may face problems such as high investment and low return, or more seriously
affect the normal production operation of the oilfield. Different from previous studies,
this study sets up an artificial barrier area between the reservoir and the caprock in the
finite element software for the first time, and discusses in detail the differences in the
morphological changes in fractures before and after penetrating the artificial barrier, which
is not only a simple study of the influence of heterogeneity between layers on fracture height
propagation. Therefore, a zero-thickness element is used to simulate fracture propagation.
In this work, the fluid-solid coupling in the hydraulic fracturing process is especially
considered. The simulated calculation unit with pore pressure seepage is used to simulate
and calculate the degree of influence of artificial barriers with different Young’s modulus
and different permeability on the expansion of fracture height. In addition, under different
pumping rates, the change in fracture morphology with the pumping rate is also simulated.

2. Mathematical Model
2.1. Fluid Flow Equation in Fractures

Fluid flow in the damaged area of the cohesive unit is divided into tangential flow
along the cohesive unit, which can be characterized by Newton or power-law fluid models,
and the normal flow perpendicular to the upper and lower surfaces of the cohesive unit
can reflect the resistance caused by agglomeration and scaling, such as Figure 1 shows. The
basis of fluid flow in this study is CFD (computational fluid dynamics), which is a hybrid
finite volume method and finite element solution method to calculate incompressible
laminar and turbulent flow problems with high solution accuracy [33].
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Assuming that the fluid inside the cohesive unit is an incompressible Newtonian fluid,
the calculation formula for the tangential flow is [34]:

q = − w3

12µ
∇p (1)

where q is the tangential flow rate, m3/s; ∇p is the pressure gradient along the length
direction of the cohesive unit, Pa/m; w is the fracture width, m; µ is the viscosity of the
fracturing fluid, Pa s.

The normal leak-off loss on the upper and lower surfaces of the Cohesive unit can be
described as [34]: {

qt = ct(pf − pt)
qb = cb(pf − pb)

(2)

where pt and pb are the pore pressure at the upper and lower surfaces of the fracture, Pa;
pf is the fluid pressure in the fracture, Pa; ct, cb are the fluid loss coefficients at the upper
and lower surfaces, m3/(Pa·s); qt, qb are the normal volume flow of the upper and lower
surfaces, respectively, m3/s.

The fluid mass conservation equation of the Cohesive unit is [35]:

∂w
∂t

+∇·q + (qt + qb) = Q(t)δ(x, y) (3)

where Q(t) is the injection velocity of fracturing fluid, m3/s.

2.2. Criteria for Fracture Initiation and Propagation

At present, the commonly used finite element methods for numerical simulation
of hydraulic fracturing include the finite element method based on the cohesive model
and the extended finite element method [19]. The former is adopted in this paper, and
the problem of infinite stress at the fracture tip of linear elastic fracture mechanics can
be effectively avoided by inserting cohesive units between cells for describing nonlinear
fracture problems. Cohesive elements provide a solution without refining the mesh, which
can effectively reduce the number of meshes and improve the efficiency of operations [36].

2.2.1. Cohesive Unit Damage Model

The relationship between the tensile stress and the distance between the upper and
lower surfaces is defined in the damage model of the Cohesive unit, and the definition
of the damage evolution consists of two parts. A bilinear T-S criterion was proposed by
V. Tomar [37]. As shown in Figure 2, the first part involves determining the effective
displacement δf

m at full damage relative to the effective displacement δ0
m at the onset

of damage, or the energy dissipation GC due to failure. The second component defines
the evolutionary nature of the damage variable D between initial and complete failure,
which can be specified directly in the form of a table of effective displacement, effective
displacement versus damage, by means of a linear or exponential softening law; the
expression for the damage variable D when the linear displacement expansion criterion is
used is:

D =
δf

m

(
δmax

m − δ0
m

)

δmax
m

(
δf

m − δ0
m

) (4)

where δmax
m is the maximum displacement of the unit; δf

m is the displacement of the unit
opening; δ0

m is the displacement of the unit starting damage.
The Cohesive unit uses stiffness degradation to describe the damage evolution of the unit.

T = (1−D)T (5)
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where Tn, Ts1, Ts2 are the stresses obtained in the three directions of the cohesive unit
according to the linear elastic deformation in the undamaged phase, respectively, and D is
the damage variable in Equation (4).
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Figure 2. Bilinear traction-separation curve.

The T-S criterion is based on the tensile stress of the cohesive unit as the damage
criterion; the unit is very stiff before the damage, the stress is proportional to the displace-
ment and can be recovered after unloading, but when the tensile stress exceeds the tensile
strength of the material, the stress it can withstand decays linearly with the increase in
displacement and is not recoverable, which is more suitable for the fracture expansion
process in hydraulic fracturing.

2.2.2. Cracking and Expansion of Cohesive Units

The following criteria are often used in the finite element method to determine fracture
initiation: maximum positive stress criterion, maximum positive strain criterion, quadratic
stress criterion and quadratic strain criterion [38,39]. In this study, after many attempts and
simulations, it is considered that the maximum positive stress criterion is used, which is
more stable as the basis for judging fracture initiation, and the calculation process is easy to
converge and more compatible. That is, as soon as the stress in either direction of the unit
reaches its critical stress, the unit starts to crack. The expression of the maximum positive
stress criterion is as follows:

max
{
σn

σmax
n

,
τs

τmax
s

,
τt

τmax
t

}
= 1 (6)

where σmax
n refers to the maximum tensile stress that the unit can withstand in the vertical

direction, i.e., the tensile strength of the reservoir, and τmax
s and τmax

t refer to the maxi-
mum shear stress that the unit can withstand in both directions, i.e., the shear strength of
the reservoir.

For the expansion of composite fractures after fracture initiation, this paper adopts
the B-K criterion, which is the criterion of critical energy release rate of crack expansion
proposed by Benzeggagh and Kenane [40].

GC
n +

(
GC

s −GC
n

){GS

GT

}η
= GC (7)

In Equation (7), GS = Gs + Gt, GT = Gn + Gs, GC
n is the normal fracture critical

strain energy release rate; GC
s , GC

t are the two tangential fracture critical energy release
rates, respectively, and the B-K criterion considers GC

s = GC
t ; η is a constant related to the

properties of the material itself; GC is the composite fracture critical energy release rate.
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Figure 3 shows a schematic diagram of the crack expansion of the cohesive unit. When
the calculated energy release rate at the fracture tip node is greater than the B-K critical
energy release rate, the current fracture tip node of the cohesive unit will unbind the bound
part, and then the fracture will open and continue to expand along the next cohesive unit.
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2.3. Fluid-Solid Coupling Control Equation

In the process of hydraulic fracturing, the fluid percolation pressure acting on the
fracture wall increases continuously with the increase in pump pressure, which leads to the
increase in fluid leak-off loss into the formation, resulting in the change in stress state in the
rock pore space, and the change in stress in the rock will cause the change in parameters
such as reservoir porosity and fluid percolation velocity, which in turn affects the change in
pore pressure in the percolation field on the fracture wall. This relationship between fluid
seepage and rock deformation is called fluid-solid coupling [41].

The rock skeleton stress balance equation for a unit body with volume V and surface
area S is: ∫

V
σδεdV =

∫

V
t·δvS +

∫

V
f·δvdV (8)

where σ and δε are the stress matrix and the imaginary strain rate matrix, respectively;
t, f and δv are the surface force vector, the volume force vector and the imaginary velocity
vector, respectively.

Fluid seepage is required to satisfy the continuity equation:

1
J

∂

∂t
(Jρwnw) +

∂

∂X
(ρwnwvw) = 0 (9)

where J is the variation ratio of porous media body; ρw is the fluid density; nw is the pore
ratio; vw is the fluid percolation velocity; X is the spatial vector.

Fluid flow in the cohesive unit satisfies Darcy’s law:

vw = − 1
nwgρw

k
(

∂pw
∂x
− ρwg

)
(10)

where k is the permeability matrix of porous media; g is the acceleration of gravity.

2.4. Fracture Wall Stress Distribution Model

This paper focuses on the upper propagation of the fracture. Generally, the model
of numerical simulation calculation will be different from the actual situation, and some
simplifications will be made [42]. To simplify the model, it is assumed that the upper and
lower interlayer stresses in the reservoir are the same and symmetrically distributed along
the centerline of the fracture. The model has the following assumptions: 1©: the reservoir
is an ideal thick oil formation, the rock is an ideal linear elastic material, and the ground
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stress is linearly distributed; 2©: the fracture flanks are symmetrically distributed with the
wellbore as the axis; 3©: the fracturing fluid is an incompressible power-law fluid when it
flows inside the fracture, and the two-dimensional flow of the fluid is considered; 4©: the
matrix permeability is low, and the leak-off of the fracturing fluid to the fracture wall is
ignored; 5©: the inertia effect is ignored.

According to the above assumptions, the stress distribution at the fracture wall is
shown in Figure 4. Assuming that the reservoir thickness is 2H and the height of fracture
penetration into the barrier hb = H− h, let the minimum horizontal principal stress at the
center of the fracture be σb, the minimum horizontal principal stress gradient be gs, the
upper and lower reservoir interlayer stresses be the same, the reservoir interlayer stress
difference be σb − σr, the pressure drop of fracturing fluid gravity in the direction of the
fracture height be ρgy, and the pressure drop generated by the artificial interlayer in the
direction of the fracture height be kaha.
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where 𝒌𝒌 is the permeability matrix of porous media; 𝑔𝑔 is the acceleration of gravity. 
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2.5. Mode Description

The numerical calculation model established in this paper is shown in Figure 5 for
a three-dimensional model with dimensions of 40 m × 100 m × 100 m. The following
assumptions are made for the model material: the reservoir is an ideal thick oil layer
and the rock is an ideal linear elastic homogeneous material. The model is dissected into
four areas, the thickness of both upper and lower layers as barriers is 20 m, the thickness of
the middle area as the target reservoir is 60 m, and the height of the artificial barrier area
formed by the diverting agents placement is 5 m. The (a) and (b) figures in Figure 6 show
the profiles of the xoy plane and yoz plane, respectively. The perforation tunnel is chosen to
be the center of the xoy plane, y is the direction of vertical principal stress, z is the direction
of maximum horizontal principal stress, and x is the direction of minimum horizontal
principal stress. The built-in Cohesive cell is embedded in the yoz plane as the fracture
initiation and propagation path, perpendicular to the direction of the minimum horizontal
principal stress, and the shot hole position is parallel to the direction of the maximum
horizontal principal stress. The fracture propagation path and the basic morphology at
different moments (t1, t2, t3) are depicted in Figure 6b. The type of solid element is C3D8P,
which is a three-dimensional calculation unit with 8 nodes. It has the advantage of more
accurate results for the displacement and the accuracy of the analysis will not be affected too
much when there is distortion and deformation of the mesh. The mesh size of the numerical
calculation model is chosen to be 2 m, and hexahedral elements are used completely in the
mesh. For the three-dimensional geometric model, the mesh is first generated on the face
and then stretched along the sweep path to obtain the three-dimensional mesh, and a total
of 50,000 meshes are divided. The initial saturation of the target layer and the interlayer is
set to 1; both are saturated seepage, and the constant pore pressure (20 MPa) is maintained
at the left, right and upper and lower boundaries. The initial pore pressure is 20 MPa,
the initial porosity of the reservoir is 0.3, and the initial porosity of the interlayer is 0.2.
The fracturing fluid pumping discharge is set to 0.06 m3/s for 600 s, the fracturing fluid
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viscosity is 100 mPa·s, and the other initial values of the main calculated parameters are
shown in Table 1.
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Figure 7 shows the workflow of this study. The first step is to establish the fluid-solid 
coupling control equation on the basis of computational fluid dynamics. The second step 
is to establish a three-dimensional numerical calculation model considering artificial bar-
riers in the finite element simulation software. On the basis of this model, combined with 
the previous laboratory experimental results, the calculation parameters are determined 
and the numerical simulation of fracture propagation is carried out. After the simulation, 
3D fracture morphology data, model stress, and pore pressure clouds are extracted for 
parameter sensitivity analysis and discussion. 

Figure 6. Numerical calculation model (a): xoy profile chart, (b): yoz profile chart.

Table 1. The rock mechanics parameters of the stratum.

Parameters Units Value of Reservoir Rock Value of Interlayer

Young’s modulus GPa 30 28
Poisson’s ratio / 0.25 0.3

Leak-off coefficient m/(Pa·s) 1 × 10−7 1 × 10−8

Sy MPa 32 32
Sx MPa 25 25
Sz MPa 30 30
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Figure 7 shows the workflow of this study. The first step is to establish the fluid-solid
coupling control equation on the basis of computational fluid dynamics. The second step is
to establish a three-dimensional numerical calculation model considering artificial barriers
in the finite element simulation software. On the basis of this model, combined with
the previous laboratory experimental results, the calculation parameters are determined
and the numerical simulation of fracture propagation is carried out. After the simulation,
3D fracture morphology data, model stress, and pore pressure clouds are extracted for
parameter sensitivity analysis and discussion.
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the fracture width is not obvious and the range of the fracture width is distributed from 
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3. Result and Discussion
3.1. Young’s Modulus

The Young’s modulus of the reservoir rock is 30 GPa, the Young’s modulus of the
interlayer is 28 GPa, and the Young’s modulus of the artificial barrier formed by diverting
agents is 36, 34, 32 and 28 GPa, respectively. The values of other calculated parameters are
shown in Table 2. The effect of different Young’s modulus of the artificial barrier on the
fracture morphology is simulated and studied. Figure 8 shows the graphs of the fracture
width and half-slit height under different Young’s modulus. It can be seen from Figure 8
that the larger the Young’s modulus of the artificial barrier, the more easily the fracture
extends in the direction of the fracture height. Additionally, the change in the direction of
the fracture width is not obvious and the range of the fracture width is distributed from
4.7 to 5.2 mm. However, there is a significant increase in the fracture width compared to the
case without artificial barrier. It is analyzed that this is because the Young’s modulus will
make the width of the fracture narrower, and the fracture height will increase correspond-
ingly for a certain volume of injected fluid and leak-off. On the other hand, the higher the
Young’s modulus of the artificial barrier, the more likely it is to develop high stresses at
the fracture tip, and the more likely it is for the fracture to expand forward under the same
tensile strength conditions.

It is noteworthy that the fracture breaks through the area of each artificial barrier
to extend into the area of the interlayer under the condition of Young’s modulus of the
artificial barrier of 34 GPa or 36 GPa. Figure 8 shows that when the fracture penetrates the
intersection and extends in the artificial barrier with a smaller Young’s modulus (28 GPa),
the fracture width will increase slightly due to the sudden increase in the amount of
leak−off when the fracture penetrates the dividing line between the artificial barrier and

283



Processes 2023, 11, 310

the interlayer, which leads to a slight increase in the fracture width and also an increase
in the fracture height. Figure 9 shows the variation curve of pore pressure at the injection
point with the injection time during the fracturing process, and the pore pressure variation
when the fracture expands to the artificial barrier area is labeled. From Figure 9, it can be
seen that the pore pressure at the injection point decreases slightly with the increase in
Young’s modulus of the artificial barrier; the higher the pore pressure at the injection point,
the greater the impediment to fracture extension. This indicates that the small Young’s
modulus of the artificial barrier does have a hindering inhibiting effect on the vertical
propagation of the fracture.

Table 2. The rock mechanics parameters of the stratum.

Parameters Units Value of Reservoir Rock Value of Interlayer Value of Artificial Barrier

Young’s modulus GPa 30 28 28~36
Poisson’s ratio / 0.25 0.3 0.3

Leak-off coefficient m/(Pa·s) 1 × 10−7 1 × 10−8 1 × 10−10

Sy MPa 32 32 32
Sx MPa 25 25 28
Sz MPa 30 30 36
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Figure 10 shows the stress distribution clouds of the fractured reservoir under different
Young’s modulus conditions of the artificial barrier. It can be seen from the figure that the
stress concentration area of the fracture changes with the increase in Young’s modulus,
which is due to the different Young’s modulus of the artificial barrier, resulting in different
fracture morphology. The larger Young’s modulus is the more unfavorable to control the
fracture height.
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Figure 11 shows the pore pressure distribution clouds of the reservoir after fracturing
under different Young’s modulus conditions of the artificial barrier, from which it can be
seen that: the reservoir pore pressure increases with the increase of Young’s modulus; the
pore pressure shows a concentration phenomenon after fracturing; and a higher stress
concentration zone is formed around the fracture.
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3.2. Leak-Off Coefficient

The size of the formation permeability is an important factor affecting fracture expan-
sion, with low permeability reservoirs prone to fractures of a smaller horizontal extent and
larger width, and the opposite for high permeability reservoirs [43]. The values of other
calculated parameters are shown in Table 3. Since the fracture is extended on the preplaced
cohesive cell, the fluid normal leak-off coefficient for the cohesive cell pore material defines
the pressure-flux relationship between the intermediate nodes of the bonded cell and their
adjacent surface nodes, and thus this coefficient can be interpreted as the cohesive bonded
cell surface permeability of a finite material layer. Changing the leak-off coefficient of
artificial barrier (1 × 10−7, 1 × 10−10, 1 × 10−13, 1 × 10−16) and studying the effect of the
change in permeability of the artificial barrier on the fracture height, Figure 12 shows the
graphs of the fracture width and half-slit height under different leak-off coefficients. With
the decrease in the permeability of the artificial barrier, the morphology of the fracture
changes greatly, and the change in fracture width direction is not significant. However,
the control of permeability on the direction of fracture height of the fractured fracture is
more obvious, in which the change in fracture height under the condition of maximum
and minimum leak-off coefficient reaches about 10 m. When the leak-off coefficient of the
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artificial barrier is 1 × 10−16, the half fracture height is 16 m, when the leak-off coefficient
increases to 1 × 10−7, the half fracture height increases by 10 m, but the width of the
fracture decreases by about 0.2 m. This shows that the artificial barrier with low leak-off
coefficient has significant control on the fracture height. Therefore, the placement of the
artificial barrier with good sealing properties and a low leak-off coefficient is an important
technical means to effectively control the fracture height.

Table 3. The rock mechanics parameters of the stratum.

Parameters Units Value of Reservoir Rock Value of Interlayer Value of Artificial Barrier

Young’s modulus GPa 30 28 26
Poisson’s ratio / 0.25 0.3 0.3

Leak-off coefficient m/(Pa·s) 1 × 10−7 1 × 10−8 1 × 10−16~−7

Sy MPa 32 32 32
Sx MPa 25 25 28
Sz MPa 30 30 36
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artificial barrier, and the pore pressure at the lower end of the fracture is greater (c, d), 
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3.3. Pumping Rate 
In this section, the effect of different pumping rates on the fracture height extension 

in the presence of artificial barrier conditions is investigated. Since the model is plane 
strain, the pumping rates in this model are discounted accordingly to the field discharge, 
and five gradients are set: 0.04, 0.08, 0.1, 0.12, and 0.14 m3/s. Other parameters of the stra-
tum are shown in Table 4, and the fracture morphology calculated by a numerical simu-
lation is shown in Figure 14. With the increase in pumping rate, the fracture width and 
fracture height increase, and when the displacement increases from 0.12 m3/s to 0.14 m3/s, 
the extension in the fracture height direction is not obvious, and the fracture width con-
tinues to increase. The reason is that at this time, the factors affecting the fracture height 

Figure 12. Fracture morphology at different leak-off coefficient of artificial barrier.

Figure 13 shows the pore pressure distribution clouds of the fracture after fracturing
under different leak-off coefficients, from which it can be seen that the formation pore
pressure increases slightly with the decrease in the leak-off coefficient of the artificial barrier.
When the leak-off coefficient is 1 × 10−7 and 1 × 10−10, the height of the fracture is smaller,
but the fracture extension height above the injection point is greater than that of the leak-off
coefficient of 1 × 10−13 and 1 × 10−16. The analysis suggests that because the total amount
of fracturing fluid pumped remains unchanged, more fracturing fluid is transported to
the lower end of the fracture due to the decrease in the leak-off coefficient of the artificial
barrier, and the pore pressure at the lower end of the fracture is greater (c, d), thus achieving
the purpose of controlling the upward expansion of the fracture.
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3.3. Pumping Rate

In this section, the effect of different pumping rates on the fracture height extension in
the presence of artificial barrier conditions is investigated. Since the model is plane strain,
the pumping rates in this model are discounted accordingly to the field discharge, and
five gradients are set: 0.04, 0.08, 0.1, 0.12, and 0.14 m3/s. Other parameters of the stratum
are shown in Table 4, and the fracture morphology calculated by a numerical simulation
is shown in Figure 14. With the increase in pumping rate, the fracture width and fracture
height increase, and when the displacement increases from 0.12 m3/s to 0.14 m3/s, the
extension in the fracture height direction is not obvious, and the fracture width continues
to increase. The reason is that at this time, the factors affecting the fracture height are not
only the size of pumping volume, but also the Young’s modulus and permeability of the
artificial barrier.

Table 4. The rock mechanics parameters of the stratum.

Parameters Units Value of Reservoir Rock Value of Interlayer Value of Artificial Barrier

Young’s modulus GPa 30 28 26
Poisson’s ratio / 0.25 0.3 0.3

Leak-off coefficient m/(Pa·s) 1 × 10−7 1 × 10−8 1 × 10−10

Sy MPa 32 32 32
Sx MPa 25 25 28
Sz MPa 30 30 36
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Figure 14. Fracture morphology under different pumping rate.

Figure 15 shows the cloud plot of pore pressure distribution after fracturing under
a different pumping rate. From the figure, it can be seen that the forming pore pressure
increases with the increase in pumping rate, indicating that the displacement increases
and the fracturing fluid leak−off loss also increases, while the pore pressure results in the
pressure concentration phenomenon after fracturing, forming a high stress concentration
zone around the fracture. When the pumping displacement is 0.04 m3/s, the lower end
of the fracture is not enough to extend to the lower reservoir, and a high pore pressure
concentration is formed at the lower end of the fracture.

Through the sensitivity analysis of the effects of the above three different parame-
ters on the fracture morphology, the effects of Young’s modulus and the permeability
of the artificial barrier on the fracture height were clarified, and the effects of pumping
rates on the fracture propagation under the artificial barrier conditions were investigated.
However, there are still some parts of this study that need to be improved. The three-
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dimensional numerical calculation model used in this study is homogeneous material
and does not consider the effect of natural fractures and stratigraphic bedding on fracture
morphology [44]. It should also be noted that the numerical simulation results of this
study cannot be verified in the laboratory experiment. We will continue to refine this
three-dimensional numerical model and add more different parameters to study the arti-
ficial barrier control fracture height technique, combined with microseismic monitoring
techniques to verify the simulation results of this study.
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4. Conclusions

In this study, a three-dimensional numerical calculation model of fracture propagation
based on the bilinear traction-separation criterion is established, which considers the rela-
tionship between the mutual constraints and effects of fluid seepage and rock deformation.
The effects of Young’s modulus, leak-off coefficient of the artificial barrier and pumping rate
on fracture morphology are studied, and the following conclusions are drawn. The Young’s
modulus of the artificial barrier has a significant effect on fracture morphology. Overall, the
smaller the Young’s modulus of the artificial barrier, the smaller the fracture height formed
by the fracturing construction, while the fracture width size does not vary much. When the
Young’s modulus of the artificial barrier is 36 GPa, the half fracture height decreases by 4 m
compared with the case without an artificial barrier. Similarly, the leak-off coefficient of the
artificial barrier has great influence on fracture height, but has little influence on fracture
width. When the leak-off coefficient decreases from 1 × 10−7 to 1 × 10−16, the half fracture
height decreases by 10 m. The pore pressure cloud diagram shows that the artificial barrier
with small leak-off coefficient can effectively organize the pressure in the fracture to transfer
to the fracture end, so as to achieve the purpose of controlling the fracture height. The effect
of pumping rates on fracture width and height are both more significant, which is different
from the first two factors. With the increase in pumping rates, the height and width of the
fracture increases. When the pumping rates increase from 0.04 m3/s to 0.12 m3/s, the half
fracture height increases by 8 m, and when the pumping rate is 0.14 m3/s, the fracture
height does not change much compared with 0.12 m3/s. In a subsequent study, we will
continue to refine this three-dimensional numerical model to simulate the effects of other
different properties of the artificial barrier on the fracture morphology and investigate the
mechanism of the artificial barrier to control the fracture height. It will also be combined
with field tests, such as using microseismic monitoring technology to verify the feasibility
of artificial barrier control fracture height technology, and investigate the impact of artificial
barriers formed by different types of diverting agents on oil and gas production.
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Abstract: For the high-salt reservoir of the Fengcheng Formation in the Mahu area, the production
decreases rapidly due to the conductivity decrease after fracturing. The analysis shows that this has a
great relationship with the special salt dissolution characteristics of the High salinity reservoir. In
order to study the problem of salt dissolution pattern, the effect of different temperatures, the salt
concentration of fracturing fluid, the viscosity of fracturing fluid, and injection rate on the rate of salt
dissolution was evaluated by using the dynamic experimental evaluation method of salt dissolution.
Through the grey correlation analysis of salt rock dissolution rate, it can be found that the degree of
influence is from large to small which the influence of temperature is greater than fracturing fluid
velocity, followed by fracturing fluid viscosity and, finally, fracturing fluid salt concentration. The
results of compressive strength tests on salt-bearing rocks after dissolution show that the compressive
strength is greatly reduced after salt dissolution by more than 60%. At the same time, the test results
of proppant-free conductivity showed that the conductivity increased first and then decreased sharply
after salt dissolution. This shows that in the early stage of salt dissolution, the flow channel will
increase through dissolution. The rock strength decreases greatly with the increase of salt dissolution.
As a result, collapse leads to a sharp reduction in the facture conductivity. Therefore, it is necessary to
choose saturated brine fracturing fluid. In the proppant conductivity experiments, by optimizing
the use of saturated brine fracturing fluid with 30/50 mesh or 20/40 mesh ceramic proppant with
a sand concentration of 5 Kg/m2, a high facture conductivity can be achieved under high closure
pressure conditions. Based on the above study, directions and countermeasures for improving high
saline reservoirs are proposed, which point the way to improve the fracturing conductivity.

Keywords: high salinity reservoir; influencing factors of salt dissolution; rock strength evaluation;
fracture conductivity; fracturing process improvement direction

1. Introduction

Junggar basin is an important petroliferous basin in China. Mahu sag is a secondary
tectonic unit in the basin. The sedimentary environment of the Fengcheng Formation in
Mahu Sag is an alkaline lake environment [1]. Compared with the freshwater environment,
it has the characteristics of strong cementation and early hydrocarbon generation. Therefore,
the diagenetic evolution of fine-grained sedimentary rocks in salt lakes is more complicated.
The Fengcheng Formation in Mahu Sag is a set of typical ancient alkaline lake sediments
with various rock types. These include terrigenous sedimentary sandstone (conglomerate),
siltstone, mudstone, and saline rocks formed by alkali lake deposition. The lithological
characteristics of different depths represented by the central area of the alkaline lake are
controlled by salinity vertically. P1f1 layer: volcanic rocks, dolomitic argillaceous siltstone,
alkali minerals, low salinity; p1f2 layer: the edge area is dominated by cloud mudstone
and cloudy siltstone, and the salt rock strata in the center of the alkali lake appear in large
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quantities with high salinity; p1f3 layer: dolomitic rocks, limestone, etc. alkali minerals
gradually decreased to disappear. The main salt layer is the P1f2 layer [2]. The development
of salt minerals in this area indicates that the climate was dry and hot during the deposition
of dolomitic rocks in the Fengcheng Formation of Mahu Sag. As a result, warm-phase
alkaline minerals and wide-temperature-phase salt minerals were precipitated [3].

In the early stage, the Fengcheng Formation of Mahu Sag was fractured for 11 wells.
Fracturing mainly uses a reverse mixed fracturing process. The implementation wells
generally have high oil saturation, and the initial effect of fracturing is good so that
industrial oil flow can be obtained. The initial production capacity is 15~20 t/d, but the
stable production period is generally within 1 month. The later production decreased
rapidly due to the decrease in fracture conductivity. Through analysis, it is believed that
this has a great relationship with the special lithology of the High salinity reservoir. Studies
have shown that one of the important characteristics of high salinity reservoirs is the high
content of soluble salts (mainly sodium bicarbonate, sodium silicate, calcium carbonate,
etc.). In the process of stimulation measures, since the fracturing fluid is a water-based
system, salt will be dissolved in large quantities. This excessive salt dissolution will cause a
decrease in strength and eventually lead to rock collapse. At the same time, the conductivity
decreases and directly leads to a sharp decrease in production. Therefore, it is of great
significance for the high salinity reservoir to study the influence factors of salt dissolution
and take measures to maintain effective conductivity [4].

Water dissolution is a basic characteristic of rock salt. From a physicochemical point of
view, the contact between salt rock and water leads to two opposite effects at the solid-liquid
interface and in an aqueous solution: the dissolution of rock salt and the crystallization of
liquid solution [5–7]. From the point of view of chemical kinetics, the dissolution process
of salt rock can be regarded as the heterogeneous reaction at the interface between salt
and water (i.e., solid-liquid phase interface). The reaction includes three basic processes:
water entering the surface of rock salt, the interaction between water and rock salt, and
the diffusion of dissolved rock salt into water [8,9]. In recent years, scholars in China and
abroad have carried out a series of related research on the dissolution characteristics of
salt rocks. Durie [10] studied the surface characteristics of dissolution surface during salt
dissolution. He found that the inhomogeneity of rock composition caused the uneven
dissolution of salt corrosion surfaces. The dissolution area increased, thereby increasing
the dissolution rate. Saberian [11] analyzed the influence of flow rate, temperature, and
other factors on the dissolution rate of salt rock through a large number of experiments.
Hans Ulrich Rohr [12] studied the effect of salt composition on the dissolution rate through
a large number of basic experiments and gave the dissolution rate of different kinds of
salt. The results showed that in the multi-component brine system dominated by NaCl, the
dissolution rate of most salts decreased with the increase of NaCl concentration. Manvan
Alkattan [13] found through experiments that Co, Cr, Cd, and Pb metals could reduce the
dissolution rate of rock salt, while Fe and Zn metals had little effect on the dissolution rate.
Xiao Changfu [14] et al. obtained the change rule of the dissolution rate of salt rock along
with the main influencing factors and the corresponding calculation formula through the
experimental study on dissolution characteristics of salt rock. Liang Weiguo [15], Wang
Chunrong [16], Tang Kang [17], Li Xiaokang [18], and Zhang Zhandong [19] et al. studied
the influence of different temperatures, pressure, concentration, and flow velocity on the
dissolution rate of salt rock through the salt rock dissolution test.

Although the above researchers have completed a series of research related to the
dissolution characteristics of salt rock. However, most of them considered the dissolution
characteristics of salt rock in the process of salt cavitating. Researchers have not studied
the law of salt dissolution in the process of fracturing. Taking the high salinity reservoir in
Mahu Sag, Junggar Basin as an example, this paper studies the salinity dissolution of the
highly saline reservoir and its influence on rock strength and conductivity through a salt
dissolution experiment, compressive experiment, and conductivity experiment.
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In order to make the experimental data more representative, the P1f2 layer with the
highest salt content in the typical well XY1 in this block was selected to carry out a whole-
rock mineral analysis. As can be seen from the whole-rock mineral analysis results (Table 1),
it is generally characterized by “low clay minerals, low quartz, low feldspar, and high
salt”. The salt-containing types are mainly sodium bicarbonate (easily soluble in water)
and sodium silicate boron-type (insoluble in water), and the overall salt content of the
core is between 62.9 and 100%, of which the soluble salt content is 0–100%. In order to
clarify the law of salt dissolution and its influence on the change of rock strength and
flow conductivity, experiments on influencing factors of salt dissolution, laboratory of
mechanical strength changes before and after salt dissolution, and experiments on the
influence of salt dissolution on the change of flow conductivity were carried out. In the
experiments, we selected the core with a buried depth of 5,381.5 m and soluble salt content
of 78% to carry out salt dissolution experiments. In the conductivity experiment, an 80%
salt plate was made.

Table 1. Mineral analysis results.

Depth of
Sample

(m)

Mineral Content (%)

Quartz Potassium
Feldspar Plagioclase

Sodium
Silicate

Boronite
Carbonite

Sodium
Hydrocarbon

Stone
Pyrite Amphibole Clay

5372.0 7.6 6.1 15.1 55 7.9 / 3.8 2 2.5
5375.5 / / / 22 / 78 / / /
5378.0 2.8 2.9 7.1 81.1 / / / 2.8 3.3
5380.0 / / / 86.6 / 13.4 / / /
5381.0 / / / 73.8 / 26.2 / / /
5381.5 / / / / / 100 / / /

2. Mechanism and Influencing Factors of Fracturing Fluid Salt Dissolution
2.1. Influencing Factors of Salt Dissolution Law in the Fracturing Process

In this paper, a series of dissolution experiments of salt-containing rock samples were
carried out by laboratory experiments. The most important factors affecting the dissolution
rate of rock salt were selected for the experiment: formation temperature, the salinity of
fracturing fluid water, the viscosity of fracturing fluid, and the pumping rate. The influence
of these factors on the dissolution rate of rock salt will be observed in the experiment, and
the research results will be helpful in guiding the optimization of fracturing technology.

This reservoir has a wide range of salt content values. In order to make the experi-
mental results more representative, the core used in the salt dissolution experiment in this
paper is taken from the main P1f2 layer of well XY1. The content of sodium bicarbonate in
this section is 78% at 5375.5.5 m. The salt dissolution characteristics of this kind of reservoir
were studied by using a core with high salt content.

Before the experiment, the core was processed into a standard cylindrical specimen
with a diameter of 25 mm and a length of 20 mm. The cutting process ensures that no
water is touched. The processing of rock samples is carried out in strict accordance with
the specifications. The processed rock sample is shown in Figure 1. During the experiment,
both the upper surface and the side of the sample were sealed to keep only the lower
surface of the sample in contact with the liquid.

The experiment was carried out in SD-II reactive mechanics experimental facility,
Figure 2. During the experiment, the liquid was first added to the set temperature and
pressure, and then the core was put into the solution for reaction. After the reaction for
30 min, the core was taken out for drying and weighing. The mass change of the rock sample
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before and after the reaction was measured, and the dissolution rate was represented by
the mass change of the rock sample per unit area within a unit of time. See Equation (1).

dissolution rate : v =
∆m
At

(1)

∆m—the quality difference of rock samples before and after the experiment, g;
A—the dissolved area, cm2;
t—the experiment time, min;
v—the dissolving rate, g/(cm2·min).
The experimental design refers to the actual reservoir environment and fracturing

parameters. The formation temperature is 110 ◦C, the formation pressure is 40 Mpa, and
the injecting rate is 4–8 m3/min. Four factors were considered during the experiment. The
three experimental temperatures were 70, 90, and 110 ◦C, respectively. The three viscosity
liquids were clear water with a viscosity of 1 mPas, low viscosity fracturing fluid with
a viscosity of 5 mPa·s, and high viscosity fracturing fluid with a viscosity of 55 mPa·s.
The three kinds of salinity fracturing fluid are 0% clear water with salt content, 5% salt
content, and 16.19% salt water with salt content. The injection rates of the three kinds are
4 m3/min, 6 m3/min, and 8 m3/min, respectively. The above experiments were carried
out in 12 groups, It is shown in Table 2, the experimental results were analyzed, and the
primary and secondary factors of salt dissolution were identified.
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Viscosity of So-
lution/mPa·s 

Flow Rate of So-
lution/(m3/min) 

Corresponding 
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(r/min) 
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perature 

1 70 5 15 6 153 
2 90 5 15 6 153 
3 110 5 15 6 153 

Figure 1. Rock sample for the experiment.
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Table 2. Summary of the influences of various factors on dissolution rate.

Factor of
Experiment

Experimental
Serial Number

Temperature of
Solution/◦C

Concentration of
Solution/%

Viscosity of
Solution/mPa·s

Flow Rate of
Solution/(m3/min)

Corresponding
Speed of

Rotation (r/min)

Reservoir
temperature

1 70 5 15 6 153

2 90 5 15 6 153

3 110 5 15 6 153

Salt concentration
in fracturing fluid

4 110 0 15 6 153

5 110 5 15 6 153

6 110 16.19 (saturated) 15 6 153

Fracturing fluid
viscosity

7 110 5 1 6 153

8 110 5 15 6 153

9 110 5 55 6 153

Fracturing fluid
flow rate

10 110 5 15 4 102

11 110 5 15 6 153

12 110 5 15 8 204

2.1.1. Influence of Temperature on Dissolution Rate of Salt Rock

The present experimental plan was to vary the solution temperature. The change in
dissolved mass of salt rock samples at different temperatures and the effect on dissolu-
tion rate were studied. The solutions were low-viscosity fracturing fluids. The solution
temperatures were 70, 90, and 110 ◦C. Firstly, the treated cores were put into the solution.
Then the pressure and speed were adjusted to reach the set value. After dissolving for
30 min, the rock samples were weighed and recorded, and the data were processed, as
shown in Figure 3. From the experimental results, it can be seen that the dissolution rate
of the rock samples all increased with the increase in temperature. This is because as the
temperature increases, the molecular activity in the solution becomes stronger. This leads
to an increase in the chance of collision between the solution molecules and the salt rock
molecules, which leads to an increase in the dissolution rate. Finally, the data were fitted,
and the results of the fit showed an exponential relationship between the dissolution rate
and the solution temperature.
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Figure 3. Dissolution of the core at different solution temperatures. (Left) salt-dissolved morphology
of fracturing fluid after salt dissolution at 90 ◦C; (Right) Influence curve of dissolution rate at
different temperatures.

2.1.2. Influence of Fracturing Fluid with Different Salinity on Dissolution Rate of Salt Rock

This group of experiments studied the effect of different salinity fracturing fluids on
the dissolution rate of rock samples. The solution was 1 L of 0% salt water, 5% sodium
bicarbonate, and 16.19% sodium bicarbonate low-viscosity fracturing fluid. The treated
cores were placed in the three solutions. Then adjust the temperature, pressure, and speed
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to the set value. After 30 min of dissolution, the rock samples were taken out, weighed,
recorded, and processed, as shown in Figure 4. Figure 4 shows that the dissolution rate
gradually decreases with the increase in concentration, and the salt rock specimen is no
longer dissolved in a saturated solution. From the point of view of chemical kinetics,
the difference between the concentration of the solution and the concentration of the
saturated solution is one of the chemical potentials for the dissolution reaction of salt rock.
The greater the difference between the two, the greater the dissolution rate. When the
solution concentration is 0%, the difference is the largest, and the rock salt dissolution rate
reaches the maximum. When the solution concentration is equal to the solution saturation
concentration, the dissolution rate of rock salt is zero. The data were fitted, and the fitting
results showed that the dissolution rate was linear with the solution concentration.
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Figure 4. Dissolution of cores in solutions of different concentrations. (Left) salt−dissolved morphol-
ogy of fracturing fluids containing 5% sodium bicarbonate; (Right) Influence curve of solution with a
different salt concentration on dissolution rate.

2.1.3. Effect of Fracturing Fluid Viscosity on Dissolution Rate

In this experiment, by changing the viscosity of the solution, the dissolution quality of
salt rock samples under different viscosity and its influence on the dissolution rate were
studied. Clean water, low viscosity fracturing fluid, and high viscosity fracturing fluid
were selected for 1 L each (the three liquids were 55 mpa·s high viscosity fracturing fluid,
15 mpa·s low viscosity fracturing fluid, and 1 mpa·s clear water, respectively). The treated
core was put into the solution, and the temperature, pressure, and rotational speed were
adjusted to reach the set values. Figure 5. It can be seen from Figure 5 that the dissolution
rate of rock samples decreases with the increase of viscosity. This is because the higher the
viscosity of the solution, the greater the resistance to the movement of molecules in the
solution, the more difficult the diffusion of solute molecules in the solution, and the lower
the diffusion rate of solute to the surface of the rock samples and the lower the dissolution
rate of rock samples.
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Figure 5. Dissolution of rock samples in solutions of different viscosities within 30 min. (Left)
salt-dissolved morphology of low-viscosity fracturing fluid; (Right) Influence curve of solution with
a different salt concentration on dissolution rate.
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2.1.4. Effect of Fracturing Fluid Velocity on Dissolution Rate

In this experiment, the dissolution of salt rock under the simulated dynamic condition
under a certain flow state was studied, and the change of dissolution mass of salt rock
under different flow rates was studied. In this experiment, based on the principle of the
same linear velocity, the salt dissolution characteristics of 121, 153, and 204 r/min were
adopted when the flow rate was 4, 6, and 8 m3/min, respectively. Put the treated core into
the solution, adjust the temperature and pressure to reach the set value, take out the rock
sample weighing record and process the data after 30 min of dissolution. Figure 6 shows
that within a certain flow velocity range, the dissolution rate of salt rock increases with
the increase in flow velocity. The motion of the solution accelerates the convection and
diffusion of the salt solution and the salt particles in the solution, which can accelerate the
dissolution rate of minerals to a certain extent. The dissolution rate of minerals will be
different under different flow rates. The data were fitted, and the fitting results showed
that there was an exponential relationship between the dissolution rate and the velocity of
the solution.
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Figure 6. Dissolution of rock samples in solutions of different flow rates in 30 min. (Left) salt-
dissolved morphology of 6 m3/min flow rate; (Right) Influence curve of solution with different flow
rate on dissolution rate.

2.2. Analysis of Primary and Secondary Factors Affecting Salt Dissolution

Grey correlation analysis is a method to measure the degree of correlation between
factors according to the degree of similarity or dissimilarity of development trends between
factors. Therefore, grey correlation analysis is used to analyze the correlation degree of
each influencing factor so as to find out the main factors affecting the dissolution rate of
salt rock. The main idea is as follows: Firstly, the dissolution rate is determined as the
reference sequence, and the sub-factors (the above-influencing factors) for the correlation
degree compared with the reference sequence are taken as the comparison sequence, as
shown in Table 3. Before the analysis, it is necessary to average the data so as to find out
the grey correlation value between the solving parent sequence and the feature sequence
and then calculate the correlation degree between them. The greater the value, the closer
the relationship between the sub-factor and the parent factor.

Through the grey correlation analysis of salt rock dissolution rate, it can be found that
each influencing factor restricts the other, but the degree of influence is very different. The
degree of influence is arranged from large to small: solution temperature > solution flow
rate > solution viscosity > solution concentration, as shown in Table 4. Therefore, in the
actual fracturing process, how to reduce the solution temperature, using low displacement
injection, and using brine high viscosity fracturing fluid are the main directions to reduce
the impact of salt dissolution.
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Table 3. Summary of the influences of various factors on dissolution rate.

Factor of
Experiment

Experimental
Serial Number

The
Temperature/◦C

Solution Salt
Concentration/%

Viscosity of
Solution/mPa·s

Flow Rate of
Solution/(m3/min)

Rate of
Dissolution/g/

(cm2·min)

Temperature

1 70 5 15 6 0.0123

2 90 5 15 6 0.0199

3 110 5 15 6 0.0609

fracturing fluid
with different

salinity

4 110 0 15 6 0.1089

5 110 5 15 6 0.0654

6 110 16.19 15 6 0.0078

fracturing fluid
viscosity

7 110 5 1 6 0.1089

8 110 5 15 6 0.0609

9 110 5 55 6 0.011

fracturing fluid
velocity

10 110 5 15 4 0.0471

11 110 5 15 6 0.0609

12 100 5 15 8 0.1165

Table 4. Results of correlation degree.

Item of Evaluation Degree of Correlation Ranking

Temperature/◦C 0.8472 1

Salinity of fracturing fluid/% 0.7415 4

Viscosity of fracturing fluid/mPa·s 0.7546 3

Flow rate of fracturing fluid/(m3/min) 0.8345 2

3. Effect of Salt Dissolution on the Strength of Rocks
3.1. Simulation of Dynamic Salt Solution Process

The salt dissolution process was simulated by core displacement. First, the salt-
containing rock core with a buried depth of 5375.5.5 m and sodium bicarbonate content of
78% was still selected. The core size was ϕ25 × 50 mm. Water was used to simulate the
dynamic dissolution process. The injection rate was 0.1 mL/min, and the temperature was
110˙◦C. The pressure changes were then observed during the injection process. When the
pressure dropped sharply at 175 min, the dissolution passed through the core, indicating
the end of the dynamic dissolution process (Figure 7). After the core was removed, it was
found that there were dissolved pores through the front and back (Figure 8).
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Figure 7. Dynamic dissolution curve of the core.
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Figure 8. Morphology of the core after dissolution.

3.2. Change of Compressive Strength before and after Salt Solution

Uniaxial compression tests were carried out on cores before and after dissolution
in the same layer. The experimental results show that the uniaxial compressive strength
decreased by 65% from 53.6 MPa to 18.6 MPa (Figure 9). It shows that salt dissolution
will greatly reduce the strength of the core and have a great impact on the maintenance of
fracture conductivity.
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Figure 9. Uniaxial compressive strength test before and after salt solution. (a) Uniaxial compressive
strength before salt solution; (b) Uniaxial compressive strength after salt solution.

4. Effect of Salt Dissolution on the Change of Fracture Conductivity

The fracture conductivity largely reflects the effectiveness of hydraulic fracturing.
As the fracture conductivity increases, the hydraulic fracturing effect is better, and the
production of fractured wells is better. In view of the prominent characteristics of salt
dissolution in high salinity reservoirs, it is necessary to study the trend of change of fracture
conductivity under salt dissolution [20,21].

4.1. Test Pieces and Equipment

Due to the small number of cores in the Fengcheng Formation of Mahu, it is difficult
to obtain natural cores to make rock slabs. Therefore, this experiment refers to the mineral
analysis results of well XY1 at 5375.5.5 m and makes artificial rock with a sodium bicarbon-
ate content of 78%. The rock slab with the required size of API conductivity was cut and
processed by emery wire cutting, as shown in Figure 10.

The HXDL-2C proppant conductivity system device was used in the fracture con-
ductivity test. The experimental instrument mainly includes a closure pressure system,
API flow chamber, displacement monitoring and measurement system, back pressure
control, measurement system, and data acquisition and processing system, as shown in
Figure 11. The instrument can be used to evaluate the performance of different proppant
fracture conductivity by simulating downhole closure pressure, temperature, and other
reservoir-related conditions under standard experimental conditions. The main parameters
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are the maximum temperature of 200 ◦C, the maximum closure pressure of 120 MPa, and
the fluid flow rate in the range of 0–20 mL/min.
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4.2. The Experimental Method

In this conductivity experiment, the influence of salt dissolution on the change of
fracture conductivity under no proppant condition was first considered. And the suitable
fluid type was selected through the experiment. Secondly, experiments were carried out
under different proppant particle sizes and proppant placement concentrations. 8 groups
were carried out in the experiment, as shown in Table 5.

Table 5. Experimental design.

Group Proppant
Ceramsite

Particle Size
(mesh)

Ceramsite
Concentration

(Kg/m2)

Temperature
(◦C) Solution Medium

1 / / / 110 Saturated sodium
bicarbonate fracturing fluid

2 / / / 110 Clear water fracturing fluid
3

Yes
20/40

5 110
Saturated sodium

bicarbonate fracturing fluid4 30/50
5 40/70
6

Yes 30/50
2.5

110
Saturated sodium

bicarbonate fracturing fluid7 5
8 10

The corresponding fracture conductivity can be calculated by measuring the flow rate
and pressure difference during the experiment and combining them with the fluid viscosity.

k · Wf =
5.555µQ

∆P
(2)
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k·Wf—propped fracture conductivity, D·cm;
Q—the flow rate through the fracture, cm3/s;
µ—fluid viscosity, mpa·s;
∆P—pressure difference between the two ends of the propped fracture, kPa.

4.3. Analysis of Experimental Results

Firstly, the experiments with saturated sodium bicarbonate fracturing fluid without
proppant were conducted. At the beginning of the experiment, the fracture width of the
rock slab was small due to the lack of proppant. The flow path was the gap generated
by the rough surface of the upper and lower rock slabs, and the measured initial fracture
conductivity was 16.12 cm·D. As shown in Figure 12, when the solution passed through
the rock slab, the conductivity decreased rapidly and dropped to 1.54 cm·D at 30 min.
Moreover, there was almost no change in the subsequent measurement time. By weighing
the rock slab after this group of diversion experiments, it was found that the weight loss of
the rock slab was very small. This result indicates that salt dissolution can be neglected.
As can be seen from the picture of the rock slab after the experiment, the surface of the
rock slab is smooth and flat, and there is no sign of dissolution. The saturated sodium
bicarbonate fracturing fluid is closer to the change law of conductivity of conventional
rock in the process of conductivity test. Under a certain closing pressure, the conductivity
decreases rapidly in the initial stage and gradually reaches a stable value in the later stage.
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rock slab.

Through the conductivity experiment of clean water fracturing fluid without proppant,
it was found that the initial conductivity measured at the beginning of the experiment
was 12.48 cm D. After that, in the process of the solution passing through the rock slab,
the conductivity began to increase gradually due to the salt dissolution of the solution to
the rock slab. The flow channel is also gradually increasing, and the conductivity is rising
faster and faster, up to 116.39 cm D. When the experiment was carried out for 170 min,
the flow channel generated by the salt solution collapsed under the action of long-term
closure pressure. The fracture closes quickly and gradually blocks the rock slab gap. At
the same time, the conductivity decreased sharply and finally decreased to 2.52 cm D.
Subsequent observation of the rock slab after the conductivity experiment (Figure 13), the
surface collapse corrosion was significant. After weighing, it was found that the weight
loss of the rock slab was 124.07 g, and the salt solution reduction effect was significant.
Summarizing the above two sets of experimental results, combined with the previous
salt solution experiment and compression experiment, the final conductivity of the water
fracturing fluid is slightly higher. However, considering reservoir stability and conductivity,
saturated brine fracturing fluid is more suitable for High salinity reservoirs.
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Figure 13. Variation curve of saline fracturing fluid conductivity and dissolution pattern of the
rock slab.

The conductivity experiments of different particle sizes of proppant were carried out
using saturated saline fracturing fluid and Ceramic proppant with a sand concentration of
2.5–10 kg/m2 and a closing pressure of 10–70 MPa. As shown in Figure 14, it can be seen
that the larger the particle size of the proppant, the higher the fracture conductivity. The
larger the particle size of the proppant, the smaller the embedding effect; so that the larger
the effective fracture width can be provided, the higher the fracture conductivity.
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Figure 14. Proppant fracture conductivity curve under different particle sizes and sand concentration
of saturated saline fracturing fluid.

Using saturated saline fracturing fluid and 30/50 Ceramic proppant with a closing
pressure design of 10–70 MPa, three groups of different sand concentrations of 10 kg/m2,
5 kg/m2, and 2.5 kg/m2 were carried out, respectively. With the increase of proppant
concentration, the conductivity changes significantly. Final fracture conductivity size
10 kg/m2 greater than 5 kg/m2 greater than 2.5 kg/m2. At high closing pressure of
2.5 kg/m2 proppant, it is embedded in the rock slab part more, which can hardly provide
fracture width that fracture conductivity is very low. There is little difference between
10 kg/m2 and 5 kg/m2 fracture conductivity.

5. Conclusions

(1) The high-salinity reservoir of Mahu sag is a special reservoir with a salt content of
62.9–100%, among which sodium bicarbonate is easily soluble in water. It has a
significant impact on the development of this type of reservoir.

(2) In the fracturing process, due to the salt solubility, the strength of the rock and the
maintenance of the fracture width will have a great impact, so how to control the salt
solution is very important to this type of reservoir.

(3) For fracturing, the use of saturated brine to configure high-viscosity fracturing fluid,
higher sand concentration, and increasing proppant particle size the above methods
are very necessary for the fracturing of high salt reservoirs.
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Abstract: The Shunbei oil formation is a deep, high-temperature carbonate reservoir. Acid fracturing
is an effective technology to stimulate this formation. For acid fracturing, the temperature field
is fundamental information for the acid system selection, acid–rock reaction, live acid penetration
distance prediction, acid fracturing design, etc. Therefore, in this paper, we conduct a numerical
study on the temperature field in acid fracturing to account for the acid–rock reaction in the Shunbei
formation. Firstly, a new mathematical model of the fracture temperature field during acid fracturing
is established based on the laws of mass and energy conservation and acid–rock reaction kinetics.
The fracture model is based on a PKN model, which accounts for a few factors, such as the acid–rock
reaction heat, acid–rock reaction rate dependence on the temperature, and the fracture width change
with acid erosion. Then, the numerical mode is developed. Next, an extensive numerical study
and a parameter analysis are conducted based on the model with the field data from the Shunbei
formation. The study shows that the acid–rock reaction in acid fracturing has obvious effects on
the temperature field, resulting in a 10~20 ◦C increase in the Shunbei formation. The acid–rock
reaction dependence on temperature is a factor to be accounted for. The rock dissolution increases
first and then decreases from the inlet to the tip of the fracture, unlike the monotonous decrease
without temperature dependence. The temperature gradient is high near the inlet and then decreases
gradually. Beyond half of the fracture, the temperature is close to the formation temperature. The
temperature drops fast in the initial injection stage and tends to stabilize at about 50 min.

Keywords: temperature field; acid fracturing; acid–rock reaction; numerical simulation; Shunbei
oilfield

1. Introduction

Acid fracturing is primarily used in the stimulation of carbonate formations. The
key to evaluating the effectiveness of acid fracturing is the effective acid fracture length
and acid fracture conductivity. The effective acid fracture length depends on the live acid
penetration distance. Among the parameters affecting the live acid penetration distance,
the temperature is an important factor affecting the acid–rock reaction, rock dissolution,
and acid viscosity and determining the effective acid action distance [1,2]. The Shunbei
carbonate reservoir is characterized by a deep burial, high reservoir temperature, and high
fracture pressure, compared with acid fracturing in other oilfields, and the high reservoir
temperature and faster acid–rock reaction rate in the Shunbei oilfield result in a short
effective acid penetration distance. Therefore, studying the temperature distribution within
the fracture is essential to guide the design of the acid fracturing in deep formations under
high-temperature and high-pressure conditions, which has far-reaching significance in
selecting the optimal acid system and the treatment parameters [3–6].

The first model for calculating the fracture temperature field was proposed by Wheeler [7],
who used an analytical solution to establish the relationship between the dimensionless
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temperature and the factors such as the fracture width, injection rate, injection time, leak-
off rate, and fluid and formation properties for a fixed fracture width and fluid loss.
After summarizing the Wheeler model, Dysart and Whitsitt [8] first proposed a one-
dimensional mathematical model (the D-W model) to calculate the fluid temperature
distribution in a hydraulic fracture at a given distance from the wellbore with a fixed
fracture width and a fixed fracture height. Nevertheless, they neglected the difference in
the heat transfer between the fracturing fluid and the formation and the energy change
caused by the heat convection of the fracturing fluid loss. Kamphuis et al. [9] researched
the temperature field in a fracture and found that the heat transfer in the direction of
the fracturing fluid flow is controlled by a convective heat transfer. In contrast, thermal
diffusion controls the heat transfer in the direction perpendicular to the fracture walls. This
led to the development of a mathematical model for the hydraulic fracture temperature
based on the average fracture width (the K-D-R model), which is still widely used. Based
on this, Ji [10] established a mathematical model for calculating the fracture temperature
field of acid fracturing and considered the acid–rock reaction heat as a constant value by
adding the acid–rock reaction heat to the energy equation, but he did not consider the
fracture dimension change or the dependence of the acid–rock reaction on the temperature.
Hu [11] developed a temperature model considering the acid–rock reaction during the acid
fracturing of naturally fractured carbonate reservoirs, where wormholes form and thus
affect the temperature distribution [12–15].

In this paper, based on the K-D-R model, a new temperature field model in acid
fracturing is developed for the Shunbei carbonate formation. Compared to conventional
models, this model considers the acid–rock reaction heat generated during acid fracturing
and the dependence of the reaction rate on the temperature. Based on the model, extensive
numerical simulations are conducted for a parameter analysis with the Shunbei formation
properties. The finding in this paper can improve the acid system selection and parameter
design of the acid fracturing treatment [16–19].

2. Mathematical Model
2.1. Physical Model

Considering the propagation of hydraulic fractures in the acid fracturing process,
a physical model is established (Figure 1), which divides the fracture and peri-fracture
temperature field during acid fracturing into three parts, namely the fluid temperature
field in the fracture, temperature field in the leak-off zone, and temperature field in the
formation. To facilitate the model solving, the following assumptions are adopted as other
acid fracturing models [9,11] did: (1) The hydraulic fracture propagation conforms to the
PKN model, i.e., the fracture height is constant and equal to the reservoir thickness. (2) The
reservoir and injection fluid thermodynamic parameters are constant and do not vary with
temperature, flow state, and other conditions. (3) The fluid flow within the fracture is
stable and incompressible. (4) The reaction system’s volume does not change during the
acid–rock reaction, i.e., the volumes of the reactants and products are equal. (5) Energy
changes due to fluid friction and volume changes are ignored [16]. (6) The formation is
considered as 100% of calcite or dolomite.

The energy-coupling process between the fluid in the fracture and the bedrock of the
formation is characterized by the following energy changes:

(1) Low-temperature acid fluid is continuously injected through perforations and leaks
into the rock matrix. The energy of the formation around the fracture and the leak-off zone
is constantly taken away, resulting in heat dissipation by leak-off.

(2) Heat conduction from the high-temperature formation to the low-temperature fluid
in the fracture goes through the following processes: from the formation to the fracture
leak-off zone and finally to the fluid in the fracture.

(3) Acid–rock reactions occur in the fracture wall when acid is injected, and a portion
of the energy is released [20,21].
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2.2. Governing Equations

(1) The continuity equation
Based on the established physical model, the acid flow within the fracture satisfies the

law of conservation of mass. An element within the fracture is assumed according to the
flow process, as shown in Figure 2.
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A PKN model is implemented to calculate the fracture dimensions. Because the
fracture width (y direction) is much smaller than the fracture length (x direction) and the
fracture height (z direction), the fluid flow in the y direction can be neglected. The equation
of fluid continuity within the fracture is obtained based on the law of conservation of mass:

∂wVx

∂x
+

∂wVz

∂z
+ 2Vleak−o f f = −

∂w
∂t

(1)

where w is the fracture width (m), Vz,x is the velocity along the direction of the fracture
length and height (m/s), Vleak−o f f is the acid leak-off rate (m/s), and t is the treatment
time (s).

(2) Acid balance equation
The flow of the injected acid through the fracture is divided into two main parts:

diffusion and leak-off. The diffusion part of the acid is the main source of acid to dissolve
the rock wall, which contributes to the acid fracture wall dissolution and the fracture width
widening. The liquid leak-off part of the acid flows into the formation, forming a leak-off
zone, which is usually considered not to participate in the acid–rock reaction at the fracture
wall, but the heat of the acid–rock reaction released from the leak-off zone is one of the
energy sources in the fracture [22,23].
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The reaction of carbonate rock with HCl is controlled by the mass transfer rate. The
acid concentration at the fracture wall is much lower than that at the center of the fracture
as the acid flows within the fracture. Therefore, the concentration gradient in the fracture
width direction can be simplified to the extent that the acid concentration at the fracture
wall can be approximated as zero. Therefore, the concentration gradient is expressed
in terms of the effective mass transfer coefficient of hydrogen ions and the average acid
concentration. That is,

− D
∂C
∂y
|y= w

2
= kg(C− C0) = kgC (2)

C and C0 denote the average acid concentration from the center of the fracture to the
fracture wall and the acid concentration at the fracture wall, respectively. kg is the mass
transfer coefficient (m/s).

According to the law of conservation of mass, the equation for the distribution of acid
concentration in the fracture is as follows:

− ∂(Cvxw)

∂x
− ∂(Cvzw)

∂z
− 2(Vleak−o f f + kg)C =

∂(Cw)

∂t
(3)

(3) Fracture width variation
The acid reacting with the carbonate is believed to be mainly transported to the

fracture wall by diffusion. In contrast, only a tiny amount of the leak-off acid is involved
in the acid–rock reaction at the fracture wall. Most leak-off acid flows into the formation
through wormholes, which is believed to make a small contribution to the fracture width
increasement.

The mass conservation equation for the change in acid-etched fracture width per unit
of time due to the dissolution of the fracture wall by the acid–rock reaction is as follows:

(2kgC + 2ηVleak−o f f C)
β

ρr(1− φ)
=

∂w
∂t

(4)

where kg is the H+ mass transfer coefficient (m/s), β is the dissolving power of the acid,
fractional, ρr is the density of the rock (kg/m3), and φ is the porosity of the formation. η is
the proportion of the acid that dissolves the rock on the surface of the fracture before the
acid leaks into the formation, often taken as 30%.

(4) Energy conservation equation in the fracture
When the acid flows through the fracture, it is assumed that the temperature inside the

element has reached thermal equilibrium and the temperature at the center of the fracture
is T. The acid inside the fracture flows in the direction of the fracture length, on the one
hand, and leaks off along the direction perpendicular to the fracture wall, on the other.

Considering the incompressible fluid, ignoring the effect of kinetic energy on the
internal energy of the fluid, and assuming that heat conduction is thermally homogeneous,
the energy conservation equation for the fluid in the fracture is as follows.

ρ f c f
∂wTf

∂t = −ρ f c f

(
∂wTf vx

∂x +
∂wTf vz

∂z

)
+ k f

(
∂2wTf

∂x2 +
∂2wTf

∂z2

)

+Qr −Qleak−o f f

(5)

where c f is the specific heat capacity of the acid (J/(kg·◦C)), ρ f is the density of the acid
(kg/m3), k f is the acid thermal conductivity (W/(m·◦C)), Tf is the acid temperature (◦C),
w is the fracture width (m), and Td is the temperature of the leak-off zone (◦C). v is the
velocity of the acid in the fracture (m/s).

Qr = 2hd

(
Td − Tf

)
(6)

Qleak−o f f = 2c f ρ f Vleak−o f f Tf (7)
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where Vleak−o f f is the acid leak-off rate (m/s) and hd is the convective heat transfer coeffi-
cient. The convective heat transfer coefficient satisfies the following equation under the
condition that the heat transfer at the fracture surface conforms to Fourier’s law.

hd ≈
k f

δT
(8)

The thickness of the temperature boundary layer decreases as the velocity increases
and is more difficult to describe accurately, so the average thickness of the boundary layer
is usually assumed. Meanwhile, Plante [10] suggests that if the acid velocity along the
object’s surface is sufficiently high, the temperature boundary layers are very thin, and the
boundary layer approximation can be used. The convective heat transfer coefficient for a
fully developed temperature field is calculated as follows.

hd =
k f Nu

w
(9)

where Nu is the Nussle number, and it usually takes 4~5.
(5) Energy conservation equation in leak-off zone
Compared with the fracture length, the leak-off zone is small, and the temperature

distribution of the leak-off zone in the direction perpendicular to the fracture wall can be
ignored. It is assumed that the temperature gradient of the leak-off zone is considered in the
direction of the fracture length and fracture height. As a result, the energy conservation of
an element in the leak-off zone can be described as follows: the sum of the energy flowing
into the element and the energy introduced by the acid–rock reaction minus the energy
flowing out of the element is equal to the total energy change in the element in the leak-off
zone. The energy equation for the leak-off zone is written as follows:

ξ
[
c f ρ f φ + crρr(1− φ)

]
∂Td
∂t

= c f ρ f Vleak−o f f

(
Tf − Td

)
+ ke f (Tres − Td)

1√
πDτ

e−
F2
D

1+er f
(

F√
D

)

+
k f Nu

w

(
Tf − Td

)
+ (2kgC + Vleak−o f f φkgC∆t)× ∆HHCl

(10)

F =
c f ρ f Ct

c f ρ f φ + crρr(1− φ)
(11)

D =
Ke f

c f ρ f φ + crρr(1− φ)
(12)

ke f = kr(1− ϕ) + k f ϕ (13)

where Td is the temperature of the leak-off zone (◦C); c f is the specific heat capacity of
the acid (J/(kg·◦C)); cr is the specific heat capacity of formation rock (J/(kg·◦C)); ρr is the
density of formation rock (kg/m3); ρ f is the density of the acid (kg/m3); φ is the porosity,
fractional; ξ is the leak-off zone thickness (m); Vleak−o f f is the acid leak-off rate (m/s); Ct is
the integrated leak-off factor (m/

√
min); ∆t is the time step; and Tf is the acid temperature

(◦C).
The energy equation for the leak-off zone consists of four components: convective

heat exchange, heat transfer between the fluid in the fracture and the leak-off zone, heat
transfer between the in situ rock and the leak-off zone, and heat generation by the acid–rock
reaction [17]. The equation can be solved by coupling the energy changes in these four
components to achieve an energy balance.
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The following equation gives the enthalpy of the reaction between hydrochloric
acid and limestone during acid fracturing, considering the temperature and pressure
conditions [24].

∆HΘ
m (T, p) = −13.692 + 1

1000 (−6.443× 10−3T2 + 16.075T − 17.406×105

T )

+
∫ p

1atm Vco2 [Vco2 − T(
∂Vco2

∂T )p]T
dp

(14)

The enthalpy of the reaction of dolomite with hydrochloric acid is calculated as follows:

∆HΘ
m (T, p) = −43.272 + 1

1000 (−21.508× 10−3T2 + 49.552T − 1.46×105

T )

+
∫ p

1atm Vco2 [Vco2 − T(
∂Vco2

∂T )p]T
dp

(15)

where ∆HΘ
m (T, p) is the standard molar reaction enthalpy of limestone (kJ/mol) and Vco2

is the molar volume of CO2, determined by the relevant equation of state; P and T are
pressure (atm) and temperature (◦C) at which the acid–rock reaction takes place.

(6) Initial conditions and boundary conditions
Initial conditions for the model:

Td(x, z, t)|t=0 = Tres

Tf (x, z, t)
∣∣∣
t=0

= Tres
(16)

Boundary conditions for the model:

T(x, z, t)|x=0 = Tinject
T(x, z, t)|x=L = Tres
C(x, z, t)|x=0 = Cinject
∂p
∂x

∣∣∣
x=0

= − 12µq
Sw2

px=L = pe

(17)

where Tinject is the temperature of injected acid (◦C), Cinject is the acid concentration (wt.%)
and q is the injection rate, S is the cross-sectional area of inlet (m2), µ is the acid viscosity
(Pa·s), and w is the fracture width of inlet (m).

3. Numerical Implementation Process

The numerical model of the temperature field is discretized according to the finite
difference method, and a block-centered grid is used to mesh the fracture along the fracture
length direction. The overall numerical implementation process of the temperature field
model is summarized as follows.

(1) Input the formation parameters, treatment parameters, physical properties of the
injected fluid, etc.

(2) The hydraulic fracture dimensions (fracture length and width) at the current time
step are derived from the input parameters based on the PKN model, and then the fracture
meshes into girds.

(3) Calculate the continuity equation based on the law of conservation of mass to
obtain the pressure and velocity fields within the fracture.

(4) Based on the pressure and velocity fields, the acid concentration distribution in
the fracture at the current time step is calculated, and the acid-etched fracture width is
calculated based on the acid–rock reaction. The fracture dimension parameters are updated.

(5) Considering the heat generated by the acid–rock reaction and assuming that the
distribution of the fluid temperature field in the fracture is Tf 0, based on the updated
fracture parameters and the initial conditions of the formation, calculate the temperature
field in the leak-off zone under the current temperature–pressure conditions.
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(6) Calculate the fluid temperature field in the fracture Tf at the current temperature
and pressure condition based on the temperature field in the leak-off zone derived in step
(5). Compare the magnitude of Tf with the assumed Tf 0. If the calculated result Tf does

not meet the error requirement
∣∣∣Tf 0 − Tf

∣∣∣ ≤ ε, then set Tf 0 = Tf and repeat steps (5) to (6)
until the computed result meets the error requirement. The temperature field of the fluid
and the leak-off zone in the current time step are obtained.

(7) Repeat steps (2) to (6) until the entire acid fracturing process is completed.

4. Results and Analysis
4.1. Data for Simulation

To analyze the factors affecting the fracture temperature field during acid fracturing, a
simulation study was conducted using actual data from the Shunbei carbonate reservoir.
Taking Shunbei well #T as an example, the well was designed to stimulate with acid
fracturing in an open-hole section ranging from 6550.00 to 6781.63 m to create acid-etched
fractures. The reservoir lithology is mainly micrite, in which the content of calcite is more
than 95%, quartz about 4%, and clay about 1%. In addition, the pressure gradient in the
area is 1.10, which is a normal pressure reservoir. The regional stratigraphic temperature
gradient is 2.26 ◦C/100 m, with an expected reservoir temperature of 145.2 ◦C at a mid-
depth of 6424.0 m.

The treatment parameters, rock mechanical properties, and thermodynamic properties
are given in Table 1 below, and the injection parameters are given in Table 2 below.

Table 1. Treatment parameters and stratigraphic parameters for Shunbei well #T.

Parameters (Units) Value Parameters (Units) Value

Reservoir depth (m) 6500 Geothermal gradients (◦C/m) 0.0226
Reservoir temperature (◦C) 145.2 Porosity (%) 0.2

Fracture height (m) 50 Temperature of injected fluid (◦C) 25
Injection rate (m3/min) 5~7 Young’s modulus of the rock (MPa) 36,700

Poisson ratio 0.26 Thermal conductivity of the rock (W/(m·K)) 5.2
Density of the rock (kg/m3) 2700 Specific heat capacity of the reservoir crude oil (J/(kg·K)) 1981

Specific heat capacity of the reservoir rock (J/(kg·K)) 999 Thermal conductivity of crude oil (W/(m·K)) 0.339
Density of crude oil (kg/m3) 840 - -

Table 2. Injection parameters for Shunbei well #T.

Parameters (Units) Value Parameters (Units) Value

Density (kg/m3) 1090–1110 Specific heat capacity (J/(kg·K)) 4180
Coefficient of thermal conductivity (W/(m·K)) 0.65 Acid concentration (%) 15

Acid–rock reaction rate constant
(mol/cm3) 0.9849 × 10−6 The heat generated by the acid–rock reaction

(kJ/mol) ∆HΘ
m (T, p)

Order of the reaction (dimensionless) 0.88 Mass transfer coefficient (m/s) 1.4693 × 10−5

4.2. Effect of Acid–Rock Reaction Heat on Temperature Distribution

To investigate the effect of the reaction heat on the temperature distribution in the
fracture, two simulation cases are performed, one considering the reaction heat and the
other not. Viscous acid with an injection rate of 6 m3/min and a temperature of 25 ◦C is
injected for 90 min. Figures 3 and 4 show the simulation results. The temperature inside the
fracture gradually increases along the fracture and eventually approaches the formation
temperature. Comparing the distribution of the fluid temperature and the leak-off zone
temperature with and without considering the reaction heat, it can be found that the
acid–rock reaction heat has a significant effect on the distribution of the temperature in
the fracture. It results in a maximum temperature difference of 15 ◦C. The temperature
difference is slight at the two ends of the fracture but significant in the middle. The potential
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reason is that the temperature at the inlet of the fracture is low due to the continuous
injection of the cool acid, which leads to a slow acid–rock reaction. At the fracture tip, the
temperature is close to the formation temperature, and the concentration of the acid is low,
sometimes becoming residual acid, which also has little effect on the reaction heat. The
acid concentration in the middle of the fracture is high, and the fracture temperature is
relatively high, so the acid–rock reaction rate is fast, and the effect of the reaction heat on
the temperature distribution is significant (Figure 5). Therefore, the acid–rock reaction heat
cannot be ignored in the fracture temperature calculation.
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4.3. Effect of Acid Properties on Temperature Field

The reaction rates between different acids and carbonate rocks vary, among which the
reaction rate between limestone and the acid is mainly determined by the mass transfer
rate. The effect of the temperature variation on the mass transfer coefficients of different
acid species is discussed in this section. Table 3 and Figure 6 show the variation in the mass
transfer coefficients of three commonly used acids in the oilfield at different temperatures.
In our paper, plain acid refers to HCl with a mass concentration of 15%, gelled acid is
obtained from a plain acid mixing with additives such as gelling agents, and crosslinked
acid refers to the acid obtained by adding an organic polymer crosslinking agent to plain
acid (HCl of 15%wt). Because the viscosity of different acid species differs, the fracture
dimensions formed vary. To eliminate the influence of the fracture dimensions, the fracture
dimension created by three acid species was set the same in the model. The mass transfer
coefficient of plain acid is significantly affected by the temperature, while the gelled acid
and crosslinked acid were less affected. Figure 7 shows the distribution of the acid-etched
fracture width of the injecting plain acid, gelled acid, and crosslinked acid, considering the
variation in the mass transfer coefficient with the temperature. Figure 8 demonstrates a
two-dimensional fracture width distribution of the injecting plain acid and crosslinked acid.
Compared with the acid-etched fracture width under the constant mass transfer coefficient
shown in Figure 9, it is concluded that when considering the variation in the mass transfer
coefficient with the temperature, the acid–rock reaction rate decreases at the inlet of the
fracture due to the cooling effect of the continuous injection, and the maximum acid-etched
fracture width offsets the fracture inlet. Meanwhile, when considering the cooling effect,
the maximum etched fracture width is less, and the live acid penetration distance is longer
than those without considering the cooling effect.

Table 3. Variation in mass transfer coefficients with temperature for three commonly used acids in
the field.

Temperature
(◦C)

Acid Concentration
(mol/L)

Mass Transfer Coefficient (10−5 m/s)
Plain Acid Gelled Acid Plain Acid

20 4.5 (15%wt) 1.348 0.451 0.058
60 4.5 (15%wt) 3.254 1.086 0.321

100 4.5 (15%wt) 5.89 1.685 0.532
140 4.5 (15%wt) 7.956 2.351 0.776
160 4.5 (15%wt) 9.034 2.649 0.918
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4.4. Temperature Field in Time Sequence

The cooling effect comes into play mainly in the first third of the fracture, where the
temperature decreases sharply with a large reduction, whereas the temperature of the other
part of the fracture is close to the initial formation temperature. Comparing the temperature
changes after different injection times (Figures 10 and 11), it can be seen that as the injection
time increases, the fracture temperature at a given location decreases, but the cooling rate
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gradually becomes slower, and the cooling area is concentrated in the middle front of the
fracture. This is because as the cool fluid is injected, the fracture temperature continues to
decrease. With the temperature difference decreasing, it becomes more difficult to lower
the fracture temperature, and the temperature in the fracture gradually reaches a dynamic
equilibrium state. Figure 12 shows the range, degree, and distribution pattern of the overall
cooling effect after a period of injection.
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5. Conclusions

This paper develops a new temperature field model of acid fracturing in the Shunbei
carbonate formation. The model accounts for the acid–rock reaction heat and the depen-
dence of the acid–rock reaction rate on the temperature. Based on the extensive numerical
simulations, the following conclusions can be reached:
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(1) The acid–rock reaction in acid fracturing obviously affects the temperature field,
resulting in about a 10~20 ◦C increase in the Shunbei formation.

(2) The acid–rock reaction rate dependence on the temperature is a vital factor that
should be accounted for. The rock dissolution increases first and then decreases from the
inlet to the tip of the fracture, unlike the monotonous decrease without the temperature
dependence.

(3) The temperature gradient is high near the inlet and then decreases gradually.
Beyond half of the fracture, the temperature is close to the formation temperature.

(4) The temperature decreases fast in the initial injection stage and tends to stabilize at
about 50min.
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Nomenclature

Ct the integrated leak-off factor (m/
√

min)
Cinject the acid concentration (wt.%)
C the average acid concentration from the center of the fracture to the fracture wall (wt.%)
C0 the acid concentration at the fracture wall (wt.%)
∆HΘ

m (T, p) the standard molar reaction enthalpy of limestone (kJ/mol)
S the cross-sectional area of inlet (m2)
Tf the acid temperature (◦C)
Td the temperature of the leak-off zone (◦C)
Tinject the temperature of injected acid (◦C)
Vco2 the molar volume of CO2
Vz,x the velocity along the direction of the fracture length and height (m/s)
Vleak−o f f the acid leak-off rate (m/s)
Nu the Nussle number, and it usually takes 4~5
c f the specific heat capacity of the acid (J/(kg·◦C))
cr the specific heat capacity of formation rock (J/(kg·◦C))
hd the convective heat transfer coefficient
kg the mass transfer coefficient (m/s)
k f the acid thermal conductivity (W/(m·◦C))
q the injection rate (m3/min)
t the treatment time (s)
∆t the time step
w the fracture width (m)
β the dissolving power of the acid, fractional
ρ f the density of the acid (kg/m3)
ρr the density of formation rock (kg/m3)
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φ the porosity of the formation

η
the proportion of the acid that dissolves the rock on the surface of the fracture before
the acid leaks into the formation, often taken as 30%

ξ the leak-off zone thickness (m)
µ the acid viscosity (Pa·s)
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Abstract: The Fuling shale gas field is facing a rapid gas production decline due to heavy liquid
loading issues. Given the condition that most wells are located at remote areas in the mountains, the
traditional gas lift methods that require either fixed compressor or skid-mounted gas lift trucks do
not seem feasible and occur high operation costs. A new type of gas lift valve that can be opened or
closed at a low valve dome pressure indicates the high sensitivity to low production pressure. Thus,
the piping line pressure can be utilized to activate the valve due to its new advantages. In addition,
the specially designed structure of the gas lift valve can be activated via pressure increases in the
tubing to create a channel between the tubing and annulus. The valve that previously functioned as a
dummy valve was then switched to a gas lift valve. Field application results show that all wells were
successfully restarted by only utilizing the low piping pressure, and loaded liquid was lifted with
gas production at an incremental rate that reached up to 27.4 × 10 kscm/d per well. Fewer slickline
operations were conducted to replace the dummy valve. The result of the application shows that the
new type of gas lift system has a wide range of application prospect for low pressure wells, especially
for shale gas wells.

Keywords: shale gas; low pressure; gas lift; piping line

1. Introduction

The Fuling shale gas field, which is located in southwest China [1], announced the
first gas production since 2013, and it is now the largest gas field in China (Figure 1) in
which most wells are horizontal wells and completed with a hydraulic multi-fracturing
method [2,3]. The annual gas production increased dramatically from 5 bcm to 10 bcm
with an increased number of new tied-in wells and effective stimulation methods such
as hydraulic fracturing. The gas reservoirs are widely distributed with a large variety of
production characteristics [4–6]. For instance, wells in the Jiangdong block are produced
with average water production of 25 scm/d and peak production of 200 scm/d. With
average well depths of 3571 m, wells tend to load liquid due to hydraulic fracturing
and well undulation. The statistics show that 85% of gas wells’ production has started
to decline, and the annual gap between real production and actual demand is around
0.35 bcm, (Figure 2) which imposes a big challenge to the field development.

Gas lift systems have proven to be an extremely flexible and economical means
of lifting fluid from deep wells, particularly from those with high-flowing bottom-hole
pressures [7]. Whereas the required high gas lift pressure on the surface of the traditional gas
lift method may not only require a high gas compressor capacity but also the high CAPEX,
studies also show that there might be flow assurance issues—e.g., salt precipitation—in
wells produced under high pressure and high temperature [8]. This may cause a negative
impact on the production layer because it may force the loaded liquid into the reservoir
of wells with depths more than 3657 m. Since the average well depth in the Fuling gas

Processes 2023, 11, 19. https://doi.org/10.3390/pr11010019 https://www.mdpi.com/journal/processes
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field is more than 3657 m, most wells are loaded with a heavy water column that imposes
high requirements of compressor capacity to lift water. The wellsite compressor with a
capacity of 25 MPa can hardly meet the requirement and eventually a big portion of wells
were shut in. A novel gas lift valve has been successfully applied in the Fuling shale gas
field with more than 40 gas wells that produce a new solution to handle the liquid loading
problem by running holes in multiple special gas lift valves with tubing to unload the
liquid in the tubing by staged gas lifting methods. This new type of gas lift valve was
designed under a low valve dome pressure, thus it is sensitive to low pressure which can
be opened and closed by injecting the piping line pressure to activate the valve and create a
channel between the tubing and annulus. With the staged gas lift operation process, the
gas lift system restored the gas wells’ production rapidly after hydraulic fracturing by fully
utilizing the piping line pressure (Figure 3). This method in general reduces the operation
pressure and operation time in field applications and promote the application efficiency in
shale gas reservoirs.
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2. Gas Lift Valves

This fixed gas lift valve is a newly designed valve that contains 3 main parts (Figure 4):
upper part 1, middle part 2 and low part 3; the parts are connected with thread. The first
through hole 4 is located in the middle part, and the second through hole 5 is located in the
hydraulic moving piston 6. On top of the valve is the fishing neck 7. The advantages of the
valve compared with the traditional valve is list as follows.

1. The pressure control components are made of three layers of monel alloy and the test
rack opening pressure is very sensitive to low pressure, thus it meets the accuracy of
low-pressure well activation.

2. The new type of gas lift valve can connect/disconnect the first and second through-
hole of the internal structure of the air lift valve by installing a hydraulic piston that
can move axially inside the valve body. This technology connects the space of the
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annulus and tubing by injecting liquid inside the tubing to activate the gas lift valve,
thus it greatly reduces the operation frequency of replacing the dummy valve and as
a result reduces the cost and risks and saves time.

3. The most import function of this new type of valve can greatly reduce the required
gas lift pressure to the level of piping line pressure which is approximately around
5 MPa. By utilizing piping line pressure, the gas wells’ production can be restored
instantaneously after a hydraulic fracturing operation or being heavily water-loaded.
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3. Geological Overview

The Fuling shale gas field is located in the Sichuan Basin of the south region of China
(Figure 5) [8], which is the first major commercial discovery of shale gas outside North
America in the world [3]. Most gas occurs in the lower Paleozoic Wufeng–Longmaxi marine
shale play which consists of black shale and has a steady thickness of about 328 ft buried
between 2150 mTVD and 3150 mTVD. This gas field was once screened out as shale gas
potential due to its high complexity. Nevertheless, the structure of this field, the Jiaoshiba
Structure, is a diamond faulted anticline with axial trending in a northeast direction, which
is controlled by two main groups of faults trending northeast and near north, respectively.
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Since the discovery of the Fuling field after a successful drilling of well Jiaoye 1, the
production formation of Wufeng–Longmaxi was proven to be a prospective formation
of an industrial gas flow at 0.2 bm/d. By the end of July 2014, the proven gas reserves
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climbed to 106 bcm [3]. The targeting Wufeng–Longmaxi Fm. is short for the Upper Ordovi-
cian Wufeng Formation and the first section of the Lower Silurian Longmaxi Formation
(Figure 6). The formation is the main prospective formation of the lower Paleozoic marine
shale of the Sichuan Basin. Based on the seismic date, Wufeng–Longmaxi Fm. is proven to
consist of sandstone, whereas the Longmaxi formation mainly consists of limestone.
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The Wufeng–Longmaxi Fm. can be divided into three type of layers (Figure 7) which
are: (1) section I, carbonaceous siliceous shale; (2) section II, gray black silty mudstones;
(3) section III, gray argillaceous mudstones and gray black carbonaceous shale.
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4. Candidates Selection

The selection of an appropriate gas well de-liquification method depends on several
factor [9,10], such as well and reservoir characteristics, field locations, operational con-
ditions (power availability, temp, facility constraints, water production etc.), long term
reservoir performance, change in production over the life of the well and economics. The
table listed below (Table 1) shows the specifications needed for a well to conduct a gas lift
operation [11].

Table 1. Candidate selection criteria for different gas well de-liquification methods.

Comparison Selection Criteria SRP PCP ESP Jet Pump GL

System Condition

System Complexity Simple Simple Downhole
Complex Surface Complex Surface Complex

Initial Investment Low Low High High Highest

Operation Cost Low Low High Low Low

Fluid Range, Fluid Rate Range 1–100 10–200 80–700 10–500 30–3180

m3/d Maximum Range 300 250 1400 1590 −7945

Lifting Depth, m
Lifting Depth <3000 <1500 <2000 <2000 <4000

Maximum Depth 4421 1700 3084 3500 4500

Downhole
Condition

Small Tubing Size Not Applicable Not Applicable Not Applicable Not Applicable Not Applicable

Multiple Layer
Production Not Applicable Not Applicable Applicable Applicable Applicable

Slanted Well Normal Wear Normal Wear Applicable Applicable Applicable

Degree of
Hollowing Out High Very High High Very High High

Surface Condition
Offshore Not Applicable Very Applicable Applicable Applicable Very Applicable

Remote Area Normal Normal Applicable Applicable Applicable

Operation

High GOR Very Applicable Normal Not Applicable Applicable Very Applicable

Heavy Oil Applicable Applicable Not Applicable Very Applicable Not Applicable

Sand Production Very Applicable Applicable Not Applicable Applicable Very Applicable

Corrosion Applicable Applicable Applicable Applicable Applicable

Scale Applicable Not Applicable Not Applicable Applicable Applicable

Adjust Working
System Convenient Convenient Not Convenient Convenient Convenient

Power Supply Electricity, Oil,
NG

Electricity, Oil,
NG Electricity Electricity, Oil,

NG
Electricity, Oil,

NG

Power Medium
Requirements None None None Hydrodynamic

Fluid Anti-hydrate

Maintenance
Management

Pump Inspection Tubing WO Tubing WO Tubing WO Slickline Ops Slickline Ops

Avg. WO Period, a 2 1 1.5 0.5 3

Auto-control Applicable Applicable Applicable Applicable Applicable

Based on the selection criteria above, a workflow has been created to screen most
candidate wells in the Fuling gas field. The tubing sizes are 48.26 mm and 60.33 mm with
an average well depth of 4738 m and surface piping pressure of 4.87 MPa. All wells are
horizontal wells that are completed with hydraulic fracturing. Six wells are new tied-in
wells that are not activated due to a heavy fracturing liquid column and the rest of the
wells are heavily water-loaded (Table 2). To fit the slickline operation, the gas lift valves
should be set within the inclination of 38◦ and the gas lift valves were assembled on tubing
during tubing run in hole operations.
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Table 2. Well candidates for low pressure gas lift operation.

Series No. Well Name Tubing Size,
mm

Casing Size,
mm

Well Depth
(MD), m

Piping Line
Pressure, MPa

Tubing Setting
Depth, m

New Tied in
Well

1 FL-1HF 48.26 139.70 4576 5.5 3067 N

2 FL-2HF 48.26 139.70 4157 6.5 2620 Y

3 FL-3HF 48.26 139.70 5176 6.0 3564 Y

4 FL-4HF 48.26 139.70 4840 6.1 3277 N

5 FL-5HF 48.26 139.70 4840 6.3 3212 N

6 FL-6HF 48.26 139.70 5335 5.9 3527 N

7 FL-7HF 48.26 139.70 4471 5.7 2977 N

8 FL-8HF 48.26 139.70 4640 5.9 2506 Y

9 FL-9HF 48.26 139.70 4545 6.7 2976 N

10 FL-10HF 60.33 139.70 4324 6.2 2568 N

11 FL-11HF 48.26 139.70 4341 6.1 2717 Y

12 FL-12HF 48.26 139.70 4966 6.5 3452 Y

13 FL-13HF 48.26 139.70 5030 6.1 3248 Y

5. Project Validation
5.1. Unloading

As described in Section 4, the new gas lift valves were installed on tubing to restart
heavily water-loaded wells. The gas lift valves that have been used are specially designed
for low pressure wells due to its high sensitivity to low pressure. The setting depth was
designed by PIPESIM by considering well completion, reservoir pressure and compressor
capacity. The assumption is to determine the gas injection point depth under constant
wellhead pressure. The curve below shows the basic principles of how to calculate the
injecting point (Figure 8).
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With variable sensitive data of GLR, the lifting liquid rate can be obtained at a different
pressure gradient curve (Figure 9).
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Note that the liquid production here is the liquid that should be lifted to restart the
loaded gas well.

5.2. Field Trail Result and Data Validation

The gas lift valves’ specifications are listed as follows. Total length of the valve is
300 mm with OD of 18.8 mm (Table 3), which was assembled with a fixed mandrel that
aligned with the tubing size. For example, with FL-2HF, the well was vented to the
atmosphere after hydraulic fracturing, though no production was observed, and the tubing
head pressure dropped to zero right after the opening of the well. With the proper design
of the gas lift, six stages of gas lift valves were installed on tubing (Table 4) to lift the loaded
water. The loaded liquid was gradually lifted to the surface, and gas production reached
33.8 × 10 kscm/d at the peak production rate. Although the well was shut in after the
operation, the gas rate was restored to a higher number, mostly due to the pressure build
up effect (Figure 10).

Table 3. Parameters of gas lift valve.

Type SKY-GLV-18.8

OD, mm 18.8

Length, mm 300

Effective area of bellows, sq. mm 110

Connection Thread 1/4 NPT

Pressure Rating, MPa 50

Valve hole size, mm 3.17, 4.76
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Table 4. Setting depth of gas lift valve—FL-2HF.

Kick off Pressure: 15 MPa Operating Pressure: 5.5 MPa Injecting Gas Rate: 0.8 10 kscm/d

Stages Setting Depth
(MD), m

Setting Depth
(TVD), m

Inclination
Angle, ◦

Valve Hole
Size, mm Pro, MPa Pv-Open,

MPa
Pv-Close,

MPa Mandrel Type

1 470.18 470.13 0.6 3.2 5.032 5.098 4.954 SKY-FGLM-90

2 907.39 907.29 0.8 3.2 4.602 4.975 4.851 SKY-FGLM-90

3 1294 1293.9 0.7 3.2 4.382 4.852 4.747 SKY-FGLM-90

4 1629.6 1629.4 0.4 3.2 4.193 4.73 4.644 SKY-FGLM-90

5 1913.3 1913.1 6 3.2 4.037 4.61 4.541 SKY-FGLM-90

6 2157 2146.7 32.2 3.2 3.913 4.492 4.437 SKY-FGLM-90
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Figure 10. FL-2HF’s production history.

A total of 13 wells were assembled with gas lift valves and 8 of them were operated
successfully; the total incremental of gas rate is 219 × 10 kscm/d with a total lifted liquid
volume of 104.7 scm (Table 5). The rest of the wells were waiting to operate once the
equipment was ready. The field operation showed the great potential of the new gas lift
valves in the Fuling gas field.
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Table 5. Gas lift result with the new gas lift valves.

Well Name Lifted Liquid
Volume, scm

Gas Rate before
GL Operation,

10 kscm /d

Gas Rate after GL
Operation,
10 kscm/d

Incremental of Gas
Rate, 10 kscm /d Remarks

FL-1HF 52 0.3 1.83 1.53 Wells loaded with
liquid

FL-2HF 4.6 0.1 3.48 3.38
New tied-in well

shut in
due to loaded liquid

FL-3HF 2 0.3 1.4 1.1 Wells loaded
with liquid

FL-4HF / / / / Waiting to be operated

FL-5HF / / / / Waiting to be operated

FL-6HF / / / / Waiting to be operated

FL-7HF 6 1.7 2.1 0.4 Wells loaded
with liquid

FL-8HF 5.5 0.1 5.8 5.7
New tied-in well

shut in
due to loaded liquid

FL-9HF 23 0.05 2.4 2.35 Wells loaded
with liquid

FL-10HF 6 0.1 4.3 4.2 Wells loaded
with liquid

FL-11HF 5.6 0.1 3.2 3.1
New tied-in well

shut in
due to loaded liquid

FL-12HF / / / / Waiting to be operated

FL-13HF / / / / Waiting to be operated

Total 104.7 21.76

6. Conclusions

A new type of gas lift valve that was specially designed for shale gas reservoir low-
pressure wells has been introduced in this paper. On the basis of field operation, we derived
conclusions as follows.

The new type of gas lift valve is very sensitive to low piping pressure due to its
low valve dome pressure, and as a result it was used as an effective tool to re-activate
the heavy water-loaded wells by staged gas lift operations. Field operation results show
that the piping line pressure that is required for the gas lift operation can be as low as
5.5 MPa, which shows a prospective application for the shale gas field in the future. The
low pressure gas wells gas lift operation process was created by the candidates selection
criteria, and eight wells were selected to conduct the operation using the noval gas lift
valves. Eight wells in the Fuling gas field was successfully restarted by this new type
of well in tandem with the staged gas lift operation to unload water in wells. The total
lifted water for the eight wells of one operation is 13 scm, and the total of gas production
incremental is 218 × 10 kscm/d. The field operation cost can be greatly reduced due to
its special function in which the dummy valve can be swtiched to the gas lift valve via
pressure changes in the tubing. As a result, the operation risks can also be reduced to a
low level.

326



Processes 2023, 11, 19

Author Contributions: Conceptualization, Q.L. and J.T.; methodology, J.T.; validation, W.K. and
Q.L.; formal analysis, J.T.; investigation, H.W.; resources, H.W.; data curation, Q.L.; writing—original
draft preparation, J.T.; writing—review and editing, J.T.; visualization, J.T.; supervision, W.K.; project
administration, U.D.O.; funding acquisition, W.K. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by the project from Sinopec Chongqing Fuling Shale Gas Explo-
ration and Development Co., Ltd. Grant number 33550000-21-FW0425-0001.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Tingxue, J.; Dehua, Z.; Changgui, J.; Haitao, W.; Xiaobing, B.; Shuangming, L.; Xiaobo, X.; Weiran, W.; Suyuan, S. The Study and

Application of Multi-Stage Fracturing Technology of Horizontal Wells to Maximize ESRV in the Exploration & Development of
Fuling Shale gas Play, Chongqing, China. In Proceedings of the SPE Asia Pacific Hydraulic Fracturing Conference, Beijing, China,
24–26 August 2016. Available online: https://onepetro.org/speaphf/proceedings/16APHF/2-16APHF/Beijing,%20China/1852
05 (accessed on 2 November 2022).

2. Yaowen, L.; Yuanzhao, L.; Chi, Z.; Yue, M.; Jialin, X.; Rong, H.; Zichao, W.; Jiao, Z.; Wu, C. First Successful Application
of Casing in Casing CiC Refracturing Treatment in Shale Gas Well in China: Case Study. In Proceedings of the Abu Dhabi
International Petroleum Exhibition & Conference, Abu Dhabi, United Arab Emirates, 15–18 November 2021. Available online:
https://onepetro.org/SPEADIP/proceedings/21ADIP/1-21ADIP/D011S006R002/473700 (accessed on 2 November 2022).

3. Guo, T.; Li, J.; Lao, M.; Li, W. Integrated Geophysical Technologies for Unconventional Reservoirs and Case Study within Fuling
Shale Gas Field, Sichuan Basin, China. In Proceedings of the Unconventional Resources Technology Conference, San Antonio, TX,
USA, 20–22 July 2015; p. 10.

4. Zhang, L. Application and Prospect of Gas Lift Technology with Gas Lift Valves in Fuling Shale Gas Field. J. Jianghan Pet. Univ.
Staff. Work. 2022, 35, 20–21, 60.

5. Di, D.; Pang, W.; Mao, J.; Ai, S.; Ying, H. Production Logging Application in Fuling Shale Gas Play in China. In Proceedings
of the SPE Asia Pacific Oil & Gas Conference and Exhibition, Perth, Australia, 25–27 October 2016. Available online: https:
//onepetro.org/SPEAPOG/proceedings/16APOG/All-16APOG/Perth,%20Australia/185405 (accessed on 5 November 2022).

6. Wei, P.; Zuqing, H.; Cuiping, X.; Juan, D.; Sun, Z. SRV Analysis of Shale Gas Wells in China. In Proceedings of the SPE Asia
Pacific Unconventional Resources Conference and Exhibition, Brisbane, Australia, 9–11 November 2015. Available online: https:
//onepetro.org/SPEURCE/proceedings/15URCE/All-15URCE/Brisbane,%20Australia/183964 (accessed on 5 November 2022).

7. Demoss, E.E.; Ellis, R.C.; Kingsley, G.S. New Gas-Lift Concept-Continuous-Flow Production Rates from Deep, Low-Pressure
Wells. J. Pet. Technol. 1974, 26, 13–18. [CrossRef]

8. Azizollah, K.; Petrakov, D.G.; Benson, L.A.B.; Rastegar, R.A. Prevention of Calcium Carbonate Precipitation during Water Injection
into High-Pressure High-Temperature Wells. In Proceedings of the SPE European Formation Damage Conference and Exhibition,
Budapest, Hungary, 3–5 June 2015. Available online: https://onepetro.org/SPEEFDC/proceedings/15EFDC/All-15EFDC/
Budapest,%20Hungary/183005 (accessed on 5 November 2022).

9. Wang, Y.; Tian, Z.; Yang, L.; Yan, X.; Yi, X.; Lu, H.; Yaoyao, D. What We Have Learned on Shale Gas Fracturing During the Past
Five Years in China. In Proceedings of the SPE Asia Pacific Oil & Gas Conference and Exhibition, Perth, Australia, 25–27 October
2016. Available online: https://onepetro.org/SPEAPOG/proceedings/16APOG/All-16APOG/Perth,%20Australia/185283
(accessed on 11 November 2022).

10. Priscilla, E.; Ademola, A.; Oluwafemi, O.; Nchekwube, L.; Emmanuel, M.; Fred, O.; Fatoke, O. Evaluating Alternate Artificial Lift
Methods in the Niger Delta. In Proceedings of the SPE Nigeria Annual International Conference and Exhibition, Lagos, Nigeria,
2–4 August 2021. Available online: https://onepetro.org/SPENAIC/proceedings/21NAIC/3-21NAIC/D031S019R005/465696
(accessed on 11 November 2022).

11. Wei, P.; Qiong, W.; Ying, H.; Juan, D.; Tongyi, Z.; Christine, A. Production Analysis of One Shale Gas Reservoir in China. In
Proceedings of the SPE Annual Technical Conference and Exhibition, Houston, TX, USA, 28–30 September 2015. Available
online: https://onepetro.org/SPEATCE/proceedings/15ATCE/2-15ATCE/Houston,%20Texas,%20USA/180473 (accessed on 11
November 2022).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

327



Citation: Lei, Y.; Wu, Z.; Wang, W.;

Wu, J.; Ma, B. Study on the Flow

Pattern and Transition Criterion of

Gas-Liquid Two-Phase Flow in the

Annular of Shale Gas Fractured

Horizontal Wells. Processes 2022, 10,

2630. https://doi.org/10.3390/

pr10122630

Academic Editors: Linhua Pan,

Yushi Zou, Jie Wang, Minghui Li,

Wei Feng and Lufeng Zhang

Received: 24 October 2022

Accepted: 1 December 2022

Published: 7 December 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Study on the Flow Pattern and Transition Criterion of
Gas-Liquid Two-Phase Flow in the Annular of Shale Gas
Fractured Horizontal Wells
Yu Lei 1, Zhenghua Wu 1, Wei Wang 1,2,*, Jian Wu 1 and Bin Ma 1

1 Gas-Lift Technology Center of Tuha—CNPC, Shanshan, Turpan 838200, China
2 College of Petroleum Engineering, Yangtze University, Wuhan 430100, China
* Correspondence: llliuzq@163.com

Abstract: Improving the accuracy of pressure prediction in the wellbore annular is of great importance
for the design in oil and gas production. However, due to the existence of double-layer liquid
membrane and the lack of relevant experiments, the existing correlations fail to the field application.
In this study, a new model of flow pattern transition in inclined annulus pipe is proposed by using a
mechanistic approach to classify the flow patterns. Firstly, a gas-liquid two-phase flow experiment in
annulus pipe was carried out in a pipe with an outer diameter of 73.02 mm and an inner diameter
of 121.36 mm, and then the influence of inclined angle on the transition boundary of flow pattern
is discussed. Finally, a hydrodynamic transition criterion for the flow pattern model of inclined
annulus pipe is established and verified in detail. The experimental results show that bubble flow,
slug flow, churn flow and annular flow were observed under different inclination angles, and the
results indicate that the slug flow will be shifted to the larger gas-liquid superficial flow rate region
with the smaller inclination angle, and the annular flow will appear in the higher gas superficial flow
rate region. Compared to the performance of the existing correlations (Kelessidis and Zhang) and the
present model using the experimental data, the accuracy of the new model reached 83%, significantly
higher than the other two models, and the new correlation was better in predicting the transition
from slug flow to churn flow and churn flow to annular flow.

Keywords: annulus pipe; gas-liquid two-phase flow; flow pattern transition; slug flow

1. Introduction

Hydraulic fracturing can effectively improve the recovery rate of shale gas and has
become the main development method of shale gas fields. However, the flowback of shale
gas fracturing fluid is complex and easy to accumulate fluid, which seriously restricts
gas well productivity [1,2]. Prediction of pressure drop in annulus pipe is the basis for
determining shale gas wellbore fluid accumulation and drainage process preferences. In
addition, the conventional oil and gas extraction process, such as underbalanced drilling
and spontaneous injection wells at high production rates, will involve the flow of two-phase
flow in annulus pipe [3].

The division of flow pattern boundaries is a prerequisite for the calculation of annular
air-water two-phase flow parameters. However, the flow patterns, especially slug flow and
annular flow, in the annulus pipe are different from those in the circular pipe. There are
two liquid films in the annular two-phase flow, one is the casing film in contact with the
casing wall (or well wall), and the other is the tubing film in contact with the tubing wall.
In addition, according to the experimental observations of Caetano [4], Taylor bubbles are
no longer symmetrical and there is a region of high turbulence behind the Taylor bubble,
due to the presence of a channel connecting the tubular membrane to the casing membrane
in the dorsal direction. The annular flow in the annulus pipe occurs at very high gas flow
rates, the gas phase contains liquid droplets, and a very thin liquid film around the core.
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Due to the structure of the annular, two liquid films also exist, an inner film in contact
with the tubing wall and an outer film in contact with the casing wall, the outer film being
thicker than the inner film. At high superficial liquid-phase flow rates, Taitel [5] suggested
that turbulent disturbance forces cause the gas phase in a bubbling or elastomeric flow to
shatter into smaller bubbles, which are dispersed inside the continuous liquid phase. When
the turbulence intensity can be sufficient to disperse Taylor bubbles into smaller bubbles
than the critical bubble size, it will prevent them from re-aggregating, and the dispersed
bubble flow will occur.

Few studies are devoted to its flow pattern and flow pattern distribution diagram.
The accuracy of transition prediction for slug flow and annular flow is poor. There are
even fewer studies on the flow pattern of inclined pipe annular two-phase flow. In 1982,
Sadatomi studied two-phase flow in a non-circular pipe with air and water [6]. He studied
the flow pattern and pressure drop of gas-liquid two-phase flow in a vertical concentric
annulus pipe with a diameter ratio N of 0.5. However, he classified the types of flow
patterns roughly and did not give a specific model for the transition between flow patterns.
In 1989, Kelessidis measured the local gas content of in annulus pipe by the electric probe
method and studied on the transition of flow patterns, in which the bubbly flow was
predicted more accurately and the slug flow, and annular flow were predicted with larger
errors [7]. In 1992, Caetano gave a more detailed description of the types of flow patterns
and the characteristics different from those of circular pipe flow patterns [4]. Taitel’s circular
pipe flow pattern transition model was modified and applied to vertical annulus pipe. The
flow pattern distribution of vertical concentric and vertical eccentric annulus pipe was
given. In 1992, Hasan applied the drift flow model to investigate the gas content rate of
the annular flow pattern. A correction was presented to the calculation equation for the
rise velocity of Taylor bubble, and a more accurate equation for the calculation of the gas
content rate of inclined pipe annular was obtained [8]. In 2003, Zhang established a vertical
annular hollow pipe section slug flow and annular flow transition model, and studied
the vertical annular air-liquid two-phase flow with inner pipe rotation [9]. In 2014, Yin
established a hydrodynamic model applicable to vertical and inclined tubular annular
air-liquid two-phase flow, and modified the annular flow pattern transition criterion, which
has better accuracy compared to the previous models [10].

At present, the studies for the annular air-liquid two-phase flow in wellbore are based
on vertical and horizontal pipes [11–21]. Mostly, the concept of equivalent diameter is
used to analyze and calculate with the help of the circular pipe method. There are fewer
studies on the two-phase flow in the annular of inclined pipes. Due to the influence of pipe
inclination on the flow pattern of annular two-phase flow, and the existence of a double
liquid film, the flow state in the annulus pipe is more complex than the circular pipe flow.
Therefore, the direct application of the vertical pipe flow pattern transition criterion may
lead to large errors.

Due to the complex characteristics of annular air liquid two-phase flow and the lack
of relevant experiments, in this study, a gas-liquid two-phase flow experiment in annulus
pipe was carried out, and then the influence of inclined angle on the transition boundary
of flow pattern is discussed. The experimental results indicate that the slug flow will be
shifted to the larger gas-liquid superficial flow rate region with the smaller inclination
angle, and the annular flow will appear in the higher gas superficial flow rate region.
A hydrodynamic transition criterion for the flow pattern model of inclined annulus pipe
is established and verified in detail, the results show that the new correlation has better
performance in predicting the transition from slug flow to churn flow, and churn flow to
annular flow.

2. Experiment and Analysis
2.1. Experimental Setup and Process

The experiments were conducted in the multiphase flow experimental platform of
CNPC (China National Petroleum Corporation), as shown in Figure 1. The platform can
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carry out the study of multiphase pipe flow dynamics in single-phase, gas-liquid two-phase,
and oil-gas-water three-phase under various conditions such as different inclination angles
and different gas-liquid velocities. The platform is composed of nine parts, including
simulated wellbore, oil-water stabilization system, gas stabilization system, and cooling
water system. It is equipped with independent metering modules such as gas and liquid
flow standard devices and piston type manometer standard devices, respectively. The
accuracy of liquid flow meter is 0.3%, gas flow meter is 1%, and the accuracy of differential
pressure sensor can be up to 0.25%, and high-speed camera frequency is 500 fps with a
resolution of 1920 × 1080, which provides guarantee for the accuracy of measurement of
experimental results.
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Figure 1. Flow chart of the experimental device for circulating air-liquid two-phase flow. 1—Air com-
pressor; 2—Valves; 3—Air storage tank; 4—Flow meter; 5—Pressure sensor; 6—Temperature sensor;
7—Pump; 9—Gas-liquid separator; 10—Oil-water mixing tank; 11—Casing; 12—Oil pipe; 13—Data
acquisition system; 14—High-speed camera; 15—Mixer; 16—Quick-closing valve; 17—Differential
pressure sensor; 18—Capacitance probe.

The experiment was conducted in an annulus pipe with an outer diameter of 73.02 mm
and an inner diameter of 121.36 mm. The experimental length of the pipe is 7.55 m, and
the distance of the quick-closing valve is 11.32 m. The liquid-phase is water, and the gas-
phase is air. In the room temperature of 11~14 ◦C environment, the specific experimental
operations are as follows. The range of experimental parameters as shown in Table 1.

Table 1. Range of experimental parameters.

Angle (◦) 30, 45, 60, 90

Liquid superficial velocity (m/s) 0~0.63

Gas superficial velocity (m/s) 0~56.83
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2.2. Analysis of Experimental Results

In the experiment, bubble flow, slug flow, churn flow, and annular flow can be ob-
served, and the flow patterns were captured by high-speed camera. The experimental
phenomena and results of different inclination angles are shown in Figures 2–5.
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Figure 4. Flow pattern observed in the experiment at an inclination angle of 60◦.
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In the experiment, the slug flow consists of the air embolism zone and the liquid
embolism zone. The Taylor bubble and the liquid film around it can be observed in the
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segment plug flow gas bolus region. When the gas flow velocity (range from 0.4 m/s to
7.8 m/s) is small, the liquid film in the gas embolus area will show obvious liquid fall back
due to the effect of gravity. The returned liquid flows along the underside of the annulus
pipe to form a flow channel. When the gas flow velocity continues to increase (greater
than 7.8 m/s), the liquid backflow phenomenon weakens, and the segment plug frequency
accelerates and gradually transforms to churn flow. After the superficial gas flow velocity
is greater than 15 m/s, it can be observed that the flow pattern gradually transforms to
annular flow. The gas is in the middle of the annular space, and the liquid adhere to the
annulus pipe wall to form a double-layer liquid film.

When the physical parameters of medium, pipe diameter, gas and liquid superficial
flow velocities are determined, the flow patterns of Kelessidis [7], Caetano [4], Hasan [8],
and Zhang [9] can be plotted, as shown in Figure 6. From the figure, it can be found that
all the above four flow pattern prediction models can accurately predict the transition
boundary between the bubbly flow and the slug flow. However, there are large errors in
the transition from slug flow to churn flow, and churn flow to annular flow. Among them,
the transition boundaries predicted by Hasan [8] and Caetano [4] models differ greatly
from the experimental data. The experimental data show that the superficial gas velocity
increases with the increase in the superficial liquid velocity during the transition from the
churn flow to the annular flow. The superficial gas velocity is not constant as predicted by
the Hasan [8] and Caetano [4] model. Compared to the Kelessidis [7] model, the boundary
trend of the transition from slug flow to churn flow is more accurately predicted by the
Zhang [9] model, but the superficial gas velocity is shifted in a smaller direction. The
Kelessidis [7] model is more consistent with the present experimental data in the boundary
prediction of the transition from churn flow to slug flow.
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inclination angle.

The flow pattern observed in the experiment at different angles were plotted, as shown
in Figures 7–9. From the experiment, it can be observed that when the tilt angle is changed,
the transition boundary from slug flow to churn flow and annular flow will be shifted
significantly. When the tilt angle is changed from 90◦ to 30◦, the transition boundary of
the slug flow to the churn flow and the annular flow also shifts to the direction of greater
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superficial gas flow velocity. Since the Kelessidis [7] and Zhang [9] model only gives the
flow transition boundary of the vertical annulus pipe, it cannot accurately predict the flow
transition of the inclined pipe. Therefore, it can be seen that when the annulus pipe is
inclined, the liquid film at the bottom becomes thicker due to the influence of gravity. The
shapes of bubbles in complex flow patterns such as slug flow are changed. There is also a
special double liquid film in the annulus pipe, the flow state in the annulus pipe is more
complicated than the circular pipe flow. Therefore, the direct application of the vertical
pipe flow pattern transition formula may lead to large errors.
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In this paper, the flow pattern discriminant diagrams of Kelessidis [7] and Zhang [9]
models will be modified by combining experimental phenomena. The flow pattern is
classified by using the mechanism approach and a new flow transition model for the slug
flow in the inclined annulus pipe section is proposed.
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3. Model Building and Discussion
3.1. Establishment of the Flow Model for the Slug Flow in The Annulus Pipe Section

Most of the existing annular flow pattern transition guidelines are established in
vertical pipe conditions. However, due to the influence of gravity, the gas-liquid distribution
of the inclined pipe slug flow is very different compared to that of the vertical pipe. From
the experimental observation, it is clear that the liquid phase of the slug flow in the inclined
annulus pipe becomes asymmetrically distributed. In the middle of the double liquid
film of the annulus pipe, a preferential channel is formed. This paper is based on the
dynamic model of the slug flow in the annulus pipe. The effects of gas-liquid slip and
negative frictional pressure drop are considered. The mass conservation and momentum
conservation analysis is carried out for the annular slug unit body. Figure 10 shows the
schematic diagram of the velocity and force analysis of the slug flow in the annulus pipe.

The casing film is much thicker than the oil pipe film in the gas embolism area, the oil
pipe film HLFd is much smaller than the casing film HLFc. The oil pipe membrane is much
smaller than the casing membrane. Therefore, the oil pipe film is ignored in the slug flow
model of this paper.

According to the experimental observation, the slug flow unit in steady state can be
composed of a Taylor bubble and a section of liquid bolus. In the middle of the Taylor
bubble, a preferential channel is formed. The fluid in the air bolus area will flow back-
ward through this channel. It is assumed that the fluid in the control body of the cell is
incompressible. The mass of the liquid phase flowing in from the bottom boundary of the
liquid film is equal to the mass of the liquid phase flowing out from the top boundary of
the liquid film.

(vT − vLLS)HLS = (vT + vLFc)HLFc + (vT − vc)HLc (1)

where: vT is the liquid slug transport velocity, m/s. vLLS is the liquid phase flow velocity
in the liquid slug area, m/s. HLS is the liquid holding rate in the liquid slug area, %. vLFc is
the casing membrane flow velocity, m/s. HLFc is the casing membrane holding rate, %. vc
is the Taylor bubble flow velocity, and m/s. HLc is the Taylor bubble holding rate, %.

Similarly, the mass of the gas phase entering the liquid membrane is equal to the
mass of the gas phase leaving the liquid membrane. The mass conservation equation can
be established.

(1 − HLS)(vT − vGLS) = (vT − vc)(1 − HLFc − HLc) (2)

where, vGLS is the gas phase flow velocity in the liquid bolus region, m/s.
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Consider the liquid and gas in the liquid bolus region there is a slippage situation, the
gas flow rate vGLS should be greater than the liquid flow rate vLLS. Combined with the slip
velocity defined by Caetano [4] in the following equation.

vs = vGLS − vLLS = 1.53

[
(ρl − ρg)gσ

ρ2
l

]0.25

(HLS)
0.5 (3)

vLLS = (vsl + vsg)− 1.53

[
(ρl − ρg)gσ

ρ2
l

]0.25

(HLS)
0.5(1 − HLS) (4)

where, vs is the liquid slug flow rate, m/s. vsl is the liquid superficial flow rate, m/s. vsg is
the gas superficial flow rate, m/s. ρl is the liquid phase bulk density, and kg/m3. ρg is the
gas phase bulk density, kg/m3.
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Therefore, combining the above equation yields.

vLFcHLFc = vsHLS + (1 − HLFc)vc − vGLS (5)

According to Zhang [9], the equation for the gas content in the liquid bolus region
is known.

αs =
vsg

C2 + C3vm
(6)

where, for the values of C2 and C3, Schmidt [22] gave values of 0.331 and 1.25. Zhang [9]
suggested that 0.425 and 2.65 are more applicable for the annular, and the liquid holding
rate HLS in the liquid bolus region can be calculated.

HLS = 1 − αs (7)

Since the liquid content rate and the tubular membrane holding rate in Taylor bubble
are much smaller than the casing membrane. Therefore, the casing membrane liquid-
holding rate HLFc can be approximately equal to the liquid-holding rate HLF in the gas
embolism zone.

HLF =
4DC

DC + DT

(
δ

De

)
− 4De

DC + DT

(
δ

De

)2
(8)

LLS

LSU
=

vsl + vLFcHLF

vLLSHLS + vLFcHLF
(9)

where, DC is the casing diameter, m. DT is the tubing diameter, m. De is the annular hollow
pipe hydraulic diameter, m. δ is the casing liquid film thickness, m. LLS is the liquid plug
zone length, and m. LSU is the segment plug unit length, m.

From the cross-sectional diagram of the slug flow in Figure 10, it can be seen that
Taylor bubble do not occupy the total cross-sectional area of the pipe. Instead, a preferential
channel is formed. The liquid film around the Taylor bubble wets the tubing and casing
wall through the priority channel. The liquid film thickness is calculated using the average
casing liquid film converted thickness with the following equation.

δ = 9.06 × 10−9
[

3υlvTB

2g
(De/2 − δ)

]−0.733
(10)

where, υl is the liquid phase kinematic viscosity, Pa · s. vTB is the Taylor bubble kinematic
velocity, m/s.

According to the empirical equation of Zhang [9], the equation of the thickness of the
falling liquid film around the Taylor bubble is shown in the following equation.

δ

[
(ρl − ρg)g

ρlυl
2

]1/3

= kRem
f (11)

where, k and m are related to the flow pattern, and the values taken in this paper are
k = 0.0682 and m = 2/3.

Re f =
4vLFcδ

υl
(12)

From Equations (10)–(12), the liquid film flow velocity can be found. Combined with
the mass conservation equation, the Taylor bubble flow velocity vc can be calculated.

The force analysis of the casing film and Taylor bubble in the air embolism area in the
slug flow unit of the annular section is carried out separately, which is known according to
the law of conservation of momentum.

HLF Ac
∆P
LLF

= HLF Acρlg sin θ − τLFcSLFc − τicSic (13)
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(1 − HLF)Ac
∆P
LLF

= (1 − HLF)Acρgg sin θ + τcSc + τicSic (14)

Similarly, the conservation of momentum within the liquid bolus.

HLS Ac
∆P
LLS

= HLS Acρlg sin θ + τLSSLS (15)

where, τLFc is the shear force at the contact interface between the casing wall and the
casing membrane, Pa. τc is the shear force at the contact interface between the casing
liquid membrane and the Taylor bubble, Pa. τLS is the shear force at the contact surface
between the liquid slug and the casing membrane tubular membrane, Pa. SLFc is the wet
perimeter of the casing wall, m. Sc is the wet perimeter of the Taylor bubble, m. Sic is the
wet perimeter of the contact interface between the casing membrane and the Taylor bubble,
and m. Sid is the wet perimeter of the contact interface between the tubular membrane and
the Taylor bubble, m. According to Yin [10], the wall shear force in the flow conservation
equation of the annular section slug is calculated as follows.

τLFc = fLFcρLFv2
LFc/2 (16)

τc = fcρcv2
c/2 (17)

τLSSLS

Ac
=

2 fs

De
ρs(vsg + vsl)

2 (18)

Friction factors:
fLFc = C1Rea

LFc (19)

fc = C2Reb
c (20)

fs = C3Rec
s (21)

where, fLFc is the friction factor of casing film. fc is the friction factor of tubing film. fs is
the friction factor of Taylor bubble.

The hydrodynamic equivalent diameter method is used. The Reynolds number at the
interface between the casing film, the tubing film, and the Taylor bubble can be expressed
as the following equation.

ReLFc =
vLFcρLFdLFc

µLF
, dLFc =

4HLF Ac

(SLFc + Sc)
(22)

Rec =
vcρcdc

µc
, dc =

4(1 − HLF)Ac

Sc
(23)

Res =
vLSρLSdLS

µLS
, dLS = π(DC + DT) (24)

where, ReLFc is the Reynolds number of casing film. Rec is the Reynolds number of tubing
film. Res is the Reynolds number of Taylor bubble.

Wet Week:
SLFc = πDC (25)

Sc = SIc + SId = (DC − 2δ + DT)π + De − 2δ (26)

3.2. Inclined Annulus Pipe Flow Pattern Transition Criterion

Based on the formation mechanism of different flow patterns, this paper establishes
the transition criterion of flow pattern in the annulus pipe on the basis of previous re-
search results.
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3.2.1. Transition from Bubble Flow to Slug Flow

The decisive role in the transition from bubble flow to slug flow in the inclined annulus
pipe is the cross-sectional gas content, the proportion of gas volume in the whole cross-
section. According to Kelessidis [7], αG = 0.25, while Caetano’s experimental data and
Zhang’s experimental data show that the cross-sectional gas content in the transition from
bubble flow to slug flow is lower than that in the circular pipe, which is about αG = 0.2.
In this paper, we take αG = 0.2, and the transition criterion of bubble flow to slug flow is
as follows.

vSG = 0.25vSL + 0.306

[
(ρL − ρG)gσ

ρ2
L

]1/4

sin θ (27)

3.2.2. Transition from Slug Flow to Churn Flow

The transition from slug flow to churn flow is complicated, and the definition of
churning flow when it occurs is different. Therefore, the transition boundaries predicted
by the above models differ greatly from each other. In this paper, the liquid film at the
bottom of the pipe is thicker in the inclined annular hollow pipe. When the superficial
flow velocity of gas phase reaches the critical value of transition from slug flow to churn
flow, the gas in the Taylor bubble will enter the liquid plug zone in the previous segment.
The boundary between the Taylor bubble and the liquid plug region starts to disappear,
causing the appearance of the churn flow. In this paper, the true gas content is considered
to be about 0.69 at the critical transition from the slug flow to the churn flow, and the gas
content in the Taylor bubble region can be taken as the total gas content of the flow unit.
The transition criterion of slug flow to churn flow is given by the following equation.

vSG = [vSL(1/α − 1.2)− vTB sin θ]/1.2 (28)

where, vTB is the rate of rise of Taylor bubble, and in this paper we use Hasan’s relation.

vTB = (0.345 + 0.1N)

√
g

ρL − ρG
ρL

d2 (29)

3.2.3. Churn Flow to Annular Flow Transition

The transition from churn flow to annular flow occurs when the gas flow rate in the
annular is very high. The liquid phase moves up the pipe wall as a liquid film and may
also exist as small droplets in the gas core. When the liquid film in the churn flow becomes
infinitely long, the transition from the stirred flow to the annular flow occurs, making the
momentum exchange between the liquid plug and the liquid film zero. In this paper, the
criterion for the transition from churn flow to annular flow is defined as αG = 0.75.

HLFc + HLFd = C1
[HLS(vT − vS) + vSL](vSG + vSLFE)− vTvSLFE

vTvSG
(30)

3.3. Model Validation

In this paper, the present flow pattern transition criterion model was used to predict
the flow pattern at different liquid phase superficial velocities and gas phase superficial
velocities, and compared to the experimental results. Figures 11–14 show the flow pattern
distribution of the annulus pipe under each inclination angle condition. Tables 2–5 shows
the comparison of the model in this paper, Kelessidis [7] model, Zhang [9] model, and the
experimental results. Table 6 shows the accuracy statistics of different models. It can be
seen that the model established in this paper can predict the flow pattern of the inclined
annulus pipe more accurately. Further, the prediction of slug flow to churn flow, and churn
flow to annular flow is more accurate than that of the previous models.
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Table 2. Comparison of model predictions with experimental results at an inclination angle of 90◦.

No. vSL
(m·s−1)

vSG
(m·s−1)

Flow Pattern of
Experimental

The Present
Model

Kelessidis
Model

Zhang
Model

1 0.0177 0.0376 BB BB BB BB
2 0.0564 0.0752 BB BB BB SL
3 0.0376 0.0752 BB BB SL SL
4 0.392 0.188 BB SL BB SL
5 0.470 0.188 BB BB BB SL
6 0.008 1.876 SL SL CH CH
7 0.037 1.870 SL SL CH CH
8 0.207 3.162 SL SL CH SL
9 0.313 1.506 SL SL CH SL
10 0.628 7.830 SL SL CH SL
11 0.008 7.393 CH CH CH CH
12 0.037 3.859 CH CH CH CH
13 0.035 11.833 CH CH CH AN
14 0.056 9.538 CH CH CH AN
15 0.313 18.822 CH CH CH AN
16 0.018 14.912 AN AN AN AN
17 0.017 11.350 AN CH CH AN
18 0.078 18.822 AN AN CH AN

Note: BB—Bubble flow; SL—Slug flow; CH—Churn flow; AN—Annular flow.

Table 3. Comparison of model predictions with experimental results at an inclination angle of 60◦.

No. vSL
(m·s−1)

vSG
(m·s−1)

Flow Pattern of
Experimental

The Present
Model

Kelessidis
Model

Zhang
Model

1 0.007 0.037 BB BB BB BB
2 0.017 0.075 BB BB SL SL
3 0.039 0.075 BB BB SL SL
4 0.055 1.112 BB SL SL SL
5 0.208 0.150 BB BB SL SL
6 0.007 0.731 SL SL SL SL
7 0.017 3.117 SL SL CH CH
8 0.055 0.790 SL SL SL SL
9 0.196 3.122 SL SL CH SL
10 0.465 5.713 SL SL CH SL
11 0.306 11.338 CH SL CH CH
12 0.073 11.928 CH CH CH CH
13 0.007 18.996 CH CH CH AN
14 0.018 25.981 CH CH AN AN
15 0.072 26.307 CH CH CH AN
16 0.008 26.667 AN CH AN AN
17 0.037 58.376 AN AN AN AN
18 0.073 58.341 AN AN AN AN

Note: BB—Bubble flow; SL—Slug flow; CH—Churn flow; AN—Annular flow.
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Table 4. Comparison of model predictions with experimental results at an inclination angle of 45◦.

No. vSL
(m·s−1)

vSG
(m·s−1)

Flow Pattern of
Experimental

The Present
Model

Kelessidis
Model

Zhang
Model

1 0.008 0.037 BB BB BB BB
2 0.039 0.075 BB BB BB SL
3 0.037 0.151 BB SL SL SL
4 0.199 0.113 BB BB BB SL
5 0.486 0.226 BB BB BB SL
6 0.017 0.411 SL SL SL SL
7 0.206 0.775 SL SL SL SL
8 0.299 1.976 SL SL CH SL
9 0.304 7.446 SL SL CH SL
10 0.220 26.369 SL SL CH AN
11 0.008 19.093 CH CH AN AN
12 0.307 19.281 CH SL CH AN
13 0.203 27.369 CH CH AN AN
14 0.056 33.714 CH CH AN AN
15 0.037 45.406 CH AN AN AN
16 0.008 37.705 AN AN AN AN
17 0.018 44.482 AN AN AN AN
18 0.037 56.553 AN AN AN AN

Note: BB—Bubble flow; SL—Slug flow; CH—Churn flow; AN—Annular flow.

Table 5. Comparison of model predictions with experimental results at an inclination angle of 30◦.

No. vSL
(m·s−1)

vSG
(m·s−1)

Flow Pattern of
Experimental

The Present
Model

Kelessidis
Model

Zhang
Model

1 0.007 0.075 BB BB SL SL
2 0.037 0.075 BB BB BB BB
3 0.195 0.150 BB BB BB BB
4 0.206 0.188 BB BB BB SL
5 0.297 0.188 BB BB BB SL
6 0.017 0.369 SL SL SL SL
7 0.054 1.873 SL SL CH SL
8 0.037 7.564 SL SL CH CH
9 0.302 7.437 SL SL CH SL
10 0.074 33.755 SL CH CH AN
11 0.008 33.829 CH CH AN AN
12 0.008 45.101 CH AN AN AN
13 0.055 34.480 CH CH AN AN
14 0.074 45.438 CH CH AN AN
15 0.074 57.370 CH AN AN AN
16 0.018 37.448 AN CH AN AN
17 0.008 56.361 AN AN AN AN
18 0.055 56.689 AN AN AN AN

Note: BB—Bubble flow; SL—Slug flow; CH—Churn flow; AN—Annular flow.

Table 6. Results of model prediction.

Model
Accuracy

Angle of 90◦ Angle of 60◦ Angle of 45◦ Angle of 30◦ Total

Kelessidis
model 56% 56% 56% 44% 53.00%

Zhang model 50% 56% 44% 44% 48.50%
The present

model 89% 83% 83% 78% 83.25%
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4. Conclusions

In this work, we reported an experimental investigation of gas and water flow in an
inclined annulus pipe, and presented a new model of flow pattern transition in inclined
annulus pipe by using a mechanistic approach to classify the flow patterns. This work can
provide experimental proof for field application, which are lacking in existing studies. The
specific conclusions are shown as follows.

1. The experimental results indicate that the slug flow will be shifted to the larger gas-
liquid superficial flow rate region with the smaller inclination angle, and the annular
flow will appear in the higher gas superficial flow rate region.

2. Using the experimental data, the performance of 4 existing correlations did not agree
well with the transition from slug flow to churn, and churn to annular flow in the
inclined annulus pipe. Based on the formation mechanism of different flow patterns,
this establishes the transition criterion of flow pattern in the annulus pipe on the basis
of previous research results. The results indicate that predictions of the correlation
agree very well with the experimental data and performs better than the existing
correlations we considered (Kelessidis [7] and Zhang [9]), and the new correlation
was better in predicting the transition from slug flow to churn flow and churn flow to
annular flow.

In this study, only one oil/casing size combination experiment was carried out, how-
ever, the applicability of the new model under more combinations in the field needs to
be verified. In addition, there is a wide range of pressure changes from the bottom to
the wellhead, it is necessary to carry out relevant research on the impact of pressure on
the transition criterion to ensure the accuracy of flow pattern prediction under different
pressure conditions.
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Abstract: This study simulated seabed high pressure and low temperature conditions to synthesize
natural gas hydrates, multi-stage depressurization mode mining hydrates as the blank group, and
then carried out experimental research on the decomposition and mining efficiency of hydrates by
depressurization and injection of different alcohols, inorganic salts, and different chemical agent con-
centrations. According to the experimental results, the chemical agent with the best decomposition
efficiency is preferred; the results show that: the depressurization and injection of a certain mass
concentration of chemical agents to exploit natural gas hydrate is more effective than pure depressur-
ization to increase the instantaneous gas production rate. This is because depressurization combined
with chemical injection can destroy the hydrate phase balance while effectively reducing the energy
required for hydrate decomposition, thereby greatly improving the hydrate decomposition efficiency.
Among them, depressurization and injection of 30% ethylene glycol has the best performance in
alcohols; the decomposition efficiency is increased by 52.0%, and the mining efficiency is increased by
68.2% within 2 h. Depressurization and injection of 15% calcium chloride has the best performance
in inorganic salts; the decomposition efficiency is increased by 46.3%, and the mining efficiency is
increased by 61.1% within 2 h. In the actual mining process, the appropriate concentration of chemical
agents should be used to avoid polluting the environment.

Keywords: natural gas hydrate; depressurization and chemical injection combined method; hydrate
decomposition efficiency; hydrate recovery efficiency

1. Introduction

As a new type of strategic energy in the future, the exploitation of natural gas hydrate
is of great significance. The mining principle is to change the stable phase equilibrium
condition of natural gas hydrate, and decompose natural gas hydrate to obtain natural gas.
The mining methods proposed by domestic and foreign hydrate mining experts mainly
include the pressure reduction method, the chemical injection method, the heat injection
method and the carbon dioxide replacement method [1,2]. Judging from the current indoor
test research and test mining, the pressure reduction method is more preferred.

The depressurization method reduces the pressure of the hydrate reservoir to below
the equilibrium pressure of the hydrate phase, and destroys the stability of the natural
gas hydrate [3]. Almenningen et al. [4] considered the depressurization method to be
the most cost-effective method through field examples and the status quo. However, the
experimental results of Li et al. [5], Wang et al. [6], and Zhou et al. [7] show that the
depressurization amplitude has a great influence on depressurization mining efficiency.
Zhao et al. [8] found that excessive pressure reduction may lead to reservoir instability.
Song et al. [9] simulated vertical well pressure reduction mining through ABAQUS and
found that reducing production pressure can effectively increase hydrate production, but
formation subsidence is also more likely to occur. Konno et al. [10] found that the excessive
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production of a pressure difference could lead to problems such as ice plugging or secondary
hydrate formation in the wellbore. The single depressurization method still faces the
problems of the rapid decay of the mining rate, low heat transfer efficiency, and low energy
utilization rate, but the use of stepped depressurization (i.e., multi-stage depressurization)
can effectively alleviate such problems. Therefore, using only the depressurization method
is not suitable for the long-term development of natural gas hydrate.

The chemical agent injection method is to inject chemical agents into the formation to
move the phase equilibrium curve of natural gas hydrate to a higher pressure and lower
temperature, so that the natural gas hydrate is decomposed [11,12]. The advantage of the
chemical injection method is that the heat required for the decomposition of natural gas
hydrate can be reduced, and the decomposition rate of natural gas hydrate can be effectively
increased in a short time. Sung et al. [13], Fan et al. [14] studied the effects of the pressure
reduction method and chemical injection method on the heat of hydrate decomposition,
and found that the chemical injection can significantly reduce the heat required for natural
gas hydrate decomposition and increase the decomposition efficiency. Sun et al. [15] found
through experiments that, compared with the conventional depressurization method,
ethylene glycol injection can significantly improve the recovery efficiency of natural gas
hydrate. Sun et al. [16] used a small three-dimensional device to deepen the study of
chemical injection to extract methane hydrate, and explored from the aspects of injection
concentration and injection rate. To sum up, chemical injection can effectively make up for
the shortage of depressurization mining.

In recent years, the combined depressurization and extraction technologies of natural
gas hydrate mainly include the depressurization and heat injection combined method, the
depressurization and replacement combined method, the depressurization and ground
decomposition combined method, etc. [17]. Among them, Sun et al. [18] established a
mathematical model, and the combined method of depressurization and heat injection
can greatly reduce the water cut and improve the recovery factor. Li S X et al. [19] and
Bai Y H et al. [20] found through physical and numerical simulations, that although the
combined method of heat injection and depressurization can effectively improve energy
utilization, long-term depressurization may lead to reservoir instability. Gupta et al. [21]
found that the depressurization and CO2 replacement method is efficient and economical,
and can effectively solve the permeability problem, but this method must strictly limit
the large amount of CO2 overflow, so it has extremely high technical requirements and
is not suitable for conventional mining. The combined method of depressurization and
ground decomposition can easily cause formation instability due to the instability of
shallow hydrate reservoirs on the seabed and the simultaneous action of pressure drop and
shallow mining, so the mining efficiency of this method is low. However, depressurization
and chemical injection can avoid the secondary formation of hydrate under the action of
chemical agents [22], and greatly improve the recovery efficiency in a short period of time,
obtain considerable economic benefits, and maintain reservoir stability. There are also other
technologies that increase the production rate, such as asphaltene control [23].

At present, there is a serious lack of basic data on the effect of that multi-stage depres-
surization and chemical injection combined method on hydrate recovery efficiency. It is
necessary to verify the feasibility of the multi-stage depressurization and chemical injection
method through experimental simulation, and at the same time, it is necessary to evaluate
the performance of efficient decomposition promotion. It can provide reasonable guidance
for the efficient exploitation of natural gas hydrate.

In this paper, self-made equipment is used to simulate the temperature and pressure
conditions of submarine hydrate reservoirs to generate hydrates with high saturation, and
a multi-stage depressurization and chemical injection combined exploration of natural
gas hydrate is carried out. The influence of the recovery efficiency, instantaneous gas
production dynamics, and the cumulative gas production changes during the hydrate
decomposition process were studied.
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2. Materials and Methods
2.1. Experimental Materials and Equipment

Experimental materials: deionized water, made in the laboratory; methane gas (purity
99.99%), Wuhan Huaxin Gas Company; quartz sand (0.82 mm, porosity 0.45), Shanghai
Sinopharm Reagent Chemical Factory; methanol (≥99%), ethylene glycol (≥99.5%), ethanol
(≥95%), calcium chloride (≥96%), sodium chloride (≥99.5%), potassium chloride (≥99.5%),
Longxi Science.

Experimental equipment: A XFH-II type natural gas hydrate synthesis and decom-
position simulation device was used in the experiment. The schematic diagram of the
composition of the gas hydrate synthesis and decomposition device is shown in Figure 1.
The device consists of an injection system, a pressurization system, a constant temperature
control system, a reactor system, a gas metering system and a data acquisition system.
Among them, the high-pressure stainless steel reaction kettle has a volume of 500 mL, a
pressure resistance of 20 MPa, and a working temperature of −20 to 50 ◦C; the temperature
sensor range is greater than 400 ◦C, and the accuracy is 0.1 ◦C; the gas flow meter range is
1000 mL/min, and the accuracy is 0.1 mL/min.
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Figure 1. Schematic diagram of the composition of the gas hydrate synthesis and decomposition device.

2.2. Experimental Steps
2.2.1. Natural Gas Hydrate Synthesis Steps

More than 90% of natural gas hydrates exist in seabed sediments with a temperature of
0–10 ◦C and a pressure of more than 10 MPa [24]. The main composition of hydrate deposits
is silt in the South China Sea, with a porosity of 33% to 55% [25] and an average gas hydrate
saturation of 13.7% to 45.2% [26]. Therefore, this experiment is based on the above research
to ensure that the basic requirements of the natural gas hydrate reservoir environment are
met. First, ensure that methane hydrate with high saturation is generated, and then ensure
that the pressure in the kettle is about 10 MPa after the methane hydrate is completely
generated. After many experiments and tests, when the experimental temperature is 4 ◦C
and the initial pressure is about 15 MPa, and the quartz sand with particle size of 0.82 mm
and porosity of 0.45 is selected to simulate the reservoir, basic methane hydrate reservoir
conditions can be achieved.

Natural gas hydrate synthesis steps: 1© Rinse the reactor with distilled water 3 times
to remove other chemical reagents left in the reactor from the previous experiment; 2© After
connecting the pipeline, check the airtightness of the device, and inject 4 MPa of gas into
the reaction kettle. If the pressure remains stable within 24 h, the airtightness is good;
3© Fill the reaction kettle with sand to 350 mL; 4© Add distilled water to predetermined

mass (160 g); 5© Open the exhaust valve, and quickly and repeatedly replace the air in the
reaction kettle with high-purity methane gas sample twice, so as to ensure that the gas
in the kettle has the same composition as the prepared gas as much as possible; 6© Use a
constant temperature water bath to adjust the temperature in the kettle to 4 ◦C, and in the
process of waiting for the temperature to reach a constant value, prepare a decomposer
solution for later use; 7© Methane gas was injected into the reaction kettle, and the injection
of methane gas was stopped after the pressure in the kettle reached 15 MPa. When the
pressure in the reactor is stable (observation for 2 h), the hydrate reaction is complete.
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2.2.2. Natural Gas Hydrate Decomposition Steps
1© After the hydrate is completely formed, multi-stage depressurization is carried out,

the pressure in the reactor is reduced to the specified decomposition and production pres-
sure for many times (the pressure shall be maintained after each stage of depressurization,
and the mining shall be continued for 1 h), and the chemical agent solution prepared in
advance is passed through the advection pump. The chemical agent solution was injected
into the reactor at the injection rate of 8 mL·min−1, so that the hydrate began to decompose;
2© When the gas production rate dropped to 0, the hydrate decomposition reaction was

considered to be over; 3© The data acquisition system was used to record the temperature
and pressure changes in the reaction kettle during the whole experiment process, save the
data after the experiment was completed, and clean the reaction kettle.

3. Results
3.1. Multi-Stage Depressurization and Alcohol Injection to Promote Hydrate Decomposition

At 4 ◦C, the equilibrium pressure of the methane hydrate phase is 3.9 MPA [27].
In the actual production process of hydrate reservoirs, an excessive wellhead pressure
difference may impact the wellbore and cause it to be damaged or collapse. Therefore,
the three-stage depressurization mode of -4 MPa-3 MPa-2 MPa was used in the experi-
ments. The use of the third-order depressurization mode can not only reduce the risk of
reservoir collapse, but also shorten the effective production time of natural gas hydrate
and increase the decomposition efficiency of natural gas hydrate. The mining conditions
of multi-stage depressurization +20%/30% ethylene glycol, multi-stage depressurization
+20%/30% methanol, and multi-stage depressurization +20%/30% ethanol were investi-
gated respectively, and they were decomposed with pure depressurization. Methods were
compared. The experiment was repeated 3 times, and a set of data closest to the average
was taken. The experimental results are shown in Figures 2 and 3 and Table 1.
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Figure 2. Decomposition curve of multi-stage depressurization and injection of 20% alcohol hydrate:
(a) Instantaneous gas production rate; (b) Cumulative gas production.
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Table 1. Relevant experimental parameters of gas hydrate depressurization and alcohol injection production.

Index
Pure

Multistage
Buck

Multi-Stage
Depressur-
ization +

20%
Ethylene

Glycol

Multi-Stage
Depressur-
ization +

30%
Ethylene

Glycol

Multi-Stage
Depressur-
ization +

20%
Methanol

Multi-Stage
Depressur-
ization +

30%
Methanol

Multi-Stage
Depressur-
ization +

20%
Ethanol

Multi-Stage
Depressur-
ization +

30%
Ethanol

Experimental
pressure/MPa 14.85 14.82 14.80 14.81 14.83 14.81 14.83

Experimental
temperature/◦C 4 4 4 4 4 4 4

Experiment end
pressure/MPa 10.27 10.12 10.30 10.14 10.24 10.34 10.24

Hydrate
Saturation/% 48.0 48.5 46.5 48.5 48.0 46.1 48.2

Injection
rate/(mL·min−1) 8 8 8 8 8 8 8

Buck mode/MPa -4-3-2 -4-3-2 -4-3-2 -4-3-2 -4-3-2 -4-3-2 -4-3-2

Cumulative gas
production/L 48.83 54.51 54.14 53.25 53.47 53.76 53.45

Decomposition
complete time/min 300 163 144 163 152 194 179

Average gas
production

rate/(mL·min−1)
161.7 334.4 376.0 326.7 351.8 277.1 298.6

It can be seen from Figures 2 and 3 and Table 1 that in the pure depressurization
mode, when the pressure is reduced to 4.00 MPa for constant pressure production, the
instantaneous gas production rate increases rapidly, and then decreases rapidly. This
is because the decomposition occurs when the pressure is reduced to 4.00 MPa. The
driving force is insufficient, the decomposition gas production is small, the instantaneous
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gas production rate cannot be supported, and the gas production is basically free gas;
the migration in the hydrate layer causes the decomposition of methane hydrate, and
the instantaneous gas production rate is greatly improved, which is obviously better
than pure depressurization production. Among them, the decomposition performance
of multi-stage depressurization + 20%/30% ethylene glycol mode is the best, and the
time required for multi-stage depressurization + 20% ethylene glycol and multi-stage
depressurization + 30% ethylene glycol to completely decompose natural gas hydrate is
163 min and 144 min, respectively. Compared with pure multi-stage depressurization, the
decomposition efficiency is increased by 45.7% and 52.0%, respectively. When multi-stage
depressurization + 30% ethylene glycol is produced at a constant pressure of 4.00 MPa, the
early instantaneous gas production rate exceeds 750 mL/min, the gas production rate is
still 292 mL/min in the later stage, which is obviously better than other alcohols; when the
multi-stage depressurization + 30% ethylene glycol is produced at a constant pressure of
3.00 MPa, the instantaneous gas production rate in the final stage drops to 78 mL/min, this
is because the hydrate has basically completely decomposed during the constant pressure
production of 4.00 and 3.00 MPa in the multi-stage depressurization + 30% ethylene glycol
mode, and the decomposed gas is insufficient, so the instantaneous gas production rate
drops rapidly.

Since the initial pressure is about 14.85 MPa, and multi-stage depressurization is
reduced to 2.00 MPa, the final cumulative gas production should be basically the same
within the allowable error range. In order to understand the production efficiency of the
combined method in a certain period of time, the gas production at the end of production
at a constant pressure of 4.00 and 3.00 MPa (i.e., 2 h of production) was selected for
comparison. It can be seen from Figures 2 and 3 that the production efficiency of multi-
stage depressurization and alcohol injection in the first 2 h of production time is much
greater than that of the pure depressurization mode. The mining efficiency of +30% ethylene
glycol is the best; compared with the pure multi-stage depressurization mode, the multi-
stage depressurization + 20% ethylene glycol mode increases the production efficiency
by 65.3%, and the multi-stage depressurization + 30% ethylene glycol mode produces
Efficiency increased by 68.2%.

From the experimental results, multi-stage depressurization and alcohol injection
can effectively improve the extraction and decomposition efficiency of hydrate reservoirs
compared with simple depressurization. In addition, the chemical concentration of the
combined method is much lower than that of Wang et al. [28], which is more efficient and
economical. This is because the multi-stage depressurization destroys the stability of the
hydrate, and, secondly, the organic reagents such as ethylene glycol, methanol, ethanol
and other alcohol molecules, and the hydrophilic hydroxyl group destroys the crystal
structure of the hydrate and promotes the decomposition of the hydrate [29]. At the same
time, with the increase of alcohol concentration, the hydrate decomposition efficiency
also increased gradually. This is because the high-concentration alcohol solution has a
greater impact on the phase equilibrium conditions of methane hydrate, and adding high-
concentration alcohol solution can reduce the decomposition heat of methane hydrate [15],
which improves the decomposition efficiency of hydrate.

The experiment found that ethylene glycol had the best effect on promoting the
decomposition of hydrate. This is because, compared with methanol and ethanol, the
decomposition heat in ethylene glycol solution is lower, and the cluster structure formed
by methanol molecules and ethanol molecules reduces the number of active molecules,
which is not conducive to the decomposition of hydrates [30].

3.2. Multi-Stage Depressurization and Salt Injection to Promote Hydrate Decomposition

High-quality salts may crystallize and cause blockage of the injection pipeline. There-
fore, multi-stage depressurization + 10%/15% calcium chloride, multi-stage depressur-
ization + 10%/15% sodium chloride, multi-stage depressurization + 10%/15% potassium
chloride are the best. The mining conditions of decompression + 10%/15% potassium
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chloride were compared with pure decompression decomposition. The experiment was
repeated three times, and the group closest to the average was taken. The experimental
results are shown in Figures 4 and 5 and Table 2.
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Figure 4. Decomposition curve of multi-stage depressurization and injection of 10% salt hydrate:
(a) Instantaneous gas production rate; (b) Cumulative gas production.

Processes 2022, 10, x FOR PEER REVIEW 7 of 10 
 

 

3.2. Multi-Stage Depressurization and Salt Injection to Promote Hydrate Decomposition 
High-quality salts may crystallize and cause blockage of the injection pipeline. There-

fore, multi-stage depressurization + 10%/15% calcium chloride, multi-stage depressuriza-
tion + 10%/15% sodium chloride, multi-stage depressurization + 10%/15% potassium chlo-
ride are the best. The mining conditions of decompression + 10%/15% potassium chloride 
were compared with pure decompression decomposition. The experiment was repeated 
three times, and the group closest to the average was taken. The experimental results are 
shown in Figures 4 and 5 and Table 2. 

0 60 120 180 240 300
0

100

200

300

400

500

600

700

800

In
st

an
ta

ne
ou

s g
as

 p
ro

du
ct

io
n 

ra
te

/m
l·m

in
-1

T/min

 -4-3-2MPa
 -4-3-2MPa+10% CaCl2
 -4-3-2MPa+10% NaCl
 -4-3-2MPa+10% KCl

 
0 60 120 180 240 300

0

10

20

30

40

50

60

C
um

ul
at

iv
e 

ga
s p

ro
du

ct
io

n/
L

T/min

 -4-3-2MPa
 -4-3-2MPa+10% CaCl2
 -4-3-2MPa+10% NaCl
 -4-3-2MPa+10% KCl

Experimental error range:
1.36%~2.19%

 
(a) (b) 

Figure 4. Decomposition curve of multi-stage depressurization and injection of 10% salt hy-
drate:(a) Instantaneous gas production rate; (b) Cumulative gas production. 

0 60 120 180 240 300
0

100

200

300

400

500

600

700

800

In
st

an
ta

ne
ou

s g
as

 p
ro

du
ct

io
n 

ra
te

/m
l·m

in
-1

T/min

 -4-3-2MPa
 -4-3-2MPa+15% CaCl2

 -4-3-2MPa+15% NaCl
 -4-3-2MPa+15% KCl

 
0 60 120 180 240 300

0

10

20

30

40

50

60

T/min

Cu
m

ul
at

iv
e 

ga
s p

ro
du

ct
io

n/
L

 -4-3-2MPa
 -4-3-2MPa+15% CaCl2
 -4-3-2MPa+15% NaCl
 -4-3-2MPa+15% KCl

Experimental error range:
1.28%~1.93%

 
(a) (b) 

Figure 5. Decomposition curve of multi-stage depressurization and injection of 15% salt hy-
drate:(a) Instantaneous gas production rate; (b) Cumulative gas production 

Table 2. Relevant experimental parameters of gas hydrate depressurization and salt injection pro-
duction. 

Index Pure Multi-
stage Buck 

Multi-Stage De-
pressurization + 

10%CaCl2 

Multi-Stage De-
pressurization + 

15% CaCl2 

Multi-Stage De-
pressurization + 

10% NaCl 

Multi-Stage De-
pressurization + 

15% NaCl 

Multi-Stage De-
pressurization + 

10% KCl 

Multi-Stage De-
pressurization + 

15% KCl 

Experimental pres-
sure/MPa 

14.85 14.92 15.07 14.91 14.86 14.85 14.86 

Figure 5. Decomposition curve of multi-stage depressurization and injection of 15% salt hydrate:
(a) Instantaneous gas production rate; (b) Cumulative gas production.

351



Processes 2022, 10, 2543

Table 2. Relevant experimental parameters of gas hydrate depressurization and salt injection production.

Index
Pure

Multistage
Buck

Multi-Stage
Depressur-
ization +

10%CaCl2

Multi-Stage
Depressur-
ization +

15% CaCl2

Multi-Stage
Depressur-
ization +

10% NaCl

Multi-Stage
Depressur-
ization +

15% NaCl

Multi-Stage
Depressur-
ization +
10% KCl

Multi-Stage
Depressur-
ization +
15% KCl

Experimental
pressure/MPa 14.85 14.92 15.07 14.91 14.86 14.85 14.86

Experimental
temperature/◦C 4 4 4 4 4 4 4

Experiment end
pressure/MPa 10.27 10.46 10.40 10.24 10.48 9.33 10.07

Hydrate
Saturation/% 48.0 46.5 48.2 49.1 45.7 57.2 50.5

Injection
rate/(mL·min−1) 8 8 8 8 8 8 8

Buck mode/MPa -4-3-2 -4-3-2 -4-3-2 -4-3-2 -4-3-2 -4-3-2 -4-3-2

Cumulative gas
production/L 48.83 53.84 55.20 54.17 52.92 53.90 53.11

Decomposition
complete time/min 300 174 161 211 189 289 240

Average gas
production

rate/(mL·min−1)
161.7 309.4 342.9 256.7 280.0 186.5 221.3

As can be seen from Figures 4 and 5 and Table 2, after the combined method of multi-
stage depressurization and salt injection is adopted, the instantaneous gas production rate
is also significantly improved, which is better than that of pure multi-stage depressur-
ization; multi-stage depressurization and injection of 10% Calcium chloride, multi-stage
depressurization and injection of 15% calcium chloride all show excellent decomposition
performance, the instantaneous gas production rate at the constant pressure stage of 4 and
3 MPa is significantly higher than that of other salt injections as the hydrate is rapidly
decomposed. Therefore, the natural gas hydrate decomposes completely at a relatively
fast rate during the constant pressure decomposition of 2 MPa; the time required for the
multi-stage depressurization + 10% calcium chloride injection and the multi-stage decom-
pression + 15% calcium chloride injection to completely decompose the natural gas hydrate
are, respectively, 174 min and 161 min, and the decomposition efficiency was increased by
42.0% and 46.3%, respectively compared with pure multistage depressurization.

It was found from the experimental process that the mining efficiency of multi-stage
depressurization + 10% calcium chloride injection and multi-stage depressurization + 15%
calcium chloride injection is high, and much larger than the pure multi-energy depressur-
ization mode; compared with the pure multi-energy depressurization mode, the mining
efficiency of multi-stage depressurization + 10% calcium chloride injection is improved
by 54.6%, and the mining efficiency of multi-stage depressurization + 15%, while calcium
chloride injection is improved 61.1%.

From the experimental results, multi-stage depressurization and salt injection can effec-
tively improve the extraction and decomposition efficiency of hydrate reservoirs compared
with simple depressurization, and it increases with the increase of mass concentration,
which is consistent with the experimental results of Ding et al. [31]. This is due to the strong
coulomb force of inorganic salt reagents, and it is easy to break the hydrate crystal structure
through the combination of hydrogen bonds and water molecules, thereby promoting the
decomposition of hydrates. This ability increases with the increase of particle concentration;
inorganic salts can change the self-diffusion effect of water molecules in the system. As
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the mass concentration of inorganic salt increases, the activity of water molecules in the
solution decreases and the self-diffusion coefficient decreases, while the self-diffusion coef-
ficient of water molecules in hydrates increases [32], thereby promoting the decomposition
of hydrates.

It was also found from the experiment that calcium chloride has the best effect on
promoting the decomposition of natural gas hydrate. This is because the addition of
salt solution reduces the energy required for hydrate decomposition; in calcium chloride
solution, the energy required for natural gas hydrate decomposition is very low, and the
ability to destroy the natural gas hydrate lattice is stronger [33] and more favorable for
hydrate decomposition.

4. Conclusions

The experimental study found that multi-stage depressurization combined with the
chemical agent injection method can increase mining efficiency by more than 68% in the
first two hours after chemical agent injection, compared with the single depressurization
method, which has the advantage of significantly increasing the mining efficiency. However,
considering the field exploitation of natural gas hydrates, this method also has some
limitations. Multi-stage depressurization combined with the injection of thermodynamic
chemicals with a higher mass concentration (such as methanol, ethylene glycol, etc.) may
pollute the environment and cost more.

From the perspective of economic and environmental benefits, the combined method
needs to reasonably optimize the injection amount of thermodynamic chemicals or use
multiple chemicals together to reduce costs and increase gas production. Secondly, in the
future, it is necessary to constantly develop green, efficient, and economic kinetic chemicals
to replace traditional thermodynamic chemicals. I believe that the reasonable application
of multi-stage depressurization combined with chemical injection method is expected to be
an efficient method for the on-site exploitation of natural gas hydrate.
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Abstract: The low permeability and thinly interbedded reservoirs have poor physical properties
and strong interbedded heterogeneity, and it is difficult to control the hydraulic fracture (HF) height
and width during hydraulic fracturing, which affects the effect of HF penetration and sand addition.
In this work, a three-dimensional fluid–solid fully coupled HF propagation model is established
to simulate the influence of interlayer heterogeneity on vertical HF height and HF width, and the
relationship between HF length and HF width under different treatment parameters is further studied.
The results show that, in thin interbedded strata, the high interlayer stress contrast, high tensile
strength, and low Young’s modulus will inhibit the vertical propagation of HFs. The interlayer
heterogeneity results in the vertical wavy distribution of HF width. Under the high interlayer stress
contrast, Young’s modulus, and tensile strength, the HF width profile becomes narrow and the
variation amplitude decreases. The HF length decreases and the HF width increases as the injection
rate and fracturing fluid viscosity increase. This study is of great significance for clarifying the
vertical propagation pattern in thinly interbedded reservoirs, optimizing the treatment parameters,
and improving the effect of cross fracturing and proppant distribution.

Keywords: hydraulic fracturing; HF vertical propagation; finite element method; interlayer heterogeneity;
thin interlayers

1. Introduction

Jimsar shale oil reservoir in Xinjiang has high oil reserves and poor reservoir physical
properties (porosity of 10%, permeability of 0.05 mD). Large-scale hydraulic fracturing is a
necessary technology for the profitable development of this reservoir. However, the target
reservoir presents the typical characteristics of thin vertical layers, with strong interbedded
heterogeneity (Qi et al., 2022) [1]. It is difficult to predict and control the height and width
of hydraulic fractures (HFs) during the process of hydraulic fracturing, which affects the
processes of the through-layer fracturing and the sand-adding fracturing (Dan et al., 2015;
Wang et al., 2021; Xie et al., 2022) [2–4]. Therefore, clarifying the vertical propagation
pattern of HFs in thinly interbedded reservoirs is of great significance to improve the
pertinence of fracturing construction and the fracturing effect.

Scholars at home and abroad have studied the pattern of HF propagation in layered
strata based on physical model experiments and numerical simulations [5–15].
Mukhtar et al. (2022) [5] present a coupled multiphysics 3D generalized finite element
method to simulate hydraulic fracture propagation. This method is validated against a
hydraulic fracture experiment on PMMA. There are two types of factors affecting ver-
tical HF propagation: formation factors and treatment parameters. The former include
interlayer stress contrast, petrophysical property, and tensile strength, while the latter
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include pump injection rate and fracturing fluid viscosity (Tan et al., 2021; Sun et al., 2020;
Tan et al., 2019) [6–8]. Miskinmins et al. (2003) [9] studied the influence of interlayer prop-
erties of sand and mud on vertical HF propagation and analyzed the influence of interlayer
interface shear slip, rock mechanical properties difference, and pore elasticity on HF height
propagation. Li et al. (2014) [10] studied the HF propagation pattern in layered strata based
on the finite element method, and the results showed that the high stress, high strength,
and low modulus significantly inhibited the vertical HF propagation, thus the HF height
can be controlled. Sun et al. (2020) [7] established a multi-layer HF propagation model
based on the cohesive element theory, and the variation in the angle of the relative vertical
extension of the bedding plane and the tensile strength of the bedding plane on the vertical
extension of the HF is analyzed. The simulation results show that reservoirs with low
vertical stress differences and nearly horizontal bedding planes with low dip angles are
found to be favorable for opening the bedding planes, and reservoirs with high vertical
stress differences and bedding plane dip angles are favorable for the longitudinal expansion
of HFs. Wang et al. (2021) [11] conducted triaxial fracturing simulation experiments on
full-diameter shale cores with different horizons to study the vertical propagation patterns
of HFs in different reservoirs and established a pseudo-three-dimensional HF propagation
model of multi-layer shale oil reservoirs. The results show that the HF height of shale is
smaller than that of sandstone owing to bedding limitations. When sandstone and shale
are fractured at the same time, the HF extension height reaches the maximum after the two
layers are connected. When the sandstone–shale interface is strong, increasing the pumping
rate can increase the HF height. Fu et al. (2021) [12] studied the effect of permeability
difference, in situ stress condition, and lithological interface on hydraulic propagation
by building a 3D HF propagation numerical model. The results show that the ability of
HF to cross the lithologic boundary decreases with the increase in the high permeability
difference coefficient. In addition, when the stress difference between layers is small, the
fracture penetration boundary has a higher probability to expand to the additional layer.
Liu et al. (2022) [13] considered the Hancheng area, Ordos Basin, China, as an example
to understand macrolithotype differences, established finite element numerical models
of the cohesive zone, and evaluated the HF initiation and vertical propagation behavior
of laminated coal reservoirs. Mukhtar et al. (2022) [14] present a comprehensive study on
multiple hydraulic fracture propagation and their interactions under different treatment
conditions. A systematical parametric study was carried out and the considered factors
included fracture spacing, injection fluid viscosity, number of fracture clusters, and the
stress conditions.

In conclusion, the present study has clarified the main controlling factors of HF height
propagation in stratified strata and their influencing patterns. However, owing to the
limitation of the sample scale, the boundary effect in stress loading cannot be eliminated in
the model experiment, which leads to a certain gap between the HF height and the reality.
In addition, the HF width in the model experiment is generally tens of microns, which
cannot capture the vertical distribution of HF width. The existing numerical simulation
work mainly studies the vertical propagation pattern of HFs in three-layer strata. However,
the Jimsar shale oil reservoir in Xinjiang presents the characteristics of thin interbedding,
while the reservoir and the interbedding appear alternately. The variation pattern of vertical
HF height and width needs to be further studied. Based on the finite element method
and cohesive zone method, a fluid–solid fully coupled three-dimensional HF propagation
model is established for thin interlayer formation and the influence pattern of strong
interlayer heterogeneity on vertical HF propagation is studied. The research in this paper
has certain theoretical guiding significance for the formulation of the fracturing scheme of
Jimsar shale oil.

2. Physical Process and Mathematical Models

Three-dimensional HF propagation involves multiple complex physical processes:
tangential/normal flow of fluid in the HF, matrix seepage, rock stress/strain, fluid loss at the
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HF surface, and initiation and propagation at the HF tip. In addition, these processes affect
each other and need to be solved in a coupled manner (Gonzalez-Chavez et al., 2015) [15].

2.1. Rock Deformation and Fluid Flow Equations

The matrix pore pressure is changed by fluid filtration in the HF, which affects the
effective stress of the rock and then affects the deformation of the rock. Considering
the coupling effect of fluid filtration, pore pressure change, and rock deformation, the
governing equation of rock deformation and fluid is provided. Assuming the characteristics
of homogeneity, isotropy, and linear elasticity of rock, the governing equation of rock
deformation is as follows (Wang et al., 2018) [16]:





∇σ+ f = 0
ε = (∇u + (∇u)T)/2

σ = Dε
(1)

where σ is the stress tensor, Pa; D is the stiffness matrix, Pa; f is the force vector per unit
volume, N/m3; ε is the strain tensor, dimensionless; and u is the displacement vector, m.

Assuming that the fluid is incompressible, the governing equation of tangential flow
in the HF is based on Poiseuille’s cubic law:

qf = −
w3

12µ
∇p f (2)

where qf is the tangential flow rate of fluid in HF, m3/s; w is HF width, m; µ is fluid
viscosity, Pa·s; and pf is fluid pressure in the HF, Pa.

The continuity equation of the fluid flow in the HF is as follows:

∇qf −
∂w
∂t

+ qb + qt = 0 (3)

where qb and qt are the normal fluid filtration velocity (m/s) of the upper and lower surfaces
of the HF, respectively.

The normal filtration equation of the HF surface is as follows:
{

qt = ct(pi − pt)
qb = cb(pi − pb)

(4)

where ct and cb are the leak-off coefficient into the top and bottom HF surfaces, respectively;
pi, pt, and pb are the pore pressures within the HF, top HF surface, and bottom HF surface,
respectively; and qt and qb are the normal flow rates into the top and bottom HF surfaces,
respectively.

2.2. Hydraulic Fracture (HF) Tip Initiation and Propagation Equation

Based on the theory of linear elastic fracture mechanics, there exist stress singularities
at the HF tip, and the calculation is huge. Mukhtar et al. (2020) [17] combined the gen-
eralized finite element method with mesh adaptivity for the robust and computationally
efficient simulation of HF propagation. To eliminate singularity calculation of the HF tip, a
cohesive zone model was used to characterize HF initiation and propagation, and there
exists a process zone at the HF tip. In this region, there is a bilinear relationship between
the interface force and the interface distance (T–S criterion). Before the interface distance
reaches the initial damage distance, the interface force and interface distance meet the linear
elastic relationship. When the interface distance reaches the initial damage distance, the
interface stiffness degrades gradually. When the interface distance reaches the complete
damage distance, the interface gravity is 0 and a new HF element is generated. In addition,
the cohesive zone model can accurately simulate the tangential flow in Equation (2) and
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normal fluid loss in Equation (4), which gradually becomes an effective method to simulate
HF propagation.

The secondary stress criterion is used to control the initiation of HF elements; when
the sum of the squares of the ratio of the actual stress in three directions to the critical
stress in the corresponding direction is equal to 1, the initial damage of HF elements occurs
(Wang et al., 2021) [18]:

{ 〈tn〉
t0
n

}2
+

{
〈ts1〉
t0
s1

}2

+

{
〈ts2〉
t0
s2

}2

= 1 (5)

where tn, ts1, and ts2 are the real nominal stress in the normal, first, and second shear
nominal directions, respectively; t0

n, t0
s1, and t0

s2 are the peak nominal stress purely in the
normal, first, and second shear directions, respectively. 〈 〉 is the Macaulay bracket.

After initial damage, the interface stress of the HF element can be calculated by the
following equation:

σn =

{
(1− D)σn, σn ≥ 0

σn
(6)

σs = (1− D)σs
σt = (1− D)σt

(7)

where σn, σs, and σt are the stresses calculated in the normal direction and two tangential
directions according to the elastic criterion of the undamaged front. D is a dimensionless
damage factor, whose value lies between 0 and 1. The material is not damaged when D = 0
and completely damaged when D = 1.

The expression of damage factor D is as follows:

D =
δ

f
m(δ

max
m − δ0

m)

δmax
m (δ

f
m − δ0

m)
(8)

where δ0
m, δ

f
m, and δmax

m are the effective displacement at the stage of HF initiation, complete
HF formation, and the maximum value during the loading history, respectively.

The energy criterion is used to characterize the condition of complete damage of the
HF element. Gc represents HF energy, which is equal to the area enclosed by the triangle,
kN/m. The expression of the energy criterion is as follows:

Gc = Gc
n + (Gc

s − Gc
n)

{
GS
GT

}η

(9)

where Gc
n and Gc

s are Mode I and Mode II critical HF energies, respectively, kN/m. GS =
Gs + Gt, GT = Gn + GS. Gn and Gs are the HF tensile (Mode I) and shear (Mode II) energy
components, respectively. η is the material parameter.

3. Model Establishment and Input Parameters

In the Jimsar shale oil reservoir, multistage fracturing is commonly used in horizontal
wells. This paper focuses on a perforation cluster within one stage and focuses on vertical
HF propagation in layered formations. Based on the finite element method and cohesive
zone model, a three-dimensional (3D) fluid–solid coupling model is established in Abaqus
(a commercial software) to study the vertical propagation pattern of 3D HFs under the
influence of interlayer heterogeneity. As shown in Figure 1a, the length × width × height
of the model is 150 m× 30 m× 60 m, and there are five simulated pay zones (red zone) and
six simulated interlayers (blue zone). The thickness of the single pay zone and interlayer in
the middle reservoir is 5 m and the interlayer thickness at both ends is 7.5 m. The in situ
stresses are perpendicular to each other and the injection point is located in the middle
of the model. Considering the symmetry of the model, the upper half of the 1/2 model
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is used for the calculation to shorten the calculation time (Figure 1b). The 3D eight-node
displacement and pore pressure element (C3D8P) was used for the matrix rock, and the
3D 12-node displacement and pore pressure cohesive element (COH3D8P) was used for
the HF propagation path. In this way, the nodes of the matrix element and the side nodes
of the cohesive elements have both displacement and pore pressure degrees of freedom,
while the middle nodes of the cohesive element only have the pore pressure degrees of
freedom. The mesh around the HF element is refined to improve the calculation accuracy.
Considering multi-cluster fracturing within one stage, the injection rate of a single HF was
4 m3/min and the injection time was 30 min. The displacement degrees of freedom of the
model boundary were fixed and the constant pore pressure boundary was set. Table 1
shows the basic input parameters of the model. Figure 2 presents the fracture profile at
different times during HF propagation.
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Table 1. The base input parameters for the model.

Item Parameter Pay Zone Interlayer

Rock parameter
Young’s modulus (GPa) 20 25

Possion ratio 0.25 0.2
Filtration coefficient (m/s) 3 × 10−4 1.2 × 10−5

Cohesive element property
Tensile strength/(MPa) 3 6

Energy release rate (N/m) 12,000 16,000
Leak off coefficient (m3/(Pa·s)) 10−13 10−14

In situ stress
The effective minimum horizontal principal stress (MPa) 20 23
The effective maximum horizontal principal stress (MPa) 28 31

The effective vertical principal stress (MPa) 38 38

Fluid property Fluid viscosity (mPa·s) 100 100
Injection rate (m3/min) 4 4

Initial condition
Pore pressure (MPa) 37 35

Porosity ratio 0.12 0.1
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(a) 1 min; (b) 8 min; (c) 16 min; (d) 24 min.

4. Results and Analysis

The research results show that the properties of the interlayer interface affect the verti-
cal HF propagation pattern; when the strength of the interlayer interface is weak, interface
slip or HF propagates along the interface during fracturing, and T-shaped or fishbone HFs
are generated longitudinally (Du et al., 2022) [19]. Laboratory rock mechanical parameters
tests show that the mechanical strength of the interface is high, thus the fracturing fluid
cannot penetrate into the interface between layers in the Jimsar shale oil reservoir. To focus
on the effect of interlayer heterogeneity on HF vertical propagation, this paper assumes
that the cementation between the pay zone and the interlayer is intact. The variation rule of
3D HF height and width under the condition of a thin interlayer is quantitatively studied
with different in situ stress, elastic modulus, and tensile strength values of the interlayers.

4.1. Interlayer Stress Contrast

Based on the parameters in Table 1, the minimum horizontal principal stress of the
pay zone was set as 20 MPa and kept unchanged, the minimum horizontal principal stress
of the interlayer (23 MPa, 27 MPa, 31 MPa) was set successively, and other parameters
were kept consistent. The variation law of HF height and width was studied under the
interlayer stress contrasts of 3 MPa, 7 MPa, and 11 MPa, respectively. As shown in Figure 3
(injection time of 30 min), the vertical distribution profile of HF width is drawn with the HF
center as the coordinate origin. The ordinate represents the half-HF height and the abscissa
represents the HF width. It can be seen that, as the stress contrast between layers increases,
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the HF height decreases. When the stress contrast between layers is 3 MPa, 7 MPa, and
11 MPa, the corresponding HF heights are 25.80 m, 14.18 m, and 10.80 m, respectively,
which decrease by 58.14%. The reason is that, the higher the stress in the interlayer, the
more difficult the vertical HF propagation, and the higher the net pressure in the HF. For
the same volume of injected fluid, the HF tends to propagate along the HF length in the
pay zone owing to the strong containment of the interlayers. In addition, compared with
the interlayer stress contrast of 3 MPa and 7 MPa, the difference in HF height is 45.04%.
Compared with the stress contrast of 7 MPa and 11 MPa, the difference in HF height is
23.84%. Therefore, with the increase in stress contrast between layers, the decrease in HF
height becomes slower. The reason is that, the higher the stress contrast between layers, the
higher the energy consumed when the HF propagates vertically through the interlayer and
the easier it is to stop the HF in the interlayer, and the smaller the HF height, the smaller
the gap.
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Figure 3. HF morphology under different interlayer stress contrast.

As far as HF width is concerned, owing to the alternating occurrence of the pay zone
and the interlayer (the dashed line represents the interface between the pay zone and the
interlayer), the horizontal minimum principal stress contrast between the zones constantly
changes the HF width and the longitudinal distribution of HF width is wavy (Figure 3).
The smaller the horizontal minimum principal stress, the smaller the resistance and the
larger the central HF width. In addition, the HF width in the pay zone where the HF center
is located is less affected by the interlayer stress. The width of the HF center corresponding
to the interlayer stress contrast of 3 MPa, 7 MPa, and 11 MPa is 12.7 mm, 13.8 mm, and
12.1 mm, respectively.

4.2. Young’s Modulus

Young’s modulus of the reservoir rock reflects the deformation resistance of the rock
and then affects the HF height and width. Young’s modulus of the pay zone was kept
unchanged at 20 GPa, and Young’s modulus of the interlayer was set to be 25 GPa, 30 GPa,
and 35 GPa, respectively. Other parameters were kept consistent. The variation law of
the HF height and width of the HF was studied under Young’s modulus differences of
5 MPa, 10 GPa, and 15 GPa. As shown in Figure 4 (injection time of 30 min), the HF heights
corresponding to Young’s modulus of 25 GPa, 30 GPa, and 35 GPa are 15.92 m, 24.11 m,
and 27.80 m, respectively, with an increase of 42.73%. The higher the Young’s modulus of
the interlayer, the stronger the vertical propagation ability and the higher the HF height.
The reason is that, in the interlayer with a high Young’s modulus, the rock deformation is
small, the HF width is small, the net pressure in the HF is high, and the vertical propagation
ability of the HF is strong. In addition, compared with 30 GPa and 25 GPa, the gap in
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height was 33.97%. The gap between Young’s modulus of 30 GPa and 35 GPa was 13.27%.
Therefore, with the increase in Young’s modulus of the interlayer, the increase in the HF
height becomes slower.
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Figure 4. HF morphology under different Young’s modulus of the interlayer.

In terms of HF width, the Young’s modulus of the pay zone is small and the Young’s
modulus of the interlayer is large. Therefore, the width gap of the pay zone is large, the
width gap of the interlayer is small, and the longitudinal distribution of the width gap
is wavy. In addition, with the decrease in the Young’s modulus of the interlayer, the
ability of the rock to resist deformation is weakened, and the HF width at the HF center
increases significantly. When the Young’s modulus of the interlayer is 25 GPa, 30 GPa, and
35 GPa, the corresponding central HF width is 12.5 mm, 9.8 mm, and 9.58 mm, respectively.
Therefore, with the increase in the Young’s modulus of the interlayer, the variation range of
the HF width profile decreases.

4.3. Rock Tensile Strength

Rock tensile strength reflects the ability of the rock to resist tensile failure. The higher
the tensile strength, the more difficult the HF initiation and propagation, which significantly
affects the vertical HF propagation pattern. The tensile strength of the pay zone was kept
unchanged at 3 MPa and the tensile strength of the interlayer was set as 6 MPa, 12 MPa,
and 18 Mpa, respectively. Other parameters were kept consistent. The variation law of
vertical HF height and width of HFs was studied under the difference of the tensile strength
between the layers of 3 MPa, 9 MPa, and 15 MPa. As shown in Figure 5 (injection time
of 30 min), the HF heights corresponding to the tensile strength of interlayer of 6 MPa,
12 MPa, and 18 MPa are 24.12 m, 15.73 m, and 12.41 m, respectively. The HF height of the
first case decreases by 48.55% compared with the last case. The reason is that, the higher the
tensile strength of the interlayer, the more difficult it is for the HF to cross the interlayer, so
it tends to propagate along the HF length. In addition, compared with the interlayer tensile
strength of 6 MPa and 12 MPa, the difference in HF height is 34.78%. Compared with the
interlayer tensile strength of 12 MPa and 18 MPa, the difference in HF height is 21.11%,
indicating that the change range of HF height decreases with the increase in interlayer rock
tensile strength.
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Figure 5. HF morphology under different tensile strengths of the interlayer.

As far as HF width is concerned, the difference in tensile strength between the pay
zone and interlayer results in wavy distribution of HF width in the vertical direction. The
higher the tensile strength of the interlayer, the more difficult it is to penetrate the interlayer,
the smaller the HF width in the interlayer, and the smaller the width gap at the HF center.
The reason is that the main reservoir factors affecting HF width are in situ stress and
Young’s modulus, and the tensile strength of the interlayer will not affect the width of the
HF in the pay zone. The tensile strength determines the HF initiation pressure; after the
generation of a new HF element, the HF net pressure remains a constant value, thus the HF
width has a neglectable difference.

4.4. Treatment Parameters

This paper focuses on the influence of interlayer heterogeneity on HF vertical propa-
gation. In addition to the two-dimensional extension of HF height and width, there is also
the extension of HF length. Because of the influence of reservoir factors and engineering
factors, HF height, width, and length affect each other. In the fracturing process, the larger
the HF width, the lower the difficulty of sand addition. The longer the HF length, the
larger the contact area between the wellbore and the reservoir and the higher the single
well productivity. The viscosity and injection rate of fracturing fluid are the key parameters
that can be controlled artificially in the field fracturing process. This section focuses on the
influence of fluid injection rate and fluid viscosity on the length and width of HF.

Based on the numerical model in Figure 1 and the basic parameters in Table 1, the
injection rate is set as 3, 4, 5, 6, and 7 m3/min, respectively, and the injection time is adjusted
to ensure that the total volume of fluid is consistent. Figure 6 shows the relationship
between HF length and width in the intermediate pay zone under different injection rates.
It can be seen that, with the increase in the injection rate, the HF length decreases and
the HF width increases. The reason is that a higher injection rate produces a higher net
pressure in the HF and the HF width is proportional to the net pressure in the HF, thus
increasing the width of the HF, and taking into account the volume conservation (the total
liquid pumping volume is the same), thus reducing the length of the HF.
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Figure 6. HF length and aperture curves under various flow rates after injecting for 30 min.

Based on the numerical model in Figure 7 and the basic parameters in Table 1, the
value range of fracturing fluid viscosity is 1–300 mPa·s, and the relationship curve between
the HF length and HF width under different fracturing fluid viscosity is studied. As shown
in Figure 7, with the increase in fracturing fluid viscosity, the HF length decreases and
the HF width increases slowly. The reason is that, with the increase in fracturing fluid
viscosity, the fluid flow resistance in the HF increases, the fluid loss rate decreases, and the
net pressure in the HF increases, thus the HF width increases with the HF net pressure.
According to the volume conservation, the HF length decreases significantly.
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Therefore, for the Jimsar thin interbedded reservoir, 3D HF morphology characteristics
can be effectively controlled by controlling the fluid injection rate and fracturing fluid
viscosity. Under certain reservoir conditions, pumping excessive viscosity liquid limits
the HF length; pumping too low viscosity liquid tends to produce narrow HFs, which is
not conducive to sand addition. Therefore, it is necessary to consider all factors to achieve
efficient fracturing in thinly interbedded formations.

5. Conclusions

Based on the cohesive zone model and finite element method, this work established a
3D fluid–solid coupling HF propagation model and investigated HF vertical propagation
patterns under the influence of interlayer heterogeneity. Moreover, this work presented the
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methods to control HF vertical propagation by adjusting the injection rate and fracturing
fluid viscosity. The main conclusions are as follows:

1. The larger the stress contrast between the pay zone and interlayer, the smaller the HF
height. The stress contrast between layers increases from 3 MPa to 11 MPa, and the
HF height decreases by 58.14%. The larger the stress contrast, the narrower the HF
width profile and the smaller the variation range of the HF width profile.

2. The higher the Young’s modulus of the interlayer, the higher the HF height of the
interlayer. The Young’s modulus of interlayer increases from 25 GPa to 35 GPa, and
the HF height increases by 42.73%. The larger the Young’s modulus of the interlayer,
the narrower the HF width profile and the smaller the variation range of the HF
width profile.

3. The higher the interlayer tensile strength, the smaller the HF height. The interlayer
tensile strength increases from 6 MPa to 18 MPa, and the HF height decreases by
48.55%. The larger the interlayer tensile strength, the narrower the HF width profile
and the smaller the variation range of the HF width profile. The HF width in the
middle pay zone is nearly the same.

4. In a thin interbedded reservoir, the HF width profile is wavy in the longitudinal
direction. The influence of the HF width profile on proppant longitudinal place-
ment should be considered in the process of sand-adding fracturing to improve the
stimulation effect.

5. The larger the fluid injection rate and fracturing fluid viscosity, the smaller the HF
length and the larger the HF width. When designing the fracturing construction,
the sand-adding effect and reservoir contact area should be taken into account to
determine the best fluid injection rate and fracturing fluid viscosity.
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Abstract: In a typical ultra-deep high-temperature and high-pressure heterogeneous reservoir in
Xinjiang, gas channeling quickly occurs during gas injection because of the heterogeneity of the
reservoir, the low viscosity of gas injection, and the high gas-oil fluidity ratio. The identification and
prediction methods of gas channeling in gas injection development were studied. First, gas channeling
discrimination parameters were determined by the numerical simulation method. According to the
ratio of gas to oil produced and the composition of oil and gas produced, the flow stages of formation
fluid were divided into five regions: gas phase zone, two-phase zone, miscible zone, dissolved gas
and oil zone, and original oil zone. The basis for gas channeling identification (namely, the field
characterization parameters for gas channeling discrimination) was discovered through analysis
and the knowledge of the operability of field monitoring data as the following two parameters:
(1) the C1 content rising again on the previous platform when the trailing edge of the two-phase
zone is produced and (2) the continuous rise of the gas-oil ratio in production. Then, considering
the original high-pressure characteristics of the reservoir, the field characterization parameters of
gas channeling under different formation pressures in the exploitation process (namely, C1 content
and gas-oil ratio) were simulated and determined. Thus, a gas channeling discrimination method
was established for gas injection development in ultra-deep high-temperature and high-pressure
heterogeneous reservoirs. According to this gas injection approach, a gas channeling discrimination
method was developed, and the field gas channeling judgment was carried out for a gas injection
effective D1 well. The results of gas tracer detection were compared to verify the accuracy of this
method, leading to strong support for this method in slowing down the gas channeling.

Keywords: high-pressure reservoir; heterogeneous; numerical simulation; gas channeling
discrimination; identification parameters

1. Introduction

Gas injection has become an important method to improve oil recovery in ultra-deep
heterogeneous reservoirs. However, in the process of gas injection development, due to the
heterogeneity of the formation, with the increase of the injected pore volume multiple (PV),
the leading edge of the injected gas will form a dominant flow channel along the highly
permeable layer in the formation and break through to the bottom of the production well
(gas crossing phenomenon), which reduces the sweep coefficient of the injected gas and
leads to the poor development effect of gas injection.

Gas channeling is generally judged by a large rise in gas-oil ratio [1]. Studies on gas
injection and gas channeling in gas cap reservoirs and condensate gas reservoirs have been
conducted in China, mainly in the analysis of influencing factors of gas channeling and
prevention of gas channeling [1–11]. However, there are few studies on the definition of gas
channeling in gas injection drive. At present, only Si Yong studied the identification of gas
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injection and gas channeling in a fractured buried hill reservoir in 2020 [12]. He used numer-
ical simulation to analyze the characteristic curves of production gas-oil ratio in different
gas channeling directions, and concluded that there were different gas-oil ratio derivative
curve characteristics in three different gas channeling types: top, bottom, and transverse.
However, for ultra-deep and high-pressure heterogeneous complex reservoirs, the gas-oil
ratio has several upward changes in different stages of the gas injection production process,
so the gas channeling cannot be judged solely from the gas-oil ratio or its derivative change,
and the variation characteristics of gas-oil ratio and other gas channeling characterization
parameters in different fluid phase zones and pressure drop process should be considered.

The current judgment methods of gas channeling mainly include the empirical param-
eter method [2,3,7,13], plate method [14], numerical simulation method [15], and dynamic
monitoring method [6,16]. Among them, the first two methods are mainly applied in the
judgment of gas channeling in condensate gas reservoirs [13,17], and dynamic monitoring
discriminant method is commonly used in gas channeling discrimination [8–10], such as
the gas flooding front technology monitored by microseismic monitoring or the dynamic
tracer monitoring method, while the numerical simulation method is more mature in the
judgment of gas channeling in hydrocarbon reservoir injection. The numerical simulation
method can establish the 3D geological model corresponding to the actual reservoir situ-
ation and set up a corresponding component model scheme for injected gas. Therefore,
the numerical simulation method has strong adaptability and practicability in judging gas
channeling in reservoir gas injection.

Taking an oil reservoir in Xinjiang as an example, the author used the numerical
simulation method to analyze and find the characterization parameters of gas channel-
ing, due to the heterogeneity in the gas injection process, and finally established a gas
channeling discrimination method for ultra-deep high-temperature and high-pressure
heterogeneous reservoirs.

2. Materials and Methods
2.1. Reservoir Profile

In the study of an ultra-deep high-temperature and high-pressure heterogeneous
reservoir in Xinjiang, there are intercalations between and within each sand group. The
average porosity of the reservoir was 15.1% and the average permeability was 68.1 mD.
The 0 and 1 sand groups belonged to low porosity and low permeability reservoirs, and
the 2, 3, and 5 sand groups belonged to medium porosity and medium permeability
reservoirs, and the overall performance of the reservoir was medium porosity and medium
permeability reservoirs. The surface oil density was 0.8547–0.8778 g/cm3, the viscosity
was 5.23–12.47 MPa·s (20 ◦C), the original formation pressure was 62.38 MPa, the pressure
coefficient was 1.12, and the original formation temperature was 140 ◦C. Since 2014, major
development tests of top natural gas injection assisted gravity flooding have been carried
out. By the end of December 2021, 13 wells had been opened, with a daily oil level of
379 T at the wellhead and a comprehensive water cut of 48.84%. The gas viscosity was
small, the gas-oil fluidity ratio was high, and the gas channeling phenomenon occurred
easily, which lead to the low sweep coefficient, especially reservoir heterogeneity which
aggravated the gas channeling. There were four gas injection wells in this reservoir. At
present, with the progress of gas injection, the overall gas-oil ratio has kept rising, which
has led to the deterioration of gas injection development effect. Therefore, it is urgent to
identify gas channeling to prevent gas channeling.

2.2. Numerical Model Establishment and PVT Fitting of Crude Oil

In this study, a single well mechanism numerical simulation model was established.
With the PVTi phase calculation software of Eclipse [18] and the combination of reser-

voir geological parameters, a three-dimensional three-phase component mechanism model
was established to fit multiple indexes, such as crude oil density under the crude oil for-
mation condition, gas-oil ratio in flash test, saturation pressure, and PV relationship in the
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isocomponent expansion test. By analyzing the variation of gas-oil ratio and molar content
of each component of produced gas in different fluid phase zones, and combining with
the operability of field monitoring data, the characterization parameters of gas channeling
discriminating in the field can be determined.

The PR equation of state was selected for simulation, and then appropriate critical
parameters of state equation were selected for regression to fit the experimental results.
The critical parameters of each component after regression were obtained for the prediction
calculation and simulation study of fluid. A Cartesian grid system was used in the model
(Table 1), with a total of 51 × 31 × 119 grids, with a grid size of 800 × 400 × 100 and
injection-production well spacing of 400 m.

Table 1. Main parameters of the numerical simulation mechanism model.

Parameter Value

Model size (m) 800 × 400 × 100
Grid system (x × y × z) 51 × 31 × 119

Porosity (%) 15

Permeability (mD) According to the permeability (30–80 md) of a well in this area, and considering the
heterogeneity in X, Y, and Z directions

Injection-production well spacing One injection and one pick
Injection-production well spacing (m) 400

The setting parameters of the numerical simulation mechanism model are shown in
the following table.

The reservoir in Xinjiang had the advantage of rich natural gas resources and had oil
displacement properties under ultra-high-temperature conditions; in addition, the physical
properties of crude oil was good, and so was suitable for the injection of natural gas to
enhance oil recovery via the injection of more gas components (mainly methane).

The intermediate hydrocarbon content in the well flow of a reservoir in Xinjiang was
0.1182 and the content above C7 was 0.75931. At 140 ◦C and 47.9 MPa, the gas-oil ratio was
15.1 m3/m3. The bubble point pressure of crude oil was low at 6.072 MPa. The volume
coefficient of crude oil was 1.0904 m3/m3. The shrinkage rate of crude oil was 8.29% and
its shrinkage was low; the average gas dissolution coefficient was 2.487 m3/m3/MPa and
the average gas dissolution coefficient was low. Crude oil density was low at 0.8549 g/cm3.
The above showed that the reservoir had good physical properties of crude oil, suitable for
gas injection to enhance oil recovery.

By adjusting the thermodynamic parameters of heavy components, mainly C11+, the
above main indexes were fitted. After fitting, the calculated values of the software were
compared with the measured values (Table 2). Overall, the fitting errors of several main
indicators were below 5%.

Table 2. Matching comparison of main properties of formation crude oil fluid.

High-Pressure Physical Property Measured Value Software Calculated Value Error (%)

Saturation pressure (MPa) 6.072 6.045 −0.44

Single degassing oil ratio (m3/m3) 15.1 15.13 0.20

Underground crude oil density (g/cm3) 0.7989 0.799 0.01

Degassed crude oil density (g/cm3) 0.8515 0.8233 −3.31

The software calculated that the value of the relative volume fitted by PV relationship
was basically consistent with the experimental measured value. The pressure-density
relationship was also very close, the error was generally below 1%, the fitting effect was
good. The fitted critical properties and thermodynamic parameters of each component
could be used for further phase analysis.
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2.3. Gas Channeling Discrimination Method Research

In the multi-stage contact process of gas injection, mass transfer between injected
gas and formation crude oil causes the changes of phase characteristics and physical
parameters (composition, interfacial tension, point degree, density, etc.). Mass transfer
between components is the main mechanism of miscible displacement.

The characteristics of fluid flow in porous media and the change of phase state of
each component can be expressed by a three-dimensional, three-phase, multi-component
mechanical mathematical model. At the same time, the phase equilibrium calculation of an
oil and gas system can be used to accurately evaluate the phase characteristics of reservoir
fluid and the variation of phase characteristics in the extraction-dissolution mass transfer
process between injected gas and formation fluid [19].

Research was conducted regarding the numerical simulation method on the mecha-
nism model. In the process of gas injection, the fluid produced by the production well is
in different phase zones in its formation, and its properties vary. In immiscible flooding,
the injected gas at the displacement front is partially dissolved in oil to reduce viscosity
and improve flow capacity. In the near-miscible flooding, the mass transfer effect is more
obvious, the viscosity of crude oil is further reduced, and the near-miscible zone is formed.
During miscible flooding, the injected dry gas continuously contacts with the formation
crude oil and gradually forms a miscible zone. Under the three modes of immiscible
flooding, near-miscible flooding, and miscible flooding, the formation fluid can be divided
into five regions: gas-phase zone, two-phase zone, miscible zone, dissolved gas-oil zone,
and original oil zone (Figure 1).
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Figure 1. Division diagram of formation fluid flow stages.

For miscible flooding, the output of miscible zone is the most favorable. Natural
gas is fully dissolved in crude oil, which plays a role in reducing its viscosity, reducing
two-phase interfacial tension, increasing crude oil volume and supplementing formation
energy. When the miscible zone fluid is displaced, it enters the two-phase zone production
stage. At this time, the oil production decreases and the gas-oil ratio increases. The oil
saturation in the front of two-phase zone is relatively high, and the oil production can
be maintained at a certain level. The gas saturation at the trailing edge of the two-phase
zone rises to a higher level. At this time, the injected gas no longer plays a displacement
role, so the state corresponding to this time point is considered to be gas channeling. After
the occurrence of gas channeling, the P-T phase diagram, C1 molar content, gas-oil ratio,
density, and viscosity of the produced well flow will change.

3. Results
3.1. Determination of Gas Channeling Identification Parameters

In terms of dynamic simulation of the above model, the main production indicators
with the production time relationship were as follows (Figures 2 and 3).

370



Processes 2022, 10, 2366Processes 2022, 10, x FOR PEER REVIEW  5  of  14 
 

 

 

Figure 2. Prediction curve of oil production and gas‐oil ratio of production well. 

   

Figure 2. Prediction curve of oil production and gas-oil ratio of production well.

Processes 2022, 10, x FOR PEER REVIEW  6  of  14 
 

 

 

Figure 3. Analysis of gas channeling parameter selection. 

Based on the analysis of changes in oil production, gas‐oil ratio, and molar content 

of C1 component of produced gas, combined with the distribution of oil saturation in dif‐

ferent periods, it can be divided into three main production stages: 

The first stage was the original oil phase output stage, which lasted for 0~66 days. As 

the formation pressure drops in the early stages, oil production declined quickly. The in‐

crease of oil production  in  the  later period was due  to  the replenishment of  formation 

energy by injected gas. The main discrimination method at this stage was as follows: the 

produced natural gas  is dissolved gas of original crude oil, so  the gas production was 

small and the gas‐oil ratio was constant at about 14 m3/m3. 

From  the oil  saturation distribution  (Figure 4), when  the production  time was 30 

days, the oil saturation around the injection well changed significantly, while the oil sat‐

uration around the production well did not change significantly. However, because the 

injection wells continuously inject gas, the injected gas plays a role in replenishment of 

the formation energy to a certain extent, and the oil production of the production wells is 

increased by constantly flooding the crude oil around the production wells. However, at 

this time, the flow of the produced wells was still the original formation crude oil, so the 

gas‐oil ratio index was constant. 

   

Figure 3. Analysis of gas channeling parameter selection.

Based on the analysis of changes in oil production, gas-oil ratio, and molar content of
C1 component of produced gas, combined with the distribution of oil saturation in different
periods, it can be divided into three main production stages:

The first stage was the original oil phase output stage, which lasted for 0~66 days.
As the formation pressure drops in the early stages, oil production declined quickly. The
increase of oil production in the later period was due to the replenishment of formation
energy by injected gas. The main discrimination method at this stage was as follows: the
produced natural gas is dissolved gas of original crude oil, so the gas production was small
and the gas-oil ratio was constant at about 14 m3/m3.

From the oil saturation distribution (Figure 4), when the production time was 30 days,
the oil saturation around the injection well changed significantly, while the oil saturation
around the production well did not change significantly. However, because the injection
wells continuously inject gas, the injected gas plays a role in replenishment of the formation
energy to a certain extent, and the oil production of the production wells is increased by
constantly flooding the crude oil around the production wells. However, at this time, the
flow of the produced wells was still the original formation crude oil, so the gas-oil ratio
index was constant.
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Figure 4. Distribution of formation oil saturation at 30 days of production.

The second stage was the output stage of dissolved gas-oil zone, miscible zone, and
front edge of the two-phase zone, which lasted for 66–154 days. The production character-
istics of this stage were comprehensively analyzed in terms of oil production, gas-oil ratio,
and C1 content of produced gas.

Of the corresponding relationships of the three main indicators in each phase zone,
the initial oil production, gas-oil ratio, and content of produced gas C1 increased rapidly,
which was the well performance of the output stage of the dissolved gas-oil area. In the
middle, the oil production in the miscible flooding stage peaked (the platform production
was due to the result of a period of time in the miscible zone), the gas-oil ratio appeared
in steps, and the C1 content of the produced gas increased steadily. In the later stage, the
oil production decreased rapidly, the gas-oil ratio continued to rise, and C1 content of
the produced gas began to rise again. The later stage should involve the two-phase drive
front reaching the production well. However, in order to accurately divide the miscible
zone, the early dissolved gas oil zone, and the later two-phase drive front zone, there is no
accurate criterion from the morphological characteristics of each index. In this study, from
the perspective of gas channeling judgment, the time when C1 content rose to the high
value platform again after the production of the two-phase flooding front was marked as
the end of production at this stage, and it was divided into the mixed zone in the formation.

In terms of oil saturation distribution, at 100 and 130 days of production (Figures 5 and 6),
the fluid saturation around the injection well was basically the same, although the saturation
around the producing well was different. Therefore, no matter when miscible, dissolved
gas-oil zone or the front of the two-phase zone was produced, there was little difference in oil
saturation near the production well, which made it difficult to accurately classify different
stages. Due to the limited volume of injected gas and the late gas channeling, the reservoir
pressure generally showed a downward trend during the gas injection stage. In the miscible
phase, the injected gas not only played the role of oil displacement but also replenished the
reservoir energy, resulting in a peak of oil production and a certain recovery of reservoir
pressure. However, due to the limited injected gas, the pressure continued to decline after the
miscible phase (Figure 2).
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The third stage was the output stage of the trailing edge of the two-phase band, 154
days later (Figure 7). After the mixing zone fluid was produced, the producing well began
to enter the trailing edge of the two-phase zone. This stage had the following characteristics:
oil production decreased significantly, gas-oil ratio showed an obvious upward trend, and
the content of produced gas C1 showed a continuous upward trend again on the basis of
relatively stable in the early stage.
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From the perspective of oil saturation distribution, when the production time was 400
days, the fluid saturation around the production well changed significantly during this
period, and the gas and oil phases were dominant in a large range, and the gas saturation
near the wellbore increased significantly. At this time, the production well produced gas
and oil two-phase which cannot form miscible or near miscible. At this stage, the proportion
of injected gas output increased continuously, the gas-oil ratio increased continuously, the
oil production decreased continuously, and the molar content of C1 component of produced
gas increased continuously.

From the analysis of the molar content of different components (Figure 3), C1 always
had the highest molar content of produced gas, which was much higher than other com-
ponents such as N2 and C2. In addition, from the variation trend of C1, the value after
gas channeling was obviously much higher than that in the previous stage, which had
a good background value basis. Because of the low content of other components, the
change in values before and after gas channeling were relatively small. In practice, it is
appropriate to choose C1 content with high background value and high change value as
the judgment index.

In summary, for the purpose of identifying gas channeling, C1 content will rise again
on the previous platform in the third stage; that is, when the trailing edge of the two-phase
zone is produced and the gas-oil ratio at this time point is taken as the discriminant index
to comprehensively discriminate gas channeling in actual production wells (Table 3).
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Table 3. Production index characteristics corresponding to each production phase zone of miscible
flooding mode.

Serial
Number Production Phase Zone

Characteristics of Production Indicators
Oil Production Gas Oil Ratio C1 Content of Produced Gas

1 Original oil phase Continued decline, later
may be slightly increased

The original gas-oil ratio
is low, about dozens Basic constant

2

Mixed zone (dissolved
gas-oil zone + miscible

zone + front edge of
two-phase zone)

It rises rapidly at the
beginning, reaches the

highest level for a period of
time, and then declines

rapidly

Early rapid rise, midway
steady rise, and rapid

rise later

It rises sharply in the early
stage, slows down in the

middle, and forms a relatively
stable platform, and rises again

in the later stage

3 Two-phase band
trailing edge Continued to decline Continue to rise Continue to rise slowly from a

high plateau

3.2. Determination of Gas Channeling Identification Parameter Values under Different
Formation Pressures

Second, considering the high pressure of the reservoir, different formation pressures
are set in the injection and production mechanism model to predict the production well
performance. The gas-oil ratio and C1 molar content of produced gas were analyzed and
the field characterization parameters of gas channeling under different formation pressures
were determined.

Considering the actual formation pressure of the reservoir, the model formation
pressure was set as follows: the maximum pressure was the original pressure of 62 MPa,
and then decreased to 41 MPa at every 3 MPa point. Therefore, the formation pressure was
set as P = 62, 59, 56, 53, 50, 47, 44, and 41 MPa, and the model was dynamically predicted
to obtain the relationship between main production indicators under different formation
pressures and production time (Table 4), and the following gas breakthrough identification
standards were obtained as reference values for field discrimination.

Table 4. Criteria for gas channeling.

Serial Number Formation Pressure
Miscible Degree

Pave/MM% (Miscible Pressure
43.24 MPa)

Gas Channeling Judgment Eigenvalue

1 P > 50 MPa >1.23 gas-oil ratio 1650, C1 Content 82.5%
2 47 MPa < P ≤ 50 MPa 1.09–1.23 gas-oil ratio 1450, C1 Content 82.5%
3 P < 47 MPa <1.09 gas-oil ratio 1800, C1 Content 83.3%

When the formation pressure was high (P > 50 MPa), the recommended values were:
gas-oil ratio 1650 m3/m3, C1 content 82.5%.

When the formation pressure was moderate (47 MPa < P ≤ 50 MPa), the recommended
values were: gas-oil ratio 1450 m3/m3, C1 content 82.5%.

When the formation pressure was low (P < 47 MPa), there was no miscibility and
near-miscibility, and the gas injection effect is poor. The recommended values were: gas-oil
ratio greater than 1800 m3/m3, C1 content 83.3%.

This paper presented a method of gas channeling identification, which has not been
studied before. It is aimed at the characteristics of high-pressure heterogeneous reservoirs,
and its gas-oil ratio had increased and changed several times in different stages of the gas
injection and production process. Therefore, the gas-oil ratio proposed by Si Yong [16]
or its derivative change cannot be used to judge the gas flow. Instead, the identification
parameters of gas channeling at the trailing edge of the two-phase zone and their values
under different pressure conditions were specified. For example, when the formation
pressure was greater than 50 MPa, the C1 content produced at the trailing edge of the two-
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phase zone rose again on the previous platform, and the gas-oil ratio was about 1650, and
the C1 content value was 82.5%, which was judged to be the occurrence of gas channeling.

3.3. Application and Verification of Gas Channeling Identification Method

According to the determined results of the above gas channeling identification param-
eters, combined with the actual production well oil production, gas-oil ratio, and produced
gas C1 content, the field gas channeling judgment was carried out for a gas injection ef-
fective D1 well and then compared with the detection results of the gas tracer method to
verify the accuracy of the method.

Before June 2014, the oil production and gas-oil ratio of well D1 with a gas injection
effect were basically constant (Figures 8 and 9) and the gas-oil ratio was low at only about
10 m3/m3, which was the production stage of the original oil zone. In June 2014, the
gas-oil ratio gradually increased and C1 content initially increased rapidly. This stage was
analyzed as the production stage of dissolved gas-oil area. From April 2017 to July 2019,
oil production showed an obvious upward trend, and the gas-oil ratio decreased slightly
during the same period, but basically remained at a plateau. Compared with the early
stage, the increase trend of C1 content was obviously slowed down, and even there was
a significant low value in the middle (around September 2019). Generally speaking, this
stage is the production stage of miscible zone. Then it entered the leading edge production
stage of the two-phase zone, and the gas-oil ratio started to rise slowly and C1 content
increased to a high value. Then it entered the two-phase zone trailing edge production
stage. At this time, the oil production decreased, the gas-oil ratio increased, and the C1
content of produced gas entered a high value platform.
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According to the gas channeling discriminant parameter and its value (the pressure
is 53 MPa at this time), it can be judged that gas channeling occurred around September
2019, namely the output stage at the trailing edge of the two-phase zone. At this time,
the oil production decreased, the gas-oil ratio increased, and the C1 content of produced
gas entered a high value platform. The corresponding gas-oil ratio was 1642 m3/m3,
and C1 content was more than 82.6%. The gas-oil ratio decreased in early 2020, but the
oil production was significantly lower, so it was accurate to predict that the well had
gas channeling.

In addition, gas tracer monitoring in late 2019 showed that the gas in the well was
mainly from injection gas from the adjacent D2 well. Therefore, it was determined that
the gas channeling source of the production well was the D2 well and that gas channeling
had indeed occurred. The comparison results between the two methods show that the
identification results based on gas channeling characterization parameters are consistent
with the actual results, which prove the accuracy and reliability of gas-oil ratio and C1
molar content as gas channeling discrimination parameters. Compared with the gas tracer
monitoring method, the investment cost is lower and the workload is less.

In conclusion, according to the gas-oil ratio in production and the composition of oil
and gas in production, the flow stages of formation fluid can be divided into five zones:
gas-phase zone, two-phase zone, miscible zone, dissolved gas-oil zone, and original oil
zone. For the purpose of gas channeling identification, the time when C1 content rises again
at the trailing edge of the two-phase zone is taken as the cut-off point for gas channeling
identification. Combined with the gas-oil ratio at this time point as a discriminant index,
the results of the gas tracer method were compared to prove its accuracy and reliability.

4. Conclusions

(1) When the produced fluid is in different phase zones in the formation, it exhibits
different properties. The injected gas is dry gas with high C1 content. From the
prediction curve, the gas-oil ratio and C1 content are the most sensitive to the produced
fluid. Considering the convenience of field parameter selection, the gas-oil ratio and
C1 content of produced gas were selected as the field characterization parameters for
gas channeling discrimination.

(2) According to the variation characteristics of output parameters under different pres-
sure conditions, the gas channeling judgment standards under different pressures
were established from several parameters, such as oil production, gas-oil ratio, and
C1 content of produced gas.

(3) The gas channeling discrimination method proposed in this paper was based on oil
production, gas-oil ratio, and C1 content of produced gas to judge gas channeling
in production wells on site, and the results of gas tracer detection were compared to
prove its accuracy and reliability. The method has low cost and simple operation.
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Abstract: The vertical heterogeneity of continental shale reservoirs is strong, the difference between
lithology and stress between layers is large, the weak interface between layers develops, and the
hydraulic fracture penetration and expansion are difficult, resulting in poor fracturing transformation
effect. In view of this, based on the finite element and cohesive element method, this paper established
a fluid-solid coupling model for the hydraulic fracture propagation through the continental shale and
studied the control mechanism and influence law of various geological and engineering parameters
on the hydraulic fracture propagation through the continental shale reservoir using single factor
and orthogonal test analysis methods. Interfacial cementation strength between high layers, high
vertical stress difference, low interlaminar stress difference, low tensile strength difference, low elastic
modulus difference, high pressure fracturing fluid viscosity, and high injection displacement are
conducive to the penetration and expansion of hydraulic fractures. The primary and secondary
order of influence degree of each factor is: interlaminar interface cementation strength > interlaminar
stress difference/tensile strength difference > fracturing fluid viscosity/injection displacement >
vertical stress difference > elastic modulus. In addition, engineering application research has also
been carried out, and it is recommended that the injection displacement during early construction
should not be less than 3 m3/min, and the fracturing viscosity should not be less than 45 mPa·s. The
field application effect is good, which verifies the engineering application value of the model.

Keywords: continental shale; hydraulic fracturing; penetration propagation; numerical simulation;
engineering applications

1. Preface

The exploration and development of shale gas have a long history of nearly 200 years.
Shale gas in North America has developed rapidly, realizing efficient, economic and large-
scale development, becoming an important source of natural gas supply in North America,
and causing significant changes in the global natural gas supply pattern [1–3]. Countries in
Europe, Oceania, South America and other regions have fully recognized the value and
prospects of shale gas resources and have started extensive shale gas research, exploration
and development, such as basic theoretical research, resource potential evaluation, and
industrial production tests [4–6]. China is rich in shale gas resources, with recoverable
reserves of about 25.08 × 1012 m3 and huge development potential [7]. After more than
10 years of development, the theory and key technologies for the effective large-scale devel-
opment of shallow marine shale gas above 3500 m have been basically mastered, but few
breakthroughs have been made in the development of continental shale gas [8]. Compared
with marine shale, continental shale reservoirs have strong vertical heterogeneity, large
differences in interlayer lithology and stress, developed weak interfaces between layers,
and it is difficult for hydraulic fractures to propagate through layers, resulting in ineffective

Processes 2022, 10, 2364. https://doi.org/10.3390/pr10112364 https://www.mdpi.com/journal/processes
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fracturing stimulation [9]. Therefore, it is urgent to carry out research on the propagation
law of hydraulic fractures in continental shale.

At present, many scholars at home and abroad have carried out a series of studies from
laboratory experiments [10–20] and numerical simulations [21–28] on the propagation law
of hydraulic fractures in stratified reservoirs. Some scholars have carried out a large number
of laboratory experiments on multi-lithologic combination layered rock samples such as
concrete, sandstone and coal rock using a true triaxial large-scale fracturing physical simu-
lation device and studied the influence of various geological and engineering parameters
on the propagation of hydraulic fractures through layers. The experimental results show
that the hydraulic fractures in the layered rock samples exhibit asymmetric and non-planar
expansion characteristics in the vertical direction. After encountering the interface between
layers, it presents a variety of complex expansion modes such as stopping, turning, forking
and penetrating dot difference in the elastic modulus of the reservoir/barrier rock does
not have a significant inhibitory effect on the propagation of hydraulic fractures through
the interlayer, the horizontal minimum stress difference between layers, the vertical stress
difference (the difference between the vertical stress and the horizontal minimum stress),
the properties of the interlayer interface, the injection displacement and the viscosity of
the fracturing fluid are the key factors that determine whether a hydraulic fracture can
penetrate the layer; the smaller the minimum horizontal stress difference between layers,
the greater the vertical stress difference, the higher the interface cementation strength,
the higher the injection displacement and the higher the viscosity of the fracturing fluid,
the more favorable the hydraulic fractures to achieve through-layer expansion [14–20].
Laboratory experiments have initially revealed the propagation law of hydraulic fractures
through layers, but they can only provide some qualitative understanding and have limited
guiding significance for the optimal design of hydraulic fracturing. Therefore, some schol-
ars based on the displacement discontinuity method (DDM) [21,22], finite element (FEM)
and cohesive element (cohesive element) method [23–25], extended finite element method
(XFEM) [26], and numerical methods such as discrete element method (DEM) [27,28] have
established a series of numerical models of hydraulic fracture penetration through layers,
and carried out a large number of studies on influencing factors, further revealing the
law of hydraulic fracture penetration through layers, which is a quantitative prediction
method. The propagation pattern of hydraulic fracture through the layer provides an
effective means.

The above studies show that various geological and engineering parameters have
a significant impact on the propagation law of hydraulic fractures through layers, but
the primary and secondary relationship between these factors has not been elucidated,
and most of these studies are carried out on sandstone or coal rock reservoirs, which
cannot systematically reveal the propagation law of hydraulic fractures in continental
shale reservoirs. Therefore, in view of the development characteristics of continental shale
reservoirs, this paper establishes a fluid-solid coupling model of continental shale hydraulic
fractures spreading through layers based on the finite element and cohesive element
method, and the model is verified by analytical solutions and experimental laboratory
results. Carry out a single-factor analysis and orthogonal test research to systematically
reveal the propagation law of hydraulic fractures in continental shale reservoirs.

2. Mathematical Model

In layered reservoirs, the hydraulic fracture height is usually much smaller than its
length, and the fluid pressure in the fracture changes little along the fracture length except
for the fracture tip. The strain model can give reasonable results [29]. Based on this, a
two-dimensional plane strain model of continental shale hydraulic fractures spreading
through layers is established in this paper.
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2.1. Fluid-Structure Interaction Governing Equation

In the process of hydraulic fracturing, the deformation of the rock skeleton interacts
with and influences the fluid flow in the pore space. The effective stress principle can be
used to characterize the stress-seepage coupling relationship in the rock. Take the control
volume V and its surface as S, then the rock. The coupled governing equation of solid
skeleton deformation and fluid flow is [29]:

∫

V

(σ− pw I)·δεdV =
∫

S

t·δvdS +
∫

V

f ·δvdV (1)

In the formula, σ is the effective stress matrix, Pa; pw is the pore pressure, Pa; I is the
unit matrix, dimensionless; δε is the virtual strain rate matrix, s−1; δv is the virtual velocity
vector, m/s; t is the surface force vector, N/m2; f is the body force vector, N/m3.

The mass conservation equation of fluid seepage in the pores of the rock skeleton is:

∫

V

1
J

d
dt
(Jρw ϕw)dV +

∫

S

ρw ϕwnT ·vwdS = 0 (2)

Among them, the flow velocity, vw, of the fluid in the rock satisfies Darcy’s law [17,19,24,29]:

vw = − 1
ϕwgρw

k
(

∂pw

∂x
− ρwg

)
(3)

In the formula, J is the rock volume change rate, dimensionless; ρw fluid density,
kg/m3; ϕw is the porosity, dimensionless; nT is the outer normal direction vector of the
surface S, dimensionless; x is the space vector, m; g is the gravitational acceleration vector,
m/s2; k is the rock skeleton permeability tensor, m/s.

2.2. Criteria for Crack Initiation and Propagation

In this paper, the cohesive element is used to simulate the initiation and propagation
of hydraulic fractures and weak bedding planes, and the secondary nominal stress criterion
is used to determine whether the cracks initiate or not:

{ 〈σn〉
σo

n

}2
+

{
τs

τo
s

}2
= 1 (4)

where

〈σn〉 =
{

σn σn ≥ 0
0 σn < 0

(5)

where σn and τs are the normal and tangential stresses actually borne by the cohesive
element, Pa; σn

o and τs
o are the tensile strength and shear strength of the rock, Pa.

The crack propagation process is described by the stiffness degradation criterion of
the cohesive element, and its expression is as follows:





σn =

{
(1− D)σn σn ≥ 0
σn σn < 0

τs = (1− D)τs

(6)

In the formula, σn and τs are the stress calculated by the normal and tangential direction
of the cohesive element under the current strain according to the undamaged front-line
elasticity criterion, respectively; D is the damage factor, dimensionless, ranging from 0 to 1,
when D = 0, the material is not damaged. When D = 1, the material is completely damaged;
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that is, the hydraulic crack begins to expand (as shown in Figure 1). The calculation formula
is as follows:

D =
δ f (δm − δo)

δm

(
δ f − δo

) (7)

In the formula, δo and δf are the displacement at the initial damage and the displace-
ment when the element is completely damaged, m; δm is the maximum displacement
reached during the loading process, m.

Figure 1. The traction-separation law of cohesive element.

2.3. Fluid Flow Equation in Fractures

After the cohesive cell is completely damaged, fluid will enter the damaged cell. As
shown in Figure 2, there are two flow states of fluid in the damaged unit, which are divided
into tangential flow and normal flow.

Figure 2. The fluid flow schematic within a damaged unit.

In this paper, the fracturing fluid is assumed to be an incompressible Newtonian fluid,
and the formula for its tangential flow is:

q = − w3

12µ
∇p (8)

The formula for calculating normal flow is:




qt = ct

(
p f − pt

)

qb = cb

(
p f − pb

) (9)

where q is the tangential flow rate, m3/s; µ is the fracturing fluid viscosity, Pa·s; w is the
fracture width, m; ∇p is the tangential pressure gradient of the cohesive unit, Pa/m; qt, qb
is the normal flow into the upper and lower surfaces of the unit, m3/s; ct, and cb are the
filtration coefficients of the upper and lower surfaces, m3/(Pa·s), pt and pb are the pore
pressures at the upper and lower surfaces of the fracture, Pa; pf is the fluid pressure in the
fracture, Pa.
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3. Model Validation

ABAQUS finite element analysis software was used to build and solve the above
model, and the model solution accuracy was closely related to the mesh size. In order
to determine a reasonable mesh size, the classical KGD hydraulic fracture propagation
model was constructed using ABAQUS software, the mesh size was set to 1 m × 1 m,
0.2 m × 0.2 m and 0.1 m × 0.1 m, the calculation parameters are shown in Table 1, and the
solution results were compared with the analytical solution. The calculation formula of the
analytical solution is [30]:





L(t) =
(

1
4π

) 1
3
(

Eqt
(1−v2)KIC

) 2
3

W(t) =
(

32
π2

) 1
3
(

KIC
2qt(1−v2)

2

E2

) 1
3

(10)

where E is elastic modulus, MPa; v is Poisson’s ratio, dimensionless; KIC is rock fracture
toughness, MPa·m0.5; q is displacement per unit fracture height, m2/s; L(t) is the half-foil
length of the hydraulic fracture at time t, m; W(t) is the width of the hydraulic fracture at
the injection point at time t, m; t is the injection time of the fracturing fluid, s. As shown
in Figure 3, When the grid size is 1 m, the difference between the simulation results and
the analytical solution is large, and the curve has large fluctuations. When the grid size is
0.2 and 0.1, and the half length of the hydraulic fracture exceeds 5 m, that is, 25× the side
length of the grid element, the numerical simulation results agree well with the analytical
solution. Based on this, the construction and meshing of the subsequent numerical model
adopt the above-mentioned mesh size setting standard; that is, the edge length of the mesh
element is less than 50× the size of the simulated fracture.

Table 1. Model validation calculation parameters.

Elastic Modulus/
GPa Poisson’s Ratio Viscosity/

(mPa·s) Fracture Toughness/(MPa·m1/2) Displacement/
(m2/s)

15 0.2 1 4 0.001
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In order to further verify that the numerical simulation method has the ability to sim-

ulate the propagation behavior of continental shale hydraulic fractures through layers, the 

Figure 3. Comparison between analytical solution and numerical simulation results: (a) Comparison
of hydraulic crack length; (b) Comparison of hydraulic crack width. The purple curve, blue curve and
green curve represent the simulation results with grid sizes of 1 m × 1 m, 0.2 × 0.2 m and 0.1 × 0.1 m,
respectively. The red dot represents the analytical solution result.

In order to further verify that the numerical simulation method has the ability to
simulate the propagation behavior of continental shale hydraulic fractures through layers,
the laboratory experiment results were used to verify it [20]. Referring to the above meshing
standards, the simulation is carried out using the parameters in Table 2. As shown in
Figure 4, under the conditions of different fracturing fluid viscosity, the hydraulic fracture
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morphology obtained by numerical simulation is basically consistent with the experimental
laboratory results, which verifies the accuracy of this numerical simulation method.

Table 2. Laboratory experimental parameters [20].

Specimen Number σh/σH/σv/
(MPa)

Displacement/
(mL/min)

Viscosity/
(mPa·s)

Elastic Modulus/
Gpa Fracture Toughness/(Mpa·m1/2)

RG-1 8/20/20 60 5 7.1/13.2/7.1/ 0149/0.225/0.149/
RG-2 8/20/20 60 50 16/7.1 0.376/0.149
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Figure 4. The results of physical simulation experiments and numerical simulation: (a) Anatomical
map and fracture reconstruction map and numerical simulation results of RG-1 rock sample after the
experiment; (b) Anatomical map and fracture reconstruction map and numerical simulation results
of RG-2 rock sample after the experiment.

4. Analysis of Influencing Factors of Hydraulic Fractures through Layer Propagation
4.1. Model Establishment and Parameters

As shown in Figure 5a, assuming that the hydraulic fracture shape is symmetrical
about the injection point, in order to improve the calculation efficiency, a 40 m × 40 m semi-
model of continental shale hydraulic fracture penetration through layers is established. The
upper part of the model is an interlayer, the lower part is the thickness of the reservoir is
20 m, and the grid unit size is 0.2 m × 0.2 m. The basic input parameters are shown in
Table 3. Based on this model, the single-factor analysis method was used to study the
influence of various geological and engineering parameters on the propagation of hydraulic
fractures through layers. The simulation results are shown in Figure 5b–f.

Table 3. The rock mechanics parameters of the stratum.

Parameter Type Specific Parameters Reservoir/Interlayer Interlayer Program

formation rock

Elastic Modulus/GPa 20 /
Poisson’s ratio 0.2 /

Permeability/mD 5 /
Minimum horizontal crustal stress/Mpa 35 /
Maximum horizontal crustal stress/Mpa 45 /

Vertical geostress/Mpa 39 /
pore pressure/Mpa 27 /

Fluid density/(N/m3) 9800 /

Cohesive elements

Rigidity/(Gpa/m) 20,000 20,000
Tensile strength/Mpa 4 2
Shear strength/Mpa 40 3.6

Filtration coefficient/(m3·Pa−1·s−1) 10−14

Damage displacement/mm 0.03 0.03

Construction parameters Displacement/(m3/s) 3
Viscosity/(mPa·s) 50
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Figure 5. Numerical simulation results under different geological parameters: (a) Schematic diagram
of model meshing; (b) Interlayer interface strength; (c) Vertical stress difference; (d) Interlayer stress
difference; (e) Tensile strength difference; (f) Elastic modulus difference.

4.2. Influence of Formation Parameters
4.2.1. Bonding Strength of Interlayer Interface

The interfacial cementation strength of continental shale is closely related to the cement
type (quartz, calcite or pyrite, etc.) and content and is usually quantitatively characterized
by the interface shear strength [9,24]. The higher the cementation strength, the higher
the interface shear strength. The shear strengths of the interlayer interface in the four
groups of simulation examples in Figure 5b are 1.2 MPa, 2.4 Mpa, 3.6 Mpa and 4.8 Mpa,
respectively. All show the simulation results under the same injection volume (the same as
below). The simulation results show that the bonding strength of the interlayer interface
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has an important influence on the vertical propagation path of hydraulic fractures. When
the bonding strength of the interlayer interface is low, the hydraulic fracture activates the
interlayer interface and extends along it, and the vertical expansion is hindered; on the
contrary, the hydraulic fracture penetrates the interlayer interface, enters the interlayer and
continues to expand, and the interlayer interface is cemented at this time. The strengths
(3.6 MP and 4.8 Mpa) have basically no effect on the vertical propagation shape of hydraulic
fractures. The reason is that during the fracturing process, the interface between weakly
cemented layers is more prone to shear slip under the combined action of the induced
stress at the tip of the hydraulic fracture and the filtration of the fracturing fluid along the
interface, resulting in the rapid release of fracturing energy and the failure of the hydraulic
fracture penetrating the interlayer interface [21].

4.2.2. Vertical Stress Difference

The vertical stress difference is defined as the difference between the vertical in-situ
stress and the minimum horizontal in-situ stress. The vertical in-situ stresses of the four
groups of calculation examples in Figure 5c are 37 Mpa, 39 Mpa, 41 Mpa and 43 Mpa,
respectively; that is, the vertical stress differences are 2 Mpa, 4 Mpa, 6 Mpa and 8 Mpa,
respectively. The simulation results show that with the increase of the vertical stress
difference, the ability of hydraulic fractures to penetrate through layers is significantly
enhanced, and the height of hydraulic fractures increases. According to the classic Renshaw
& Pollard criterion [31], when the minimum horizontal in-situ stress remains unchanged,
the greater the vertical stress difference, the stronger the ability of the interlayer interface
to resist shear failure, thereby avoiding shear slip caused by the interlayer interface. The
vertical expansion of hydraulic fractures is hindered. In the above case, the critical vertical
stress difference for hydraulic fractures to penetrate the interlayer interface is about 4 Mpa.

4.2.3. Interlayer Stress Difference

The interlayer stress difference is defined as the difference between the minimum
horizontal in-situ stress of the interlayer and the reservoir. In Figure 5d, the minimum
horizontal in-situ stresses of the interlayers of the four groups of calculation examples are
33 Mpa, 35 Mpa, 37 Mpa and 39 Mpa, respectively; that is, the interlayer stress differences
are −2 Mpa, 0 Mpa, 2 Mpa and 4 Mpa, respectively. The simulation results show that
the smaller the interlayer stress difference, the stronger the ability of hydraulic fractures
to penetrate through the layers and the greater the fracture height. According to the
classic Renshaw & Pollard criterion [31], the greater the interlayer stress difference, the
more difficult it is for hydraulic fractures to penetrate the interlayer interface. Even if the
interlayer interface penetrates, the minimum horizontal in-situ stress of the high interlayer
means high extension resistance, and the height of the hydraulic fractures will also be
significantly suppressed, forming “short and wide” fractures.

4.2.4. Poor Tensile Strength

The tensile strength difference is defined as the difference in the tensile strength of the
barrier and the reservoir. In Figure 5e, the interlayer tensile strength of each calculation
example is 2 Mpa, 4 Mpa, 6 Mpa and 8 Mpa, respectively; that is, the interlayer tensile
strength difference is −2 Mpa, 0 Mpa, 2 Mpa and 4 Mpa, respectively. The simulation
results show that the effect of the difference in tensile strength on the propagation of
hydraulic fractures through layers is basically consistent with the difference in interlayer
stress. Because in addition to the minimum horizontal in-situ stress, the tensile strength of
the rock needs to be overcome in the process of hydraulic fracture extension; that is, when
hydraulic fractures start from high-strength layers, it is easier to penetrate the interlayer
interface into low-strength layers and propagate, which is consistent with the published
numerical simulation [18] and laboratory experiments [24] results. Based on this, the
wellbore traversing horizon and perforation horizon of the fracturing well can be optimized.
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4.2.5. Elastic Modulus Difference

The elastic modulus difference is defined as the difference between the elastic moduli
of the barrier and the reservoir. The elastic moduli of the interlayers of the four groups of
calculation examples in Figure 5f are 10 Gpa, 20 Gpa, 30 Gpa, and 40 Gpa, respectively; that is,
the interlayer elastic moduli differences are−10 Gpa, 0 Gpa, 10 Gpa, and 20 Gpa, respectively.
The simulation results show that the influence of the elastic modulus difference on the
vertical propagation path of hydraulic fractures is not significant, and this understanding
has been verified by the laboratory and mine experimental results [32]; In the case of good
interlayer interface bonding strength, high elastic modulus difference is a favorable factor for
hydraulic fractures to achieve through-layer expansion, because when the hydraulic fracture
enters the high elastic modulus interlayer, its width will be suppressed, and it is more likely
to form “high and narrow” fractures. However, if the elastic modulus of the interlayer is
too high, the width of the hydraulic fracture is too narrow, and the proppant migration is
hindered. Even if the dynamic fracture extends to this point, it is difficult to obtain effective
support after the fracture is closed, and the improvement of the fracturing effect is limited.
Overall, the effect of elastic modulus on the propagation behavior of hydraulic fractures is
not as significant as that of other geological factors.

4.3. Influence of Construction Parameters
4.3.1. Fracturing Fluid Viscosity

The fracturing fluid viscosities of the four groups of examples in Figure 6a are 10 mPa·s,
30 mPa·s, 50 mPa·s, and 70 mPa·s, respectively. The simulation results show that high-
viscosity fracturing fluid is a favorable factor for hydraulic fractures to achieve through-layer
propagation. The higher the viscosity of the fracturing fluid, the smaller the filtration loss,
the greater the net pressure in the fracture, and the more sufficient the hydraulic energy,
which is conducive to the continuous expansion of hydraulic fractures through the interlayer
interface [33]. On the contrary, the lower the viscosity of fracturing fluid is, the lower the net
pressure in the fracture is, and the weaker the hydraulic energy is. In addition, low-viscosity
fracturing fluid is more likely to invade the bedding interface to produce lubrication and
pressure holding, which will induce the shear slip of the interlayer interface, resulting
in the rapid release of hydraulic energy, which will lead to the hydraulic fracture being
captured by the interlayer interface and the vertical expansion being blocked. In addition,
when the viscosity of the fracturing fluid exceeds a certain critical value (30 mPa·s), with
further increases in the viscosity, the width of the fracture increases and the height decreases,
forming a “short and wide” fracture. Therefore, although the high-viscosity fracturing
fluid is beneficial to achieve interlayer expansion, excessively increasing the viscosity of the
fracturing fluid can certainly achieve the ideal fracture height.
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4.3.2. Injection Displacement

The injection displacements of the four groups of calculation examples in Figure 6b
are 0.6 m3/min, 1.8 m3/min, 3 m3/min and 4.2 m3/min, respectively. The simulation
results show that the influence of the injection displacement on the propagation behavior
of hydraulic fractures is similar to that of the fracturing fluid viscosity because increasing
the injection displacement is also beneficial to increase the net pressure in the fractures
and enhance the ability of hydraulic fractures to penetrate the interface between layers.
Theoretical studies show that, in the case of ignoring fracturing fluid filtration, the net
pressure in the fracture is a function of the product of the injected displacement and the
fracturing fluid viscosity when the fluid injection volume is the same, that is, increasing
the injection displacement or fracturing fluid viscosity by the same multiple should have
the same enhancement effect on the ability of hydraulic fractures to penetrate through
layers [34]. However, the simulation results in Figure 6 do not support the above conclusion.
Increasing the injection displacement does not improve the penetration effect of hydraulic
fractures as much as increasing the viscosity of the fracturing fluid. The main reason is that
the above calculation example does not ignore the filtration behavior of fracturing fluid,
which is more in line with the real situation. And in the actual fracturing construction
process, due to the limitation of construction equipment, the injection displacement cannot
be increased by tens or even hundreds of multiples like the viscosity of the fracturing fluid.
Therefore, it is recommended to increase the viscosity of the fracturing fluid to enhance the
ability of hydraulic fractures to penetrate through layers during on-site construction.

4.4. Primary and Secondary Relationship of Key Influencing Factors

To sum up, the mechanism of the hindered propagation of hydraulic fractures through
layers is: (1) The shear slip at the interlayer interface changes the vertical expansion path
of hydraulic fractures, limiting the growth of fracture height; (2) The width of hydraulic
fractur.es is large, which weakens the growth of fracture height’s ability. The former has
a more significant effect and is mainly controlled by factors such as interlayer interface
strength, vertical stress difference, interlayer stress difference, tensile strength difference,
and fracturing fluid viscosity. In order to further reveal the primary and secondary rela-
tionship of these influencing factors, an orthogonal numerical simulation experiment was
carried out based on the above numerical model [35]. Since the effect of tensile strength
difference on the propagation of hydraulic fractures through interlayer is basically the
same as that of interlayer stress difference, in order to reduce the number of orthogonal
experiment groups, this paper introduces the extension resistance difference to characterize
the composite effect of these two factors on the propagation of hydraulic fractures through
the layer, which is defined as the sum of the difference in tensile strength and the difference
in interlayer stress. Based on this, an orthogonal experiment with four factors and three
levels was designed. The specific scheme and results are shown in Tables 4 and 5.

Table 4. Orthogonal test scheme table.

Program Vertical Stress
Difference/MPa

Shear Strength of
Interlayer Interface/MPa

Extension Resistance
Difference/MPa Viscosity/(mPa·s) Half Seam Height/m

1 2 2 0 10 20
2 2 4 4 30
3 2 6 2 50 27.8
4 4 2 4 50 20
5 4 4 2 10 20
6 4 6 0 30 32.2
7 6 2 2 30 20
8 6 4 0 50 31.4
9 6 6 4 10 26.4
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Table 5. Analysis table of orthogonal test results.

Factor Level

Average Value of Hydraulic Fracture Height under Different Influence Factors/m

Vertical Stress
Difference

Shear Strength of
Interlayer Interface

Extension Resistance
Difference Viscosity

I IIA = 22.6 IIB = 20 IIC = 27.87 IID = 22.13
II IIIA = 24.07 IIIB = 23.8 IIIC = 22.6 IIID = 24.07
III IIIIA = 25.93 IIIIB = 28.8 IIIIC = 22.13 IIIID = 26.4

Very poor crack height TA = 3.33 TB = 8.8 TC = 5.74 TD = 4.27

It can be seen from Table 5 that IIIIA > IIIA> IIA, IIIIB > IIIB > IIB, IIC > IIIC > IIIIC,
IIIID > IIID > IID, indicating that the greater the vertical stress difference, the greater the
shear strength of the interlayer interface, the smaller the extension resistance difference, and
the greater the viscosity of the fracturing fluid, the better the hydraulic fracture propagation
effect through the layer, which is consistent with the previous law; TB >TC >TD >TA,
indicating that the priority order of the four key influencing factors is: interlayer interface
shear strength > extension resistance difference (interlayer stress difference/tensile strength
difference) > fracturing fluid viscosity > vertical stress difference.

5. Engineering Applications

Taking the FYH10 continental shale gas horizontal well as an example, the target
interval of the well is divided into seven sublayers, and the horizontal wellbore mainly
passes through the 4© sublayer, of which the 1©– 4© sublayers are high-quality shale gas
reservoirs and are the key layers for fracturing stimulation, the rock’s mechanical properties
and in-situ stress of each sublayer are quite different (see Table 6), which makes the
vertical expansion of hydraulic fractures difficult. Based on this, referring to the basic
parameters in Table 6, the finite element and cohesive element method is used to establish a
hydraulic fracture penetration expansion model, and carry out a case study to optimize the
construction displacement and viscosity parameters, so as to obtain a better penetration
fracturing effect. The simulation results are shown in Figure 7.
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Table 6. The main rock mechanics parameters of the example well.

Strata Serial
Number

Formation
Thickness/m

Elastic
Modulus/GPa

Poisson’s
Ratio

Tensile
Strength/Mpa

Crustal Stress/Mpa

Minimum Horizontal
Crustal Stress

Vertical
Crustal Stress

Maximum Horizontal
Crustal Stress

7© 19 15 0.25 5 63 69 71
6© 8 15 0.25 4 62 69.2 71.5
5© 6.5 28 0.1 8 66 69.4 72
4© 6.5 18 0.2 2 60 69.8 72

3© up 3 25 0.12 6 64 70 73
3© down 3.5 23 0.13 4 62 70.2 73

2© 8.5 20 0.14 4.5 63 70.4 74
1© 6.5 22 0.13 5 64 70.8 74.5

It can be seen from Figure 7 that with the increase of displacement and viscosity,
the ability of hydraulic fractures to penetrate layers is significantly enhanced when the
displacement is not less than 3 m3/min and the viscosity is not less than 45 mPa·s, and
hydraulic fractures can achieve the effect of communicating 1©– 4© small layers. Based on
the above optimization results, the well is divided into 32 stages for fracturing, with five
to six clusters of perforations per stage, and the injection displacement is 15–18 m3/min,
50 mPa·s high-viscosity fracturing fluid was used to realize hydraulic fracture penetration
and expansion during construction, and then 5 mPa·s low-viscosity slick water was used
to improve the complexity of hydraulic fractures. As shown in Figure 8, the microseismic
monitoring results show that the hydraulic fractures in each fracturing section have ideal
height expansion and basically achieve the effect of penetrating the small layers 1©– 4©, and
a large-scale complex fracture network is formed in the reservoir, the daily gas production
was 5.58 × 104 m3, and the daily oil production was 17.6 m3 after the pressure test, and a
good production increase effect was achieved.
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6. Conclusions

(1) Based on the finite element and cohesive element method, a fluid-solid coupling model
of continental shale hydraulic fractures spreading through layers was established, and
the accuracy of the model was verified by comparing it with analytical solutions and
experimental laboratory results. Based on this model, single-factor and orthogonal test
analysis methods are used to reveal the control mechanism and law of various geological
and engineering parameters on the propagation behavior of hydraulic fractures;

(2) The hindered mechanism of hydraulic fracture propagation through layers is: (1) The
shear slip at the interlayer interface changes the vertical expansion path of hydraulic
fractures, limiting the growth of fracture height; (2) The width of hydraulic fractures
is large, which weakens the ability of fracture height to expand. The larger the
interlayer interface strength, the larger the vertical stress difference, the smaller the
interlayer stress difference, the smaller the tensile strength difference, the larger the
elastic modulus difference, and the larger the fracturing fluid viscosity. The larger
the injection displacement, the more favorable it is for the hydraulic fracture to
achieve through-layer expansion. The primary and secondary order of the influence
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degree of each factor is: shear strength of interlayer interface > interlayer stress
difference/tensile strength difference > fracturing fluid viscosity > vertical stress
difference > injection displacement > elastic modulus;

(3) Based on this model, engineering application research has been carried out to guide
the construction parameter design of the example well. It is recommended that the
injection displacement during the early construction should not be less than 3 m3/min,
and the fracturing viscosity should not be less than 45 mPa·s. The field application
effect is good, realizing the purpose of cross-layer fracturing transformation, which
shows that the model in this paper has high engineering application value.
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Abstract: Natural gas is a viable oil displacement agent in ultra-low-permeability reservoirs due
to its good fluidity. It can also cause gas channeling during continuous injection, which limits its
oilfield application. In order to relieve gas channeling during natural gas flooding, the injection mode
should be changed. The use of intermittent natural gas injection (IGI) after the continuous natural
gas injection in an ultra-low-permeability reservoir is proposed, and optimization of the injection
parameters is discussed. The results show that IGI can be divided into three stages, the gas injection
stage, the well shutting stage and the oil production stage. With the increase in injection time, the oil
recovery enhances obviously as a result of IGI because the gas fingering can be controlled at the well
shutting stage, and the gas/liquid ratio grows slowly because the gas breakthrough can be reduced
at the oil production stage. The oil recovery improves with the increase in cycle time of IGI, while the
increase rate reduces evidently after the cycle time reaches 360 min. The oil recovery increment is low
if the cycle index exceeds 3 in the ultra-low-permeability reservoir. Thus, the optimal cycle time for
each round and the appropriate cycle index of IGI are 360 min and three rounds.

Keywords: enhanced oil recovery; intermittent natural gas injection; ultra-low-permeability reservoir;
cycle time; cycle index

1. Introduction

Oil development efficiency in ultra-low-permeability sandstone reservoirs is typically
inadequate due to poor physical properties, such as the strong water sensitivity, intense
micro heterogeneity and ultra-low permeability [1–3]. Low oil recovery ratio and high
water cut are always evident during water flooding. Thus, with the acceleration of the
exploration and development of ultra-low-permeability oil reservoirs, an increasing number
of enhanced oil recovery technologies, such as profile control and asphaltene control, are
required [4–6].

As an oil displacement agent, natural gas has many advantages compared with water.
(i) The viscosity of natural gas is low. This makes the natural gas enter the small pore throat
in the reservoir easily [7–11]. (ii) Natural gas can be dissolved into the oil and reduce the
oil viscosity [12–14], which is beneficial for oil displacement [9]. (iii) Natural gas can be
achieved at the gas reservoir, which is very convenient.

Based on the advantages mentioned above, natural gas flooding is usually considered
as a major technology of enhanced oil recovery (EOR) in reservoirs, especially for the
ultra-low-permeability sandstone oil reservoir. Natural gas injection has been introduced
to improve oil displacement efficiency for petroleum engineers due to its property of
high microscopic sweep efficiency [15–19]. However, the swept volume, controlled by the
mobility ratio between the displacement agency and the oil, is unsatisfactory during natural
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gas injection because of its low viscosity. Gas fingering is easily formed during natural gas
flooding, and the subsequent injection gas flows directly into the production well and fails
to displace the oil. This limits the method’s application in EOR to a great extent. In order
to improve the application of gas flooding, gas fingering should be controlled. Thus, the
profile control is commonly of concern.

Intermittent gas injection (IGI) and water-alternating gas injection (WAGI) are two
main profile control methods currently used in gas flooding in the oilfield [20–23]. However,
some studies suggest that the gas mobility control ability of IGI is better than that of water-
alternating gas injection (WAGI) [24–26]. IGI has superior sweep efficiency, gas/oil ratio
(GOR) stabilization and oil production.

Generally, each cycle of IGI is composed of three stages: the gas injection stage, the
well shutting stage and the oil production stage. At the gas injection stage, the pressure
of the reservoir increases, which is beneficial for forming an effective oil displacement
pressure system. At the stage of well shutting, the natural gas has enough time to be
expanded into the small pore throat and to be dissolved into the oil there. This reduces the
viscosity of oil and improves its fluidity [27]. At the stage of oil production, the pressure
declines rapidly because of the open output, and the reservoir has no supplementation.
After these three stages, the cycle of IGI begins.

However, there is no discussion on the applicability of IGI in ultra-low-permeability
reservoirs, and the technical parameters applied in the ultra-low-permeability reservoir
are unknown. Experimental proof, which can provide a reference for field application, is
especially inadequate.

To fill this gap, a natural gas flooding experiment was performed. First, continuous
natural gas injection is simulated and was stopped when the oil could not be displaced
further. Then, IGI with different cycle times and cycle indexes was performed. Finally, the
optimized technical parameters of IGI were obtained by comparing on the oil recovery
improvement. We hope this work can benefit the application of IGI technology.

2. Experiment
2.1. Experimental Devices and Materials

The main experimental devices are shown in Figure 1, including a high-pressure
constant flow pump, a calorstat, several piston containers, several precise pressure sensors,
several pressure valves, a core holder, a set of oil-water separating and measuring instru-
ment, a computer and a gas measurer [28]. Some experimental apparatus are shown in
Figure 2.
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The injection rate can be controlled by the pump with the range of 0.001 to 60 mL/min.
The back pressure valve is opened only when the outlet pressure exceeds the back pressure,
which represents the minimum outflow pressure. The pressure sensors are set both at the
beginning and the end of the core holder to test the inlet pressure and outlet pressure,
respectively.

The crude oil used in the experiments was collected from Fuyu oilfield, which has
considerable water channeling. It is necessary to perform gas flooding to enhance oil recov-
ery. The viscosity of the oil is 2.04 mPa·s at the temperature of 50 ◦C. The oil displacement
agent is natural gas, and its main components are listed in Table 1.

Table 1. Main components of natural gas.

Component Concentration/% Component Concentration/%

Methane 94.08 n-Butane 0.168
Ethane 1.10 CO2 0.532

Propane 0.326 N2 2.81

The experimental core is a man-made core, which has the same basic physical prop-
erties as the reservoir in Fuyu oilfield. The porosity is 8.4% and the permeability is
6.88 × 10−3 µm2.

All the oil displacement experiments were carried out under the conditions of 50 ◦C
reservoir temperature and 10 MPa formation pressure. The protocol used to perform the
experiments is GB/T 28912-2012 (Test method for two phase relative permeability in rock).

2.2. Experimental Processes

Before the oil displacement experiment, the air in the experimental cores should be
vacuumized, and bound water with salinity of 4600 mg/L should be formed. The pore
throat must be saturated with the experimental oil for more than 12 h. Then, natural gas
flooding is performed.

The continuous natural gas flooding stops when the oil cannot be displaced further.
After that, IGI is performed. In order to maximize the oil recovery ratio by IGI after
continuous natural gas flood in the ultra-low-permeability reservoir, the optimized cycle
time and the cycle index of IGI are discussed.

During the process of IGI, the injection pressure was kept at 12 MPa, and the back
pressure was 10 MPa. In each period of IGI, the pause follows after the gas injection stage
and then the oil production stage begins. At the oil production stage, the injection entrance
should be closed. The cycle times of IGI, including the oil production time and pause time,
were set to 90, 180, 360 and 1440 min. The cycle index ranged from 1 to 11 cycles. The
injection rate of natural gas during the experiments was 0.3 mL/min, equal to 0.88 m/d.
The experimental scheme is shown in Table 2.

394



Processes 2022, 10, 2198

Table 2. Experimental schemes of IGI.

Number
Permeability
/10−3 µm2

Porosity
/%

Cycle Time/min Cycle
IndexInjection Stage Pause Stage Total

JX-1

6.88

8.75 60 30 90 11
JX-2 8.33 120 60 180 11
JX-3 8.09 240 120 360 11
JX-4 8.39 1080 360 1440 11

3. Experimental Results and Analysis
3.1. Analysis of EOR of IGI

The oil production dynamics of different schemes with different cycle times are shown
in Figure 3.
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Figure 3. Production dynamics of different schemes for IGI. (a) Scheme JX-1. (b) Scheme JX-2.
(c) Scheme JX-3. (d) Scheme JX-4.

The experimental results show that the oil recovery can be improved obviously by
IGI after continuous natural gas flooding. Meanwhile, the gas channeling can be reduced
by IGI because the gas/liquid ratio after gas breakthrough grows slowly at the initial oil
production stage.

As outlined in the literature review, gas channeling or gas fingering can be easily
caused by the continuous natural gas flooding. This makes the injected gas to flow into
the producing well directly, which means the gas has insufficient time to make contact
with or displace the oil there. Thus, the oil recovery is reduced. The pause stage of IGI can
provide the redistribution time of gas and oil in the porous media, which can reduce the
gas fingering obviously. After that, the gas flooding stage of IGI can displace the oil further.
The longer the pause stage, the more sufficiently the gas and oil are redistributed. This is
why IGI can control the gas channeling and improve the oil recovery.
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3.2. Optimization of IGI Parameters

As seen from the analysis above, IGI has the advantages of controlling gas finger-
ing and enhancing oil recovery. However, in practical application, the ultimate aim is to
maximize benefits. Thus, a further experiment was carried out to determine the optimal
technical parameters of IGI to maximize the degree of controlling gas fingering and enhanc-
ing oil recovery. An effective approach is to optimize the IGI patterns. Thus, the cycle time
and the cycle index of IGI were investigated via laboratory experiments in this study.

3.2.1. The Cycle Time of IGI

As can be seen from the Scheme JX-1 to Scheme JX-4 in Figure 4, the oil recovery
improves with the increase in cycle time, and the increment changes little after the cycle
time reaches 360 min. This is because the natural gas needs enough time to disperse in the
pore throat and to enhance the micro-swept volume. If the cycle time is insufficient, the
effect of IGI mentioned above stops. Thus, the cycle time of IGI, especially for the time
at the pause stage, should be long enough to accommodate the process. According to the
experimental results, the suitable cycle time of IGI after the continuous natural gas flooding
in the ultra-low-permeability reservoir is 360 min.

Processes 2022, 10, x FOR PEER REVIEW 6 of 8 
 

 

3.2. Optimization of IGI Parameters 
As seen from the analysis above, IGI has the advantages of controlling gas fingering 

and enhancing oil recovery. However, in practical application, the ultimate aim is to max-
imize benefits. Thus, a further experiment was carried out to determine the optimal tech-
nical parameters of IGI to maximize the degree of controlling gas fingering and enhancing 
oil recovery. An effective approach is to optimize the IGI patterns. Thus, the cycle time 
and the cycle index of IGI were investigated via laboratory experiments in this study. 

3.2.1. The Cycle Time of IGI 
As can be seen from the Scheme JX-1 to Scheme JX-4 in Figure 4, the oil recovery 

improves with the increase in cycle time, and the increment changes little after the cycle 
time reaches 360 min. This is because the natural gas needs enough time to disperse in the 
pore throat and to enhance the micro-swept volume. If the cycle time is insufficient, the 
effect of IGI mentioned above stops. Thus, the cycle time of IGI, especially for the time at 
the pause stage, should be long enough to accommodate the process. According to the 
experimental results, the suitable cycle time of IGI after the continuous natural gas flood-
ing in the ultra-low-permeability reservoir is 360 min. 

 
Figure 4. Oil recovery improvement for different cycle times. 

3.2.2. The Cycle Index of IGI 
The cycle index of IGI also affects the final oil recovery. It can be seen from Figure 5 

that the oil recovery varies with the IGI cycle. 

 

3.16 

8.20 

11.83 11.90 

0.0

4.0

8.0

12.0

16.0

90 180 360 1440

Re
co

ve
ry

 Im
pr

ov
em

en
t (

%
)

Cycle Time of IGI (min)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

0 1 2 3 4 5 6 7 8 9 10 11 12

O
il 

Re
co

ve
ry

 fo
r E

ac
h 

Cy
cl

e（
%
）

Cycle Index

90 min 180 min

360 min 1440 min

Figure 4. Oil recovery improvement for different cycle times.

3.2.2. The Cycle Index of IGI

The cycle index of IGI also affects the final oil recovery. It can be seen from Figure 5
that the oil recovery varies with the IGI cycle.
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As the stress sensitivity is not considered during the experiments, the permeability
and porosity of cores from cycle 1 to cycle 11 are constant.

From each cycle time curve, it can be seen that the oil recovery improves obviously
in the initial three cycles, but it changes little after five cycles. This is because there is an
abundance of residual oil after continuous natural gas flooding, and it is displaced easily
in the previous cycles of IGI. With the increase in cycle index of IGI, the remaining oil
reduces, and there is little left after five cycles. Meanwhile, the higher the cycle time, the
more obvious the oil recovery improves in the first three cycles, and the more apparently
the curve declines after three cycles.

4. Conclusions

In this work, experiments were carried out to simulate the intermittent natural gas
injection (IGI) after continuous natural gas flooding. The applicability of IGI in an ultra-
low-permeability reservoir was evaluated, and the optimized technical parameters of
IGI, the cycle time and the cycle index, were determined by comparing the oil recovery
improvement of different experiments. This work can provide experimental proof and
technical parameters for field application, which are lacking in existing studies. The specific
conclusions are shown as follows.

1. Intermittent natural gas injection (IGI) has the advantage of controlling gas fingering
compared with continuous natural gas flooding. It can enhance oil recovery because
IGI can reduce the gas mobility and improve the swept volume effectively.

2. The oil recovery is influenced by the cycle time of IGI. It improves obviously with the
increase in cycle time and changes little when the cycle time reaches 360 min in the
ultra-low-permeability reservoir.

3. The oil recovery of IGI improves with the increase in the cycle index. The increment
of oil recovery is obvious in the initial three cycles, while it changes little after five
cycles in the ultra-low-permeability reservoir.
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Abstract: The injection water and formation water in the Mahu oil field have high salinity and poor
compatibility, which leads to scaling and blockage in the formation or fracture propping zone during
production. In this paper, a scale-inhibiting fracturing fluid system is developed which can prevent
the formation of scale in the reservoir and solves the problem of scaling in the fracture propping
zone at the Mahu oil field. Firstly, based on scale-inhibition rate, the performances of six commercial
scale inhibitors were evaluated, including their acid and alkali resistance and temperature resistance.
Then, the optimal scale inhibitors were combined with the fracturing fluid to obtain a scale-inhibiting
fracturing fluid system. Its compatibility with other additives and scale-inhibition performance
were evaluated. Finally, the system’s drag-reduction ability was tested through the loop friction
tester. The results showed that, among the six scale inhibitors, the organic phosphonic acid scale
inhibitor SC-1 has the best performance regardless of high-temperature, alkaline, and mixed scale
conditions. In addition, SC-1 has good compatibility with the fracturing fluid. The scale-inhibiting
fracturing fluid system can effectively prevent scaling inside the large pores in the propping zone,
and a scale-inhibiting efficiency of 96.29% was obtained. The new fracture system maintained a
drag-reduction efficiency of about 75%, indicating that the addition of the scale inhibitor did not
cause a significant influence on the drag-reduction efficiency of the fracturing fluid.

Keywords: scale inhibitor; fracturing fluid; scaling in propping zone; compatibility; drag-reduction rate

1. Introduction

In recent years, conventional oil and gas resources have been gradually drying up, and
their development has become increasingly difficult [1]. The exploration and development
of unconventional oil and gas resources have shown a rapid rise [2]. Large-scale hydraulic
fracturing is the most widely used and technically mature means to increase the production
of unconventional oil and gas, which is the key to realizing the low-cost development of oil
fields [3,4]. However, the rapid change in the temperature and pressure near the wellbore
area after fracturing has already led to scaling and formation damage, especially using
high-salinity fracturing fluid in dry areas. The scaling in the formation after fracturing can
reduce reservoir permeability [5], severe skin damage [6], and ultimately reduced oil well
production [7,8]. The Samotlor field in West Siberia of the former Soviet Union, the Foster
oil field in Texas, the oil field in Louisiana, the Ujin and Retibai oil fields in the Mangyshlak
region, the Changtan oil field in California, and the Burbank and Drumright oil fields in
Oklahoma were all subject to scaling with various degrees, mostly of calcium carbonate and
calcium sulfate [9]. In China, Daqing oil field, Zhongyuan oil field, Jilin oil field, Gaskule
oil field in Qinghai, Tuha oil field, Tarim oil field, and Bohai offshore oil field had different
degrees of scaling problems, which even caused them to be shut down and scrapped [10,11].
Therefore, oil field scaling can seriously affect oil and gas field development, and oil field
scale prevention has attracted great attention all over the world [12,13].

Processes 2022, 10, 2135. https://doi.org/10.3390/pr10102135 https://www.mdpi.com/journal/processes
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In the fracturing process, there are various sources of scaling. High-salinity fracturing
fluid, acid corrosion, and water–rock reaction (ion exchange between the liquid phase and
solid phase) can increase the total salinity of the liquid phase at the reservoir and cause
potential scaling hazards [14,15]. At present, there are various scale-inhibiting methods,
mainly divided into physical and chemical methods. Although physical scale removal
methods such as high-intensity shock waves have a high scale removal rate, their action
area is small, mostly in the near the well zone, such as wellbore. In addition, they cannot
be applied to the fracture and propping zone and their cost is high, which makes it difficult
for large-scale application [16]. In contrast, the chemical scale-inhibiting method is highly
effective and highly cost-effective. After the scale inhibitor is combined with fracturing
fluid, it can penetrate deeply into the formation and act on the fractures, rock pores, and
propping zones. If slow-release technology is used, it can achieve a long-lasting scale-
inhibiting effect during the fracturing process. In addition, the operation cost is low [17].

However, as the pH, temperature, and pressure on the reservoir are unstable during
the oil production process, the performance of the scale inhibitor under various conditions
is different [18,19]. At present, scale inhibitors are mostly acidic and weakly acidic, which
can also affect the drag-reduction or crosslinking performance of the alkaline fracturing
fluid [20]. As early as the 1990s, researchers found that most scale inhibitors have poor
compatibility with fracturing fluids. After adding the scale inhibitors, the fracturing fluids
are either precipitation with fluids or not thermally stable at high temperatures. They
proposed that qualified scale inhibitors should have features such as good compatibility,
thermal stability, and acid and alkali resistance [21]. In addition, scale inhibitors need
as little impact as possible on the performance of fracturing fluids [22]. Yue (2014) et al.
conducted a study on the compatibility of nine commercially available scale inhibitors with
fracturing fluids and concluded that only two of them could be added to the fracturing
fluid [23,24].

At present, the temperature resistance and compatibility of scale inhibitors is poor, and
they also have a narrow range of acid and alkali resistance. Therefore, the selection of scale
inhibitors is crucial for scale-inhibiting fracturing fluids. At present, the scale inhibitors
used in the Mahu oil field have poor performance in the formation environment. When
combined with fracturing fluid, the stability, drag reduction, and other performance of
fracturing fluid was also affected. Therefore, a new scale inhibitor should be optimized to
achieve the purpose of scale inhibition while fracturing.

In this paper, an optimal scale inhibitor SC-1 was found and was combined with
the fracturing fluid. Various performance indicators of scale inhibitors were evaluated,
including the temperature and acid/alkali resistance as well as the mixed scale-inhibiting
ability. After adding the scale inhibitor SC-1 with fracturing fluid, the scale inhibiting
and the drag reduction of the new fracturing fluid on the fracturing propping zone of the
scale inhibitor were studied. The results showed that the fracturing fluid system had high
inhibition efficiency and high drag-reduction rate in a wide acid and alkali and temperature
range. This is of great significance for improving the fracturing effect and increasing oil
and gas production.

2. Materials and Methods

This section discloses the experimental details. The main experimental design ideas
are: (1) first, temperature and pH resistance of scale inhibitors were evaluated, and the
optimal scale inhibitor was selected; (2) then, compatibility experiments were carried out
to form the new fracturing fluid formula; (3) finally, the performance of the new fracturing
fluid was evaluated comprehensively, and its scale-inhibition mechanism was characterized
by nuclear magnetism.

2.1. Experimental Materials

A scale inhibitor [13] has the advantages of powerful chelating ability as well as low
dosage and low cost, which is the current main scale-inhibition method [6,25]. However,
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the existing scale inhibitors in the Mahu oil field have poor performance, and most of
them have no temperature and alkali resistance. Therefore, the scaling phenomenon at the
reservoir is becoming more and more serious. Here, six commercial scale inhibitors were
optimized in this study. They are organic phosphoric acids and included: SC-1 (pH: 2.0–3.0,
8500 RMB/t, Hengkang Environmental Protection Technology Co., Ltd., Linyi, China),
polyaspartic acid SC-5 (pH: 3.0–5.0, 8300 RMB/t Xiongguan Technology Development
Co., Ltd., Tianjin, China), and composite scale inhibitors SC-2 (pH: 3.0–4.5, 8700 RMB/t
Gansu Heima Petrochemical Engineering Co., Ltd., Lanzhou, China), SC-3 (pH 3.0–4.5
8200 RMB/t Gansu Heima Petrochemical Engineering Co., Ltd., Lanzhou, China), SC-4
(pH: 5.0–6.0, Xiongguan Technology Development Co., Ltd., Tianjin, China), and SC-6
(5.0–7.0, 8000 RMB/t Dongfang Chemical Co., Ltd., Yantai, China).

The formulation of the scale inhibitor fracturing fluid system is 0.08% drag-reduction
agent DR800 + 0.3% scale inhibitor (preferred scale inhibitor) + 4% autogenic acid SEG-C + 0.2%
clay stabilizer. The scale inhibitor fracturing fluid system is a combination of the fracturing
fluid currently used at the Mahu site and the preferred scale inhibitor. DR800 is the current
drag-reducing agent used in the Mahu oil field. A 0.08% proportion of drag-reducing
agents is the best choice in terms of cost and effect. The reason for adding 4% the autogenic
acid SEG-C is to maintain a low-pH environment in the reservoir over the long term. The
autogenic acid is the organic ester, and it can slowly hydrolyze in the formation to produce
the organic acid, which can be helpful for inhibiting scale precipitation [6].

2.1.1. Effect of Temperature on CaSO4 Scale Inhibition

The performances of scale inhibitors on CaSO4 were determined according to methods
of the literature [26], which came from the China National Petroleum Corporation method
(SY/T5673-93). The experimental process was as follows: prepare solution A (7.5 g/L
NaCl, 11.1 g/L CaCl2-H2O), solution B (7.5 g/L NaCl, 10.66 g/L Na2SO4), and solution C
(0.5% scale inhibitor). Mix 50 mL solution A, 50 mL solution B, 0.8 mL solution C to obtain
sample 1. Mix 50 mL solution A, 50 mL solution B to obtain sample 2. Mix 50 mL solution A,
50 mL distilled water to obtain sample 3. Put the three samples in a 90 ◦C water bath
for 24 h and filter them separately. Then, 2 mL is taken out and diluted to 100 mL. The
appropriate amount of 0.1 wt% NaOH solution is added to the solution to adjust the pH
between 12 and 13. Next, a little calcium indicator is added to make the solution system
appear light red.

The titration was performed with 0.01 mol/L EDTA, and the finish of titration was
based on the color change from red to blue. The scale-inhibition rate was calculated by
Equation (1) [27]. The water bath temperature was adjusted to 70 ◦C, 50 ◦C, and 30 ◦C, and
the above process was repeated.

E f =
V1 −V0

V −V0
× 100 (1)

where Ef is the scale-inhibition rate in %, V0 is the volume of EDTA consumed by sample 2
in mL, V is the volume of EDTA consumed by sample 3 in mL, and V1 is the volume of
EDTA consumed by sample 1 in mL.

In order to ensure the accuracy of the experiment, each group of scale-inhibition rates
was tested three times. The average value and the error were calculated, and the error bars
are added in the figures.

2.1.2. Effect of Temperature on CaCO3 Scale Inhibition

Prepare solution A (33.00 g/L NaCl, 12.15 g/L CaCl2-H2O, 3.68 g/L MgCl2-6H2O),
B (33.00 g/L NaCl, 0.03 g/L Na2SO4, 7.38 g/L NaHCO3), and C (0.5% scale inhibitor). The
test method is the same as the test method in Section 2.1.1.

402



Processes 2022, 10, 2135

2.1.3. Effect of pH on CaSO4 Scale Inhibition

Sample 1, sample 2, and sample 3 were prepared according to Section 2.1.2. The pH of
the three solutions was adjusted to 5, 6, 7, 8, 9, 10, and 11 by 0.1 wt% HCl or 0.1 wt% NaOH
solutions. Then, they were placed in a water bath at 50 ◦C for 24 h, and the subsequent
filtration titration test was the same as Section 2.1.1.

2.1.4. Effect of pH on CaCO3 Scale Inhibition

Sample 1, sample 2, and sample 3 were prepared according to Section 2.1.2. Their pH
was adjusted to 5, 6, 7, 8, 9, 10, and 11. Then, they were placed in a water bath at 50 ◦C for
24 h, and the subsequent filtration titration test was the same as Section 2.1.1.

2.1.5. Mixed-Scale Preparation, Scale-Inhibition Ability Test, and Optimal Test of Scale
Inhibitor Concentration

Prepare solution A (20.25 g/L NaCl, 11.63 g/L CaCl2·H2O, 84 g/L MgCl2·6H2O),
solution B (20.25 g/L NaCl, 5.33 g/L Na2SO4, 3.69 g/L Na2CO3), and solution C (0.5% scale
inhibitor). The choice of scale inhibitor is the three best performers among the above 6 types
of scale inhibitors These three samples are mixed according to Section 2.1.1 and placed in a
90 ◦C water bath for 24 h. The subsequent filtration titration test is the same as Section 2.1.2.

The optimal concentration of the preferred scale inhibitor is then screned. The experi-
mental procedure is as follows: prepare solution A (33.00 g/L NaCl, 12.15 g/L CaCl2·H2O,
3.68 g/L MgCl2·6H2O) and solution B (33.00 g/L NaCl, 0.03 g/L Na2SO4, 7.38 g/L
NaHCO3). Mix solution A, solution B, and scale inhibitor. The concentrations of the
scale inhibitor are: 0.01%, 0.03%, 0.05%, 0.07%, 0.09%, and they are placed at 90 ◦C for 24 h.
The subsequent experimental procedure is the same as Section 2.1.2. Prepare solution C
(7.5 g/L NaCl, 11.1 g/L CaCl2·H2O) and solution D (7.5 g/L NaCl, 10.66 g/L Na2SO4);
Mix solution C, solution D, and scale inhibitor. The concentrations of the scale inhibitor are
0.1%, 0.3%, 0.5%, 0.7%, and they are placed at 90 ◦C for 24 h. The subsequent experimental
procedure is the same as Section 2.1.2

2.2. Fracturing Fluid and Its Compatibility with Scale Inhibitor

The scale inhibitor fracturing fluid was prepared according to the formula: 0.08% drag-
reducing agent DR800 + 0.3% scale inhibitor (preferred scale inhibitor) + 4% autogenous
acid SEG-C + 0.2% clay stabilizer. The dosed water was from Mahu injection water, and
its ionic composition is shown in Table 1. The fracturing fluid system was placed in a
90◦C water bath and it was observed whether there was flocculation or precipitation in the
fracturing fluid system after heating for 15 min, 1 h, 3 h, 12 h, 24 h, and 48 h.

Table 1. Ion components of Mahu injection water.

Ionic Types CO32− HCO3− Cl− SO42− Ca2+ Mg2+ pH

Injected water (mg/L) 8 287.3 11,574 540 320 67 8

2.3. Performance Evaluation of Scale Inhibition
2.3.1. Rock Sample Preparation

The sandstone core with fracture and proppants was manufactured manually. Firstly,
a natural tight sandstone was processed in advance, and it was split from the middle by
Brazilian splitting methods. Then, a layer of 100/140 mesh quartz sand was evenly laid
inside the splitting surface of the core. A porous metal screen was pasted on the upper and
lower end surfaces, which can prevent the proppant in the fracture from slipping out of the
fracture. Finally, it was wrapped with thermoplastic tube to form a complete core, and a
strip of artificial propping fracture through the whole was formed. Two cores, named b-1
and b-2, were made according to the above methods. Table 2 shows the basic information
of the cores used in the later evaluation experiment.
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Table 2. Core data for the study of scale-inhibition performance.

Core No. Length/cm Diameter/cm Weight/g Porosity /% Pore Volume
/cm3 Quartz/% Potash

Feldspar/% Plagioclase/% Dolomite/% Clay/%

b-1 5.71 2.38 58.11 8.22 2.09 17.23 1.10 13.20 67.20 1.27

b-2 5.42 2.31 57.68 8.17 1.85 18.57 2.13 11.80 65.90 1.60

2.3.2. Performance Evaluation of Scale-Inhibiting Fracturing Fluid

The scale formation process in the propping zone was characterized and described
by using an online low-field NMR device in the laboratory. Under conditions of 5 MPa
and room temperature, a 2 wt% KCl solution with flow rate of 0.2 mL/min was inject into
core b-1. When the flow rate was stable at the exit end, an NMR T2 spectrum scanning
was performed. Then, 1 wt% Na2CO3 and 1 wt% CaCl2 + 0.08% DR800 were injected
into core b-1 at a rate of 0.2 mL/min, and the injection time was set to 2 h. After the
injection was completed, a large amount of CaCO3 scale appeared in the core propping
zone. Finally, all switches of the core holder were turned off and left for 6 h. The cores were
scanned again by NMR T2 spectra. The relaxation times in the experimental data were
collected and converted to pore size, and the formula of pore size conversion is shown in
Equation (2) [28].

1
T2s

= ρ2
s
v

(2)

where T2s is the transverse relaxation time; s
v is the ratio of the internal surface pore volume

to the sample volume; ρ2 is the transverse relaxation, which characterizes the relaxation
strength of solid–fluid interactions.

The scale-inhibiting process in the propping zone was also characterized by NMR T2
spectrum. First, three solutions were prepared, including 2 wt% KCl, 1 wt% Na2CO3, and
1 wt% CaCl2 + scale-inhibiting fracturing fluid system. Under conditions of 5 MPa and
room temperature, a 2 wt% KCl solution with flow rate of 0.2 mL/min was injected into
core b-2. When the flow rate was stable at the exit end, an NMR T2 spectrum scanning was
performed. Then, three solutions were simultaneously injected into core b-2 at a rate of
0.2 mL/min, and the injection time was set to 2 h. After the injection was completed, all
switches of the core holder were turned off and left for 6 h. Finally, the core was scanned
for NMR T2 spectra, and the relaxation time in the experimental data was collected and
converted into the pore size in the same way as Equation (2).

The integral area of relaxation signal has a linear dependence with the pore volume,
and the change in semaphores can reflect the amount of scaling in the pore. Therefore,
the core scaling rate can be calculated by Equation (3), and the scale-inhibition rate of the
scale-inhibiting fracturing fluid can be calculated by using Equation (4).

δ = (S1 − S′1)÷ S1 × 100 (3)

∅ = [(S1 − S′1)− (S2 − S′2)]÷ (S1 − S′1)× 100 (4)

where δ is the scaling rate in %, ∅ is the scale-inhibiting rate in %; S1 is the integral area
of relaxation signal after core b-1 is saturated with 2 wt% KCl; S′1 is the integral area of
the relaxation signal after scaling; S2 is the integral area of the relaxation signal after core
b-2 is saturated with 2 wt% KCl; S′2 is the integral area of relaxation signal after the new
fracturing fluid system.

According to accuracy parameters from the equipment manufacturer, the magnet of
the equipment is a permanent magnet, the magnetic field strength is 0.3T ± 0.05T, the
magnetic field uniformity is ≤30 pm (ϕ110 sphere), and the magnetic field stability is
≤300 Hz/h, so the accuracy of this equipment test is quite high.

404



Processes 2022, 10, 2135

2.4. Drag-Reduction Test of Scale-Inhibiting Fracturing Fluid
2.4.1. Loop Friction Test Device

Figure 1 shows the loop friction test device, which consists of three parts, namely, the
tank part, the pipe parts, and the data processing parts. The main body of the pipe parts
consists of three stainless steel test tubes with different diameters, 6 mm, 8 mm, and 10 mm
from top to bottom, and a mixer. The pressure difference, flow rate, and temperature of
this system are automatically monitored by the computer.
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2.4.2. Drag-Reduction Test

The scale-inhibiting fracturing fluid is made of slick water fracturing fluid and a scale
inhibitor. Its formulation is: 0.08% scale inhibitor DR800 + 0.3% scale inhibitor SC-1 + 4%
autogenic acid SEG-C + 0.2% clay stabilizer.

Testing process: (1) a 30 L measure of tap water was put into the reservoir, and the ball
valve at the lower part of the reservoir was opened; (2) the injected parameters were set to
250 kg/h, 500 kg/h, 1000 kg/h, 1250 kg/h, and 1750 kg/h, and the differential pressure
∆P0 for each was recorded, respectively; (3) in the same way, 30 L of scale-inhibiting
fracturing fluid was put into the reservoir. The software was run and the differential
pressure ∆PDR was recorded under different injected rates. The drag-reduction rate was
calculated according to Equation (5) [29]:

DR% =
∆P0 − ∆PDR

∆P0
× 100% (5)

where DR% is the drag-reduction rate; ∆P0 is the pressure difference in Pa when the water
passes through the pipe; ∆PDR is the pressure difference in Pa when the fracturing fluid
passes through the pipe.

The drag-reduction experiment was tested three times at each displacement and the
average value was taken. Then, the error was calculated, and error bars were added to
the graph.

3. Results and Discussion
3.1. Experimental Evaluation of Scale Inhibitor
3.1.1. Effect of Temperature on Scale Inhibition

CaSO4 scale-inhibition rates of six commercial scale inhibitors, when the solution pH
is 7 and under different temperatures, are shown in Figure 2. All scale inhibitors had a scale-
inhibition rate greater than 60% at room temperature. Among them, the scale-inhibition
rate of SC-1, SC-2, and SC-5 was more than 80%, which had a stronger scale-inhibition
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ability of CaSO4. With the increase in temperature, the scale-inhibition ability of these
scale inhibitors all decreased. SC-1 and SC-5 had the best temperature resistance, and the
decrease in scale-inhibition rate was within 20%. The scale-inhibition rate of SC-2 decreased
from 87% to about 60% at 70 ◦C, and the temperature resistance was average. According to
an information provided by the manufacturer, SC-1 is an organophosphate scale inhibitor,
and it can chelate with metal ions, which can form a quadridentate stereo ring complex.
This may be the reason why it is so little-affected by the temperature [30].
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Figure 2. Effect of scale inhibitor on calcium sulfate at different temperature at pH of 7.

As shown in Figure 3, when the solution pH is 7, the scale-inhibition effect of CaCO3
of six scale inhibitors under different temperature conditions is shown. The scale-inhibition
rate of SC-1, SC-2, and SC-5 at room temperature was more than 70%. The scale-inhibition
efficiency of SC-5 dropped sharply when the temperature was greater than 50 ◦C, and SC-5
was the monomer organophosphate scale inhibitor, which also makes it more susceptible
to temperature effects. When the temperature rose to 90 ◦C, the scale-inhibition rate of
SC-2 decreased to about 80%, which is lower than 82% of SC-1. Overall, SC-1 has good
inhibition ability for both scales is good, and it also has better temperature stability. This
is consistent with the strong chelating ability of organic phosphoric acid to calcium at
different temperatures.

3.1.2. Effect of pH on Scale Inhibition

Figure 4 shows, when the temperature is 25 ◦C, the CaSO4 scale-inhibition effect
of six scale inhibitors under different pH levels. Among them, SC-1 and SC-2 have the
scale-inhibition rate basically unchanged or even in an increasing trend. According to
the manufacturer’s information, SC-1 and SC-2 are organophosphate scale inhibitors, the
chelating ability of organic phosphate for calcium ions is better under alkaline condition,
they have good chemical stability, can be applied to a wide range of pH values, are not
easily hydrolyzed, and have an obvious threshold value [13]. SC-5 was most seriously
affected by alkalinity, and it decreased from 80% at pH 5 to 20% at pH 11. SC-5 is a polyas-
partic acid scale inhibitor. With the increase in alkalinity, the scale-inhibition efficiency
of polycarboxylic acid scale inhibitors was limited and weakened, which is similar to the
trend reported in some literature [31].
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The CaCO3 scale-inhibition effect of six scale inhibitors under different pH conditions
is shown in Figure 5. In an alkaline environment, CO3

2− does not hydrolyze to HCO3
−,

and its concentration in liquid phase is higher. Due to its low solubility product, it is
easier to precipitate into scale when CO3

2− and Ca2+ concentration is high. Therefore, the
scale-inhibition effect of CaCO3 is poor under alkaline environment. When the solution is
weakly acidic with pH = 5, the scale-inhibition rate of SC-1 and SC-2 is larger than 75%.
Although the scale-inhibition rate of SC-1 is slightly lower than that of SC-2 at lower pH, it
can still maintain above 60% under strong alkaline environment. SC-1 is the most stable
and strongest scale-inhibition effect compared with other five scale inhibitors. The results
indicate that organic phosphoric acid has good chelating ability to calcium in both acidic
and basic conditions.
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3.1.3. Influence of Scale-Inhibitor Concentration and Anti-Mixing Scale Evaluation Experiment

After a single scale-inhibition test, the scale inhibitors SC-1, SC-2, and SC-5 were
selected, and their mixed scale-inhibition ability was further studied. The results are shown
in Figure 6. Scale inhibitor SC-5 has the weakest scale-inhibition ability, and the scale-
inhibition rate is only 42.8%. The scale-inhibition rate of SC-1 is 78.57% higher than that
of SC-2. This is consistent with the results of a single scale-inhibition experiment. This
suggests that SC-1 is preferred as the scale inhibitor for scale-inhibition fracturing fluid.
Compatibility experiments are needed to verify its applicability.
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room temperature.

As shown in Tables 3 and 4, the concentration of scale inhibitor SC-1 affected the scale-
inhibition rate. The scale-inhibition abilities increase gradually with the scale-inhibitor
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concentration. However, the scale inhibitor has a threshold effect [32]. There is an economic
dose achieving good scale-inhibition effect. It is generally believed that this dose can just
complete chelation reaction. For CaCO3, the optimal concentration of scale inhibitor is
0.07%, and the scale-inhibition rate can reach 77%. For CaSO4, the optimal concentration
of scale inhibitor is 0.3%, and the scale-inhibition rate is 87%. Therefore, if there is more
CaCO3 scale in the reservoir, the dose should be low, and if the CaSO4 scale is more, the
dose needs to be increased.

Table 3. Scale-inhibition rate for CaCO3 of SC-1 at different concentrations.

Scale-Inhibitor Concentration (%) 0.01% 0.03% 0.05% 0.07% 0.09%

Scale-Inhibiting Rate (%) 70% 71% 73% 77% 78%

Table 4. Scale-inhibition rate for CaSO4 of SC-1 at different concentrations.

Scale-Inhibitor Concentration (%) 0.1% 0.2% 0.3% 0.5% 0.7%

Scale-Inhibiting Rate (%) 65% 70% 87% 90% 91%

For CaCO3, at room temperature, when the scale inhibitor is SC-1, the samples with
the scale-inhibition rate under different pH conditions are counted, and the sample vari-
ance S1

2 is calculated, and when the pH is 7, and the scale inhibitor is SC-1, the sam-
ples with the scale-inhibition rate at different temperatures are counted, and the sample
variance S2

2 is calculated. At room temperature, when pH = 7, the scale-inhibition rate
samples of different scale inhibitors are counted, and the sample variance S3

2 is calcu-
lated. S1

2 (CaCO3) = 0.0062, S2
2 (CaCO3) = 0.0043, and S3

2 (CaCO3) = 0.0219. It can be
seen from the variance data that the type of scale inhibitor has the greatest impact on the
scale-inhibition rate. Similarly, For CaSO4, S1

2(CaSO3) = 0.0016, S2
2(CaSO3) = 0.0149, and

S3
2(CaSO3) = 0.0313, which indicates that the biggest impact on the scale-inhibitor rate is

still the type of scale inhibitor.

3.2. Compatibility Study

As shown in Figure 7, the fracturing fluid after addition of SC-1 scale inhibitor at
90 ◦C has good compatibility, and no white flocculent or precipitation appeared in the
sample bottle after 48 h of heating. Therefore, the scale inhibitor SC-1 can be added to the
fracturing fluid system as an additive, and the autogenous acid SEG-C did not affect the
compatibility of the system. However, a small number of fine bubbles appeared in the
sample bottle after heating for 15 min. It is presumed that the autogenous acid generated
acid which reacted with CO3

2− in the fracturing fluid to produce CO2. The autogenous
acid can reduce the concentration of CO3

2− in the solution, which would play an auxiliary
scale-inhibition effect.

3.3. Scale-Inhibiting Effect of Fracturing Fluid

Figures 8 and 9 show the NMR T2 spectra of cores before and after scaling. Core b-1
applied conventional slickwater displacement, and b-2 applied scale-inhibiting effect of
fracturing fluid. Scaling ions dominantly flow through the large pores, and the incompat-
ible ions preferentially scale in the large pores of the propping zone. Although CaCO3
does not completely block the pores after scaling, the scale crystals deposited and grew
perpendicularly to the pore surface, resulting in a gradual decrease in the pore size of
10,000 nm large pores and an increase in the pore size of 10 nm small pores.
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After the scale-inhibiting fracturing fluid was injected into the core, the amount of
Ca2+ and CO3

2− scaling was reduced by the chelating effect of the scale inhibitor SC-1.
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In addition, a small amount of scaling in the pore space was destroyed by the lattice
distortion effect [33]. Both the signal strength of 10 nm small pores and 1000 nm large pores
were basically unchanged. This indicated that the scale-inhibiting fracturing fluid system
effectively prevented the scaling of large pore spaces in the propping zone.

Table 5 gives the numerical results of damage rate and scale-inhibition rate. For
conventional slick water, the damage rate is 31.16% after scaling. After adding the scale
inhibition, the scaling damage is almost negligible. The amount of relaxation signal changes
to 5864.28 from 5983.31, and the calculated scale-inhibition rate reaches 96.29%, which can
effectively reduce scaling damage.

Table 5. Calculation of damage rate and scaling-inhibition rate by NMR.

Integral Area of Core Relaxation Signal
Damage Rate/% Scale-Inhibition Rate/%

Original Core Cores after Scaling

Without scale inhibitor 10,299.63 7089.97 31.16 0
With scale inhibitor 5983.31 5864.28 1.99 96.29

3.4. Drag-Reduction Evaluation of Scale-Inhibiting Fracturing Fluid

Figure 10 shows the variation of drag reduction rate with displacement.The drag-
reduction rate of conventional slickwater after adding scale inhibitor SC-1 can exceed 75%.
This indicates that organic phosphate chelators do not affect the drag-reduction rate of
slickwater fracturing fluid.
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4. Conclusions

In this paper, six commercial scale inhibitors were systematically evaluated and opti-
mized under different conditions of temperature, pH, and concentration. Then, the optimal
scale inhibitor was combined with conventional slickwater fracturing fluid to produce a
scale-inhibiting fracturing fluid. Finally, the compatibility, scale-inhibiting effect, and drag
reduction of this new fracturing fluid were tested. The following conclusions were obtained:

(1) The scale-inhibition ability of six commercially available scale inhibitors was
evaluated. Among them, organo-phosphonic acid scale inhibitor SC-1 performed well, and
its scale-inhibition rate was 69% and 61% for CaCO3 and CaSO4 even at 90 ◦C. When the
pH of the system is between 5 and 11, the scale-inhibition rate of SC-1 is stable around 80%
for CaSO4 and above 60% for CaCO3.

(2) We tested the concentration of scale inhibitor for preventing CaCO3 scales, and
the results showed that the most optimal concentration of the scale inhibitor was 0.07%.
For inhibiting CaSO4 scales, the optimal concentration of the scale inhibitor was 0.3%.
Furthermore, for mixed scales, 0.3% of the scale inhibitor was also recommended. SC-1 has
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optimal scale-inhibition ability for mixed scales, and the scale-inhibition rate for mixed
scales can reach 78% at room temperature. Among them, the type of scale inhibitor is the
most important factor affecting the scale-inhibition rate.

(3) After SC-1 was combined with the conventional fracturing fluid (0.08% drag-
reducing agent DR800+0.3% SC-1+4% autogenous acid SEG-C+0.2% clay stabilizer), no
white flocculent or precipitation appeared within 48 h. This indicates that the scale-inhibitor
fracturing system is stable.

(4) The scale-inhibiting fracturing fluid system can effectively prevent scaling in the
large pores of the core and the propping zone. Its scale-inhibition rate can reach 96.29% and
the scale damage is negligible. In contrast, conventional slickwater has a 31.16% decrease
in porosity.

(5) The scale-inhibiting fracturing fluid system maintains a good drag reduction, with
a drag-reduction rate of 75.18% at a 1750 kg/h flow. There is no bad effect on properties of
slickwater after adding the preferred scale inhibitor.

In summary, the scale-inhibiting fracturing fluid system described in the paper has
good stability and scale-inhibition ability, both in different temperatures and pH envi-
ronments. In addition, the new fluid maintains good compatibility and drag-reduction
performance. At present, the technology can effectively solve the scaling problems of the
propping zone in the fracturing process in reservoirs below 90 ◦C during the fracturing
process, which has a positive effect on oil and gas production increase.
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Abstract: The method of plugging while drilling has been one of the commonly used methods to
control formation loss during drilling. The damage to materials for plugging while drilling to MWD
has become a complex problem. For many years, field engineers had insufficient knowledge of the
passing performance of materials for plugging while drilling in measurement while drilling (MWD).
In the existing research, the blocking mechanism of materials for plugging while drilling to mud
screen during the flow process is still unclear. In this study, we use computational fluid dynamics
coupled with discrete element method (CFD–DEM) to investigate materials’ plugging mechanism
while drilling. The results show that the migration process of lost circulation materials (LCMs) in the
mud screen can be divided into three stages, displacement, retention, and accumulation of LCMs. The
blocking mechanism of LCMs on the mud screen comes from two aspects. One is from the bridging
of LCMs with larger particle size in the holes of the mud screen. Another source is the difference
between the entry speed and the overflow speed of LCMs. The particle size and mass fraction of
LCMs and the viscosity and displacement of the fluid affect the flow properties of LCMs from these
two factors, respectively.

Keywords: mud screen; materials for plugging while drilling; numerical simulation; CFD–DEM;
plugging

1. Introduction

As the oil and gas industry gradually develops into more challenging and deeper
formations, this presents more significant challenges for drilling operations [1,2]. Deep
formations are prone to feature narrow pressure windows and significant pressure gradient
changes, and these unstable factors often lead to the loss of drilling fluids [3–5]. In order to
deal with the formation leakage problem quickly and effectively, the MWD technology
is widely used. Loss-while-drilling refers to the addition of circulating lost circulation
materials (LCMs) to the drilling fluid. It can plug the entire well section while drilling and
is a practical section to prevent complex bottom hole conditions [6]. It is especially effective
in controlling the leakage of the formation with more and less clear leakage. Compared
with the traditional plugging method, the measurement while drilling (MWD) method
does not require lifting and unloading the MWD, significantly reducing the field operation
time [7].

Measurement while drilling (MWD) is a while drilling tool included in most oil wells
drilled today [8]. It is a system developed to take drilling-related measurements downhole
and transmit the information to the surface while drilling. The channels they provide for
drilling fluids are limited and much smaller than the inner diameter of the drill pipe [9].
Periodic movement of the valve within the tool restricts the flow of drilling fluid through the
inner diameter of the tool. Debris in the drilling fluid can cause damage to the tools inside
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the tool, such as the pulse generator, because of the narrow flow paths [10]. Materials for
plugging while drilling pose challenges to today’s measurement while drilling (MWD) [11].
Improper selection of materials for plugging while drilling can bring the risk of plugging
in MWD [12]. Therefore, to prevent this kind of damage, a mud screen is installed on the
top of the MWD tool and connected to the drill pipe, as shown in Figure 1. This method
filters out large particles in the mud that could harm the tool. A mud screen should be used
whenever the circulation of the drilling fluid begins to prevent debris in the drilling fluid
from flowing from the drill pipe into the tool, blocking the mud pulse generator or the drill
bit jet [13].
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At present, there are few studies on the circulation of materials for plugging while
drilling in MWD tools. Only a few conference papers have suggested that using LCMs
for MWD poses certain risks. Hussain S et al. (2014) proposed that the concentration of
LCMs is harmful to MWD [14]. Attong D J et al. (1995) suggested that MWD is highly
sensitive to LCMs, especially for high concentrations of LCMs [15]. Valerio A et al. (2020)
argue that the inability to know the flow-through properties of LCMs from MWD makes
operators less confident in pumping large particle size or high concentrations of LCMs [10].
Klotz C et al. (2008) proposed that in a mud pulsator, adjusting the angle of the rotor
entering the flow region can help LCMs to obtain larger flow channels [16]. However, such
measures are still limited. At present, the operators of drilling rigs are not aware of the
logic of LCMs blocking MWD, especially the mud screen. Regarding the optimal injection
rate of LCM, the choice of the critical concentration of LCMs and the maximum particle
size of the material is ambiguous [17]. Drilling engineers have eagerly raised this demand
in the South China Sea, where leakage accidents are frequent [18].

The flow and particle properties of the drilling fluid impact the passage performance
of the plugging slurry from the MWD. The flow of LCMs mixed with drilling fluid in the
tool can be considered particle flow [19–21]. At present, particle flow is mainly studied by
numerical simulation, most of which are coupled by the computational fluid dynamics–
discrete element method (CFD–DEM). It is an Eulerian–Lagrangian method that analyzes
complex problems in fluid mechanics and structural mechanics of continuum (fluids)
and discontinuous media (particles) and fields. By tracking and calculating the micro-
scopic motion between fluid, particle, and boundary in each unit, the overall flow law
of LCMs in MWD is obtained. Casas G et al. (2022) discussed the flow properties of
particles and fluids within the drill bit using numerical techniques of the CFD–DEM
method [22]. Feng C et al. (2022) investigated the process of particles and fluids expelled
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from the bottom of the bit and impacted the bit body through numerical simulations and
field experiments [23]. They also studied the key factors in the erosion of polycrystalline
diamond compact (PDC) bits. The transport of drill cuttings in drilling operations is also
a typical particle flow. Especially in horizontal wells and deviated wells, Zakerian A et al.
(2018) studied cuttings migration parameters by establishing a CFD–DEM model [24].
Lin C et al. (2022) tracked the migration behavior of each particle in the fracture using
numerical simulation, analyzed the sealing of the fracture by the particles in stages, and
explained the evolution process of the sealing layer in the fracture [25]. The method of
numerical simulation is beneficial to the understanding of the flow law between particles
and fluid.

In fact, in order to ensure the safety of MWD, the selection of materials for plugging
while drilling by on-site drilling engineers is often conservative. This stems from the
ambiguity about the flow properties of LCMs in MWD tools. In this paper, combining
the computational dynamics model with the discrete element method, the downhole mud
screen tool is used as the object, and the CFD–DEM model is established simultaneously.
This model simulates the entire process of the Materials for plugging while drilling from the
drill string to the mud screen tool. The parameters such as the appropriate viscosity of the
fluid, the injection speed of LCMs, the critical concentration of LCMs, and the maximum
particle size of LCMs are further clarified. The boundary condition of materials for plugging
while drilling on mud screen tool plugging is helpful for drilling engineers to expand the
choice of MWD system. This facilitates dealing with a broader range of missed incidents.

2. Methods

Based on the coupling of computational fluid dynamics and discrete elements, a 3D
model identical to the actual tool was established to study the flow properties of LCMs in
the mud screen, in which the shape of the LCMs was set as spherical. The drilling fluid
(continuous phase) is considered incompressible based on the Lagrangian method. While
LCMs are considered to be the dispersed phase. The solution for the continuous phase is
determined by using the Navier–Stokes (RANS) equations. The dispersed phase is solved
by tracking the particles through the flow field, and each particle is numerically integrated
through Newton’s equations governing the translation and rotation of the particle and is
individually tracked along the continuous phase by the forces acting on the particle [26].

2.1. Governing Equations of the Particle Model
2.1.1. Particle Motion

The particle is tracked based on the DEM method in Lagrangian coordinates, the
velocity and acceleration of the particle are calculated based on Newton’s second law, and
the translation and rotation of the particle are controlled [27,28]. The governing equations
are as follows:

mp
dvp

dt
= FC + Ff→p + mpg (1)

Hp
dwp

dt
= TC + Tf→p (2)

where mp is the particle mass (kg), g is the gravitational acceleration (m/s2), vp is the particle
translation velocity (m/s), and FC is the particle–particle and particle–wall interaction force
(N). Ff→p is the interaction force between the fluid surrounding the particle and the particle.
Hp is the moment of inertia (kg·m2), and wp is the angular velocity of the particle (rad/s).
TC is the particle–particle and particle–wall tangential force (N) that causes particle rotation.
Tf→p is the additional torque (kg·m2·s−2) due to the velocity gradient of the fluid.

2.1.2. Contact Force Models

In the dispersed phase, the force is mainly generated by the contact between the solid
phase and the solid phase, including two particles or a particle and a wall.
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Normal Force

The contact force between particle–particle and particle–wall consists of stress in the
normal and tangential directions. The normal contact force model is specified by the
Hertzian spring–dashpot model [29]. The Hertzian spring–dashpot model used can be
written as:

Fn = KHS
3
2
n + ξHS

1
4
n Sn (3)

KH =
4
3

E∗
√

R∗ (4)

1
E∗

=
1− v2

1
E1

+
1− v2

2
E2

(5)

1
R∗

=

{
1
L1

+ 1
L2

f or particle− particle collision
1
L f or particle− boundary collision

(6)

Following the idea proposed by Tsuji Y et al. [30], the definition of the damping
coefficient for the Hertz model is similar to that of the linear spring–damper model:

ξH = 2ηH
√

m∗KH (7)

Tangential Force

The model of the tangential force of the contact force uses the Mindlin–Deresiewicz
model, which is called the linear friction damper model, which includes springs, dampers,
and friction blocks, as shown in Figure 2. The model combines Hertz’s theory to describe
normal stress and Mindlin and Deresiewicz’s theory [31]. The expression for the tangential
force is given by:

Fτ = −µFn

(
1− ζ

3
2

) sτ

|sτ |
+ ητ

√
6µm∗Fn

sτ , max
ζ

1
4 s′τ (8)

ζ = 1− min(|sτ |, max)
sτ , max

(9)

where µ is the friction coefficient; Fn is the normal stress; and sτ is the tangential displace-
ment at the contact point. s′τ is the tangential component of the relative velocity at the
contact point; sτ , max is the maximum displacement of the particle slipping at the contact
point. m∗ is the effective mass; ητ is the damping ratio, which is related to the restitution
coefficient of the material.
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2.2. Governing Equations of the Fluid Model

In the CFD–DEM coupled simulation, using the Multiphase Model, when using the
Eulerian method, the fluid phase is regarded as a continuous phase, and the fluid phase is
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an incompressible fluid, which is described by the volume-averaged classical Navier–Stokes
equation [33]. Its mean mass conservation equation and mean momentum conservation
equation are given by Equations (10) and (11), respectively:

∂

∂t

(
α f ρ f

)
+∇·

(
α f ρ f u

)
= 0 (10)

∂

∂t

(
α f ρ f

)
+∇·

(
α f ρ f u

)
= −α f∇p +∇·

(
α f Tf

)
+ α f ρ f g + Fp→ f (11)

Tf = µ f
(
∇u +∇u

T
)
+

(
λ f −

2
3

µ f
)
∇·uI (12)

FP→ f = −
∑N

P=1 Ff→p

Vc
(13)

where α f represents the fluid volume fraction, p is the pressure, ρ f is the fluid density, u is
the fluid phase velocity, and Tf is the stress tensor of the fluid phase; the stress tensor of Tf
in Equation (11) is defined by Equation (12);

In Equation (11), FP→ f represents the momentum source term of the interaction be-
tween particles and the fluid, which is defined according to Equation (13), where Vc is the
calculation unit volume, and n is the particle in the calculation unit volume. The number,
FP→ f describes the force the fluid exerts on the particles.

2.3. Particle-Fluid Interaction Forces

The interaction force Ff→p between the fluid and the particle is usually divided into
two terms: the drag force FD and the second term consisting of the residual (nonresistance)
force FN−D, in the following way [34]:

Ff→p = FD + FN−D (14)

The most common non-drag forces are the pressure gradient force F∇p, the additional
(virtual) mass force FVM, and the lift force FL, so we can also write:

Ff→p = FD + F∇p + (FL + FVM + Fothers) (15)

In fact, depending on the flow conditions, most of these forces are negligible, and only
drag and pressure gradient forces need to be considered since, in most cases, the density
of particles is much greater than that of the fluid, where the drag force FD is expressed
according to Equation (16),

FD =
1
2

CDρ f A
∣∣u− vp

∣∣(u− vp
)

(16)

In Formula (16), A is the projected area of the particle in the direction of the fluid;
u− vp is the velocity difference between the fluid and the particle. Where the pressure
gradient force F∇p is calculated according to Equation (13):

F∇p = −Vp∇p (17)

where Vp is the volume of the particle and ∇p is the local pressure.

2.4. Coupling Algorithm

Based on the Euler–Lagrangian framework, Figure 3 shows a diagram of the two-way
coupling of CFD–DEM. It allows CFD and DEM to exchange information for the transfer
of momentum and energy. First, determine the time step in the DEM solver. On the
CFD solver, the flow velocity, pressure, density, and viscosity data of each grid in the
computational domain are transferred to the DEM solver, and the interaction between the
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discrete phase and the continuous phase is calculated on the DEM solver, and the discrete
phase is obtained. The speed of translation and rotation and the data are transferred to CFD
for a solution again. CFD determines that the time step is an integer multiple of the DEM
time step, and the initial discrete phase field in CFD is updated. The schematic diagram of
CFD–DEM coupling technology is shown in Figure 3.
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3. Numerical Model

Since the mud screen is a cone, the drilling fluid carrying LCMs flows out of the tip
first, and when the particles carried by the drilling fluid are blocked at the tip, they begin to
flow out from the holes on both sides. Under the action of a fluid with a specific flow rate
and viscosity, the particles are not enough to block the tool, which means that the plugging
slurry can safely pass through the tool. If the LCMs are trapped in the screen, the amount of
LCMs coming out of the holes is less than the amount of LCMs entering the screen, and the
LCMs will gradually fill the entire screen. This will cause the entire steering-while-drilling
tool to be blocked, which will bring safety risks to on-site drilling construction.

3.1. Architecture of the Model

Drilling fluid enters the tool from the inlet and flows out at the screen. The particles
and fluid are in the cylinder part, forming a steady flow of particles. Figure 4a depicts the
process of simulating materials for plugging while drilling from the drill pipe into the mud
screen tool at a steady flow rate. The geometric model established in this study consists of
two parts, the stable flow area of the plugging slurry and the screen structure. The boundary
conditions of the entire geometric model are shown in Figure 4b. The stable flow area of
the plugging slurry is a cylindrical structure with a cross-section of 20 mm in diameter
and a length of 100 mm, providing a stable flow area for the plugging slurry, simulating
the upper half of the steering-while-drilling tool. Particles are randomly generated on
the cylindrical structure’s top face and carried into the cylindrical structure by the fluid.
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The particle concentration was adjusted by the particle formation rate, and the volume
fraction ranged from 7.5% to 20%. The fluid inlet also sets the top of the circular structure.
The fluid velocity at the inlet is set in the range of 6.6 m/s~10 m/s to simulate the actual
displacement of drilling fluid during drilling, ranging from 30 m3/h to 50 m3/h.
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The diameter of the circle at the upper end of the mud screen tool is 20 mm, which is
consistent with the cross-sectional diameter of the cylindrical structure. The diameter of the
circle at the lower end is 26 mm. The overall height is 80 mm, and the cone angle is −8.58◦.
The conical part contains 144 holes with a diameter of 4.8 mm. The scale of the model is
1:1 with the size of the actual tool. The dimension of the entire computational domain is
0.0446 m× 0.1805 m× 0.0446 m, with a total of 54,891 boundary faces and 61,478 boundary
nodes. Based on issues such as the computational stability of the solver, the accuracy of
the drag force calculations, etc., the size of the mesh is kept at more than three times the
diameter of the largest particle being simulated. Therefore, the maximum size of the unit
is 6 × 10−3 m, and the minimum size is set to 3 × 10−3 m. The walls are set as no-slip
boundary conditions.

3.2. Setting of Boundary Conditions

The inlet boundary condition of the fluid field is set to a specific velocity inlet, the
outlet boundary condition is set to the pressure outlet, and the outlet pressure is standard
atmospheric pressure to simulate the actual situation of drilling tools in the formation.
Select the standard k-epsilon(2eqn) for the turbulence model of the fluid. For the wall
function of the fluid field, select the near-wall treatment of the scalable wall function.
Based on the collection and calculation of fluid parameters in the plugging operation at
the drilling site, the drilling fluid in the drilling tool mostly flows in the form of laminar
flow. Therefore, according to the calculated value, the turbulence intensity of the fluid is
set to 1%. When leakage occurs in the formation, the leakage rate is lower than 10 m3/h,
and the method of plugging while drilling is adopted. The concentration of the MWD
agent is generally controlled at 5% to 25%, and the particle size is less than 2 mm. During
the drilling process, the displacement of drilling fluid is different under different working
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conditions. This study divides it into three types: low (55 m3/h), medium (90 m3/h), and
high (125 m3/h), type of displacement. Other parameter settings are the same as the actual
field parameters, see Table 1 for details.

Table 1. Input parameters of DEM-CFD numerical simulation.

DEM Parameters Values CFD Parameters Values

Particle Size, d (m) [1.1 × 10−3, 2.2 × 10−3] The density of the fluid, ρf (g/cm3) 1.3

Particle Density, ρs (g/cm3) 2.6 The viscosity of the fluid, µf (kg/m·s) [0.01, 0.07]

Particle Young’s Modulus, E (MPa) 1.0 × 109 Displacement of fluid, m3/h [55, 125]

Poisson’s ratio of particles 0.3 Turbulence intensity k-epsilon(2eqn)

Static Friction of Particle to particle, µs 0.8 Wall roughness constant 1%

Dynamic Friction of Particle to particle, µr 0.5 Wall roughness height, h (mm) 0.5

Restitution Coefficient of Particle to particle 0.3 CFD time step, ∆ts (s) 0.2

Static Friction of Particle to boundary, µs 0.9 Acceleration of gravity, g (m/s2) 10−3

Dynamic Friction of Particle to boundary, µr 0.5

Restitution Coefficient of Particle to the boundary 0.2

Tangential Stiffness Ratio 1

DEM time step, ∆ts (s) 5 × 10−3

3.3. Validation of the Model

An experimental device for testing the flow properties of Materials for plugging while
drilling in the mud screen tool was established indoors. The experimental device consists
of three parts: pump, simulated wellbore, and simulated mud screen, as shown in Figure 5.
The construction of the simulated mud screen is derived from the tip part of the actual mud
screen. Due to the natural drilling fluid circulation environment, the tip of the mud screen
is the most sensitive position for LCMs. According to feedback from field operations on
the rig, whether or not it is plugged by LCMs determines whether or not the entire tool is
plugged by LCMs. Therefore, considering the feasibility of indoor experiments, the most
easily blocked area of the mud screen is used as the experimental model. Because the mud
screen is placed inside the drill pipe close to the MWD in the design of the drilling tool,
the mud screen for indoor simulation is also placed in the cylinder, which simulates the
drill pipe.

Therefore, the dynamic viscosity of the drilling fluid in the room is 0.03 kg/m·s, and
the density is 1.3 g/cm3. The materials for plugging while drilling select regular spherical
particles, which are as consistent as possible with the shape and properties of the LCMs
used in the field. The drilling fluid is driven by a screw pump and the number of materials
for plugging while drilling is set to 5%. Due to the limited performance of the indoor
screw pump, the pumping displacement of the drilling fluid was set to 5 m3/h. Under this
condition, the flow properties test was carried out on materials for plugging while drilling
with different particle sizes, and the particle size ranged from 0.5 mm to 1.5 mm.

Figure 6 shows the simulation and laboratory results of the flowability of materials for
plugging while drilling. The simulation predictions agree well with the indoor results on
a larger scale. However, when the particle size of LCMs is 0.9 mm, there is a specific
difference between the two results. This is because the LCMs in the laboratory experiments
do not flow in a uniform state during the cycle. The internal structure of the pump
and the influence of gravity lead to the accumulation of LCMs during the circulation
process, resulting in an excessively high concentration of some structures, thus making
the experimental results more prone to tool blockage. Overall, the developed numerical
model has high accuracy and can be used to simulate the fluid-solid flow of materials for
plugging while drilling in the mud screen.
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Figures 7 and 8 show the different results of the flow properties of the materials for
plugging while drilling in the simulated mud screen in the laboratory experiment. It is
evident that when the LCMs fill the entire tool, drilling fluid cannot flow through it. It
is conceivable that once the LCMs clog the tool in actual drilling situations, this will be a
challenging problem. The problem can only be solved once the drilling is stopped, the drill
pipe is lifted, and the MWD is taken out, which is time-consuming.
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4. Results and Discussion
4.1. Circulation Process of LCMs in Mud Screen

It is necessary to understand how the displacement and retention of LCMs behave
in the mud screen. The simulation results of the migration of LCMs in the mud screen
are shown in Figure 9. The results show that the LCMs migrate smoothly from the drill
pipe with a gradual increase in velocity. When the LCMs migrate into the mud screen, the
speed decreases. Part of the LCMs overflowed from the holes of the mud screen, and the
remaining part of the LCMs remained at the tip of the mud screen. As the number of LCMs
entering the mud screen from the drill pipe gradually increased, it was much larger than
the number of LCMs overflowing from the hole. At this point, the blockage develops from
the tip portion of the mud screen to the entire mud screen [35]. This clogging develops
rapidly. If you want to avoid clogging, you should try to control the particles and not stay
at the mud screen’s tip.
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Figure 9. Displacement and retention behavior of LCMs in mud screen, (a–e): behavior changes with
mud injection time.

Accordingly, the whole process can be divided into three stages, as shown in Figure 10.
I, Migration of LCMS, referring to Figure 9a,b. II, LCMS retention, refer to Figure 9c,d.
III, LCMS stacking, refers to Figure 9e. In the first stage, LCMS is carried by the fluid
from the drill pipe to the mud screen. At this time, the entering particles are the same as
the overflowing particles, and no particles block the opening of the mud screen, so the
pressure of the fluid is maintained at a superficial level. In the second stage, the hole of the
mud screen is gradually blocked by the remaining particles, and the passage of the fluid is
blocked, resulting in an increase in the fluid pressure. In the third stage, as time increases,
all the openings of the mud screen are blocked by LCMS, the main overflow channel of
fluid disappears, and it can only overflow from the pores of LCMS particles. The fluid field
Is restored to a new equilibrium, and the fluid pressure remains relatively stable without
significant changes.
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4.2. Effect of Particle Size of LCMs on Flow Properties

In order to intuitively understand the effect of particle size of LCMs on the flow
properties in the mud screen. The particle size range of LCMs is set at 1.1 mm~2.2 mm, and
the range of mass flow is set at 1~6 kg/s. The flow-through results under different particle
size ranges and mass flow conditions were tested. The differences in the occurrence time of
LCMs with different particle sizes after plugging the tool were compared. As well as the
particle size of LCMs, the behavior of LCMs clogging tools is classified.

The larger the particle size of the LCMs, the greater the blocking probability of the
mud screen tool. According to the results given in Figure 11, when the particle size is more
significant than 2.0 mm, the tool will be blocked regardless of the mass flow size pumped
by the LCMs. It can therefore be concluded that for MWD, LCMs over 2.0 mm should be
prohibited from being added to drilling fluids. It can cause damage to the drilling tool. At
the same time, when the particle size of the particles is less than 1.2 mm, the flow properties
of LCMs in the tool are good, and we think that the LCMs below 1.2 mm are in the safe
range. When the particle size is between 1.2 mm and 2.0 mm, the mass concentration of
LCMs needs to be considered, which is necessary to ensure the tool’s safety.
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Figure 11. Effect of particle size and mass flow of LCMs on flow properties.

In Figure 12, at a mass flow of 3 kg/s, the increase in particle size accelerated the
process of tool plugging by LCMs. The larger the LCMs, the faster the entire tool is filled.
Figure 13 explains the difference between the two types of particle size in filling the entire
tool. When the particle size of LCMs is 1.5 mm, the tool is filled with LCMs because the
speed of LCMs entering the tool is greater than the speed of overflowing the tool. It can
be seen that although the LCMs have blocked the entire mud screen, the small LCMs still
overflow from the punched holes. Its overflow curve is also wavy. When the particle size
of LCMs was 2.0 mm, the LCMs bridged in the pores, and the subsequent LCMs could not
overflow from the pores. It can be seen from the overflow curve of the particles that when
the number of particles overflowed reaches a peak value, it decreases rapidly. Through the
study of these two different types of plugging behaviors, we learned that expanding the
overflow rate of LCMs is the key to improving the flow-through performance of LCMs.
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4.3. Influence of Mass Flow of LCMS on Flow Properties

As shown in Figure 14, the lower the mass flow range, the lower the probability of
tool clogging by LCMs. It shows that controlling the entry speed of LCMs to keep them
consistent with the speed of overflowing LCMs is beneficial to the circulation of LCMs in
the mud screen. At the same time, the high mass flow makes it easier for particles to build
bridges in the pores, hindering the migration of particles. Overall, LCMs are better able to
ensure the safety of MWD while maintaining a lower mass flow. In the actual operation of
the drilling platform, when using LCMs with larger particle size, it is necessary to ensure
that the concentration of LCMs is maintained in a lower range.
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Figure 14. Influence of mass flow of LCMs on the probability of blocking in mud screen.

It can be seen from the comparison between Figures 15 and 16 that the entry ve-
locity and the overflow velocity of LCMs with a mass flow of 2 kg/s are maintained in
an equilibrium state. Therefore, LCMs maintain good liquidity. When the mass flow of
LCMs rises to 3 kg/s, the entry velocity of LCMs is greater than the overflow velocity
of LCMs. Meanwhile, the high concentration of LCMs had a side effect on the spillover
behavior. Therefore, LCMs build up rapidly in the tool, filling the entire tool.
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4.4. Influence of Fluid Displacement on Flow Properties

Considering the actual working conditions in the drilling process, the displacement
of the drilling fluid is different. Therefore, according to the actual parameters, the drilling
fluid displacement is divided into three levels: low, medium, and high. The influence of
liquid velocity was revealed by comparing the flow properties of materials for plugging
while drilling under three types of displacement. Figure 17 shows the displacement velocity
of LCMs in the whole tool under different displacements of fluid. It can be clearly seen that
the overflow rate of LCMs increases with the increase of fluid displacement.
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fluids.

Under the condition that the mass flow of LCMs is 3 kg/s, it can be found that the
fluid displacement has a significant influence on the results. In Figure 18, the parameters
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for which the effect of fluid displacement changes the fluidity of LCMs are circled by boxes.
Low displacement mainly affects the flow properties of LCMs.
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Figure 18. Flow properties of LCMs under the action of the low, medium, and high displacement
fluids.

Figures 19 and 20 reflect the effect of different displacements on LCMs. The reduction
of the fluid displacement will reduce the overflow speed of the particles, resulting in the
deterioration of the flow properties. The drag force on the LCMs is also affected by the
displacement. The larger the displacement, the greater the drag force on the LCMs. As
shown in Figure 20, with a displacement of 55 m3/h, the drag force on the LCMs suddenly
increased in the subsequent period. This is because the LCMs clog the tool and reduce the
fluid flow channel area, which increases the fluid velocity around the LCMs.

Processes 2022, 10, x FOR PEER REVIEW 18 of 22 
 

 

displacement. The larger the displacement, the greater the drag force on the LCMs. As 

shown in Figure 20, with a displacement of 55 m3/h, the drag force on the LCMs suddenly 

increased in the subsequent period. This is because the LCMs clog the tool and reduce the 

fluid flow channel area, which increases the fluid velocity around the LCMs. 

 

Figure 19. The magnitude of the pulling force of 1.4 mm LCMs at different displacements. 

 

Figure 20. Spill velocity of 1.4 mm LCMs at different displacements. 

4.5. Influence of Fluid Viscosity on Flow Properties 

As the primary performance of drilling fluid, viscosity cannot be ignored. Drilling 

fluid relies on its own viscosity to suspend and carry solid phase materials. Therefore, it 

has a specific influence on the flow properties of LCMs. 

Figure 19. The magnitude of the pulling force of 1.4 mm LCMs at different displacements.

429



Processes 2022, 10, 1955

Processes 2022, 10, x FOR PEER REVIEW 18 of 22 
 

 

displacement. The larger the displacement, the greater the drag force on the LCMs. As 

shown in Figure 20, with a displacement of 55 m3/h, the drag force on the LCMs suddenly 

increased in the subsequent period. This is because the LCMs clog the tool and reduce the 

fluid flow channel area, which increases the fluid velocity around the LCMs. 

 

Figure 19. The magnitude of the pulling force of 1.4 mm LCMs at different displacements. 

 

Figure 20. Spill velocity of 1.4 mm LCMs at different displacements. 

4.5. Influence of Fluid Viscosity on Flow Properties 

As the primary performance of drilling fluid, viscosity cannot be ignored. Drilling 

fluid relies on its own viscosity to suspend and carry solid phase materials. Therefore, it 

has a specific influence on the flow properties of LCMs. 

Figure 20. Spill velocity of 1.4 mm LCMs at different displacements.

4.5. Influence of Fluid Viscosity on Flow Properties

As the primary performance of drilling fluid, viscosity cannot be ignored. Drilling
fluid relies on its own viscosity to suspend and carry solid phase materials. Therefore, it
has a specific influence on the flow properties of LCMs.

The flow properties of LCMs with two particle size under the action of different fluid
viscosities were tested. The particle size of LCMs is 1.4 mm and 1.5 mm, which are the
boundary conditions for blocking the mud screen or not, respectively. Figure 21 shows that
the increase in fluid viscosity effectively reduces the collision of LCMs with the tool. This
weakens LCMs from being hindered by tools. This enables the LCMs to leave the mud
screen in a more orderly manner from the pores, which improves the overflow rate of the
LCMs. As seen in Figure 22, the increase in fluid viscosity caused the LCMs to shift from
clogging the tool to a gentle spill. This shows that the fluid’s viscosity can change whether
the LCMs pass or not to a certain extent. In the process of plugging while drilling, the
viscosity of the drilling fluid should be increased within a safe range, which is beneficial to
the tool’s safety.
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Figure 22. Flow properties of 1.5 mm LCMs under the action of drilling fluids with different
viscosities.

5. Conclusions

In this study, the flow-through performance of LCMs in mud screen was investi-
gated by using a coupled CFD–DEM method to build a scale model with the actual tool.
Concluded as follow:

(1) The migration process of LCMs in the mud screen can be divided into three stages,
including I, the migration of LCMS. II, Retention of LCMS. III, LCMS stacking.
Among them, the retention stage of LCM dominates the clogging degree of LCMs to
mud screen.

(2) The retention behavior of LCMs can be divided into two types. One is derived from
the bridging of LCMs with larger particle size in the pores of the mud screen, thereby
hindering the subsequent overflow of LCMs. Another source is that the difference
between the entry speed and the overflow speed of LCMs causes the accumulation of
LCMs in the mud screen.

(3) Mud screen requires that the particle size of LCMs needs to be controlled at 2 mm
or less. When the particle size of LCMs is less than 1.2 mm, the results of the mass
flow convection performance of LCMs do not change much. When the particle size of
LCMs ranges from 1.2 mm to 2 mm, the mass flow of LCMs needs to be paid attention
to because it dramatically affects the flow properties of LCMs.

(4) The flow properties of LCMs are favorable for fluid at high displacement. It helps
LCMs achieve higher overflow speed. Low displacement results in more severe clog-
ging of the mud screen by LCMs. The increase of fluid viscosity reduces the collision
frequency of LCMs with the tool, and the overflow of LCMs from the holes is more or-
derly. Therefore, in the MWD construction, optimizing the viscosity and displacement
of the drilling fluid can reduce the probability of the mud screen being blocked.
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Abstract: With little to no natural fracture development and the high calcite content in porous
carbonate reservoirs, for multistage acid fracturing, different fluids are used to form a viscous
fingering in the fracture, thus enhancing the degree of nonuniform etching. However, existing
studies on multistage acid fracturing mainly focused on the combination of fracturing fluid and
acid, which is less specific for porous carbonate rocks. Here, the rheological properties of five fluids,
including guar-based fluid, cross-linked guar, gelled acid, cross-linked acid, and diverting acid, were
studied at each temperature condition, and the viscosity relationship between each fluid was clarified.
Based on the rheological properties, the differences between the seven liquid combinations on the
etched morphology of the fracture walls were studied and analyzed. The conductivity of the seven
acid-etched fractures under different closure stress was simulated. The experimental results showed
that the viscosity relationships between the fluids at different temperatures were cross-linked guar
> cross-linked acid > diverting acid (spent acid) > gelled acid > guar-based liquid > diverting acid
(fresh acid). Because cross-linked acid has higher viscosity than gelled acid, it can form more obvious
viscous fingering with a variety of liquids, which is more suitable for acid fracturing stimulation
of porous carbonate reservoirs. In addition, the combination of cross-linked and diverting acids
was screened out. The multistage alternate injection of this fluid combination could form tortuous
and complex etching channels, and its acid-etching fracture conductivity was significantly higher
than that of other fluid combinations at different closure stress. In this study, we optimized the fluid
combination of porous carbonates and clarified the effect and mechanism of nonuniform etching to
provide guidance for the fluid combination selection of multistage alternate acid fracturing process
for porous carbonate reservoirs.

Keywords: multistage acid fracturing; porous carbonate reservoir; morphology; conductivity;
acid combination

1. Introduction

Porous carbonate reservoirs generally have low porosity and permeability, high calcite
content in rock minerals, and the natural fractures are less or even not developed [1,2].
This type of reservoir is especially developed in the Middle East or central Asia [3]. Acid
fracturing is one of the most effective measures for carbonate stimulation [4,5]. The acid-
etching fracture conductivity after acid fracturing treatment is a key factor affecting oil and
gas production, and is a key parameter in the acid fracturing design of carbonate reser-
voirs [6,7]. Due to the characteristics of porous carbonate with pure lithology, nonuniform
etching is not easily formed by the conventional acid fracturing process [8,9]. Multistage
alternate acid fracturing is widely used to enhance the degree of nonuniform etching, and
was proven to be the most effective stimulation measure for porous carbonates [10].
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Early multistage alternate acid fracturing technology is mainly a combination of
fracturing fluid and acid fluid [11,12]. The main advantages of adding fracturing fluid to
the acid fracturing process include: (1) the use of highly viscous fracturing fluid to plug
the natural fractures in the reservoir and the wormhole formed in the fracture wall, thus
reducing the filtration of acid through the natural fractures and fracture wall and increasing
the volume of fractures during acid fracturing [13,14]; (2) the viscosity of the fracturing
fluid is usually higher than that of the acid fluid, and the difference in viscosity between the
alternately injected fracturing fluid and the acid fluid makes the two fluids form viscous
fingering in the fracture [15]. This viscous fingering causes the distribution of the acid to
be nonuniform in the fracture, thus producing nonuniform etching on the fracture wall.
The formation of these nonuniform etchings prevents the fracture from completely closing
under high closure stress and maintains a good oil and gas flow channel [16]. Notably,
cross-linked guar is usually a chain compound formed by cross-linking of hydroxypropyl
guar under alkaline conditions and the cross-link agent, thereby increasing the viscosity of
the fracturing fluid [17]. Under acidic conditions, the cross-linking structure is destroyed,
and the viscosity of the fluid is significantly reduced and may even be lower than that of
the gelled and cross-linked acids [18]. To solve this problem, researchers have developed
acid-resistant polymeric fracturing fluids that can effectively improve the fluid viscosity of
fracturing fluids in highly acidic environments [19]. However, such fracturing fluids are
costly, and their application in the field is limited.

Gelled and cross-linked acids are often used in multistage acid fracturing because of
their higher viscosity than those of other acid systems, which can effectively reduce acid fil-
tration and open the reservoir to form fractures [20]. In recent years, with the development
of acid systems, the combination of fluid systems for multistage acid fracturing has also
changed, such as the combination of fracturing fluid and gelled acid, and diverting acid
and gelled acid [21,22]. The viscosity of fresh diverting acid is lower and consistent with
that of water. As H+ is consumed during the acid–rock reaction and carbonate minerals
are dissolved, the pH and Ca2+ concentration increase in the solution. Surfactants in the
diverting acid are entangled to form micelles in weakly acidic environments with metal
ions, and the presence of micelles greatly enhances the viscosity of the acid solution [23].
Fresh low-viscosity acid has good flow ability in fractures, while spent high-viscosity spent
acid can effectively plug the natural fractures and wormholes to reduce acid filtration [1].
Current research on porous carbonates has focused on two acid systems: gelled acid and
cross-linked acid, and stimulation parameters such as injection rate and injection time.
However, the stimulation effect and mechanism of the combination of diverting acid and
other acid fluids on porous carbonate are still unclear.

In this study, a diverting acid whose viscosity gradually increases with reaction time
was introduced. Considering the temperature variation, the rheological properties of five
fluid systems at different temperatures were studied, and the viscosity relationship be-
tween the fluids was clarified. Based on the combinations of fracturing fluid and acid in
conventional acid fracturing, we introduced combinations of acids. The conductivities
of acid-etching fractures for different acid combinations were studied. The acid fractur-
ing stimulation efficiencies of different acid combinations were clarified, and the fluid
combinations suitable for porous carbonate reservoirs were preferably selected.

2. Experiment Preparation

In the process of acid fracturing, the acid uniformly reacts with the carbonate minerals
on the fracture wall, hindering nonuniform etching on the fracture wall. With the comple-
tion of acid fracturing and the progression of oil and gas flowback, the pore pressure of
the reservoir gradually decreases and the closure stress gradually increases in the reservoir.
Uniformly etched fractures rapidly close under closure stress, and the conductivity is
difficult to maintain, which seriously affects the acid fracturing effect. Multistage acid
fracturing stimulation can reasonably use the reactions and rheological characteristics of
the acid, which make the acid produce viscous fingering in the fracture, thus producing
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nonuniform etching on the fracture wall, finally forming a connected high-permeability oil
and gas channel.

2.1. Rock Slab Preparation

Indiana limestone cores were analyzed by XRD, and the mineral composition of
the cores was mainly calcite (93.7%) and dolomite (7.3%). In addition, the porosity and
permeability of the Indiana limestone were 20.1% and 7.2 mD, respectively. The cores used
in the experiment were processed with by wire cutting technology into a 178 mm long,
19 mm arc rock slab that was 38 mm wide and 50 mm high (Figure 1), which ensured the
rock slab size fully matched the size of API acid etching conductivity chamber.
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2.2. Fluid Preparation

In this work, five kinds of liquid systems were used in the multistage acid fracturing
experiment, including a guar-based solution, cross-linked guar, gelled acid, cross-linked
acid, and diverting acid. The specific formulas of the liquids were as follows:

(1) Guar-based solution: 0.27 wt% HPG + 0.1 wt% fungicide, and 0.3 wt% clay stabilizer;
(2) Cross-linked guar: 0.27 wt% HPG + 0.1 wt% fungicide + 0.3 wt% clay stabilizer,

and 0.3 wt% cross-link agent;
(3) Gelled acid: 20 wt% HCl + 0.6 wt% gelling agent, and 1.5 wt% corrosion inhibitor;
(4) Cross-linked acid: 20 wt% HCl + 0.6 wt% gelling agent + 0.6 wt% cross-link agent,

and 1.5 wt% corrosion inhibitor;
(5) Diverting acid: 20 wt% HCl + 1.5 wt% corrosion inhibitor, and 7 wt% divert-

ing agent.
In the reaction of diverting acid with carbonate minerals, the viscosity of the spent

diverting acid solution gradually increases under environments with high pH and Ca2+

concentration, eventually achieving the purpose of uniform acidizing. After the chemi-
cal reaction between fresh acid and carbonate minerals at the fracture wall during acid
fracturing, the highly viscous spent acid enters the porous medium through the fracture
wall. The highly viscous spent acid, by entering the porous media, can enhance the per-
colation resistance of the subsequent acid into the fracture wall, thus reducing acid loss
and improving fracturing efficiency. Therefore, in addition to the viscosity of the fresh
diverting acid, the viscosity of the spent diverting acid was also tested in this study. The
preparation process of the spent diverting acid was as follows: (1) 200 mL of 15 wt% HCl
solution was prepared by using deionized water and 37 wt% HCl. (2) We added 1.5 wt%
corrosion inhibitor to the removed liquid and 7 wt% diverting agent, which is a kind of
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Gemini quaternary ammonium salt cationic surfactant. (3) Excessive Ca2CO3 was added to
the water bath at 50 ◦C to ensure the HCl fully reacted, and the solution after the reaction
was centrifuged at 3000 r/min to obtain the supernatant.

2.3. Experiment Apparatus

In this work, an acid etching fracture conductivity testing system (Figure 2) was used,
which consisted of a liquid rheology testing device, an acid etching simulation device, a
conductivity testing device, and a 3D laser scanning device. The rheology testing device
was made of Hastelloy and was able to test the viscosity of fracturing fluid and acid at
different temperatures [24]. The acid etching simulation device was used to etch the rock
slab by injecting acid, thus simulating the process of etching the fracture wall during
acid fracturing. The conductivity testing device was used to test the flow conductivity
of the fracture at different closure stresses, thus objectively reflecting the closure of the
acid-etching fracture at different closure stresses. The 3D laser scanning device was used to
visualize the acid etching on the fracture walls.
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2.4. Experimental Procedure

The main procedures of the acid rheology and acid etching slab conductivity testing
experiments are described below:

(1) Determination of the rheological properties of the acid solution: the viscosity
of the acid system used in the experiment was measured at different temperatures us-
ing the Harker rheometer to clarify the viscosity relationship of each acid system at the
target temperature.

(2) Acid etching of fracture surfaces: A pair of smooth rock slabs was installed parallel
to the reaction chamber of the acid-etching simulation device and began to heat up. The
back pressure was set to 7 MPa during the experiment. When the ambient temperature
was heated to the experimentally set value, the acid was pumped into the fracture in the
reaction chamber according to the experimental scheme, and the pumped acid chemically
reacted with the rock minerals on the fracture wall.
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(3) Scanning the surface morphology of the fracture after acid etching: After the
reaction, the acid-etched rock slab was removed from the acid etching simulation device,
and the surface of the rock slab was cleaned of the acid and residue after the reaction using
deionized water. The surface morphological features of the acid-etching fractures were
obtained using a 3D laser scanning device.

(4) Testing the flow conductivity of acid-etching fractures: The reacted rock slabs were
installed parallel in the conductivity chamber of the conductivity testing device, and the
initial closure stress was applied at 5 MPa to make the two rock plates contact. Deionized
water was injected at a flow rate of 5 mL/min. After the flow rate at the outlet of the device
stabilized at 5 mL/min, the closure stress was increased according to the experimental plan
to determine the conductivity at different closure stresses.

3. Result and Discussion
3.1. Liquid Rheology Test Result

By using a liquid rheology testing device, the viscosity of the liquids at room tempera-
ture was measured by shearing the six liquids at a constant speed for 30 min. Then, the
ambient temperature was slowly raised until the temperature rose to 90 ◦C, which was
then stabilized at 90 ◦C, and the liquid was continuously sheared for 60 min. After the
viscosity of the liquid was stable, the average viscosity of the viscosity stable period was
taken as the viscosity of the liquid at 90 ◦C. The shear rate was kept at 170 s−1 during the
experiment. The rheological results of the six liquids are shown in Figure 3. As can be
seen from the figure, the viscosities of the guar-based fluid, cross-linked guar, gelled acid,
cross-linked acid, and spent diverting acid were 86.4, 867.3, 98.3, 394.8, and 420.6 mPa·s,
respectively, at room temperature. The viscosities of all acid systems gradually decreased
as the ambient temperature continued to rise. At 90 ◦C, the viscosities of the guar-based
solution, cross-linked guar, gelled acid, cross-linked acid, and spent diverting acid were
51.6, 391.9, 28.9, 136.4, and 72.7 mPa·s, respectively. This viscosity change trend was con-
sistent with those reported in previous studies [25,26]. The viscosity of the cross-linked
guar always remained the highest at all temperature conditions, followed by that of the
cross-linked acid and spent diverting acid, and the viscosities of the guar-based solution
and gelled acid were the smallest and least different. The viscosity of the fresh diverting
acid was 2.7 mPa·s due to the characteristics of the diverting acid, and slightly decreased
as the ambient temperature kept increasing.
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3.2. Acid Etching Simulation Result

According to the optimization principle of multistage acid fracturing in carbonate
reservoirs, seven combinations of five fluids were considered to study the effect of acid
etching on the fracture wall of carbonate rocks under different fluid combinations. To
ensure that the total amount of acid injected in the multistage acid fracturing process was
consistent, the injection time in the multistage acid fracturing was adjusted, and the specific
experimental arrangement is shown in Table 1. The ambient temperature was maintained
at 90 ◦C during the experiments. Combined with the injection rate during acid fracturing
treatment in the field and previous research results [21], the injection rate in the experiment
was set to 30 mL/min.

The results of the rock slab acid etching simulation are shown in Figures 4 and 5. As
can be seen from the figures, the surfaces of the rock slab after both multistage alternate
injection of the guar-based solution and gelled acid and multistage alternating injection
of gelled acid and diverting acid were both relatively smooth. This uniform etching
completely closed the fractures under high closure stress, thus reducing the acid fracturing
effect. There was nonuniform etching on the rock slab after multistage alternating injection
of the cross-linked acid and guar-based solution, but the degree of nonuniform etching was
lower. More obvious [27,28] etching grooves formed after multistage alternating injection
of gelled acid and cross-linked guar, cross-linked acid and gelled acid, and cross-linked acid
and cross-linked guar. This etched groove greatly enhanced the nonuniform etching degree
of the fracture wall [29], which hindered the acid-etched fracture from completely closing
under the closing pressure after the acid fracturing stimulation, thus forming a high-speed
channel for the flow of oil and gas. The etched grooves formed after the multistage alternate
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injection of cross-linked acid and diverting acid were more obvious. These grooves greatly
enhanced the degree of nonuniform etching on the fracture walls: tortuous and complex
grooves were harder difficult to close under closure stress. In addition, the slab overall
showed a greater degree of dissolution at the entrance, and the degree of dissolution from
the entrance to the exit showed a gradually decreasing trend. This is because the acid
concentration at the point of entry into the fracture was higher, which created a more
intense acid–rock reaction, and the degree of etching was correspondingly higher. With the
consumption of H+ in acid by the acid–rock reaction, the concentration of acid at the exit
was lower, and, thus, the degree of reaction was relatively weaker.

Table 1. Multistage acid fracturing test arrangement and conductivity test results.

Liquid Combination Stage Injection
Time

Injection
Fluid

Conductivity (D·cm)
15

MPa
30

MPa
45

MPa
60

MPa
75

MPa

Guar-based fluid (GB) and gelled acid
(GA)

1 20 min GB

98.5 51.3 22 7.4 1.3

2 20 min GA
3 20 min GB
4 20 min GA
5 20 min GB
6 20 min GA

Cross-linked guar (CA) and gelled acid
(GA)

1 20 min CA

312.7 143.7 56.2 21.3 10.8

2 20 min GA
3 20 min CA
4 20 min GA
5 20 min CA
6 20 min GA

Gelled acid and (GA) diverting acid
(DA)

1 10 min GA

154.4 81.4 24.3 11.2 6.7

2 10 min DA
3 10 min GA
4 10 min DA
5 10 min GA
6 10 min DA

Guar-based fluid (GB) and cross-linked
acid (CA)

1 20 min GB

356.1 140 48.3 16.1 5.1

2 20 min CA
3 20 min GB
4 20 min CA
5 20 min GB
6 20 min CA

Cross-linked guar (CG) and
cross-linked acid (CA)

1 20 min CG

217.2 97.3 49.7 20.1 5.3

2 20 min CA
3 20 min CG
4 20 min CA
5 20 min CG
6 20 min CA

Cross-linked acid (CA) and gelled acid
(GA)

1 10 min CA

342.1 164.2 61.7 20.3 10.1

2 10 min GA
3 10 min CA
4 10 min GA
5 10 min CA
6 10 min GA

Cross-linked acid (CA) and diverting
acid (DA)

1 10 min CA

514.2 314 148.3 73.4 41.2

2 10 min DA
3 10 min CA
4 10 min DA
5 10 min CA
6 10 min DA
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3.3. Conductivity Test Result

The fracture conductivity of the rock slabs, after acid etching with different acid
combinations, was tested under closing pressures of 15, 30, 45, 60, and 75 MPa using the
conductivity testing device, and the test results are shown in Figure 6. From the conductivity
test results, we found that the fracture conductivity after cross-linked acid etching was
generally higher than that after gelled acid etching. This is because the viscosity of cross-
linked acid was five times higher than that of gelled acid at 90 ◦C, and its viscosity difference
with guar-based fluid and diverting acid was even larger. Previous studies [30] showed that
viscosity differences can make low-viscosity fluid form viscous fingering in high-viscosity
fluid, and this viscous fingering can make the distribution of the acid nonuniform in the
fracture, thus achieving nonuniform etching on the fracture wall, which greatly enhances
the fracture conductivity under high closure stress. Notably, the multistage alternate
injection of cross-linked acid and diverting acid had significantly higher conductivities
than the other acid combinations at each closure stress. The combination of cross-linked
acid and diverting acid had a conductivity of 514.2 D·cm at a closure stress of 15 MPa. The
conductivity gradually decreased as the closure stress increased, and had a conductivity
of 148.3 D·cm at a closure stress of 45 MPa. When the closure stress was 75 MPa, the
conductivity of the acid-etched fracture was 41.2 D·cm. Combined with the acid rheology
test and rock slab etching results, we determined that this was due to the large difference in
viscosity between the cross-linked acid and the diverting acid, which led to more obvious
viscous fingering of the acid inside the fracture. This obvious viscous fingering caused the
acid etching of the fracture wall to form a tortuous and complex etching channel. Such
channels cannot be completely closed even under high closure stress, which provides better
flow channels for the oil and gas production process and greatly enhances the effect of acid
fracturing stimulation in carbonate reservoirs.
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In summary, the fracture conductivity after etching with cross-linked acid is generally
higher than that of etching with gelled acid. This is because the viscosity of cross-linked
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acid at 90 ◦C is five times higher than that of gelled acid, and its viscosity difference with
guar-based fluid and diverting acid is even larger. The viscosity difference can make
the acid produce viscous fingering in the fracture. This viscous fingering can make the
distribution of the acid nonuniform in the fracture, thus achieving the nonuniform etching
of carbonate minerals on the fracture wall. The combination of cross-linked acid and
diverting acid can form tortuous and complex etching channels on the fracture wall due to
their large difference in viscosity, which can improve the efficiency of acid fracturing.

4. Conclusions

In this study, the rheological properties of a guar-based solution, cross-linked guar,
gelled acid, cross-linked acid, and diverting acid were investigated at different temperatures.
Multistage acid fracturing experiments were carried out using different acid combinations,
and the effects of different multiple-acid systems on the nonuniform etching of the fracture
wall were systematically investigated. The relationship between the surface morphology
and the conductivity of the acid-etched fracture was analyzed. Based on the experiment
results and discussion, the following conclusions were obtained:

(1) The viscosity of all five acid fracturing working fluids gradually decreased with the
increase in temperature. At different temperatures, the viscosity relationships were: cross-
linked guar > cross-linked acid > diverting acid (spent acid) > gelled acid > guar-based
solution > diverting acid (fresh acid).

(2) Cross-linked acid is more suitable for acid fracturing stimulation of carbonate
reservoir than gelled acid. Due to the high viscosity of cross-linked acid and the large
difference in viscosity with many other liquids used in acid fracturing stimulation, the
combination of cross-linked acid with other liquids effectively produce viscous fingering
in the fracture. This viscous fingering means the cross-linked acids generally have higher
fracture conductivity than gelled acids after acid etching.

(3) The combination of cross-linked acid and diverting acid is most effective for
multistage acid fracturing stimulation of carbonate reservoirs. The liquid combination
of cross-linked acid and diverting acid has a large difference in viscosity and can form
tortuous and complex etched channels in the fracture walls, which do not completely close
even at high closure stress. When the closure stress was 75 MPa, the acid-etched fracture
still had a conductivity of 41.2 D·cm.

Nonuniform acid fracturing in porous carbonatite is still a worldwide problem. In this
work, we evaluated and compared the effects of various liquid combinations on multistage
acid fracturing, and proposed that the combination of diverting acid and cross-linked
acid can effectively improve the degree of nonuniform etching in the fracture. However,
when the environmental temperature is above 90 ◦C, the performance of the diverting acid
is seriously reduced. Therefore, the performance of diverting acid in high-temperature
reservoirs must be improved. In addition, under normal conditions, the viscosity of the acid
solution is controllable within a certain range, and the effect of the viscosity relationship
between the diverting acid and the cross-linked acid on the acid fracturing effect still needs
further study.
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Abstract: Currently, volume fracturing of horizontal wells is the main technology for shale oil
development. A large amount of fracturing fluid is injected into the formation, but the flowback
efficiency is very low. Besides, the impact of fluid retention on productivity is not fully clear. There
is still a debate about fast-back or slow-back after fracturing, and the formulation of a reasonable
cleanup scheme is lacking a theoretical basis. To illustrate the injected-fluid recovery and production
performance of shale oil wells, an integrated workflow involving a complex fracture model and
oil-water production simulation was presented, enabling a confident history match of flowback data.
Then, the impacts of pumping rate, slick water ratio, cluster spacing, stage spacing and flowback
rate were quantitatively analyzed. The results show that the pumping rate is negatively correlated
with injected-fluid recovery, but positively correlated with oil production. A high ratio of slick water
would induce a quite complex fracture configuration, resulting in a rather low flowback efficiency.
Meanwhile, the overall conductivity of the fracture networks would also be reduced, as well as the
productivity, which indicates that there is an optimal ratio for hybrid fracturing fluid. Due to the
fracture interference, the design of stage or cluster spacing is not the smaller the better, and needs
to be combined with the actual reservoir conditions. In addition, the short-term flowback efficiency
and oil production increase with the flowback rate. However, considering the damage of pressure
sensitivity to long-term production, a slow-back mode should be adopted for shale oil wells. The
study results may provide support for the design of a fracturing scheme and the optimization of the
flowback schedule for shale oil reservoirs.

Keywords: complex fracture; flowback; productivity; numerical simulation; shale oil

1. Introduction

In recent years, the rapid development of horizontal volume fracturing technology has
made shale oil another unconventional resource with huge potential value for industrial
exploitation [1]. Through large-scale staged fracturing, hydraulic fractures can communi-
cate and expand natural fractures, or induce the creation of secondary micro-fractures. In
this way, complex interconnected fracture networks are formed to increase the stimulated
volume, resulting in a great expansion in productivity [2]. Unlike conventional reservoirs,
shale oil reservoirs use slickwater as fracturing fluids, which reduces costs and contributes
to complex fractures due to their low viscosity [3]. Field data show that tens of thousands
of cubic meters of fracturing fluids are injected underground, but the flowback efficiency is
extremely low, leaving a large amount of water permanently trapped [4].

Current researche shows that matrix imbibition and complex fracture closure are the
main mechanisms of fracturing fluid retention in shale reservoirs: (1) in terms of matrix
imbibition, Dutta observed the water phase imbibition process in tight cores by using real-
time CT scanning technology and proposed that the low flowback efficiency was mainly
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affected by rock permeability, capillary force and heterogeneity [5]. Lin carried out NMR
experiments on spontaneous imbibition of shale and found that the water retention was
not only controlled by capillary force but also related to chemical osmotic pressure [6].
In addition, the factors affecting the imbibition of fracturing fluid into the deep reservoir
included water-rock contact area, initial water saturation and forced pressure [7,8]. (2) In
terms of fracture closure, McClure M analyzed how natural fracture closure was one of
the important mechanisms for fracturing fluid to be trapped underground [9]. By using
analytical methods to study the dynamic flowback characteristics of a horizontal well,
Ezulike and Fu found that the hydraulic fracture networks were mainly composed of un-
propped fractures, and the closure of these fractures would block the channels of fracturing
fluid flowing to the wellbore [10,11].

Although the above studies have explained the reasons for low flowback efficiency
in tight reservoirs from different perspectives, there is still a lack of clear understanding
of the impact of water retention on shale oil production. Some scholars believed that the
interaction between water and shale may be beneficial to increasing hydrocarbon pro-
duction. Alamdari and Wang studied the impacts of reservoir wettability and natural
fractures on imbibition and oil drainage and believed that the initial productivity could be
improved through spontaneous imbibition of water in water-wet reservoirs or reservoirs
with natural fractures [12,13]. Wang used a nano-oil displacement agent to achieve wetta-
bility reversal of oil-wet reservoir, and also observed oil drainage function by imbibition
of water [14]. Dehghanpour found that hydration swelling of clay minerals can induce
new micro-fractures and increase shale permeability [15]. However, other scholars held
that the invasion and retention of fracturing fluid may cause damage to shale reservoirs:
Bennion considered that matrix imbibition of unconventional reservoirs would increase
water saturation near the fracture area, which could easily cause water lock and reduce
hydrocarbon phase permeability [16]. Wang also drew a similar conclusion, noting that
although the imbibition effect could improve initial production, it did not significantly
increase ultimate recovery [17]. In addition, the reduction of rock permeability caused by
scaling or other precipitations during fracturing fluid invasion could also affect production
performance [18,19].

The flowback behaviors in shale wells have been mainly studied in three ways: lab-
oratory experiment, analytical model and numerical simulation. The core imbibition
experiment can simulate the fluid migration law during well shut-in and cleanup peri-
ods [5,6], but the experimental conditions are still quite different from the actual shale
reservoir environment. Thus, it is difficult to clarify the flowback performance and its
impact on productivity under real engineering conditions [20]. The analytical model based
on rate transient analysis can predict flowback efficiency and well productivity [21], but
there are limitations such as homogeneous reservoir description and simplified fracture
characterization [22]. The numerical simulation method can take into account the impacts
of imbibition and pressure-sensitivity and it is suitable for the mechanism study of oil
and water migration in porous media [23]. Therefore, it is a practical method to study
macroscopic flowback behaviors currently.

Still, the established numerical models have failed to simulate the flowback and
production processes following hydraulic fracturing treatment accurately: (1) The injected
fluid (then imbibed, retained or recovered) is directly contacted with complex fracture for
a long time, so the properties of the fracture system are the key to determine the fluid
distribution and migration. However, the fracture system formed by volume fracturing has
strong heterogeneity in spatial distribution, geometric configuration, fracture conductivity
and other properties, which is difficult to be successfully depicted [24]. Hydraulic fracture
modelling is the deterministic approach to describing complex fractures. Compared with
micro-seismic monitoring, numerical simulation has a lower operating cost and wider
application scope. Besides, the simulated fracture system is based on geological data
and treatment parameters, which leads to more practical and reliable fracture properties
than that with the orthogonal or discrete fracture model [2]. Nevertheless, the integrated
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simulation combining fracturing treatment and flowback process has not been reported.
The former focuses on fracture mechanics, while the latter focuses on seepage behavior.
(2) It is also a problem to present the initial distribution of injected fluid after fracturing.
The fluid transfer between fracture and matrix has begun from the pumping process and,
at the end, the water-cut near the fracture has increased to a certain extent [25]. Moreover,
the loss of fracture volume (fracture closure) during fluid recovery has also been rarely
reported. We believe the pumping operation and fracture closure should be related to
fluid flowback and production performance. (3) Recently, studies have mainly focused on
fracture complexity and its impact on water recovery and productivity. The immediate
impacts of treatment parameters such as the pumping rate and the ratio of slick water have
not been reported yet.

In this paper, an integrated workflow was proposed to combine complex fracture mod-
elling and oil-water production modelling. By complete consideration of shale geological
mechanics, matrix imbibition and fracture closure, the whole migration of fracturing fluid
from pumping to cleanup to production was simulated, as well as the history-match of
flowback data gathered from the Jimsar shale oil reservoir in China. Then, the impacts
of different engineering factors on fluid recovery and oil production were quantitatively
studied. This work provides a theoretical basis for understanding the distribution of frac-
turing fluid, flowback efficiency and its impact on productivity, with a view to guiding a
reasonable flowback schedule and promoting the efficient development of shale oil.

2. Methodology
2.1. Model Description

This section describes three parts. First, the single porosity model is used to study the
fluid flow for a shale oil well. Next, complex fracture modelling is adopted to generate a
fracture network. Finally, a pressure-sensitivity model is proposed to characterize the fluid
distribution and fracture closure. Together they form a workflow to simulate the flowback
and production processes following fracturing.

2.1.1. Governing Equations of Fluid Flow

The key assumptions for building this fluid flow model are shown here. (1) The
stimulated reservoir area includes two systems (matrix and complex fracture) and outside
the stimulated area is assumed to be a single media (matrix). (2) Oil and water flow in
the matrix and fracture systems conform to Darcy’s law, and gas exsolution from oil is
negligible at reservoir conditions. (3) The matrix system considers the capillary imbibition
effect, which is negligible in the fracture system. (4) Fluid and rock are both slightly
compressible. The matrix system considers pressure-dependent permeability, and the
fracture system considers porosity and permeability. (5) The fluid flow is an isothermal
process. The governing equations of oil and water flow are as follows:

∂

∂t
(∇Soρoφ) +∇(ρovo) + qo = 0 (1)

∂

∂t
(∇Swρwφ) +∇(ρwvw) + qw = 0 (2)

Auxiliary equations:
Sw + So = 1 (3)

Pc = Po − Pw (4)

where So, Sw are the saturation of oil and water phase; ρo, ρw are the density of oil and water
phase; Φ is the effective porosity; vo, vw are the volumetric velocity of oil and water phase;
qo, qw are the sink or source term of oil and water phase per unit reservoir volume; and Pc,
Po and Pw are the capillary pressure, the pressure of oil and water phase, respectively.
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2.1.2. Complex Fracture Modelling and Gridding

The unconventional fracture model (UFM) is adopted to simulate the complex fracture
configuration of fractured shale from a commercial simulator with coupled geomechan-
ics features [26]. In UFM, the generated fracture system fully considers shale physical
properties, in situ stress, natural fractures and the interaction between hydraulic fractures
and natural fractures [27]. The detailed properties of the basic model are derived from
a typical shale oil well with 27 fracture stages in Jimsar sag, Xinjiang, China. To skip
the huge calculation problem, this work is conducted with a single or partial segment of
the whole horizontal interval, and the results can be scaled back to the whole stimulated
well [22]. The simulated segment scale is 460 m × 500 m × 60 m. Also, the upper and
lower barriers adjacent to the oil layer are set. According to logging interpretation and
related reports [25,28], input parameters of shale physical and mechanical properties are
summarized in Table 1, and discrete natural fracture parameters are illustrated in Table 2.
In addition, the complete parameters of the typical well are shown in Table 3, to simulate
the fracture propagation during the pumping process under field conditions. Based on
the generated 3D fracture properties, an auto-gridding method is used to generate the
unstructured grid from UFM [29].

Table 1. Basic reservoir input parameters.

Parameters Upper Barrier Oil Layer Lower Barrier

Initial reservoir pressure, MPa 37 37 37
Reservoir thickness, m 20 20 20

Matrix porosity 0.03 0.11 0.03
Matrix permeability, mD 0.001 0.01 0.001

Matrix initial water saturation 0.7 0.2 0.7
Minimum horizontal stress, MPa 54 52 56
Maximum horizontal stress, MPa 60 58 62

Young’s modulus, GPa 40 27 40
Poisson’s ratio 0.35 0.25 0.35

Tensile Strength, MPa 3.45 3.45 3.45

Table 2. Input parameters for natural fracture generation.

Parameters Fracture Length, m Fracture Orientation, ◦ Fracture Interval, m

Mean 20 50 6.7
Standard
deviation 0 10 0

Table 3. Input well completion and schedule parameters.

Parameters Cluster
Interval, m

Slickwater
Viscosity,

mPa·s

Gel Water
Viscosity,

mPa·s
Pumping

Rate, m3/min
Total Pumping

Volume, m3
Slickwater

Ratio, %
Well Shut-In

Time, d

Flowback
Rate, m3/d
(Per Stage)

Value 10 5 200 14 1300 40 56 7.0

In this grid model, the generated fracture network is divided into the hydraulic fracture
(HF) and natural fracture (NF). After that, the relative permeability and capillary pressure
curves for matrix (M) and fracture systems are adopted from Chen and Jurus [25,30],
respectively, as shown in Figure 1. Due to the high permeability, the capillary pressure for
hydraulic fracture is ignored. And the PVT parameters of fluids are according to Liao [23].
Then, with the well schedule as shown in Table 3, the fluid flow behavior in the stimulated
reservoir can be described. Here the gel breaking process of fracturing fluid is assumed to
be completed immediately after pumping, so the viscosities of slick and gel water are both
equal to 1 mPa·s.
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2.1.3. Pressure-Sensitivity Model Set Up

To study the fluid flow behavior, the primary task is to illustrate the distribution
of reservoir pressure and saturation fields at the end of the pumping period. Therefore,
oil-water production modelling needs to start with the injection of fluid. Recently, the
pressure-dependent permeability of the matrix has been adopted to improve injection
ability, but this method lacks rationality and overestimates the increase of shale matrix
permeability [31]. Besides, it is hard to describe the key drive mechanism of fracture closure
at the early period of flowback.

In this work, the decrease of matrix permeability with pressure during production is
assigned according to Zhu [32]. For the pumping and flowback periods, a sensitivity model
is proposed to take into account the corresponding change of porosity and permeability
for fracture. This model includes two consecutive paths: (1) fracture dilation process
during injection, and (2) fracture depletion process after injection. Fu indicated that fracture
compressibility (Cf) could be two to three orders of magnitude higher than that of the
matrix [11]. The formula Equations (5) and (6) are used to capture the significant changes
in fracture porosity and permeability [23].

φ f

φ f 0
= eC f Pnet (5)

k f

k f 0
= 10mPnet (6)

where Φf is current fracture porosity; Φf0 is initial fracture porosity; Pnet is net pressure in
fracture, MPa; kf is current fracture permeability, mD; kf0 is initial fracture permeability,
mD; and m is permeability changing factor, MPa−1. The values of Cf and m can be obtained
experimentally, or by data-fit if the experimental conditions are not available. In this paper,
the Cf values of HF and NF obtained by the history-match of the pumping process are both
0.134, and the m values are 0.165 and 0.247, respectively. Also, for the flowback process, the
matched Cf values are 0.016 and 0.033, and the m values are 0.048 and 0.099, respectively.
The results of the pressure sensitivity model for complex fracture are presented in Figure 2.
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2.1.4. Integrated Workflow

As it is currently difficult to accomplish geomechanics and fluid flow mechanism
within one coupled simulation at reservoir conditions, the entire workflow is divided into
two steps (Figure 3). Firstly, with the input reservoir properties and treatment parameters, a
complex fracture network is generated in UFM, and then finely described as an unstructured
grid model. Secondly, the production modelling is conducted to forecast injected-fluid
recovery and well productivity by considering capillary imbibition and pressure sensitivity
in the matrix and fracture systems.

Processes 2022, 10, x FOR PEER REVIEW 6 of 13 
 

 

cess, the matched Cf values are 0.016 and 0.033, and the m values are 0.048 and 0.099, re-
spectively. The results of the pressure sensitivity model for complex fracture are presented 
in Figure 2. 

 
Figure 2. Pressure sensitivity curves for complex fracture from pumping to production period. 

2.1.4. Integrated Workflow 
As it is currently difficult to accomplish geomechanics and fluid flow mechanism 

within one coupled simulation at reservoir conditions, the entire workflow is divided into 
two steps (Figure 3). Firstly, with the input reservoir properties and treatment parameters, 
a complex fracture network is generated in UFM, and then finely described as an unstruc-
tured grid model. Secondly, the production modelling is conducted to forecast injected-
fluid recovery and well productivity by considering capillary imbibition and pressure 
sensitivity in the matrix and fracture systems. 

 
Figure 3. Numerical simulation workflow based on complex fracture modelling. 

2.2. Model Validation 
Due to the frequent change of choke in the early flowback stage, daily output fluctu-

ates dramatically, which is the main challenge for quantitative validation of simulation 
results [22,33]. In this section, the field treatment scale (Table 3) was used to generate the 
complex hydraulic fracture (Figure 3). The calculated results were consistent with the mi-
cro-seismic interpretation as shown in Table 4, which verified the suitability of the pro-
posed model to characterize complex fractures. After that, a trial-and-error method was 
carried out to realize the fitting between the actual and the calculated flowback perfor-
mance. As the initial pressure fluctuation could easily terminate the simulation, daily liq-
uid production data was adopted to match properly. As shown in Figure 4, the fitted re-
sults were quite acceptable, which proved the applicability and reliability of the presented 
workflow. Although acceptable quantitative fitting was completed, it was difficult to 
achieve an ideal match at the early and late stages of flowback. Since the choke size is 

1

10

100

1

10

100

12 22 32 42 52

HF+NF dilation-φ HF dilation-k
NF dilation-k HF depletion-φ
NF depletion-φ HF depletion-k
NF depletion-k

φ/
φ 0

K/K
0

Pore pressure in fracture, MPa

Figure 3. Numerical simulation workflow based on complex fracture modelling.

2.2. Model Validation

Due to the frequent change of choke in the early flowback stage, daily output fluc-
tuates dramatically, which is the main challenge for quantitative validation of simulation
results [22,33]. In this section, the field treatment scale (Table 3) was used to generate
the complex hydraulic fracture (Figure 3). The calculated results were consistent with
the micro-seismic interpretation as shown in Table 4, which verified the suitability of the
proposed model to characterize complex fractures. After that, a trial-and-error method
was carried out to realize the fitting between the actual and the calculated flowback per-
formance. As the initial pressure fluctuation could easily terminate the simulation, daily
liquid production data was adopted to match properly. As shown in Figure 4, the fitted
results were quite acceptable, which proved the applicability and reliability of the pre-
sented workflow. Although acceptable quantitative fitting was completed, it was difficult
to achieve an ideal match at the early and late stages of flowback. Since the choke size is
frequently switched at the early period, higher frequency data is required to capture the
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production performance, which is hard for daily output. Moreover, wellhead pressure
data are generally recorded rather than reliable bottom-hole pressure, which increases
uncertainty for quantitative fitting.

Table 4. Comparison of hydraulic fracture geometry.

Parameters Fracture
Half-Length, m

Fracture
Bandwidth, m Fracture Height, m

Micro-seismic interpretation of
each stage 60~189 50~140 33~68

Average micro-seismic values of
each stage 116.4 93.6 50.7

Calculated results 125.3 89.7 44.6
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3. Simulation Results and Analysis

Different from conventional sandstone, due to the differences in geological features
and fracturing technology, the migration of fracturing fluid in shale reservoirs is more
complex. After stimulation, shale oil wells show different flowback performance from
conventional ones: (1) the flowback efficiency is low and varies widely between wells;
(2) there is a certain negative correlation between oil production and water recovery
(flowback efficiency); (3) controlling cleanup helps increase oil production, etc. Currently,
many discussions have been carried out about the impacts of shale geological factors on
water imbibition and recovery, but the impacts of engineering factors on flowback behaviors
are rarely studied. Therefore, this section applied the proposed models to perform a series
of sensitivity analyses, which quantified the impacts of pumping rate, slick water ratio and
cluster spacing. Furthermore, multi-stage fracture models were established, to investigate
the impacts of stage spacing and flowback rate on water recovery and oil production.

3.1. Pumping Rate

Pumping rate is an important parameter to determine the effect of shale stimula-
tion. Two cases of 12 and 16 m3/min were simulated and compared with the basic model
(14 m3/min). The production lasts for 1 year, and the results of fracture configuration, pres-
sure distribution, flowback efficiency and oil production are shown in Figures 5a and 6a.
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According to Figure 5a, with the increase in pumping rate, the fracture complexity in
the stimulated zone will be improved, leading to a larger contact area between fracture and
matrix. The imbibition is promoted further, resulting in more fracturing fluid remaining in
the matrix pores near the fracture. So, as shown in Figure 6a, when the rate is 12, 14 and
16 m3/min, the flowback efficiency is 33.7%, 30.5% and 23.2%, respectively, indicating that
the water recovery decreases with the increase in pumping rate.

In terms of well productivity, the cumulative oil production increases with the pump-
ing rate, but the growth slows down. As shown in Figure 5a, although the fracture
complexity at 16 m3/min is higher than that at 14 m3/min, the diffusion area of pressure
drop in the two cases is almost equal after one year of production. This is because, with the
same proppant quantity, the redundant natural fractures are difficult to obtain propped
and gradually inactivate.

3.2. Slick Water Ratio

Currently, hybrid fracturing fluids with the alternation of gel and slick water are
widely used during the stimulation treatment of shale reservoirs. Two cases of 0% (cross-
linked gel alone) and 100% (slick water alone) were simulated respectively, compared
with the basic model (40%). The production lasts for 1 year, and the results of fracture
configuration, pressure distribution, flowback efficiency and oil production are shown in
Figures 5b and 6b.

Figure 6b reports that, when the ratio is 0%, 40% and 100%, the flowback efficiency
is 35.3%, 30.5% and 26.1%, respectively, indicating that the water recovery decreases with
the ratio of slick water. This is due to: (1) According to Figure 5b, the fracture complexity
increases significantly with the ratio of slick water, which greatly enlarges the contact area
between fracture and matrix. Thus, the amount of water imbibed and retained in the
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matrix increases. (2) The weak sand-carrying performance of slick water greatly reduces
the fracture conductivity (FCD) located in the oil layer. Figure 7 shows the FCD distribution
of the whole fracture system under the different ratio of slick water. Compared with the
other two cases, the high permeable area near the wellbore shrinks significantly when 100%
slick water is used.
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According to Figure 5b, when the slick water ratio is 40%, the diffusion area of pressure
drop is the largest, followed by 100%, and 0% is the smallest. This trend is consistent with
that of oil production in Figure 6b. Therefore, the slick water ratio may not be the higher
the better, and just like the pumping rate, they all have an optimization interval. As long
as the proppant quantity remains unchanged, the volume difference of the propped HF
under different treatment parameters is often not very large. At this time, the reactivated
NF connected with HF can play a role in increasing the drainage area. However, when the
NFs are too complex, the connection between NFs is often closed due to the lack of effective
support of proppant, resulting in the redundant NFs being unable to maintain long-term
effective conductivity. Therefore, compared with blindly increasing the slick water ratio
to form complex fractures, there may be an optimal ratio of hybrid fracturing fluids to
improve the proppant carrying capacity and ensure that enough NFs are reactivated.

3.3. Cluster Spacing

The spacing or number of perforation clusters are important factors to determine the
complexity of hydraulic fractures, which affect the fracturing fluid distribution and oil
production performance. Within a single fracturing stage with a length of 45 m, three cases
were simulated to compare with the basic case (case1, with 3 clusters and 10 m apart):
(1) case 2, with 4 clusters and 12 m apart; (2) case 3, with 3 clusters and 20 m apart; (3) case
4, with 2 clusters and 30 m apart. The production lasts for 1 year, and the results of fracture
configuration, pressure distribution, flowback efficiency and oil production are shown in
Figures 5c and 6c.

As shown in Figure 5c, with the decrease in cluster spacing, the interference between
fractures becomes more serious, resulting in more complex fractures. However, for multiple
clusters, the expansion of the middle cluster is significantly worse than that of the two
sides. Especially for case 2, the third cluster from the left failed to initiate. Therefore, from
the fracture propagation results, the complexity of case 3 is not much different from that of
case 2, and the stimulation near the well bore of case 4 is the worst. Likewise, the results of
flowback efficiency and oil production are similar in case 2 and case 3, while the flowback
efficiency in case 4 is the highest and the single well productivity is the lowest, as shown in
Figure 6c.

The results indicate that the properly decrease of cluster spacing is conducive to
increasing the contact area between fractures and matrix. But when the cluster spacing is
less than 20 m, the interference may affect the stimulation effect. By comparing case 1 and
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case 3, it can also be realized that the decrease in cluster spacing is not conducive to oil
production when the number of perforating clusters is the same.

3.4. Stage Spacing

Stage spacing also affects the flowback and production performance in shale oil
reservoirs. Within a horizontal interval length of 225 m, three cases were simulated: (1) case
1, with 5 stages and 45 m apart; (2) case 2, with 4 stages and 56 m apart; and (3) case 3,
with 3 stages and 75 m apart. Figure 8 shows the results of complex fracture propagation
under different stage spacing. It can be seen that: (1) In all cases, the sum of single stage
stimulation width is wider than the corresponding whole well stimulation width, indicating
that the fracturing area of each stage has a certain degree of overlap. (2) With the decrease
of spacing, the degree of overlap becomes higher. Moreover, compared with case 2, the
overall fracture complexity of case 1 is relatively close, and only the local area near the well
bore is more fully stimulated.
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Figure 8. Complex fracture configuration under different stage spacing (global scale vs. individ-
ual scale).

Figure 9a shows that: (1) the load-recovery efficiencies of the three cases are 25.8%,
28.6% and 32.2%, respectively, which increase with the stage spacing. (2) Conversely, the oil
production increases with the spacing narrowing, but the growth slows down. Furthermore,
the average cumulative oil production of each individual stage is 447.7 m3, 509.8 m3 and
519 m3 for the three cases, indicating that the production contribution of a single stage is
positively correlated with its spacing. This is because, although the fracture complexity
increases obviously with the reduction of stage spacing, the stimulation and drainage area
of the individual stage is narrowed down accordingly.
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As shown in Figure 10a, the diffusion area of pressure drop in case 3 is the smallest,
while those in the other two cases are relatively close after one year of production. It
follows that for multi-stage fracturing treatment, reducing the stage spacing can improve
productivity to some extent. However, if the total length of horizontal interval remains
unchanged, it also means an increase in the number of fracturing stages, resulting in a
rising fracturing operation cost and tool cost. Therefore, the design of stage spacing is not
the smaller the better, and needs to be combined with the actual reservoir conditions.
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3.5. Flowback Rate

The fracturing fluid recovery is controlled by the adjustment of choke size. Slow-back
with a small choke size may delay the payback point, while fast-back with a large choke
size may damage the fracture conductivity or matrix permeability [34]. To demonstrate the
impact of choke size on well performance, three cases with different flowback rates of 35,
55 and 75 m3/d were simulated.

Figure 9b shows that: (1) After 1 month of production, both the water recovery and
cumulative oil production increase almost linearly with the flowback rate. (2) After 1 year
of production, the water recovery is still positively correlated, while the oil production
is negatively correlated with the flowback rate. This reversal is due to the fact that the
fast-back will force fracture closure to accelerate, and the flowback fluid is mainly water,
which has not yet entered the deep matrix. Thus, the pressure depletion will be excessively
consumed in water recovery, which is not conducive to later oil drainage. Additionally,
according to Figure 10b, the pressure depletion near the well bore increases with the
flowback rate, resulting in gradually significant damage to fracture conductivity and matrix
permeability. Therefore, it is suggested to adopt a slow-back mode with a small choke size
when designing the cleanup schedule of shale oil fractured wells.

4. Conclusions

Based on the typical data of a shale oil fractured well, a series of numerical models cou-
pling complex fracture propagation and flowback simulation were established. The history
match of the basic model verifies the adaptability of the proposed workflow. Accordingly,
the distributions of pore pressure and fracturing fluid underground during the pumping,
cleanup and production periods are accurately described, which provides a reliable basis
for the study of oil-water production performance.

Pumping rate, slick water ratio and cluster spacing all affect the flowback efficiency
of shale fractured wells, which is mainly reflected in the complex fracture configuration
differences formed under these engineering factors, thus changing the distribution law
of fracturing fluid in the formation. With the increase in pumping rate, water recovery
decreases and oil production increases. The flowback efficiency increases with the increase
of the slick water ratio, but from the perspective of productivity there is an optimal ratio
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for hybrid fracturing fluid. Significant fracture interference may occur if the perforation
clusters are too dense, so the cluster spacing is not the smaller the better.

With the decrease of stage spacing along the horizontal well, the fracture merging
between adjacent fracturing stages becomes more significant. Thus, the fracture complexity
increases and the water recovery decreases accordingly. Single well productivity increases
with the decrease of stage spacing, but the increase gradually decreases. When the total
length of the horizontal well remains the same, considering the cost of fracturing operations
and tool use, the interval design is not the smaller the better, but needs to be combined
with the actual reservoir conditions.

For the schedule of flowback in shale fractured wells, the slow-back mode should
be adopted. This is because fast-back will cause the supplementary formation pressure
during fracturing to be excessively consumed in the subsequent water recovery. It may also
cause significant pressure-sensitive damage in the near-well area, which is not conducive
to long-term production.
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Abstract: Hydraulic fracture networks, especially fracture geometry, height growth, and proppant
transport within the networks, present a critical influence on productivity evaluation and optimization
of fracturing parameters. However, information about hydraulic fracture networks in post-fractured
formations is seldom available. In this study, the characteristics (density and orientation) of hydraulic
fractures were obtained from field observations of cores taken from conglomerate hydraulic fracturing
test site (CHFTS). A large number of fractures were observed in the cores, and systematic fracture
description was carried out. The fracture analysis data obtained includes fracture density, fracture
depth, fracture orientation, morphology, fracture surface features, apertures, fill, fracture mechanical
origin (type), etc. Our results show that 228 hydraulic fractures were intersected in a span of 293.71 m
of slant core and composed of irregularly spaced single fractures and fracture swarms. One of
the potential sources of the observed fracture swarms is near-wellbore tortuosity. Moreover, for
regions far away from the wellbore, reservoir heterogeneity can promote complex hydraulic fracture
trajectories. The hydraulic fractures were mainly cross-gravel and high-angle fractures and align with
maximum horizontal stress (SHmax) ± 15◦. The fracture density, orientations, and types obtained from
the core fracture description provided valuable information regarding fracture growth behavior. For
the near-wellbore area with a transverse distance of less than 25 m from the hydraulically-fractured
wellbore, tensile fractures were dominant. While for the area far away from the wellbore, shear
fractures were dominant. Our results provide improved understanding of the spatial hydraulic
fracture dimensions, proppant distribution, and mechanism of hydraulic fracture formation. The
dataset acquired can also be used to calibrate numerical models and characterize hydraulic fracture
geometry and proppant distribution.

Keywords: CHFTS; slant coring well; hydraulic fracture characteristics; fracture swarms; hydraulic
fracture formation mechanism

1. Introduction

Tight conglomerate reservoirs are unable to obtain natural productivity due to their
poor physical properties and hydraulic fracturing is thus strongly demanded. Conglom-
erate reservoirs are characterized by strong heterogeneity and large horizontal stress
difference, which brings great challenges to the process of fracturing [1]. The primary
challenge is to define artificial fracture morphology in conglomerate formations.

The artificial fracture propagation mode during the rock failure process in conglom-
erate reservoirs mainly comprises three types: penetrating through gravel, bypassing
gravel, and embedding in gravel, but the mechanism of artificial fracture propagation is
deeply understood. Former studies regarding the mechanical characteristics and fracture
propagation mechanism of conglomerate reservoirs were carried out through physical
experiments on surface rocks and finite element simulation based on different materials.
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While these techniques provided many useful insights, the verification of results through
direct the observation of hydraulic fractures is needed, and the best method of achieving
this verification is to examine core intervals that have been hydraulically fractured [2].

The knowledge of the extent and density of hydraulic fracture networks in conglomer-
ate reservoirs is generally limited. The hydraulic fracture distribution in multi-stage and
multi-well operations is irregular and can be difficult to predict even with robust subsurface
constraints [3]. During the stimulation of stages with multiple perforation clusters, complex
interactions between fractures take place, resulting in different numbers of propagated
fractures, which were usually considered greater than one but less than the number of the
perforation clusters [4]. Whereas recent subsurface data from Hydraulic Fracturing Test
Site-1 (HFTS1) in the Midland Basin [2,5] and Hydraulic Fracturing Test Site-2 (HFTS2) in
the Delaware Basin [6,7] indicated that hydraulic fractures were not evenly distributed
through the slant cores, they tended to occur in clusters, and the number of fractures was
generally greater than the number of perforations [8]. Previous work in HFTS1 and HFTS2
has shown the value of cores, which were recovered from a stimulated volume, in providing
information on the geometry and extent of hydraulic fractures [9,10]. The core fracture
information is basic data regarding reservoir-scale simulations of hydraulic fracturing and
production. Field data from the Hydraulic Fracturing Field Test (HFTS) provided upscaled
parameters for calibrating the reservoir scale hydraulic fracturing model, which could
accurately capture both the average length and the total aperture of the fractures in the
fracture swarms [11,12]. Based on the hydraulic fracturing model calibrated to the HFTS,
a fully coupled hydraulic fracturing, reservoir, and geomechanic simulator was used to
perform an economic optimization of design parameters, including well spacing, landing
depth, and completion design parameters [13].

The CHFTS is in the Mahu oilfield of the Junggar basin, the slant core well is located
near hydraulically fractured wells. A slant core through the stimulated volume was ac-
quired above and below the adjoining stimulated wells, which provided direct information
about hydraulic fractures. In this paper, we characterized and measured hydraulic frac-
tures, drilling-induced fractures, and core-cutting-induced fractures in the slant core, and
further classified the hydraulic fractures according to their characteristics and mechanical
origin. Moreover, the hydraulic fracture density and spatial distribution were quantified
based on the acquired fracture dataset. The results provide a basis for understanding
hydraulic fracture characteristics and the mechanical mechanism of the conglomerate reser-
voir. Findings can help verify indirect diagnostic results, such as microseismic monitoring
and tracer monitoring.

2. CHFTS Project Overview
2.1. Test Site

CHFTS is a field-based hydraulic fracturing research experiment performed in the
Junggar basin. Figure 1 is a 3D view of the CHFTS wells. A total of eleven horizontal
wells were drilled in T1b3 and T1b2 formations, in which seven wells are T1b3 with a well
spacing of 100 m and five wells are T1b2 with a well spacing of 150 m. The horizontal
section length of the horizontal wells are 1800 m, and the measured depths are 4597–5040 m.
The horizontal wells were drilled from north to south in a three-dimensional staggered
arrangement, which was approximately perpendicular to the predicted direction of max-
imum horizontal stress. The thickness of the T1b2 formation is 6–8 m, and the thickness
of the T1b3 formation is 14–16 m. The T1b2 and T1b3 wells are separated vertically with
an interlayer of approximately 13–20 m thickness. The reservoir lithology is dominated
by conglomerates (gravel diameter 5–70 mm). The gravel composition is mainly pyrolith,
followed by metamorphic rock. The inter-gravel is mainly filled with sand, mud, or fine
gravel and the overall reservoir is highly heterogeneous.
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Figure 2. Elevation view of CHFTS wells, showing the relative position of the horizontal wells, test 
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Figure 1. Three-dimensional view of CHFTS wells. Wells in red are T1b3 and those in green are T1b2.
The slant core well is in blue, and it passes through the fracture networks of wells H8/H9 in the T1b3

formation and well H4 in the T1b2 formation.

2.2. Completion Overview

The 12 horizontal wells were divided into three factory operating well pads. The
main body adopted a single segment with three clusters. The cluster spacing was 20 m.
Meanwhile, three types of tests were conducted: cluster spacing (10 m/20 m/30 m),
proppant concentrations (1.0–1.8 m3/m), and limited entry and temporary plugging
fracturing technology.

Fracture growth is a point of concern during the completion of the adjacent horizontal
wells. Thus, comprehensive monitoring data were collected, including advanced diag-
nostics, such as microseismic tracer data [14]. Figure 2 shows the relative position of the
horizontal wells, test wells, and slant core well. A microseismic was deployed in eleven
wells to help identify hydraulic fracture dimensions (H4 was microseismic monitoring
well), and fluid tracers (water-based and oil-based) were placed in two wells to evaluate
horizontal well profile heterogeneity.
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Figure 2. Elevation view of CHFTS wells, showing the relative position of the horizontal wells, test
wells, and slant core well.

2.3. Coring through the Stimulated Reservoir Volume (SRV) and the Results

The prominent task of CHFTS is to acquire a four-inch diameter whole core in close
proximity to both the T1b3 and T1b2 formation wells. The well that accomplished this task
was the slant core well positioned within the 2# operating well pad (horizontal wells are
H8/H9/H3/H4), with an azimuth of 175.0◦ and an inclination of 80.3◦. Figure 3 shows a
perspective view of the slant core well trajectory with respect to the adjacent horizontal
wells. The core well is shown as a blue line in Figure 3 and will hereafter be referred to
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as S1. In the T1b3 formation, S1 is located between two horizontal wells as H8 and H9,
near the middle of the horizontal section. The cores were drilled from the east side of H8
with a lateral distance of 18.6 m from the nearest completion stage, and sloped down to
the bottom of H9 with a vertical distance of 14.6 m. In the T1b2, S1 is close to H4 on the
west side, the lateral distance between the cores and completion stage is in the scope of
20.3–51.8 m.
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The S1 trajectory enabled the collection of cores with varying lateral distances from the
adjacent producing wells, providing insights into both the vertical and horizontal fracture
geometries [15].

This slant core well recovered approximately 323.13 m of core, and 293.71 m of those
were applied for study; a total of 48 cores, each with a length of about 6.5 m. Cores 1 to 31
are located in the T1b3 formation, sized approximately 194.95 m, and cores 32 to 48 are
located in the T1b2 formation, sized approximately 98.76 m.

3. Slant Core Methods: Handling and Process for Core Description

A complete set of slant core methods was presented, as shown in Figure 4. Each of
the 4-inch-diameter cores was contained within an aluminum tube. To conduct the CT
scans of the core, the core was cut into segments of about 1 m length without removal
from the aluminum tube, which assists in maintaining the integrity of the core. The core
CT scans were utilized to compare the core description dataset to differentiate in situ
fractures from fractures created while removing the core from the aluminum tube. Then,
the core was removed from the aluminum tube. The methodology for extracting cores
was required to maintain the condition of the core and fractures as close to their original
state. A clam-shell core barrel extraction method was utilized, referred to as clam-shell
methodology, via cutting the core barrel along its length on both sides to then exposing the
core for study [15].
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The recovered core provides a unique opportunity to obtain a high-quality research
dataset of hydraulic fracture networks in post-fractured formations. The systematic core
description was conducted as follows:

The recovered core captured hundreds of fractures, which were numbered from top
to bottom, denoted as “# core-segment-fracture”. The fracture depth was determined by
measuring the length of the core segment and the length from the fracture to the top of the
core segment.

Initial fracture description was performed prior to core cleaning. Comprehensive
fracture description data include fracture number, fracture depth, fracture orientation,
morphology/fracture surface features, apertures, fill, fracture mechanical origin (type), etc.

Since proppant was pumped during the fracturing slurry in the adjacent horizontal
wells, it was anticipated that proppant would be discovered in the collected whole core
within hydraulic fractures. Following initial fracture description, sludge residue from
coring operations on all fracture faces, the exterior core surface, and within the core sleeves,
including drilling mud, rock cuttings, proppant, and aluminum shavings from the clam-
shell process, was recovered for detecting proppant [15].

A second fracture description was performed after core cleaning. Removing sludge
residue on all core surfaces provided a clear view of the lithologic interface, gravel size,
and gravel morphology on the fracture surface, etc. The repositioning of the core fractures
to the in situ position was executed via combining the characteristics of lithologic interfaces
with fractures through interpretation by FIM image logging. Considering that the core
barrel had been slightly offset and twirled in the slant core wellbore during the process of
coring, the core fractures repositioning assisted in correcting the fracture depth, fracture
orientation, and dip angle. The fractures interpreted by FIM image logging were compared
with the core fractures at the corresponding depth to identify hydraulic fractures.

Few natural fractures were observed, both filled and unfilled. Criteria was developed
for distinguishing between hydraulic (tensile and shear), drilling-induced, and core cutting-
induced fractures by examining the features of all fractures, combining a CT scan of the
core and FIM image logging.

4. Fracture Characteristics
4.1. Hydraulic Fracture

A total of 228 hydraulic fractures were observed in the slant core with an average
fracture density of 0.78 fractures per meter. According to the characteristics of fractures
formed under different mechanical conditions, hydraulic fractures were further subdivided
into tensile fractures and shear fractures, of which 52 are tensile fractures and 176 are shear
fractures. The tensile fractures are the principal fractures, and the shear fractures swarms
are adjacent to the principal fractures.

The primary evidence used to identify the hydraulic fractures was FIM image logging,
presenting broad dark bands. Moreover, CT scans of the core were utilized to eliminate
core cutting-induced fractures. The fracture morphology features of the CHFTS slant
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core mainly included straight, microwave, and crushed zones, as shown in Figure 5. The
fracture edges are incomplete and mostly scattered with gravel. The weak plane with low
cementation strength is prone to forming a crushed zone.
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Figure 5. Morphology features of hydraulic fractures. (a) Straight hydraulic fracture, oriented 107◦,
deviates slightly from the east–west direction. (b) Microwave hydraulic fracture. The fracture edge is
incomplete. (c) Crushed zone with scattered gravel.

The hydraulic fracture surfaces are all rough and uneven, many have through-penetrating
gravel surfaces and some have bypassing gravel surfaces. In some other cases, both through-
penetrating gravel and bypassing gravel existed in a single surface, as shown in Figure 6.
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Figure 6. Surface character of hydraulic fractures. (a) Through-penetrating gravel surfaces, planar
surface with split gravel. (b) Bypassing gravel surfaces, uneven surface with raised unbroken gravel.
(c) Bypassing gravel and through-penetrating gravel occur in a single surface.

Figure 7 shows the filling materials in hydraulic fractures. Hydraulic fractures in the
core are completely open with large apertures and the fracture surfaces are filled with
materials, including mud, mud sediment, and proppant.
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Hydraulic fractures are unevenly distributed along the coring wellbore, and they oc-
curred in both single and clusters [6]. Doublets and fracture swarms are quite common. 
For example, doublets (Figure 8a), triplets (Figure 8b), a 5-fracture swarm (Figure 8c), and 
even a 9-fracture swarm (Figure 8d) were extant. 

 

Figure 7. Filling materials in hydraulic fracture. (a) A film of dried mud on the surface. (b) Thick
drilling mud sediment in the fracture. (c) Proppant attached to the fracture surface.

All fractures are high-angle, largely in the east–west direction, oriented at 70◦–110◦,
and align with the maximum horizontal stress (±15◦). Difference in the morphology of
the created fractures was commonly observed in cores, and the orientations of certain
through-penetrating gravel fractures deviate slightly from the main direction (Figure 5a).
Changes of those kind are evidence for the formation of complex fracture networks.

Hydraulic fractures are unevenly distributed along the coring wellbore, and they
occurred in both single and clusters [6]. Doublets and fracture swarms are quite common.
For example, doublets (Figure 8a), triplets (Figure 8b), a 5-fracture swarm (Figure 8c), and
even a 9-fracture swarm (Figure 8d) were extant.
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Figure 8. Fracture swarms in the slant core. (a) Doublets; (b) triplets; (c) 5-fracture swarm;
(d) 9-fracture swarm.

The characteristics of hydraulic fractures are controlled by the dynamic geostress
field. In the near-wellbore area, under the condition of low stress difference and high
pore pressure, tensile failure mainly occurs, and the tensile fractures extend along the
weak-cemented planes or gravel edge with large effective apertures. Proppant enters
the wedge-shaped fractures and forms the propped fractures. In the area far from the
wellbore, under the conditions of high dynamic stress difference at the fracture tip, shear
failure mainly occurs, and the shear fracture extends along the through-penetrating gravel
fracture surface or forms a crushed zone. The shear displacement leads to a certain volume
expansion of the fracture and forms a self-supported fracture.

According to fracture characteristics under different mechanical states, hydraulic
fractures were subdivided into tensile fractures and shear fractures. Tensile fracture damage
along the weak cementation surfaces of gravel and matrix under tensile stress forms gravel-
edge fractures. Thus, tensile fractures are mostly microwave in morphology, with a large
aperture; they have uneven surfaces, mainly have bypassing gravel surfaces, shown as
Figure 9.
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Figure 9. Tensile fracture is microwave in morphology and has a bypassing gravel surface.

Shear fractures are created by an induced stress field with the growth of the principal
hydraulic fractures along natural weak planes. These shear fractures can also be formed
by shear failure or the bifurcation and splitting of principal fractures during propagation.
Thus, shear fractures are mainly straight and crushed zones in morphology. These fractures
mainly have small apertures and through-penetrating gravel surfaces. Where shear frac-
tures occur, fracture orientations change slightly and fracture swarms and crushed zones
are common. Figure 10 shows conjugate shear fracture and crushed zone in the slant core.
Conjugate shear fractures were observed in cores, forming scissor-shaped fracture planes.
Moreover, crushed zones are prone to forming when shear slip occurs at the weak-cemented
planes; some of these occur close to fracture swarms.
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Figure 10. Conjugate shear fracture and crushed zone in a slant core. (a) Scissor-shaped conjugate
shear fracture is straight in morphology and has through-penetrating gravel surface. (b) Crushed
zone, which forms when shear slip occurs at the weak-cemented planes.

4.2. Drilling-Induced Fractures and Core Cutting-Induced Fractures

Both drilling-induced and core cutting-induced fractures were present, with char-
acteristics different from hydraulic fractures. Drilling-induced fractures have complete
morphology, many are twisted and serrated, and have bypassing gravel surfaces with
uneven drilling mud attached (Figure 11).

Processes 2022, 10, x FOR PEER REVIEW 11 of 17 
 

 

 
Figure 10. Conjugate shear fracture and crushed zone in a slant core. (a) Scissor-shaped conjugate 
shear fracture is straight in morphology and has through-penetrating gravel surface. (b) Crushed 
zone, which forms when shear slip occurs at the weak-cemented planes. 

4.2. Drilling-Induced Fractures and Core Cutting-Induced Fractures 
Both drilling-induced and core cutting-induced fractures were present, with charac-

teristics different from hydraulic fractures. Drilling-induced fractures have complete mor-
phology, many are twisted and serrated, and have bypassing gravel surfaces with uneven 
drilling mud attached (Figure 11). 

 
Figure 11. Drilling-induced fracture in slant core with irregular twisted fracture morphology. Frac-
ture surface comprises bypassing gravel with drilling mud attached. 

Core cutting-induced fractures were mostly formed near the two ends of the core 
segment; they are highly closed and serrated and display a fresh surface with no drilling 
mud (Figure 12). 

 
Figure 12. Core cutting-induced fracture in a slant core. Fracture morphology is highly closed and 
serrated. Fracture surface is fresh with no drilling mud. 

4.3. Proppant Observation 
Obvious quartz particles were observed in two fractures, which was consistent with 

the sand used in fracturing in terms of particle size, roundness, and uniformity. The quartz 
particle was identified as proppant, as shown in Figure 13. The two fractures lie in the 

Figure 11. Drilling-induced fracture in slant core with irregular twisted fracture morphology. Fracture
surface comprises bypassing gravel with drilling mud attached.

Core cutting-induced fractures were mostly formed near the two ends of the core
segment; they are highly closed and serrated and display a fresh surface with no drilling
mud (Figure 12).
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Figure 12. Core cutting-induced fracture in a slant core. Fracture morphology is highly closed and
serrated. Fracture surface is fresh with no drilling mud.

4.3. Proppant Observation

Obvious quartz particles were observed in two fractures, which was consistent with
the sand used in fracturing in terms of particle size, roundness, and uniformity. The quartz
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particle was identified as proppant, as shown in Figure 13. The two fractures lie in the T1b3
formation. A thin layer of proppant appeared as patches on the fracture surface with mud
attached, indicating that drilling mud flowed into the hydraulic fracture during coring.
In Figure 13, the proppant is the light-grey signal in the CT scan. The bright signal in the
fractures and matrix is likely pyrite [2].
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Figure 13. Proppant attached to the hydraulic fracture surface. In the CT scan, proppant is the
light-grey signal, and the bright signal is likely pyrite. The characteristic was also observed in Ref. [2].

Moreover, sandy mud deposits were observed in multiple fractures. The drilling mud,
mud deposits, and proppant particles were collected from parted fractures for further
analyses, regarding whether it contained proppant. However, a large level of sand pack
was not found in the core hydraulic fractures. The possible reason for this is that the
fracture surfaces were separated during the coring process and drilling mud flowed into
the hydraulic fracture. The proppant could not adhere to the fracture surface and was
washed away by drilling mud. Therefore, drilling mud and cutting samples were collected
during the coring operation to detect and quantify the spatial distribution of proppant
along the cored interval.

5. Core Fracture Visualization and Analysis

A total of 371 fractures were recorded in the slant core, and these fractures were
systematically described and classified. A total of 228 hydraulic fractures were identified,
including 52 tensile fractures and 176 shear fractures. One of the potential sources of
the observed fracture swarms is near-wellbore tortuosity [16]. Moreover, for regions far
away from the wellbore, reservoir heterogeneity can promote complex hydraulic fracture
trajectories and form fracture swarms. The variations of rock mechanical properties and in
situ stress may lead to variable fracture-front speeds and potential fracture splitting and
segmentation [17,18].

The data (type, orientation, and measured depth of fractures) from the core descrip-
tion were used to visualize fracture orientations/types along the core wellbores and the
perforation clusters of the infield-scale in three-dimensional space, especially the relative
locations of fractures to the fracturing wells/stages/clusters [8]. After filtering other types
of fractures (fractures induced by drilling and core cutting), only the hydraulic fractures
were visualized as lines with their orientations at their corresponding measured depths.
The tensile fractures are in blue, and the shear fractures are in red. To better understand
the spatial location of fractures relative to their initiation points (perforation clusters), the
adjacent perforation clusters were also visualized by disks with different colors for each
treatment stage.

Figure 14 shows a perspective view of hydraulic fractures along the core wellbore and
the adjacent perforation clusters. The completion interval length is 60 m. Wells H8, H9,
and H4 have two clusters, three clusters, and six clusters in each interval, respectively. The
cores 1~31 are located in the T1b3 formation, in which the cores 1~8 are closest to the stages
2 to 4 of the well H8, and the cores 9~31 are closest to the stages 3 to 5 of the well H9. The
cores 32~48 are located in the T1b2 formation, closest to stage 4 and stage 5 of well H4.
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Figure 14. Perspective view of hydraulic fractures along the core wellbore and perforation clusters in
the infield-scale in three-dimensional space.

Hydraulic fractures were observed in cores within the 100 m space between wells H8
and H9, indicating that fractures extended laterally over a distance of 50 m. Vertically, the
distribution range of hydraulic fractures is 20.2 m above the adjacent well and 9.8 m below
it. It can be inferred that the fractures extended over 30 m in a vertical direction, realizing
the full coverage of hydraulic fracture network in the reservoir.

5.1. Presentation of Fractures in Cores 1-31

Cores 1-31 are located between H8 and H9 in the T1b3 formation. Figure 15 shows
the perspective view of the hydraulic fractures in cores 1-31. Cores 1-8 are close to the
two perforating clusters from stage 3 and the heel-side perforating clusters from stage 2 of
well H8. Fractures observed in cores 1-8 are mainly from these clusters, and the fractures
and clusters have a lateral distance of 21.4–45.1 m and a vertical distance in the range of
20.2 m above to 9.8 m below the clusters. The length of cores 1-8 is 50.0 m. The number of
hydraulic fractures is 57, including 8 tensile fractures and 49 shear fractures.
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Figure 15. Perspective view of fractures in cores 1-31 from the southwest.

Cores 9-31 are close to the two toe-side perforating clusters from stage 5, three per-
forating clusters from stage 4, and the heel-side perforating clusters from stage 3 of the
well H9. Fractures observed in cores 9-31 are mainly from these clusters, and the fractures
and clusters have a lateral distance of 3.5–44.7 m, and the vertical distance is in the range
of 0.8 m above to 14.5 m below the clusters. The length of the cores 9-31 is 144.95 m. The
number of hydraulic fractures is 79, including 15 tensile fractures and 64 shear fractures.

No hydraulic fractures were observed in cores 20–22, in which the core lithology is
reddish-brown silty mudstone. This indicates that argillaceous rocks are not conducive to
fracture propagation. In addition, cores 20–22 are close to the middle perforation cluster
from stage 4 of well H9. The lack of fractures in the middle perforation cluster seems to
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indicate that the growth of the middle fractures, lagging behind the two outside fractures,
is suppressed. A significant proportion of the literature attributes this uneven distribution
mainly to the stress shadow phenomenon [4].

5.2. Presentation of Fractures in Cores 32–48

Cores 32–48 are located on the west side of well H4 in the T1b2 formation, close to
the six perforating clusters from stage 4 and the three toe-side perforating clusters from
stage 5 of well H4. Figure 16 shows them in a side view from the west. The lateral distance
between the cores and the clusters is 19.8–51.5 m, and the vertical distance is in the range
of 8.8 m above to 2.3 m below the clusters. The length of cores 32–48 is 98.76 m, and the
number of hydraulic fractures is 92, including 24 tensile fractures and 68 shear fractures.
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As in previous cores, the large number of fractures observed in cores seems to indicate
that tensile fractures are formed in the near-wellbore area and the extension of tensile
fractures induces a large number of shear fractures in the area far from the wellbore.

Based on hydraulic fracture distribution data along the coring wellbore, a statistical
analysis was conducted to better understand the spatial distribution of hydraulic fractures.
Hydraulic fractures were considered to be derived from adjacent wells with the closest
horizontal distance. Thus the spatial corresponding relationship between the hydraulic
fractures distribution in cores and adjacent wells was established.

Figure 17 presents the relationship between hydraulic fracture density in the cores
and the lateral distance from the horizontal well. Figure 17a shows that the hydraulic
fracture density decreases with the increase of distance in the area far from the wellbore
for well H8. The coring trajectory starts about 19 m away from H8, suggesting that cores
in near-wellbore area were not drilled. In Figure 17b,c, the hydraulic fracture density is
small in the near-wellbore area, where the lateral distances from wells H9 and H4 are in the
range of <10 m and <25 m, respectively. In particular, for well H9, the hydraulic fracture
density decreases with the increase of distance in the area far from the wellbore with a
lateral distance range of >10 m.

As a general trend, the fracture density of the near-wellbore area is lower than that of
the far-wellbore area. For the near-wellbore area, one of the potential sources of the dense
fractures is near-wellbore tortuosity, which can propagate in parallel even in the presence of
strong stress shadowing [16]. Meanwhile, for regions far away from the wellbore, reservoir
heterogeneity can promote complex hydraulic fracture trajectories [17,18]. During fracture
propagation, the local net pressure of fracture front decreases gradually, which results in
decreasing fracture density in the area far from the wellbore. The near-wellbore area can be
considered to have a lateral distance of less than 25 m from the horizontal wellbore.
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6. Conclusions

(1) Hydraulic fracturing formed planar fracture swarms. The conglomerate hydraulic
fractures have varied morphology; mainly straight with through-penetrating gravel sur-
faces. Fracture swarms are quite common. Fracture density along the coring wellbore
is 0.78 fractures per meter, and hydraulic fractures are largely in the east–west direction,
oriented at 70◦–110◦. Obvious proppant particles were observed in two fractures.

(2) For regions far away from the wellbore, a large number of additional fractures
were created by the growth of principal fractures. These additional fractures may be shear
failures along the natural weak plane created by the induced stress field or the bifurcation
and splitting of principal fractures during propagation.

(3) In the near-wellbore area, tensile fractures are mainly formed, and the fracture den-
sity of the near-wellbore area is lower than that of the far-wellbore area. In the far-wellbore
area, shear fractures are mainly formed, and the hydraulic fracture density decreases with
the increase of distance. The near-wellbore area can be considered to have a lateral distance
of less than 25 m from the horizontal wellbore.
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Abstract: Water injection before re-stimulation has a positive effect to mitigate the “frac hit” and
increase oil production in tight reservoirs. However, the study of water injection strategy optimization
has not been thoroughly investigated. Some conclusions can be found in the existing literature, but
the pressure and stress distribution, fractures morphology and oil production were not considered as
a whole workflow during the study. In addition, the different reservoir deficit was not considered.
Although technical experience and economic benefit have been obtained in some field tests, failed
cases still exist. To fill this gap, a series of numerical models are established based on a tight reservoir
located in northwest China. Under the different re-stimulation timing, the pressure distribution,
stress distribution, and fractures morphology after water injection of different injection/production
ratios are calculated, respectively. The oil and water production are predicted. The results show that,
after a short period of production with a small deficit, the degree of “frac hit” is slight. Injecting
water has an obvious effect on increasing oil production for both parent and infill well. After a long
period of production with a large deficit, the problem of “frac hit” is very severe. Injecting water has
an obvious effect on increasing oil production only for the parent well. The production of infill well
is influenced by the fractures’ interference and pressure increasing comprehensively. For the well
group, measured by the final cumulative oil production, the optimal injection/production ratio is
different, but the water injection volume is similar, which is about 15,000 m3.

Keywords: water injection; frac hit; re-stimulation; parent well; infill well

1. Introduction

The hydraulic fracturing of horizontal wells is a necessary method in unconventional
reservoirs to create production capacity, which faces the problems of rapid production
decline and low recovery. Drilling infill well is becoming a standard operational practice to
increase production in unconventional reservoirs including tight oil and shale. Estimations
from literature suggest that 50% of the remaining potential area in major US basins could
be stimulated by drilling infill wells [1]. Similarly, as the largest conglomerate reservoir
in the world, Mahu Oilfield in northwest China needs to drill infill wells to increase oil
production and enhance oil recovery for the large well spacing between parent wells put
into operation earlier.

However, according to the research and practice results, new fractures of infill well
tend to propagate into the low-stress zones caused by pressure depletion after a long
productive time, which is also known as “frac hit” [2,3]. There are some other descrip-
tions [4–7] including frac bushing, well interference, and fracture-driven interaction. Frac
hit can be detrimental to both parent wells and infill wells. In earlier times, Fisher reported
a case in which five vertical wells were killed because of the hydraulic fracturing of nearby
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wells in Barnett [8,9]. In recent years, frac hit has been widely reported and analyzed under
the context of more drilled infill wells.

Courtier [10] reported an infill well in Wolfcamp which was monitored through
microseismic recorders during hydraulic fracturing and the results indicate that fractures
are asymmetric along the horizontal wellbore. The half-length close to the parent well is
obviously larger than another. Cipolla [11] reported a horizontal well group including
a parent well and two infill wells in Bakken, North Dakota. Asymmetric fractures of
infill well were monitored, and a numerical simulation method was used to study the
influence of pressure depletion to well interference and group production. Chittenden [12]
reported a case of Delaware Basin in Texas, which included a parent well and two infill
wells. After the parent well has been put into production, 900 ft away, an infill well was
fractured and preferential growth of fractures to depleted zones happened. For another
infill well, which is farther away, the parent well has symmetrical fractures along horizontal
wellbore. In addition to these field reports, a numerical study of infill well hydraulic
fractures propagation rules can be retrieved in the literature [13].

The cases mentioned above focus on the phenomenon of well interference, and further
discussion of its damage [14,15] to production is well investigated and understood in recent
years. Rainbolt [16] reported a horizontal well in Wolfcamp losing the production rate
during the infill well fracturing. Joslin [17] reported a case in Montney for which production
of an infill well is only a half of the parent well when the cluster number is obviously
greater. It seems like infill well drilling is a risky operation, and the interaction relationship
between parent and infill wells needs further study. The degree of influence depends
on the characteristic parameters of hydraulic fractures and the matrix [18]. The greater
the fracture conductivity, the greater the number of fractures and the smaller the matrix
permeability, and the greater the damage to the parent wells. King [4] suggested that SRV
reduction and flow path obstruction may be the reasons for reducing the production rate.
Ratcliff [19] found that the conductivity damage parameters can replicate the productivity
degradation. Fowler [20] described three damage processes including conductivity damage,
skin damage, and water block damage. Wang [21] suggested that the existence of natural
fractures can lead to frac hit. Many possible reasons including physical plug, mechanical,
and chemical problems are also mentioned.

Therefore, many researchers propose to carry out repeated fracturing or water injection
for parent wells, and the energy increasing effect of liquid on the formation will lead to
the increase of formation pressure and horizontal principal stress in depleted zones, which
can avoid or mitigate the problem of frac hit. In Montana and North Dakota, production
of five parent wells has been improved by water injection [22], which indicates that well
interference was mitigated effectively. Bommer [23] reported that frac hit was mitigated
successfully by injecting water to parent wells in Bakken, North Dakota. Whitfield [24]
reported a successful case of mitigating frac hit by injecting water. They thought that the
injected water volumes can vary from the small pre-loads of 500–1000 bbls to the large rate of
more than 18,000 bbls. Gala [25] reported another case, and the effects of different injecting
fluids including water and gas are compared. Due to compressibility of gas, gas injection
needs more time than water. As for the influence of water injection to the stress reorientation,
Singh [26] simulated the stress distribution around the injectors. The results showed that
the maximum stress trajectories tend to align along injection wells. Safari [27] suggested
that water injection does not change the stress significantly. Guo [28] suggested that the
appropriate cumulative water injection depends on the reservoir volume production. The
results of numerical simulation of stress distribution and fractures propagation based on
the field data in Eagle Ford showed that, when the injection/production ratio is greater
than 76.9%, fractures of infill well are more symmetrical. The cumulative production
corresponding to different fracture morphology is not considered. Li [29] studied the key
factors on successful water injection. They mentioned that the injection pressure should be
equal to the initial reservoir pressure. Lower injection pressure could not mitigate the frac
hit effectively. Furthermore, the integrated models [30] considering fracture propagation
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and production prediction were established to optimize the type of energy increasing
medium and the cumulative injection. In this study, fracture growth of the infill well was
simulated; meanwhile, no fracture growth or widening are expected in the parent well.
Other measures which can increase pressure and stress in the depleted zones have the
similar effects, for instance, re-fracturing [17,31] and surface shut-in [32]. In recent years,
some new types of fluid medium [33–37] are introduced. The geomechanical controls [38]
and increased offset spacing [39] are also mentioned. For the conglomerate reservoir in
Mahu Oilfield, which is our main concern, it is necessary not only to drill infill wells, but
to carry out re-fracturing of the parent well. The horizontal wells of Mahu conglomerate
reservoir have high output in the initial stage after primary fracturing, but daily production
decreases rapidly. It is necessary not only to ensure that the infill wells are unaffected,
but also to reactivate the productivity of the parent well. It is worth noting that, before
re-fracturing the parent wells, some protective measures should be conducted. After a long
period of production, stress distribution around the parent wells is uneven. The directions
of new fractures created by re-refracturing are not vertical to the horizontal wellbore, which
will have a negative effect on increasing production. Injecting water to parent wells before
re-fracturing is proposed to increase reservoir energy, control the new fractures direction,
and reduce the negative fractures as well as well interference. At the same time, the water
injected into the formation can replace the crude oil if the formation has strong water
absorption. Some oil companies have conducted a field test of injecting water to the parent
wells before re-fracturing. There were some successful cases in tight oil reservoirs located
in northwest China [40,41]. The strategy of water injection before re-fracturing including
total water injection, water injection rate, soaking time, and injection timing has been
optimized [42], but fracture propagation was not considered.

In this paper, we propose a new re-stimulation measure of water injection before
re-fracturing parent as well as drilling and fracturing infill well in the Mahu conglomerate
reservoir. Based on an unconventional fractures model (UFM), the fractures morphology of
parent well and infill well is simulated. The stress distribution before re-stimulation was
calculated by single way coupling. The cumulative water injection volume was optimized
based on the predicted cumulative oil production under different conditions.

2. Methods

The new re-stimulation measure consists of water injection before re-fracturing parent
well as well as drilling and fracturing infill well. As shown in Figure 1, there are two wells
at a certain distance in the model, and an ideal parent well will be put into production for a
period and form a depleted zone around the parent well. The water will be injected into the
parent well, increasing formation pressure and horizontal principal stress. Re-stimulation
measures of re-fracturing parent well and fracturing infill well will be conducted simulta-
neously to avoid fractures interference. It should be noted that new fractures of the parent
well are created during re-fracturing, and perforations are located in the center between
existing primary fractures. Parent well and infill well will be put into production at the
same time. Based on the cumulative oil production after re-stimulation, the cumulative
water injection volume will be optimized under different conditions.

2.1. Model Description

A series of numerical models are established. To avoid boundary effects, a model
with a size of 5 km × 3 km is established based on parameters of the Mahu conglomerate
reservoir. The whole reservoir model consists of five layers with the total thickness of
200 m. The oil-bearing bed is in the center, with the thickness of 40 m, and the parameters
are as shown in Table 1. The perforation is in the oil layer. The horizontal section length
of ideal parent well is 1000 m. The primary fracturing of the parent well consists of eight
stages with three clusters per stage. As mentioned earlier, new perforations are located in
the center between primary fractures; therefore, the number of re-fracture clusters are the
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same as the primary. Hydraulic fractures of infill well and re-fractures of parent well are
distributed as zipper-type.

Figure 1. Illustration of the re-stimulation process.

Table 1. Field data for oil layer of the base case.

Parameters Values Parameters Values

Matrix permeability, mD 0.01 Minimum horizontal principal stress,
MPa 45

Matrix porosity 0.1 Maximum horizontal principal
stress, MPa 55

Initial reservoir pressure, MPa 39 Overburden stress, MPa 60
Initial oil saturation 0.5 Young’s modulus, GPa 35

Reservoir thickness, m 200 Poisson’s ratio 0.3
Bubble-point pressure, MPa 15 Tensile strength, MPa 5
Total compressibility, kPa−1 2 × 10−6 Reservoir temperature, ◦C 85

Fractures propagation is simulated by the Unconventional Fractures Model [43]. It
proposed a fully coupled solution of fracture propagation, rock deformation, and fluid
flow simulation. UFM has a similar assumption and governing equations to a conventional
pseudo-3D model but solves the equations for the complex fractures. The complex fractures
are divided into a lot of connected elements with different heights which are constructed
in a similar way to those in the pseudo-3D fracture model. Natural fractures are not very
developed in the Mahu reservoir, and they are not considered in this study.

Considering the flow in fractures as laminar flow in a flat plate, the Poiseuille law is
used to express the flow of the power law fluid [44]:
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where p is fluid pressure, Pa; s is the distance along the fracture, m; w is the average fracture
width, m; n′ is fluid power-law index; q is the local flow rate in the fracture, m3/s; H f l is
the height of the fluid in the fracture, m; k′ is the fluid consistency index; w(z) is fracture
width as a function of depth z, m; z is the depth, m.
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The material balance condition is given by the continuity equation:
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The following condition should be met:
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0

∫ t

0
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The sum of flow rate into all open perforations should be equal to injection rate:

∑ qi(t) = Q(t), i = 1, . . . , Nper f (6)

where t is injecting time, s; hL is the leakoff zone height, m; CL is the total leakoff coefficient,
m/s0.5; τ0(s) is the time when each fracture element is first exposed to fluid, s; Q(t) is the
total injection rate, m3/s; L(t) is the total fracture length at time t, m; H is the fracture
height, m; qi is the injection rate into each cluster, m3/s; Nper f is the number of clusters.

As mentioned earlier, the fractures are divided into a series of connected elements
with different heights which are constructed in a similar way to the pseudo-3D fracture
model. The 2D plane–strain solution for fracture width in pseudo-3D models is adopted.
In a vertical fracture, the width profile can be determined by following equations:

w(z) =
4
E

[
pcp − σn + ρ f g

(
hcp −

H
4

)]
+

√
2

πh ∑n−1
i=1 (σi+1 − σi)

[
H
2

arccos
(

H − 2Hi
H

)
+
√

z(H − z)
]

(7)

where E is the Young’s Modules, Pa; pcp is the pressure at perforation depth hcp, Pa; σn and
σi are the minimum horizontal principal stress at the section and ith layer, Pa; ρ f is the fluid
density, kg/m3; Hi is the fracture height of ith layer, m.

Based on the fractures morphology, the unstructured grid was generated automatically
to establish a numerical model. To avoid the problem of differences between fracture width
and matrix grid size, a single-porosity medium is used. Mesh refinement was applicated
around the hydraulic fractures. The water-oil two-phase model was used since the bottom
flow pressure is always greater than bubble-point. Relative permeability curves of matrix
and fracture are shown in Figure 2.

Figure 2. Relative permeability of: (a) matrix; (b) hydraulic fractures.
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After a period of production, a one-way coupled method is used to calculate the stress
distribution. Generally, there are three coupling methods [45] including a fully coupled
method [46,47], iterative coupled method [48,49], and a one-way coupled method [50–52].
In a one-way coupled model, the fluid flow equations are generally solved using a reservoir
simulator, the results of pressure, temperature, and saturation are passed to the geomechan-
ical simulator, but no results from the geomechanical simulator are used in the reservoir
simulator. A one-way coupled method has the advantage of high computational efficiency,
but the disadvantage of low accuracy relatively. However, our main concern is the water
injection, and the commercial one-way coupled simulator (Visage [45]) is used in this study.

2.2. History Match

In order to confirm the reliability of the models we established, a production history
match has been completed. The production history data are from a horizontal well in
Mahu Oilfield. The well was drilled in 2013, and the primary fracturing was conducted
then with 12 stages. It is a flowing well with an oil production rate of 35 m3/d during the
initial stage. With production, formation energy and bottom flow pressure decreased, and
the well was transformed into pumping after about 1000 days. Daily oil production and
wellhead pressure were recorded precisely by a ground monitor. Wellhead pressure should
be converted into bottom flow pressure by calculating liquid column pressure. Since the
calculation of bottom flow pressure after the well started pumped involves more factors,
only the production history of flowing period has been matched.

The control mode of bottom flow pressure was used in conjunction with field historical
data to form well constraints. As shown in Figure 3, a simulated oil production rate is
essentially in agreement with the data monitored, which confirms the reliability of the
model. Based on the model after history match, the next work is to build the ideal wells as
mentioned before.

Figure 3. Oil production history match.

3. Results and Discussion

Well A1 is a parent well fractured primarily earlier, then put into production with the
daily oil production rate of 50 m3/d and the bottom hole pressure of 15 MPa. Well A2
is an infill well fractured primarily after that well A1 has been re-stimulated by injecting
water and re-fracturing. The parent-infill well spacing is 250 m. To study the influence of
re-stimulation timing on the optimized cumulative water injection volume, cumulative oil
production of parent well and infill well are predicted separately after the parent well has
been opening for 1 year and 4 years.
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3.1. 1st Year

As shown in Figure 4, after the parent well has been put into production for one year
with the final cumulative oil production of 18,068 m3 and water production of 6826 m3,
reservoir pressure decreases to 25.8 MPa and minimal horizontal principal stress decreases
to 41.2 MPa near fractures. In the middle zone between two fractures, pressure also de-
creases, but only slightly to 37.5 MPa. Accordingly, the decline range of minimal horizontal
principal stress is also small. There is a deficit of 24,894 m3 in the total. The ratios of
water injection to production are set to 0.2, 0.4, 0.6, 0.8, 1.0, and 1.2. The corresponding
cumulative water injections are 4978.8 m3, 9957.6 m3, 14,936.4 m3, 19,915.2 m3, 24,894 m3,
and 29,872.8 m3, respectively. According to earlier finds [42], long soaking time after water
injection has a positive effect on increasing production. In this study, the soaking time is
two months to ensure that pressure spreads more uniformly.

Figure 4. Distribution of (a) pressure; (b) stress.

Pressure distribution corresponding to different injection/production ratios is shown
in Supplementary Materials (Figure S1). With the increasing of injection/production ratio,
reservoir pressure near the fractures increases gradually. The high-pressure areas are
concentrated near fractures. Like the situation before water injection shown in Figure 4,
in the middle zone between two primary fractures, reservoir pressure changes sightly
compared to the initial pressure. It should be noted that reservoir pressure near the
wellbore of A2 is unchanged.

Based on the pressure distribution, the stress distribution is calculated by a one-way
coupled model. Minimal horizontal principal stress distribution corresponding to different
injection/production ratios is shown in Supplementary Materials (Figure S2). With the
increasing of the injection/production ratio, a minimal horizontal principal stress around
wellbore increases gradually. However, the difference of stress distribution among these
situations is slight. The minimum horizontal principal stress around wellbore is about
42.4 MPa while the injection/production is 0.2. The stress value in a few areas is slightly
greater than the initial value if the ratio is greater than 1.0. As the short production time
and small reservoir deficit, the problem of “frac hit” caused by reservoir depletion is slight.

The fractures propagation of parent well and infill well after 1-year production is
simulated utilizing the UFM model. Fracture morphology when no-water is injected is
shown in Figure 5. Compared to primary fractures of the parent well, re-fractures are
affected by ununiform stress distribution. Within one stage, the fracture length of each
cluster varies greatly. As the direction of maximum horizontal principal stress changed from
the initial state, some re-fractures divert and connect to the primary fractures uncontrollably,
causing the fractures interference. As for the infill well, some fractures propagate into
the depleted zone and connect to the factures of the parent well; in other words, frac
hit happens. There are four clusters of infill well among twenty-four clusters in total
communicating with the fractures of the parent well, which means the degree is slight.
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Figure 5. Fractures morphology of parent well and infill well after 1-year production (no water
injected).

Fractures morphology of parent well and infill well corresponding to different injec-
tion/production ratios is shown in Supplementary Materials (Figure S3). In general, the
problem of “frac hit” is not serious because the production time is short and cumulative
liquid production is not large enough. In each situation of different injection/production
ratios, fracture interference and well interference happen. The number of infill well frac-
tures which are communicating with fractures of parent well is small, generally less than
five. The cluster spacing of parent wells becomes smaller because of the new perforations,
and fractures interference usually happens among primary and repeated fractures of the
parent well. Compared to the situation of no-water injection, the length of parent well
re-fractures is larger.

Based on fractures morphology, the numerical models with unstructured grids are
generated. The cumulative liquid production of four years after re-stimulation correspond-
ing to different injection/production ratios is predicted. The same constraint condition
with primary production is used under different situations, which include the initial oil
production of 50 m3/day and the given minimal bottom well pressure of 15 MPa. The pre-
dicted cumulative oil production is shown in Figure 6. It should be noted that, in the case
of no water injection, the parent well has been soaked for a few days before being put into
production, which is in accordance with the filed operation. Injecting water has an obvious
effect on increasing oil production for both parent well and infill well, especially the parent
well. Compared to oil production, under the condition of no water injection, different
injection/production ratios work equally well for increasing oil production. There is no
strict correlation between final oil production and injection/production ratio because of the
difference of stress and pressure distribution and the resulting different degrees of fracture
and well interference. The larger the ratio is, the higher the average formation pressure
is, which favors oil production. However, the degree of stress and pressure heterogeneity
corresponding to each injection/production ratio is different. If one fracture interferes with
others severely, the final production could be influenced obviously, to a certain extent.

To describe the effect of injecting water on the liquid production of the parent well,
the cumulative liquid production corresponding to different injection/production ratios
is shown in Figure 7. It is obvious that, with the increase of the injection/production
ratio from 0 to 1.2, the liquid production including water and oil keeps the increasing
trend, which shows that more water injection will increase reservoir energy and benefit
the producing of more liquid. As shown in Figure 8, with the injection/production ratio
increases from 0.2 to 1.2, the water cut of the parent well is increasing with a positive
correlation. However, water cut corresponding to the situation of no-injection is higher
than those corresponding to the ratios of 0.2 to 0.6, and almost the same as the 0.8 and
1.0. As mentioned before, in the simulation case of no-injection, the parent well has been
soaked for a period before the production to meet the field operation of re-stimulation.
Therefore, water cut of the parent well during the initial production stage is 0. After a
period of production, water cut is restored to a high level that is close to the state after 1-year
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production. In addition, as the capillary pressure is considered, water cut corresponding to
the situation of no-injection is higher than water-injection.

Figure 6. Cumulative oil production of different injection/production ratio, (a) parent well;
(b) infill well.

Figure 7. Cumulative liquid production of parent well.

Figure 8. Water cut of parent well.
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As for the infill well, the cumulative liquid production is shown in Figure 9. There is no
strong correlation between injection/production ratio with cumulative liquid production.
The cumulative liquid production corresponding to the situation of no water injecting is
the lowest. Basically, as shown in Figures 9 and 10, the cumulative liquid production and
water cut corresponding to each situation are close because the degree of well interference
is slight and universal.

Figure 9. Cumulative liquid production of infill well.

Figure 10. Water cut of infill well.

Finally, the final cumulative oil production of the well group including parent well
and infill well is used as a standard for determining the optimal injection/production
ratio. As Figure 11 shows, when the injection/production ratio is 1.2, the maximum final
cumulative oil production of the well group is 62,331 m3 with the final water cut of 0.455.
However, the second highest oil production is 61,909 m3 with the final water cut of 0.386
when the injection/production ratio is 0.6. It means that producing 422 m3 of more oil
brings 13,336 m3 of more water. In this case, the injection/production ratio of 0.6 is the
optimal, and the injection volume is 14,396 m3.
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Figure 11. Liquid production and water cut of the well group.

3.2. 4th Year

As shown in Figure 12, after the parent well has been put into production for four years
with the final cumulative oil production of 39,908 m3 and water production of 36,219 m3,
the reservoir pressure decreases to 22.9 MPa, and the minimal horizontal principal stress
decreases to 40.4 MPa near fractures. Unlike the situation after 1-year production, in the
middle zone between two fractures, pressure also decreases significantly to 25.8 MPa.
Accordingly, minimal horizontal principal stress decreases greatly too. There is a deficit
of 76,127 m3 in the total. The ratios of water injection to production are set to 0.2, 0.4, 0.6,
0.8, 1.0, and 1.2. The corresponding cumulative water injection volumes are 15,225.4 m3,
30,450.8 m3, 45,676.2 m3, 60,901.6 m3, 76,127 m3, and 91,352.4 m3, respectively. The soaking
time is two months to ensure that pressure spreads more uniformly.

Figure 12. Distribution of: (a) pressure; (b) stress.

Pressure distribution corresponding to different injection/production ratios after a
4-year production is shown in Supplementary Materials (Figure S4). Compared to the
pressure distribution after 1-year production, there are more significant differences among
various situations of different injection/production ratios. Unlike the phenomenon of high-
pressure areas only being concentrated near fractures after one year, with the increasing
of the injection/production ratio, reservoir pressure in the whole depleted zone increases
gradually. When the injection/production ratio reaches 0.8, the high-pressure zone is
gradually formed, in which the pressure is higher than the initial value. The reason for this
is that the reservoir deficit of liqiud is huge, which leads to a great amount of water injection
in the short run when the injection/production ratio is larger. The pressure propagation
distance is limited. However, there is a transitional zone between a high-pressure zone
after injecting water and the initial undeveloped reservoir.
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Minimal horizontal principal stress distribution corresponding to different injec-
tion/production ratios after four years is shown in Supplementary Materials (Figure S5).
With the increasing of the injection/production ratio, minimal horizontal principal stress
around wellbore increases gradually. Compared to the situation after one year, the differ-
ence in stress distribution among different ratios is more obvious. The minimum horizontal
principal stress around wellbore is about 42.7 MPa, while the injection/production is 0.2,
and 45.8 MPa while the injection/production is 1.2. A few elements start with the slightly
greater value than the initial state when the ratio is greater than 0.8. From the point of view
of the stress distribution, when the injection/production ratio is greater than 0.8, the “frac
hit” could be mitigated as the existence of high-stress areas.

Fractures morphology of parent well and infill well after a 4-year production as well
as no-water injection is shown in Figure 13. The repeated fractures of parent well propagate
in different directions, which is not perpendicular to the wellbore, especially in the middle
stages. The fractures direction of the third stage is even parallel to the wellbore. After
a long period of production, the interference of primary fractures with the repeat of the
parent well is serious. As for the fractures of the infill well, the half-fractures close to the
parent well have an obviously longer length than the other side, which means “frac hit”
happens. It should be noted that the fracture length is longer, compared to those of the
situation after 1-year production. Almost all fractures propagate to the depleted zones.
Accordingly, the fracture width is smaller.

Figure 13. Fractures morphology of parent well and infill well after 4-year production (no water
injected).

Fractures morphology of parent well and infill well corresponding to different injec-
tion/production ratios is shown in Supplementary Materials (Figure S6). In general, the
problem of “frac hit” is very serious because the production time is long and the cumulative
liquid production is very large. In each situation of different injection/production ratios,
fractures interference and well interference happen. For the repeated fractures of parent
wells, the length is getting larger with the increase of the injection/production ratio. When
the injection/production ratio is 0.2, there are still some re-fractures that divert from the
initial propagation direction. When it increases to 0.4 and 0.6, re-fractures morphology be-
comes similar to the primaries. However, as the ratio continues to increase, the re-fractures
divert again. As mentioned before, some elements start with the slightly greater value than
the initial state when the ratio is greater than 0.8. It shows that the injection/production of
0.8 is too large considering the stress distribution and fractures propagation. For fractures
of the infill well, even if the injection/production ratio increases to 1.2, the fractures of
infill well are still communicating with the primary fractures of the parent well, and a few
propagate to the parent wellbore. When the injection/production ratio is greater than 0.6,
although the fractures interference with the parent well happens, the fractures of infill well
also propagate fully to the other side. In other words, when the injection/production ratio
is greater than 0.6, on one side of the infill well, fractures interference happens, which is
harmful to the production. On the other side, fractures propagate excessively, which is
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a benefit to the production. It shows that mitigating “frac hit” needs not only increases
formation energy but also decreases the volume of re-fracturing fluid.

The cumulative oil production corresponding to different injection/production ratios
is also predicted. The same constraint condition with primary production and re-frac
production after one year is used, which includes the initial oil production of 50 m3/day
and the given minimal bottom well pressure of 15 MPa. The predicted cumulative oil
production is shown in Figure 14. The parent well has also been soaked for a few days
before being put into production, which is same as the situation after one year.

Figure 14. Cumulative oil production of different injection/production ratio, (a) parent well;
(b) infill well.

When the infill well is stimulated after 1-year production of the parent well, injecting
water has an obvious effect on increasing oil production for both parent well and infill
well, especially the parent well. However, if the re-stimulation timing is the 4th year,
injecting water may have a negative effect. For the parent well, when there is no water
injected, cumulative oil production is the lowest, and the next is the ratio of 1.2. When
the injection/production ratios are 0.2, 0.8, and 1.0, the parent well has the adjacent high
cumulative oil production. For the infill well, the opposite has occurred. When the
injection/production ratio is 1.2, cumulative oil production is the highest. Except for the
ratios of 1.0 and 1.2, the cumulative oil productions of other situations are lower than the
production of no-injecting.

Similarly, the cumulative liquid production corresponding to different injection/
production ratios is shown in Figure 15. It is also obvious that, with the increasing of the
injection/production ratio from 0 to 1.2, the liquid production of the parent well including
water and oil keeps the increasing trend. From the slope of the cumulative liquid production
curve, when the injection/production ratio is greater than 0.2, the oil production rate during
the initial stage becomes higher quickly. However, as Figure 16 shows, different from the
situation after 1-year production, the water cut keeps increasing as well. When there is
no water injected into the parent well, the water cut remains at a low level. When the
injection/production ratio is 0.2, the water cut firstly increases within the first 210 days,
and then begins to decrease. When the injection/production ratio is greater than 0.2, the
water cut remains at a high level. Comprehensively considering the water cut and the
cumulative oil production of the parent well, the injection/production ratio of 0.2 is the
best option for the parent well.
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Figure 15. Cumulative liquid production of parent well.

Figure 16. Water cut of parent well.

As for the infill well, the cumulative liquid production is shown in Figure 17. There
is no strong correlation between the injection/production ratio with cumulative liquid
production. The cumulative liquid production corresponding to the situation of no water
injecting is higher than the ratios of 0.2 to 0.6. Considering the fracture morphology
of parent well and infill well corresponding to different injection/production ratios, the
fractures interference does have a negative effect on liquid production. At the same time,
excessive propagation has a positive effect, as the stimulated reservoir area and volume
are getting, larger. For the infill well, as shown in Figure 18, the water cut corresponding
to the different injection/production ratio is numerically close because the “frac hit” is
ubiquitous. Compared to the parent well, the average water cut of infill well is smaller.

Similarly, the final cumulative oil production of the well group including parent well
and infill well is used as a standard for determining the optimal injection/production
ratio. In this case, the injection/production ratio corresponding to the maximum final
group production is 1.0, with the final cumulative oil production of 69,827 m3, and the
final water cut is 0.656. However, as Figure 19 shows, the water production and water
cut increase rapidly when the injection/production ratio is larger than 0.2. The final
cumulative oil production of well group is 60,925 m3, and the final water cut is 0.342, when
the injection/production ratio is 0.2. It means that producing 8902 m3 of more oil will bring
101,838 m3 of more water. In addition, the situations of ratios of 0.8 and 1.2 are similar.
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Therefore, as the re-stimulation timing is the 4th year, the optimal injection/production
ratio is 0.2, and the injection volume is 15,224 m3.

Figure 17. Cumulative liquid production of infill well.

Figure 18. Water cut of infill well.

Figure 19. Liquid production and water cut of the well group.
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We can see that the optimal injection/production ratio for different re-stimulation
timing is different, but the corresponding injection volume is almost the same. It suggests
that the maximum water injection volume, which can be effective for increasing oil produc-
tion, is finite for a reservoir with certain physical properties. More water injection means
more water production, which is mainly produced from the parent well after re-stimulation.
Although the reservoir deficit volume is very large after a long period of production, the
water injection volume is not suitable to be too large. From the pressure distribution men-
tioned before, it shows that the pressure increases in all of the depletion zones. However,
the water saturation does not. The seepage distance of injected water is far less than the
propagation distance of pressure. Therefore, the water centralized distribution near the
fractures will be produced first. That is why the water cut of the parent well increases
rapidly during the initial stage and remains at a high level, as the injection/production
ratio is large. In addition, if the capillary pressure is greater than the field data we used, the
optimal injection/production ratio and injection volume will be larger.

In addition, we think that the optimal water injection volume has more to do with the
reservoir conditions than the liquid production or reservoir deficit. Whether the optimal
water injection volume should be differentiated depends on the reservoir parameters.
Therefore, the optimal injection/production ratio for a well block is not the best choice for
another.

Furthermore, to mitigate the frac hit, the influence of changed stress distribution to
fractures length of infill well must be considered. Increasing reservoir energy by injecting
water is not enough; reducing the volume of fracturing fluid will play an important role in
mitigating well interference.

4. Conclusions

When the re-stimulation timing is the 1st year and reservoir deficit is small, the high-
pressure areas are concentrated near primary fractures of parent well after water injection.
With the increasing of the injection/production ratio, minimal horizontal principal stress
around wellbore increases gradually. In general, the problem of “frac hit” happens univer-
sally but is slight. Injecting water has an obvious effect on increasing oil production for both
parent well and infill well, especially the parent well. For both parent well and infill well,
the final cumulative oil productions corresponding to different injection/production ratios
after re-stimulation are close. For the parent well, there are strong positive correlations
between the final cumulative liquid production and the injection/production ratio. For the
infill well, the cumulative liquid production corresponding to different situation is close.

When the re-stimulation timing is the 4th year and reservoir deficit is large, the
reservoir pressure in the whole depleted zone increases apparently. With the increasing
of the injection/production ratio, minimal horizontal principal stress around wellbore
increases gradually. There are more obvious differences among different situations. For
the parent well, the interference of primary fractures with the repeated is serious. The
fractures length is longer than the situation after 1-year production. For the infill well, the
half-fractures close to the parent well have an obviously longer length than the other side,
which means “frac hit” happens in a severe way. Only for the parent well does injecting
water have an effect on increasing oil production. There are also strong positive correlations
between the final cumulative liquid production and the injection/production ratio for the
parent well. For the infill well, under the comprehensive influence of excessive propagation
and fractures interference, the cumulative liquid production corresponding to the situation
of no water injecting is higher than the ratios of 0.2 to 0.6.

The optimal injection/production ratio for different re-stimulation timing is different,
but the corresponding injection volume is almost the same, which is about 15,000 m3. When
the water injection volume is large, more water injection means more water production,
which is mainly from the parent well after re-stimulation. The water centralized distribution
near the fractures will be produced first. The water cut of the parent well increases rapidly
during the initial stage and remains at a high level as the injection/production ratio is large.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr10081538/s1, Figure S1: Pressure distribution correspond-
ing to different injection/production ratios after 1-year production; Figure S2: Minimal horizontal
principal stress distribution corresponding to different injection/production ratios after 1-year pro-
duction; Figure S3: Fractures morphology of parent well and infill well corresponding to different
injection/production ratios after 1-year production; Figure S4: Pressure distribution corresponding
to different injection/production ratios after 4-years production; Figure S5: Minimal horizontal
principal stress distribution corresponding to different injection/production ratios after 4-years pro-
duction; Figure S6: Fractures morphology of parent well and infill well corresponding to different
injection/production ratios after 4-years production.
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Abstract: Underground salt cavern gas storage is the best choice for the production peak adjustment
and storage of natural gas, and is a basic means to ensure the safe supply of natural gas. However,
in the process of these caverns dissolving due to water injection, argillaceous insoluble sediments
in the salt layer will fall to the bottom of the cavity and expand, occupying a large amount of the
storage capacity and resulting in the reduction of the actual gas storage space. Effectively reducing
the volume of sediments at the bottom of the cavity is a potential way to expand the storage capacity
of the cavity. In this study, a method to reduce the volume of argillaceous insoluble sediments with
particle sizes ranging from 10 mesh to 140 mesh, via a chemical shrinkage agent, has been proposed.
Firstly, the inorganic polymer shrinkage agent PAC30 was synthesized, and then a set of dynamic
shrinkage evaluation methods was established to evaluate the influence of temperature, particle
size, concentration, and other factors on the shrinkage performance. Finally, by means of a scanning
electron microscope (SEM), the Zeta potential, and static adsorption experiments, the mechanism of
the interaction between PAC30 and cavity-bottom sediments was described and verified in detail.
The experimental results show that the optimal concentration of PAC30 for dynamic shrinkage is
20 ppm. The shrinkage performance of PAC30 decreases with an increase in temperature, and the
smaller the particle size of the insoluble sediments, the worse the shrinkage performance. According
to the adsorption experiment and Zeta potential, PAC30 can be effectively adsorbed on the surface of
insoluble sediments, and the SEM images show that, after adding PAC30, the particles are tightly
packed, and the volume of insoluble sediments is significantly reduced. In the large-scale model
experiment, the expansion rate of PAC30 reached 20%, which proves that the shrinkage agent is a
potential method to expand the gas storage volume.

Keywords: shrinkage agent; underground salt cavern gas storage; insoluble sediments; dynamic
shrinkage experiment

1. Introduction

Underground energy storage (e.g., natural gas, oil, H2) is one of the most important
topics for the sustainable development of the national economy [1]. Underground salt
cavern gas storage is the best choice for the peak shaving of natural gas production and
stocking up of natural gas resources and is the most basic means to ensure the safe supply
of natural gas [2]. Gas storage refers to underground gas banks. Although extensive in the
construction period, salt cavern gas storage is relatively stable in performance and allows
the fast injection and quick recovery of gas. Traditional gas storage built with depleted
sandstone gas reservoirs can only realize one cycle of gas injection in summer and gas
recovery in winter every year. Traditional gas storage is similar to growing rice in one
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season per year, while salt cavern gas storage is similar to growing rice in more than one
season a year, which can meet the demand of peak adjustment in more diversified ways [3].

Salt layers in China have the characteristics of a dense structure, low porosity, low
permeability, and self-healing ability, making them ideal media for oil and gas storage [4].
However, there are still some problems in building gas storage in salt layers. Salt cavern
gas storage in China is characterized by multiple interlayers and high contents of insoluble
sediments. For example, Jintan and Pingdingshan salt cavern gas storage facilities have
insoluble sediments occupying 33–66.2% (on average 46.8%) of the total volume of the
salt caverns, leaving limited cavity space for gas storage [5]. This is a problem worthy of
attention [6].

Many scholars have studied insoluble sediments in gas storage. Li [7] studied the
distribution characteristics of insoluble sediments in gas storage and proved that particle
size was in a linear relationship with the volume of insoluble sediments. Sun [8] analyzed
the factors affecting the sedimentation rate of insoluble residues. The results showed that
the settling velocity of insoluble sediments was mainly affected by its own particle size and
brine Bome, whereby the settling velocity of particles increased with the increase in particle
size and decreased with the increase in brine Bome. Gan [9] investigated the expansion
rates of insoluble sediments under different calcium sulfate mass fractions, temperatures,
and particle sizes. They found that the expansion rate of insoluble sediments was negatively
correlated with the mass fraction of calcium sulfate, and positively correlated with the
temperature and particle size of insoluble sediments. Ren [10] measured the void volume
of insoluble sediments using the gas expansion method and carried out an experimental
study and analysis of the air injection and halogen discharge of insoluble sediments based
on a physical modeling device. Chen [11] explored the influences of the shape, size,
arrangement, and particle composition of broken rocks on the expansion coefficient using
ideal experiments and logical analysis. They concluded that the reasons the volume of
insoluble sediments at the bottom was larger than that in the interlayer were that salt rock
became larger in volume when crushed and clay minerals absorbed water and expanded.

However, due to the late start of the study on the volume expansion of insoluble
sediments in gas storage, there are few research and application examples in the oil field [12].
Moreover, most of the current studies focus on the sedimentation rate and accumulation
morphology of insoluble sediments in gas storage [13–16], and there are few reports on
reducing the volume of insoluble sediments. Investigating how to reduce the volume of
insoluble sediments via the chemical method according to the existing experiences and
rules remains to be studied.

In this study, in view of the expansion of insoluble sediments in salt cavern gas storage,
a type of shrinkage agent suitable for insoluble sediment particles of 10–140 mesh at the
bottom of gas storage was synthesized. Through a series of evaluation experiments, the
shrinkage effect of the shrinkage agent was explored, and the interaction mechanisms
between the shrinkage agent and insoluble sediments were discussed. The experimental
results show that the shrinkage agent has the best shrinkage effect at the concentration of
20 ppm and can expand the effective volume of gas storage.

2. Materials and Methods
2.1. Materials

Sodium chloride (NaCl, 99%), aluminum chloride (AlCl3, 99%), and potassium hy-
droxide (KOH, 99%) were purchased from China National Pharmaceutical Group. The
insoluble sediments were taken from gas storage in Chuzhou, China.

2.2. Preparation of Shrinkage Agent PAC30

The shrinkage agent prehydrolyzed polyaluminum is the most widely used shrinkage
agent and has been extensively studied. Compared with traditional AlCl3, the polyalu-
minum shrinkage agent has a higher charge neutralization ability and faster aggregation
speed [4]. It is generally believed that Al13, with its strong structural stability, high charge
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neutralization capacity, and nanoscale molecular diameter, is the core component of the
polyaluminum shrinkage agent. However, in order to treat the insoluble sediments in
gas storage better, its charge neutralization ability and molecular diameter need to be
further optimized.

Al30([Al30O8(OH)56(H2O)24]18+) polymer (PAC30) is a polycation with a Keggin struc-
ture in a hydrolyzed polyaluminum solution [17]. Al30 is composed of two δ-Al13 connected
by four Al monomers. The two-tetrahedral coordinated Al in Al30 produces wide 27Al NMR
signals at d = 70 ppm. Al30 has a higher resistance to high temperatures and stronger charge
neutralization ability than Al13, and it has 18 positive charges and a unique nanomolecular
size, making it another promising shrinkage agent besides Al13 [18].

PAC30 was synthesized according to the method of Chen (2006). Specifically, 0.7 mol/L
KOH was slowly added to 100 mL of a 1 mol/L AlCl3 aqueous solution and the mixture
was stirred at 60 ◦C until the alkalinity reached 2.4. Sufficient shear force was needed in the
mixing process to prevent the formation of amorphous products. Then the solution was
heated at 90 ◦C for 24 h under the conditions of stirring and condensation reflux. Then it
was aged for five days. The final product was PAC30.

2.3. XRD Analysis of Insoluble Sediments

The mineral analysis was carried out by a whole-rock X-ray diffractometer (XRD) in
three steps: The first step was to crush the rock powder to 400 mesh; the second step was
to put the sample into the sample chamber and press the fixed-spring plate; the third step
was to turn on the instrument for testing and analysis.

2.4. Establish a Shrinkage Agent Evaluation Method

At present, there is no standard test method for the evaluation of the shrinkage agent.
According to the field construction process, this paper designed a set of evaluation methods
for the shrinkage agent:

(1) Dynamic dissolution shrinking experiment.
Salt cavern gas storage in China is built by layered salt with a high content of insoluble

sediments (15~40%), a thin salt layer (approximately 150 m), and a thick interlayer (3~11 m).
After completion, a large amount of argillaceous insoluble matter will have accumulated in
the cavity. In order to verify the shrinkage effect of the synthesized PAC30 and explore the
influence of different factors on the shrinkage effect, the dynamic corrosion shrinkage and
expansion experiment was established, and the experimental device was set up according
to Figure 1. The experimental steps were designed as follows:
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Figure 1. Schematic diagram of dynamic shrinkage experiment device. Figure 1. Schematic diagram of dynamic shrinkage experiment device.

Firstly, the insoluble sediments from the gas storage were ground into powder of
corresponding meshes, washed with a dichloromethane solution to remove oil and salt for
24 h, and dried in an oven at 105 ◦C for 24 h until a constant weight was reached.
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Secondly, a total of 200 g of insoluble sediment and NaCl were taken. The insoluble
sediment: NaCl was evenly mixed at a mass ratio of 30:70 and then poured into a three-
mouth flask. We then dropped different shrinkage agents or distilled water into the
three-port flask at a constant flow rate of 0.2 mL/min and recorded the volume of the
remaining solid every time for 168 h. In the range where the difference between the results
was less than 5%, all the results were taken as the arithmetic average of the two groups.
The calculation formula of the shrinkage rate is [19]:

K1 =
V1 − V2

V1
× 100% (1)

where K1 is the shrinking rate (%), V2 is the expansion volume of insoluble sediments in
the shrinkage agent solution (mL), and V1 is the expansion volume of insoluble sediments
in water (mL).

(2) Large-scale Dynamic Salt Solution Simulation.
The experimental device is shown in Figure 2. Figure 2a,b shows the self-built device,

which is a cuboid container of 24 cm × 28 cm × 40 cm for storing insoluble sediments.
Figure 2c shows the large-scale dynamic salt solution simulation device consisting of a
shrinkage agent, a circulating pump, and a simulation of the salt layer. By using the
circulating pump, the liquid is injected into the rock powder to dissolve the rock powder
in the interior. After the dissolution is basically completed, the brine is discharged by the
circulating pump to realize the complete cavity construction process. The whole simulation
process roughly restores the field cavity construction process, and the experimental results
are closer to reality.
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The experimental steps are as follows: Firstly, 35 kg of rock powder was prepared
according to the mass ratio of stratum insoluble matter and salt of 30:70 and then mixed
evenly and poured into the experimental container in Figure 2. Then, at a constant flow
rate of 27.6 mL/min, the shrinkage agent or distilled water was injected into the container
where the rock powder was released and mixed evenly. The dissolution rate of the rock
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powder could be judged by discharging the liquid density, and the volume V of residual
solid was finally recorded. When the difference between the measured results was less than
5%, all the results were taken as the average values of the two groups. The final shrinkage
is calculated by Formula (1).

2.5. Mechanism Analysis of Shrinkage Agent

The mechanism of the shrinkage effect of PAC30 on insoluble sediments was analyzed
by an adsorption experiment, the Zeta potential, and SEM.

(1) Static adsorption of the shrinkage agent.
We added 10 mL of the 200 ppm shrinkage agent to 1.5 g of 70/100 mesh insoluble

sediments [20] and let it stand at room temperature for a period of time. The experimental
time was set to 20 min, 40 min, 1 h, 3 h, 6 h, and 24 h, respectively. Then, the mixture
solutions were centrifuged for 15 min at 4000 RPM, and the supernatant fluids were taken
for spectrophotometric measurements. From the change in absorbance over time, the loss
of the shrinkage agent absorbed by insoluble sediments can be quantified.

(2) Scanning electron microscope (SEM) analysis of insoluble sediments.
The insoluble sediments after the experiment were first put into the electrical thermo-

stat drying box and dried at 210 ◦C for 12 h. Then, the dried insoluble sediments were stuck
onto an electron microscope metal sheet covered with conductive adhesive. To increase the
electrical conductivity of the rock powder, the metal sheet with the bonded rock powder
was put into a sputtered gold injector to be coated with gold. Afterward, the metal sheet
coated with gold was pushed into the electron microscope cavity.

(3) Zeta potential.
The Zetasizer Nanolaser analyzer was used to measure the potential of the insoluble

sediments from the gas storage and shrinkage agents. We added 140 mesh rock powers
to water, stirred well, and let stand for 4 h. The supernatant was taken to test the zeta
potential. This value is considered to be the potential value of insoluble sediments.

3. Results and Discussion

In this part, the application potential of PAC30 in salt cavern gas storage will be
analyzed from the aspects of XRD analysis of insoluble sediments, the shrinkage effect, and
the shrinkage mechanism of the shrinkage agent PAC30.

3.1. XRD Analysis of Insoluble Matter in Salt Cavern Gas Storage

Different from most of the rock salts in other countries, the extensively distributed rock
salts in eastern China are all lacustrine thinly bedded types, characterized by low thickness,
a high proportion of impurities, and numerous intersecting non-salt interlayers [21]. These
interlayers have a wide range of thicknesses, and the content of argillaceous insoluble
sediment in the interlayer ranges between 15% and 35% [22], generally accumulating a
large amount of insoluble residue in the cavity after construction.

Figure 3 shows the multi-interlayer salt rock derived from well A in the Chuzhou
block. It can be seen from the figure that there are obvious mudstone interlayers distributed
in the salt rock. During the salt cavern leaching process, the salt in the rock is dissolved
and the insoluble mudstone falls to the bottom and expands in volume. The insoluble
sediments were analyzed by rock mineral composition (XRD). It can be seen from Table 1
that the formations of the insoluble matter are mainly plagioclase, quartz, clay minerals,
and calcite. Table 2 is the experimental results of the clay mineral composition analysis.
The main clay minerals include montmorillonite, illite, kaolinite, an illite–montmorillonite
mixed layer, and a green montmorillonite mixed layer.
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Table 1. Mineral composition analysis of insoluble sediments in well A.

Sample Number Plagioclase Quartz Calcite TCCM

Content (wt%) 35 31 22 12

Table 2. Clay composition analysis of clay minerals in insoluble sediments from well A.

Sample Number S It Kao I/S C/S

Content (wt%) 48 7 4 10 31
Note: S is montmorillonite, it is illite, Kao is kaolinite, I/S is montmorillonite mixed layer, C/S is green montmo-
rillonite mixed layer.

3.2. Characterization of Shrinkage Agent PAC30

In recent years, 27Al NMR technology has been used for the determination of alu-
minum morphology in many fields [23–27]. Compared with other methods used for the
determination of aluminum morphology, the outstanding advantage of NMR technology is
that it can go deep into the substance without destroying the sample, and it will not change
the chemical morphology of Al in the measured solution. What is directly obtained on
the NMR spectrum of Al in the solution is a single weighted average peak for a certain
morphology [28]. Therefore, 27Al NMR is a clear morphological identification technology
for hydroxylated polyaluminum.

The 27Al NMR spectra of PAC30 are shown in Figure 4. δ = 80 ppm represents sodium
aluminate used as the internal standard [29]. The δ values of 63 ppm and 70 ppm represent
the resonance peaks of the aluminum oxygen tetrahedron in Al13 and Al30, respectively.
As the polymerization form of Al13 is an aggregate of 13 aluminum atoms with a Keggin
structure formed by 12 hexadecylated Al octahedrons surrounding a tetrahedron with a
tetrahedron through hydroxyl and oxygen bridging, only the tetrahedron with a tetrahe-
dron at the symmetry center can produce a resonance peak at δ 63 ppm [30]. Similarly,
the Al30 polymerization form is a 30-Al aggregate formed by two δ-Al13 polymerization
forms linked by four six-coordinated Al/O octahedrons, among which only the two tetra-
coordinated al atoms in the Cc symmetry can produce resonance peaks at δ 70 ppm [31].
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3.3. Analysis of Factors Influencing the Effect of Shrinkage Agent

In the field application, the complex application environment affects the effect of
the shrinkage agent. Through the shrinkage evaluation method established above, the
influence of different factors on the shrinkage effect of PAC30 was studied.

3.3.1. Effect of Concentrations of PAC30 on Dynamic Shrinkage

The amount of shrinkage agent is the main factor affecting the shrinkage rate. Five
different concentrations of PAC30 were selected to analyze the shrinkage effect. The five
concentrations were 5 ppm, 10 ppm, 20 ppm, 200 ppm, and 500 ppm. The temperature
was set at 25 ◦C. The number of insoluble sediment mesh used in the experiment was
80–140 mesh. The experimental results are shown in Figure 5. It can be seen from Figure 5
that when the dosage of PAC30 was 20 ppm, the shrinkage rate reached 30.02%.
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Figure 5. Curve of PAC30 concentration and dynamic shrinkage rate.

When the PAC30 dosage was less than 20 ppm, the shrinkage rate increased with the
increase in the PAC30 concentration. When PAC30 dosage was higher than 20 ppm, the
shrinkage rate decreased with the increase in the PAC30 concentration. When PAC30 is
insufficient, the content of Al30 is insufficient, so on the one hand, the charge on the surface
of insoluble matter cannot be completely shielded; on the other hand, only small particle
aggregates are formed, and the small aggregate particles cannot gather into large ones.
Therefore, the optimum dosage of PAC30 is 20 ppm.

The addition of the shrinkage agent mainly affects the zeta potential of insoluble
sediments. Due to the effect of electrostatic force, the shrinkage agent will adsorb on the
surface of rock powder particles to neutralize the negative charges on the surface and reduce
the expansion of insoluble sediments. At the same time, the particles can be connected by
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intermolecular forces such as chain and hydrogen bonds to further compress the pore space
between particles and enhance the shrinkage effect. However, when the concentration of
the shrinkage agent further increases, excess positive charges will bring positive charges to
the surface of the insoluble sediments, causing the electrostatic repulsion to increase and
the effect of the shrinkage agent to decrease. This explains why, after reaching the peak, the
shrinkage effect decreases [32].

In the process of the experiment, continuous injection of the PAC30 solution will
result in more of the shrinkage agent in the insoluble sediments, so less shrinkage agent is
needed to achieve the optimal volumetric shrinkage. The PAC30 solution with a 0.002%
concentration was used for the dynamic shrinking test in subsequent experiments.

3.3.2. Effect of Temperature on Shrinkage Effect of PAC30

Under formation conditions, the temperature is one of the important factors affecting
liquid performance. Figure 6 compares the shrinkage effects of PAC30 at 25 ◦C and
60 ◦C. It can be seen from Figure 6 that the shrinkage rate gradually increased with the
concentration at two temperatures. The expansion rate at 60 ◦C is significantly lower than
that at 25 ◦C. This is because when the temperature increases, the Brownian motion of
PAC30 can accelerate, which speeds up the interaction between the PAC30 molecules and
the upper rock particles. So, the shrinkage rate was accelerated at the beginning of 60 ◦C.
However, when the volume of upper rock particles was compacted (as shown in Figure 7),
it further hindered the diffusion of PAC30 at this depth, which resulted in the reduction of
shrinkage. Moreover, when the temperature is too high, the hydrolysis speed of PAC30 is
too fast, leading to the aging, shrinkage, and fracture of flocculant molecules, and finally, to
the continuous decline of the flocculation capacity of PAC30 [33].
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3.3.3. Effect of Particle Size of Insoluble Sediments on Shrinkage Agent PAC30

The mesh size of insoluble sediments used to evaluate the dynamic shrinkage effect
of PAC30 is 80–140 mesh, and the shrinkage rate is 30.02%. However, the particles of
insoluble sediments from the gas storage have a wide size range. In order to evaluate the
corresponding relationship between the shrinkage agent and the particle size of insoluble
sediments, the particle size composition of two wells was simulated based on field sampling
results [3,21].

Table 3 shows the particle size distribution data of this experiment. Particle size
combination 1 designed in the experiment was significantly smaller than that of particle
size combination 2. The results of the dynamic dissolution experiment are shown in
Figure 8. It is concluded that the smaller the particle size of the rock powder is, the larger
the shrinkage rate is and the better the shrinkage effect is. It is proposed that there are
two main reasons: First, the smaller the particle size, the larger the specific surface, and
the larger the area between the particle and the shrinking agent. It resulted in stronger
adsorption and compaction. Secondly, it can be seen in Figure 9 that there are many small
particles suspended on the liquid surface. They can be taken away with the flow of brine,
which is consistent with the literature results. Sun found that the particles with a size less
than 0.1 mm do not settle in brine and are discharged with the transport of brine in the
cavity [33–35]. With the discharge of the parts of small particles, the space occupied by
insoluble sediments at the bottom of the salt cavern is reduced to a certain extent, so that
the space of the gas storage is further enlarged.

Table 3. The particle size distribution combination used in the experiment.

Particle Size (mesh) 10~14 14~24 24~32 32~60 60~80 80~140

particle size
combination 1 (%) 70.0 16.0 4.0 4.0 4.0 2.0

particle size
combination 2 (%) 88.0 3.4 4.0 1.6 2.0 1.0
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3.3.4. Physics Simulation Experiment with Large Size Device

To get closer to the cavern construction process on site, a large experimental device
was developed, as shown in Figure 2.

First, 35 kg of rock powder was prepared according to the mass ratio of 30:70 of
insoluble sediments and stone salt. Then it was mixed, stirred evenly, and poured into the
experimental container. Again, at a constant flow rate of 27.6 mL/min, the shrinkage agent
solution or distilled water was injected into the container. Whether salt rock was completely
dissolved could be judged by the density of the discharged liquid, and the final volume
of the remaining solid was recorded. The whole dissolution time of each experiment
was approximately 10 days. The volume of mixed rock powders in this experiment was
26,880 cm3. The residual volume after the injection of tap water was 10,214.4 cm3 and
accounts for 38% of the total volume. After the injection of the 20 ppm PAC30 solution, the
volume of the accumulation was reduced to 8064 cm3, and the volume was reduced by
21.05% compared with that of tap water. If the volume of insoluble sediments accounted
for 40% of the total volume of the gas storage, it can be calculated that the storage volume
increased by 8% after the injection of the 20 ppm PAC30 solution. The results of this
experiment directly proved that the shrinkage effect of PAC30 is excellent. PAC30 can
effectively reduce the volume of insoluble sediments and increase the storage volume of a
bedded salt cavern.

3.4. Study on Mechanism of Shrinkage

Due to the negative charge on the surface of the rock powder particles after hydration,
the surrounding ions with opposite charges are attracted, and these opposite charges are
distributed in a diffusion state at the two-phase interface to form a diffusion double layer.
The surface of the rock powder is closely connected to water molecules connected by
hydrogen bonds and some cations with hydration shells, which together constitute the
adsorption solvation layer, which is macroscopically reflected as volume expansion. The
main function of the shrinkage agent is to adsorb the surface of the rock powder, neutralize
the charge, aggregate the rock powder, and reduce the space occupied by the rock powder.
The adsorption of PAC30 on different mineral surfaces was studied in this paper.

3.4.1. Adsorption of PAC30 on Mineral Surface

According to the experimental parameters given in Section 2.4, the total injection
amount of PAC30 was 40.32 mg and the ratio of PAC30 to insoluble sediments was
0.672 mg/g (PAC30/insoluble sediments) in 168 h. The adsorption experiment should
ensure that the content of PAC30 in the solution is higher than the adsorption amount on the
insoluble surface. The amount of insoluble sediments used in the adsorption experiment

504



Processes 2022, 10, 1511

is 1.5 g, and at least 1mg of PAC30 is required. Therefore, 200 ppm was selected as the
concentration used in the adsorption experiment.

The static adsorption capacities of rock powder at different times in the adsorption pro-
cess were measured. The experimental results are shown in Figure 10, and the adsorption
capacities of different minerals to PAC30 are shown in Table 4.
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Table 4. Adsorption capacity of different minerals on PAC30 and charge of mineral surface.

Rock Powder
Minerals Montmorillonite Quartz Plagioclase Illite Calcite Chlorite Insoluble

Sediments

Zeta potential (mV) −37 −4.43 −17.1 −8.48 −1.96 −18.8 −18.1
adsorption (mg/g) 0.967 0.566 0.902 0.499 0.622 0.951 0.466

The adsorption capacity is a measure of the strength of mutual repulsion or attraction
between shrinkage agents and minerals. A large adsorption capacity indicates a strong
interaction between the shrinkage agent and the mineral, and a small adsorption capacity
indicates a weak interaction between the shrinkage agent and the mineral [36]. Only when
the force between the shrinkage agent and the mineral is strong can the effect of shrinkage
be achieved.

It can be seen from Table 3 that the PAC30 has a larger adsorption capacity on the
surface of clay minerals than on the surfaces of other minerals. The adsorption capacity of
PAC30 is proportional to the surface charge of the mineral. For example, montmorillonite
is easily hydrated and dispersed in water, with a surface charge of −37 mV. PAC30, with
positive charges on the surface, can form a strong electrostatic force with montmorillonite,
and has an adsorption capacity of 0.967 mg/g on the surface of montmorillonite. Its
adsorption capacity on the surface of the insoluble sediments was 0.466 mg/g, indicating
that PAC30 can fully interact with the insoluble sediments. Moreover, the adsorption of
PAC30 on the mineral surface became stable 24 h into the experiments; with the further
extension of the adsorption time, its adsorption capacity did not change significantly.

3.4.2. Zeta Potential

The Zeta potential is an important characteristic parameter of the diffusion layer, and
its value can reflect the thickness of the diffusion layer [37–39]. The lower the absolute
value of the Zeta potential is, the fewer adsorbed cations in the diffusion layer, and the
thinner the diffusion layer is. Conversely, the higher the absolute value of the Zeta potential,
the more adsorbed cations there are and the thicker the diffusion layer is.

In order to study the Zeta potential changes after the interaction between different
concentrations of PAC30 and insoluble sediments, according to the adsorption capacity
of PAC30 on the insoluble sediment’s surface, PAC30 with a concentration of 100 ppm to
500 ppm was mixed with 15 g of insoluble sediments, and its Zeta potential was tested.
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It can be seen from Table 5 that with the increase in the PAC30 concentration, Zeta
potential gradually turns from negative to positive, indicating that when the concentration
of PAC30 added is lower than 200 ppm, the thickness of the diffusion double layer decreases,
the interparticle repulsion decreases, and the insoluble sediment particles aggregate. When
the concentration of PAC 30 added exceeds 200 ppm, the concentration of positive charges
between particles increases and particles begin to disperse again. In the process of decline
of potential absolute values, PAC30 can compress the electric double layer by electric
neutralization to cause the water film combined with clay particles to become thinner and
the rock powder particles aggregate with each other, achieving the purpose of shrinkage of
insoluble sediments. However, when the added cations exceed a certain concentration, the
surfaces of clay particles are positively charged, which, in turn, attract negatively charged
anions and form new diffusion double layers, so the repulsion between clay particles begins
to increase again, resulting in an increase in the diffusion layer thickness.

Table 5. Zeta potential values of insoluble sediments after adding different concentrations of
PAC30 solution.

Insoluble Sediments Amount (g) PAC30 Concentration (ppm) Zeta Potential (mV)

15

0 −18.10
100 −11.40
200 0.36
300 4.73
500 14.90

3.4.3. SEM Analysis

In order to further explore the shrinkage mechanisms of the shrinkage agent, the
microstructure of the underlying insoluble sediments was observed by scanning electron
microscopy to study the insoluble sediment treated with the shrinkage agent.

Figure 11a is an SEM image of the insoluble sediments. It can be seen from this figure
that the particles were in loose accumulation, with no aggregation. Figure 11b shows the
SEM image of the insoluble sediments after being treated by PAC30. The PAC30 with
a molecular size of more than 5 nm can adsorb at multiple points onto rock particles,
causing particles of expanded insoluble sediments to agglomerate into a larger whole,
thereby reducing the spacing between the particles. The smaller the floc size, the higher the
shrinkage efficiency is.
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sediments treated with PAC30.

The basic principle of the shrinkage agent is to compress the double electric layer via
bridge multipoint adsorption to achieve volume compression. Inorganic polymer shrinkage
agents, with large molecular sizes, can absorb on the surface of insoluble sediments to neu-
tralize negative charges, and cause insoluble sediments particles to become more compacted
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through bridging and multi-point adsorption, as shown Figure 12. PAC30 is one such
material, with a Keggin structure and a molecular weight between 2000 and 4000 g/mol,
which can form multi-point adsorption and bridges between rock powder particles.
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4. Conclusions

In order to reduce the volumetric expansion of the insoluble sediments at the bottom
of the salt cavern gas storage, a chemical shrinkage agent, PAC30, was designed and
synthesized. A dynamic shrinkage experimental apparatus was established to study the
effects of temperature, particle size, and concentration on the shrinkage efficiency of PAC30.
Furthermore, its shrinkage mechanism was clarified by SEM and Zeta potential tests. The
main conclusions are as follows:

Firstly, the self-synthesized PAC30 is an effective chemical shrinkage agent, especially
when the concentration is 20 ppm. The result of the NMR experiment shows that it
has a Keggin structure and forms a 30-Al polymer consisting of two δ-Al13 structures.
Secondly, the shrinkage efficiency is mainly controlled by adsorption and electrostatic
interactions. When the Zeta potential of the insoluble sediments after PAC30 treatment
was close to 0 mv, the volume of the insoluble sediments was the smallest. Through SEM
observations, insoluble sediments accumulated more closely after adding PAC30. The
main shrinkage mechanism is that PAC30, with a molecular weight between 2000 and
4000 g/mol, can absorb on the surface of insoluble sediments to neutralize negative charges
and cause insoluble sediments particles to become more compacted through bridging and
multi-point adsorption, which is conducive to reducing the expansion volume. Finally,
considering the field conditions, such as temperature and particle size, the shrinkage rate
of PAC30 was intensively evaluated. A large dynamic shrinkage device was built, and
the maximum dynamic shrinkage rate of PAC30 was up to 21.05%. With the increase in
insoluble sediments’ particle size, the shrinkage efficiency of PAC30 decreased rapidly.
This is because large particles have a smaller specific surface area. A high temperature
accelerated the appearance of the compact layer and reduced the shrinkage rate. The
adsorption capacity of PAC30 on the insoluble sediments’ surface was 0.466 mg/g at the
optimal dosage. The experimental results of this paper provide a method to expand the
capacity of salt cavern gas storage, and understanding the shrinkage mechanism will guide
the design of new chemical shrinkage agents.
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Abstract: As the development of unconventional oil and gas resources goes deeper, the stimulation of
reservoirs goes deeper year by year. Flow in longer wellbores poses a challenge to the stability of drag-
reduction performance of fracturing fluid. However, at present we have limited understanding of the
mechanism of drag-reduction damage caused by shear flow, especially the microscopic mechanism.
Therefore, in this work, the variation pattern of drag reducer solution performance with shear rate
has been analyzed by using a high precision loop flow drag test system. The test results show that
there is a critical shear rate for the performance damage of the drag reducer solution, and high
strength shear flow and cumulative shear flow time are the main factors leading to the performance
degeneration of the drag reducer. Based on the nanometer granularity distributions, rheological
properties and microscopic structures observed with a transmission electron microscope of drag
reducer solutions subjected to shear flows of different velocities, it is confirmed that the damage to
the microscopic structure of the solution is the main reason leading to its performance degeneration.
The destruction of the microscopic structure causes the drag reducer solution to degrade in non-
Newtonian characteristics, so it becomes poorer in its capability of reducing turbulent dissipation
and drops in drag-reduction capability. This research can provide a reference for improving and
optimizing drag-reduction capability of fracturing fluid.

Keywords: drag reducer for slick water fracturing fluid; shear failure; grain size distribution;
rheological properties; micro-mechanism of shear failure

1. Introduction

Drag reducers are a kind of key additive in fracturing fluid for large scale hydraulic
fracturing [1], which can reduce the friction of fracturing fluid flowing from ground
surfaces to reservoirs effectively. As reservoirs developed become deeper year by year,
the performance degeneration of drag reducers caused by flow shear degradation during
flow has been becoming worse [2]. Currently, drag reducers commonly used are polymer
type [3], so examining the variation patterns of polymer drag reducer performance caused
by shear flow, the working mechanism and control mechanism of shear flow degradation
is of great significance for improving the stability of drag reducer and fracturing effect.

The drag-reduction phenomenon is also called TOMs; that is, the addition of a small
amount of polymer into water can reduce the flow resistance of water significantly [4,5].
Drag-reduction performance is affected by a number of factors. The degeneration of drag-
reduction performance caused by mechanical degradation has always been a focus of
study [6]. Earlier studies are the basis of subsequent ones. A lot of studies have shown
that in the course of mechanical degradation of polymer, there might be break in the
polymer chain structure. Among them, Merril and Horn proved that turbulent flow could
cause the polymer drag-reduction capability to degenerate through straight pipe flow
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experiments, and concluded that structure breaking happened mostly at the midpoints of
large molecules [7,8]. On this basis, Odell found through experiments that when subjected
to shear higher than a critical rate, isolated large molecules would drop to half of their
original molecular weights [9–11]. Vanapalli et al. verified the theory that the break of large
molecules at midpoints caused mechanical degradation of polymers by chromatographic
analysis [12]. After a large number of physical experiments, Brostow et al. proposed
a theoretical model of molecule degradation in turbulent flow, which fitted well with
experimental data [13]. Kim et al. investigated mechanical degradation of polymer with
a novel rotating disc device and found that the degradation degree of a solution was
affected by the solubility of the solvent [14–16]. Shanshool et al. focused their study
on the concentration of drag reducer and found that high concentration solutions were
not susceptible to mechanical degradation [17,18]. Research that focused on empirical
equations of mechanical degradation is represented by the studies of Hénautet (2012) and
Pereira (2012) [19,20]. Studies on how to prevent mechanical degradation are represented
by the one by Zadrazil et al., 2012 [21]. All these studies promoted the study of mechanical
degradation of drag reducer solutions. In recent years, on the basis of previous research
results, Edson J examined the variation patterns of drag reducer performance due to
mechanical degradation with concentration, molecular weight, temperature, and Reynolds
number [22,23]. By introducing the abrupt contractions method into their study, Ivanor
M. et al. found the relationship between drag-reduction rate and molecular weight and
proposed the corresponding drag-reduction model [24]. Mohamm M. et al. explored the
variation patterns of viscoelastic properties of drag reducer solution when affected by
mechanical degradation, and concluded that drag-reduction performance was not affected
by the small amplitude of oscillatory shear, but was related to continuous tensile failure [25].
The above studies have provided references for and promoted the study of mechanical
degradation of drag reducer solution.

In the process of reservoir stimulation fracturing, fracturing fluid with the drag reducer
additive is often injected into the target formation to create the hydraulic fractures by
fracturing pumping trucks with a high flow rate and high shear rate, which can significantly
affect the drag-reduction efficiency performance. However, the effect of flow shear rate
on drag-reduction efficiency of the drag reducer has rarely been investigated due to the
lack of a fluid pipe flow device with high shear rates. The novelty of this work is to build a
novel pipe flow device with a high shear rate to investigate the relationships between the
drag-reduction rate of the drag reducer solution and the shear rate under different flow
conditions. Moreover, the effects of shear rate on grain size of agglomerates and rheological
properties of drag reducer solution were also analyzed. In addition, the SEM was conducted
to investigate the effects of shear rate on the microstructure of the drag reducer.

In this work, the relationships between the drag-reduction rate of the drag reducer
solution and the shear rate under different flow conditions were researched by pipe flow
experiments. Our results show that shear degradation of the drag reducer occurs at the
high flow shear rate stage. The SEM results demonstrated the relationship between the
degeneration of drag-reduction performance and mechanical degradation of the polymer
drag reducer. Concerning the mechanical element of drag-reduction degeneration, it is
concluded that the destruction of net-like structure makes the polymer solution weaker in
non-Newtonian fluid features (a drop in viscoelasticity), increases the turbulent dissipation,
and causes deterioration in drag-reduction capability. This result will provide a useful
reference for the field application of the drag reducer when it is injected during hydraulic
fracturing. The results will provide construction guidance for pumping the temporary
plugging agent and its fracturing fluid in the field, helping to avoid the risk of drag reducer
degradation at high shear rates.
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2. Experiment Apparatus and Materials
2.1. Experiment Apparatus

In the experiments, a Zetasizer Nano ZS was used to analyze the distributions of grain
sizes of polymer agglomerates in the drag reducer solutions, a Hakke MARSIII rheometer
was used to test the rheological properties of the drag reducer solutions, and a JEM-100
transmission electron microscope made by JEOL was used to observe the micro-structures
of the drag reducer solutions. The drag-reduction tests of drag reducer solutions were
carried out in a high precision loop flow drag test system. With this system, the drag-
reduction performance of a solution under the effect of shear flow can be tested under
the circulation of fluid. The loop flow drag test system, modified from the friction tester,
consists of a fluid supply system, an experimental pipe system, a pressure test system,
and a data collection system. The structure of the loop flow drag test system is shown
in Figure 1.
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To improve the accuracy of drag-reduction rate test, the fluid supply system and
power delivery unit of the friction test equipment were modified. The fluid supply system
after modification is composed of 3 tanks, which are used to store the solution to be tested,
the back-flow solution, and fresh water, separately, to eliminate the interference between
tested fluids. The power delivery unit was modified into a screw pump with a maximum
pumping rate of 2.5 m3/h to effectively eliminate the shear failure in the polymer solution
caused by the turbine pump. The flow drag test system can measure the drags of fresh
water and drag reducer solution under the same flow conditions accurately, thus enhancing
the precision of experimental measurements. The pipe system mainly consists of three
stainless steel pipelines of 6 mm, 8 mm, and 10 mm in diameter, respectively, and 3 m in
length each. To minimize the additional effect from the corners connected to each pipeline,
pressure measuring points are set at 0.25 m away from both ends, so each pipeline has an
effective test length of 2.5 m. Pressure drop in the pipeline is measured with the differential
pressure transducer connected between two pressure test points. As the pipelines of
different diameters may vary widely in flow drag pressure drop, two differential pressure
transducers of different ranges, 5 MPa (0.5–5.0 MPa, ±0.1 kPa) and 0.5 MPa (0–0.5 MPa,
±0.02%), are installed. In actual tests, the differential pressure transducer that meets the
measurement accuracy requirements can be switched according to the pressure drop in
flow in the pipeline.
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2.2. Experimental Materials

The drag reducer used in the experiments was a kind of anion polymer emulsion, DR-
800, made by Shengli Petrochemical Company Ltd. (Zibo, China). The effective component
of the drag reducer is polyacrylamide copolymer synthesized from a mixture of acrylamide
(AM), acrylic acid (AA), 2-acrylamido-2-methylpropanesulfonic acid (AMPS), and butyl
acrylate (BA) in aqueous solution by polymerization process. The drag reducer solution
used in the experiments was 0.05% in volume concentration.

3. Experimental Principle and Method
3.1. Experimental Principle

Drag reducer solution can make the flow resistance of fluid drop significantly when
entering the flow pipe. This is shown as an increase in pumping rate and decrease in the
friction pressure drop in the fluid. When the fluid in the pipe is pumped at a constant
pressure, the effect of drag reduction is shown as increase in the fluid flow rate; when the
fluid is pumped at a constant flow rate, the effect of drag reduction is shown as a decrease
in friction pressure drop.

To better characterize this physical phenomenon, drag-reduction rate was introduced
to evaluate the drag-reduction performance of the drag reducer solution. The drag-
reduction rate (DR) is the most significant physical parameter in the present study; it
is the physical parameter used to estimate the drag-reduction degree in the different shear
rates of flow. As the drop in flow resistance of the fluid in the pipe is the result of the
decrease in the flow friction coefficient in essence, the drag-reduction rate is defined as the
reduction rate of the friction coefficient:

DR% =
λ0 − λDR

λ0
× 100% (1)

where:
DR%—Drag-reduction rate;
λ0—Friction coefficient of fresh water with no drag reducer added;
λDR—Friction coefficient of drag reducer solution.
In the experiments, it is difficult to measure the friction coefficient directly, so con-

cerning the general formula of flow resistance in the straight pipe, the Fanning equation
is adopted:

λ =
2D

ρu2L
∆P (2)

where:
D—Inner diameter of the pipe, m;
P—Fluid density, kg/m3;
u—Flow velocity of the fluid, m/s;
L—Pipe length, m;
∆P—Friction pressure drop in the fluid, Pa.
For experiments in the same pipe, both D and L are constant values. Meanwhile, as the

amount of drag reducer added is very small, the density variation of the fluid after addition
of the drag reducer is negligible. Therefore, under the same flow parameter (average flow
velocity) of the fluid, the relation between the drag-reduction rate and the friction pressure
drop in the pipe can be obtained by substituting Equation (2) into Equation (1):

DR% =
∆P0 − ∆PDR

∆P0
× 100% (3)

Hence, based on Equation (3), the friction pressure drops of the fluids with and
without the drag reducer at two ends of the experiment pipe at the same flow velocity can
be measured by differential pressure gauge, and then the drag-reduction rate of the drag
reducer solution can be worked out by using the measured friction pressure drops.
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In the experiments, mass flowmeter was used to measure the average flow velocity
of fluid in the pipe. As the experiments aimed to find out the relationship between drag-
reduction rate and shear rate of fluid flow, the relation between flow velocity and shear
rate of fluid flow under a certain pumping rate was needed to calculate the corresponding
shear rate of fluid flow. The formula for calculating shear rate of fluid flow was:

γ =
4Q

πR3 =
8u
D

(4)

where γ is the shear rate near the pipe wall, s−1. As the shear failure of the fluid flow
mainly concentrates near the pipe wall, this value is used to characterize the shear rate of
the fluid flow. Based on the above principle, with the flow velocity of fluid regulated by
the mass flowmeter, the friction pressure drops in fresh water and drag reducer solution
and the flow velocity were measured, and then the relationship between drag-reduction
rate and shear rate of fluid flow was worked out.

3.2. Experimental Method
3.2.1. Effect of Flow Shear on Drag-Reduction Performance of Drag Reducer

The loop flow drag test system was used to test the variation pattern of drag-reduction
performance of the drag reducer solution with shear rate of fluid flow. A 30 L amount of
the drag reducer solution at 0.05% concentration was prepared in the tank and blended
evenly. By changing the pumping rate of the screw pump, pressure drops of the fluid in
the pipe at different shear rates of fluid flow were measured. Then, the drag-reduction
rates at different shear rates were calculated by using the pressure drop data to find out
the variation pattern of drag-reduction rate with shear rate of fluid flow. Specifically, in
the experiments, a frequency changer was used to change the pumping rate to make the
shear rate of fluid flow in the pipe rise at a specific step length to the set value and then
fall at the same step length, and this flow process was repeated several times. The effects
of shear rate of fluid flow and cumulative shear time on drag-reduction performance
of the drag reducer solution were analyzed based on the data obtained from the above
experiments. To further analyze the effect of shear rate of fluid flow on drag-reduction
performance, the drag reducer solution of the same concentration was prepared anew, with
the maximum shear rate of fluid flow set at 2900 s−1 and 3500 s−1, respectively; variation
patterns of drag-reduction rate with shear rates of fluid flow were tested in different ranges
of shear rates.

3.2.2. Effects of Flow Shear on Grain Size and Rheological Properties of Drag
Reducer Solution

To find out the effect of fluid shear rate on agglomerate grain size and rheological
properties of drag reducer solution, samples of drag reducer solution not subjected to
shearing, drag reducer solution subjected to repeated low-rate shearing, and drag reducer
solution subjected to repeated high-rate shearing were taken and coded as A, B, and C,
respectively. Then, Zetasizer Nano ZS was used to obtain the grain size distributions of
agglomerates in these samples. Finally, Hakke MARSIII rheometer was used to analyze
the rheological characteristic curves of the three samples to find the relationship between
agglomerate grain size and rheological behavior.

3.2.3. Effect of Flow Shear on Micro-Structure of the Drag Reducer Solution

The three samples were observed with a JEM-100CX transmission electron microscope
made by JEOL. In the observations, the amplifications were kept the same as far as possible
to compare the micro-structures of the polymers subjected to flow shear of different rates.
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4. Results and Discussion
4.1. Effect of Flow Shear on Drag-Reduction Performance

The drag-reduction rates at different shear rates of flow were tested. The curve of
the drag-reduction rate with shear rate (from 1000 s−1 to 6000 s−1) of the 0.05% volume
concentration drag reducer solution is shown in Figure 2.

Processes 2022, 10, x FOR PEER REVIEW 6 of 15 
 

 

analyze the rheological characteristic curves of the three samples to find the relationship 

between agglomerate grain size and rheological behavior. 

3.2.3. Effect of Flow Shear on Micro-Structure of the Drag Reducer Solution 

The three samples were observed with a JEM-100CX transmission electron micro-

scope made by JEOL. In the observations, the amplifications were kept the same as far as 

possible to compare the micro-structures of the polymers subjected to flow shear of dif-

ferent rates. 

4. Results and Discussion 

4.1. Effect of Flow Shear on Drag-Reduction Performance 

The drag-reduction rates at different shear rates of flow were tested. The curve of 

the drag-reduction rate with shear rate (from 1000 s−1 to 6000 s−1) of the 0.05% volume 

concentration drag reducer solution is shown in Figure 2. 

 

Figure 2. Relationship curve of drag-reduction rate with shear rate. 

It can be seen from Figure 2 that with the gradual rise of shear rate the 

drag-reduction rate goes up gradually at first, but when the shear rate exceeds a critical 

value, the drag-reduction rate increases slowly and then even decreases. From this 

curve, an optimum drag-reduction rate can be found in the process of shear rate varia-

tions. 

To verify this regularity, the drag-reduction rates of the drag reducer solution when 

the shear rate dropped from 6000 s−1 to 1000 s−1 (at the same variation interval when the 

shear rate rose) were tested. The tested results are plotted in the same chart of Figure 2 

to enable a comparison, as shown in Figure 3. 

It can be seen from Figure 3 that the drag-reduction rate dropped significantly with 

flow shear, but the drag-reduction rate dropped different degrees at different shear 

rates. The curve shows large values in the left and smaller values in the right, indicating 

that the significant drop in drag-reduction rate appeared in the flow stages of the middle 

and left parts of the curve, while the drop in drag-reduction rate in the right side flow 

stage was small. This is because the long duration and the high rate of shear have a 

larger impact on the performance of the drag reducer solution and can lead to a consid-

erable decrease in drag-reduction rate. However, when the cumulative shear flow time 

0.0

10.0

20.0

30.0

40.0

50.0

60.0

70.0

80.0

0 1000 2000 3000 4000 5000 6000

D
R

 / 
%

Shear rate / s−1

Figure 2. Relationship curve of drag-reduction rate with shear rate.

It can be seen from Figure 2 that with the gradual rise of shear rate the drag-reduction
rate goes up gradually at first, but when the shear rate exceeds a critical value, the drag-
reduction rate increases slowly and then even decreases. From this curve, an optimum
drag-reduction rate can be found in the process of shear rate variations.

To verify this regularity, the drag-reduction rates of the drag reducer solution when
the shear rate dropped from 6000 s−1 to 1000 s−1 (at the same variation interval when the
shear rate rose) were tested. The tested results are plotted in the same chart of Figure 2 to
enable a comparison, as shown in Figure 3.
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Figure 3. Curve of drag-reduction rate with rise and fall (at the same variation interval) of shear rate.
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It can be seen from Figure 3 that the drag-reduction rate dropped significantly with
flow shear, but the drag-reduction rate dropped different degrees at different shear rates.
The curve shows large values in the left and smaller values in the right, indicating that the
significant drop in drag-reduction rate appeared in the flow stages of the middle and left
parts of the curve, while the drop in drag-reduction rate in the right side flow stage was
small. This is because the long duration and the high rate of shear have a larger impact on
the performance of the drag reducer solution and can lead to a considerable decrease in
drag-reduction rate. However, when the cumulative shear flow time is short, the failure
is not noticeable either. That is why the drag-reduction rate only dropped 6.4% at the
shear rate of 5224 s−1, while that at the shear rate of 1103 s−1 it dropped 35.3%; in other
words, at the shear rate of 1103 s−1, the drag reducer solution had experienced the whole
shear process fortwo times longer than the process rise to the shear rate of 5224 s−1, so the
drag-reduction rate at this point dropped more significantly.

To verify this finding further, we repeated the flow experiment another three times.
The shear rate in the four experiments varied in the same pattern and step length. The drag-
reduction rates measured in the four experiments were plotted in the same chart (Figure 4).
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Figure 4. Variations of drag-reduction rate with shear rate from repeated experiments.

In Figure 4, curves of the same color represent the shear flow processes of rate rise and
fall, respectively, in the same experiment; solid curves represent the process with shear rate
rising gradually, and dotted lines represent the process with shear rate falling gradually.
The curves from top to bottom show the drag-reduction rates measured in the first to fourth
experiments, respectively. Comparison of the four groups of curves shows that each group
of curves shows a variation pattern in drag-reduction rate similar to that mentioned above.
Meanwhile, at high shear rate (5224 s−1), all of them show a drop in drag-reduction rate of
different degrees (3–10%). In particular, it is noted that the drag-reduction rate curve in the
first shear rate decrease process almost coincides with that in the second shear rate increase
process (the black dotted line and the red solid line sections at the shear rates between
1000 s−1 and 2900 s−1). This means the performance of the drag reducer solution did not
change much in this flow stage; in other words, the drag-reduction rate did not change
much. Moreover, in the other repeated experiments, the relationship curves between shear
rate and drag-reduction rate show similar features in the same flow stage. The drag reducer
solution in this flow stage had experienced the nth time of high-rate shear, but did not
experience the n + 1th time of high-rate shear. The coincidence of the two drag-reduction
rate curves indicates that flow at low shear rates (less than 2900 s−1) has little effect on
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the performance of the drag reducer. To sum up, high-rate shear may be the major factor
leading to the degeneration of drag reducer performance; moreover, there is a critical value
for the flow shear rate; only when the flow shear rate exceeds this critical value will the
performance of the drag reducer be affected significantly. At flow shear rates over this
critical value, longer cumulative shear time will make the performance of the drag reducer
deteriorate further. To validate this finding, flow experiments at low flow shear rate (less
than 2900 s−1) and high flow shear rate (less than 3500 s−1 at maximum) were carried out.
The experiments took the same shear rate variation pattern in the above experiments and
were each repeated four times. To make the comparison of the experimental results easy,
the drag-reduction curves were plotted with the method same as that of Figure 4.

4.1.1. Effect of Low-Rate Shear Flow on the Performance of Drag Reducer Solution

The variation pattern of the drag-reduction rate at low shear rate (less than 2900 s−1)
was further examined. The drag reducer solution at the volume concentration of 0.05%
was prepared anew, and the same experiment method as that mentioned above was used.
However, in this experiment, the maximum shear rate of flow was limited below 2869 s−1,
and the drag-reduction rate curves after four iterations of repeated shear flow are shown
in Figure 5.
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Figure 5. Variations of drag-reduction rate with low shear rate (controlled below 2900 s−1).

Figure 5 shows shear rates below 2869 s−1, the drag-reduction rate curves of the four
repeated experiments basically coincide, and the drag-reduction rate variation at the same
shear rate is only 1.5% at most. This means that with the maximum shear rate limited below
2900 s−1, the drag reducer solution after four iterations of shear flow in the pipe caused
little deterioration in drag-reduction performance.

4.1.2. Effect of High Shear Rate Flow on Performance of the Drag Reducer Solution

In this section, the variation pattern of drag-reduction rate at high shear rate of flow
(3500 s−1 at maximum) was analyzed. Similarly, the drag reducer solution of 0.05% volume
concentration was prepared anew, and the same experiment method as mentioned above
was used. However, in this experiment, the maximum shear rate of flow was limited to
3458 s−1, and the drag-reduction rate curves of four iterations of repeated shear flow are
shown in Figure 6.
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Figure 6. Curves of drag-reduction rate with shear rate (controlled below 3500 s−1).

Figure 6 shows that with maximum shear rate was limited to 3458 s−1; the drag-
reduction rate varies in its pattern similar to that in the first flow experiment. The drag-
reduction rates tested after four iterations of shear flow dropped significantly in comparison
with thefirst test. In particular, at the shear rate of 1103 s−1 (the black solid line and green
dotted line in this figure), the drag-reduction rate dropped by 23.5%. That is to say the
drag reducer solution caused significant degeneration in drag-reduction performance after
being subjected to high-rate shear for certain iterations cumulatively.

According to the understanding of the drag-reduction mechanism from mainstream
studies, it is believed that the specific structure of polymers in drag reducer solutions leads
to the non-Newtonian behavior of the solutions, and in turn to drag reduction. Looking
back at the flow experiments in this work, it is found that the stable polymer structure
in the drag reducer solution is damaged after high shear rate flow, and only when the
cumulative damage reaches a certain degree will the drag reducer solution become worse
concerning drag-reduction performance. Moreover, the shear rate of flow has a critical
value; only when the shear intensity exceeds this critical value will the structure of the drag
reducer be damaged, leading to degeneration in the drag-reduction rate. If the shear rate
does not reach the critical value, no matter how long the cumulative flow time, the drag
reducer rate will not change much. To validate this conclusion, rheological experiments
and micro-structure analysis were carried out to explore the matter more deeply.

4.2. Variation Patterns of Grain Sizes and Rheological Behavior of Drag Reducer Solution under
Shear Flow

The laser nano-granularity analysis results of samples A, B, and C are shown in Figure 7.
Through analysis it can be seen that the sample A not subjected to flow shear had

agglomerate sizes concentrated between 200 nm and 500 nm. With the increase in shear
rate of flow, the peak sizes of grains in the solution gradually shifted toward the left of
the axis; that is to say the sizes of the agglomerates in the solution decreased with the
increase in shear rate. In comparison, the sample subjected to low-rate shear flow had a
wider span of peak values of grain sizes, indicating that it was affected by shear flow, part
of the agglomerates were broken into smaller agglomerates, but due to different degrees of
effect, the agglomerates in the solution ranged between 70 nm and 250 nm in size; in other
words, they were smaller in value but wider in span in peak size. The sample subjected to
high-rate shear flow had smaller agglomerates in the range between 30 nm and 80 nm; that
is to say, the agglomerates in the solution had smaller peak size values in a smaller range.
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The rheological test results of the three samples are shown in Figure 8.
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Figure 8. Rheological characteristic curves of the drag reducer solutions with shear rate.

By comparing the three curves of shear stress with shear rate, it is found that the three
samples were similar in rheological behavior, all showing rheological features of power-law
fluid (typical non-Newtonian fluid). When affected by shear flow, the drag reducer solution
would turn weaker in power-law behavior and tend to be more like Newtonian fluid (fresh
water). The more serious the shear failure of the solution, the weaker the non-Newtonian
feature of the solution would be. Correspondingly, the solution decreased in viscosity and
became weaker in viscoelasticity.
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4.3. Variation Pattern of Micro-Structure of the Drag Reducer Solution

The micro-structure of the sample A not subjected to flow shear observed under
electron microscope is shown in Figure 9.
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Figure 9. Micro-structure of the drag reducer not subjected to flow shear.

The darker parts in Figure 9 are polymer agglomerates observed. It can be seen
from Figure 9 that most of the agglomerates were connected in a net-like structure, with
obvious nodes observed. Some of the agglomerates were connected and extended into
the mesh wall with a certain thickness, and the net-like structure was spread evenly in
the solution. The stable agglomerate structure can improve the viscoelasticity of the drag
reducer solution and reduce the turbulent dissipation during fluid flow effectively, thus
lowering the flow friction.

The micro-structure of the sample B subjected to low-rate shear is shown in Figure 10.
It can be seen from Figure 10 that parts of the meshes were damaged, while the

remaining parts of the meshes remained intact. The damaged meshes remained in the
original distribution state but failed to form a complete wall structure and only the basic
mesh shape remained. The drag reducer net-like structure in the solution changed in
micro-structure after experiencing low shear rate flow. Although the main net-like structure
remained, the wall of part of the meshes became thinner. Affected by shear stress of flow,
the net-like structure was stretched, but as the shear rate of the flow was low, the shear
stress did not destroy the net wall completely. Therefore, the drag reducer solution did not
drop significantly concerning drag-reduction performance.
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Figure 10. Micro-structure of the drag reducer after being subjected to low rate of flow shear.

The micro-structure of sample C experiencing high shear rate flow is shown in
Figure 11, which is quite different from that of samples A and B.
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Figure 11. Micro-structure of the drag reducer after being subjected to high rate of flow shear.

It can be seen from Figure 11 that most of the net-like structure was destroyed, there
were hardly any complete meshes, and most drag reducer agglomerates appeared in an
isolated state. Moreover, the agglomerates were quite different in size and were distributed
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unevenly, and only a small number of nodes had an unstable structure connected by a
small amount of stretched net-like structure.

In a word, from the above experiments of effect of flow shear rate on drag reducer
micro-structure, it is concluded that the degeneration of drag-reduction performance of
drag reducer solution is closely related to the destruction of the net-like structure of the drag
reducer. The damage degree of the net-like structure of the drag reducer determines the
degeneration degree of drag-reduction performance of the drag reducer solution, and the
more severe the micro-structure damage, the more significant the drop in drag-reduction
rate. However, after the damage reaches a certain degree (the net-like structure is completely
destroyed), the drag-reduction rate tends to be stable again. The case in the low shear rate
flow stage is different from that in the high shear rate flow stage. In the low shear rate
flow stage, although the net-like structure is damaged to some degree, the enhancement
of drag-reduction performance outweighs the negative effect of net-like structure stretch
with the increase in flow velocity of the drag reducer solution. Moreover, part of the energy
during structure stretching is stored in the drag reducer agglomerates, reducing the energy
consumption, which is good for decreasing energy dissipation caused by turbulent flow.
Therefore, in the initial stage, with the rise of flow velocity, the drag-reduction rate does not
drop noticeably. However, even at low shear rate, a long time shear would result in damage
the same as that of high shear rate flow, and finally the drag-reduction rate would become
stable (that is, the drag-reduction rate after complete destruction of drag reducer structure).

5. Conclusions

In this work, the variation pattern of drag-reduction rate with shear rate was analyzed
with a high precision loop drag test system. The reason why shear flow can influence the
performance of the drag reducer was also explored. The distributions of grain sizes, rheolog-
ical properties, and micro-structures of drag reducer solution samples were analyzed. On
this basis, the mechanism of the high strength shear flow causing micro-structure damage,
changes in rheological properties and degeneration of drag-reduction performance of the
drag reducer solution were figured out. Through this research, the following conclusions
have been reached:

1. With the increase in shear rate, the drag-reduction rate of the drag reducer solution
will first rise to a peak value and then fall gradually. Then, with the increase in
cumulative shear flow time, the drag-reduction rate will drop more significantly.
Meanwhile, the shear rate causing drag-reduction drop has a critical value; only when
the flow shear rate reaches this value will the performance of the drag reducer start to
be damaged.

2. When subjected to flow shear higher than the critical rate, polymer agglomerates in the
drag reducer solution will decrease in size. The higher the flow shear rate, the smaller
the peak values of grain sizes and the higher the peak intensity of agglomerates in
the solution.

3. The drag reducer solution shows typical characteristics of non-Newtonian fluid,
which can be weakened by flow shear. The stronger the flow shear, the weaker
the non-Newtonian fluid characteristics and the poorer the rheological behavior of
the solution.

4. The damage of the net-like structure of the drag reducer is the main cause of de-
generation of drag-reduction performance. Micro-mechanism research shows that
the destruction of net-like structure caused by shear failure makes the polymer so-
lution weaker in non-Newtonian fluid features (drop in viscoelasticity), leads to
an increase in turbulent dissipation, and eventually results in the deterioration of
drag-reduction capability.
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