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Preface

The demand for electricity is growing globally, making nuclear energy a promising area for

research and advancement. Unlike other power sources reliant on factors such as climate change

or fuel availability, nuclear power plants offer consistent electricity production. Over the years,

nuclear energy has gained traction as a clean, efficient, and low-carbon energy source. However,

it is crucial to note that nuclear power can complement other electricity generation methods or be

applied independently in various scenarios.

Efforts are needed to enhance the efficiency of electricity generation in nuclear plants and other

renewable sources such as solar and wind energy. Alongside efficiency improvements, stringent

environmental safety measures must be upheld at power facilities. All of this necessitates continuous

research, technological development, and modernization based on data analysis, mathematical

models, and experimental studies.

This Special Issue addresses various aspects of technology development and enhancement

of nuclear energy systems, including design, subsystems, operational safety, and efficiency

improvement. Additionally, it contains research results of energy storage and controlling systems and

technologies for solar power plants, reflecting the broader scope of innovation in the energy sector.

High-quality articles were prepared by scientists working at universities from different countries,

including China, Hungary, Russia, Japan, Korea, and the UK. This confirms the relevance and

importance of creating new technologies for energy production and storage systems.

Thanks to all the authors, the Editorial Office, and peer reviewers for their contributions to the

Special Issue.

Roman Vadimovich Davydov

Editor
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Editorial

Nuclear and New Energy Technology
Roman Davydov

Institute of Physics and Mechanics, Peter the Great St. Petersburg Polytechnic University,
195251 St. Petersburg, Russia; davydovrv@spbstu.ru

Due to the growing demand for electrical energy generation worldwide [1], nuclear
energy seems to be one of the most promising areas for research and new developments.
Unlike other types of power plants, nuclear power plants do not depend on climate change
(which is critical in the operation of hydroelectric power plants, solar installations, or wind
turbines) or on the availability of large fuel reserves (which is critical in the operation
of thermal power plants) to produce electricity. For several decades, nuclear energy has
been being increasingly developed worldwide as clean, low-carbon, efficient primary load
energy. However, other options for the generation of electricity can be successfully used
with nuclear power and used separately in different situations.

In this regard, there is a need to create new technologies (and improve existing ones)
with the aim to increase the efficiency of electricity generation in nuclear power plants,
as well as other (solar or wind) power plants [2]. At the same time, it is essential to
ensure that strict requirements are in place regarding environmental safety at electric power
facilities [3]. During the operation of nuclear power plants, special attention should be
paid to the processing and storage of spent nuclear fuel [4]. To do this, it is necessary
to constantly conduct research and develop and modernize new technologies based on
data analysis regarding the operation of energy facilities, mathematical modeling, and
experimental studies.

Topics of interest in this Special Issue include the development of new and the im-
provement of existing technologies in:

• Nuclear energy systems design development;
• Different subsystems of nuclear power plant;
• Nuclear fuel cycle strategies and spent nuclear fuel management;
• Increasing the efficiency of electrical energy production;
• Energy storage systems;
• Wind and solar power plants.

Funding: This research received no external funding.

Acknowledgments: I would like to express special thanks to all the authors who submitted their
work to this Special Issue.

Conflicts of Interest: The authors declare no conflict of interest.
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Review of the Requirements for Load Following of Small
Modular Reactors
Choong-koo Chang * and Harold Chisano Oyando

Department of Nuclear Power Plant Engineering, KEPCO International Nuclear Graduate School (KINGS),
658-91 Haemaji-ro, Seosang-myeon, Ulju-gun, Ulsan 45014, Korea
* Correspondence: ckchang@kings.ac.kr; Tel.: +82-52-712-7303

Abstract: CO2 net neutralization by 2050 is a global target. Renewable energy and nuclear power
generation are emerging as major power sources for CO2 net neutralization. Therefore, this paper
comprehensively reviews the load-following operation method of nuclear power plants as a method
to compensate for intermittency, which is the biggest weakness of renewable energy. First, this
paper looks at the types of SMRs and elaborates the concept and necessity of load following. The
comprehensive requirements for the load-following operation of an SMR, i.e., planned operation,
automatic generation control, governor-free operation, cooperative control of the reactor and turbine
generator, unit control of a multiple-module SMR, cogeneration, etc., are studied. Finally, the
interaction between an SMR and the power grid during load-following operation and other technical
issues are also reviewed. This paper can be used as a guide for load-following operations or as a
guide for requirement analysis when developing a comprehensive control system of load following
in SMR fleets.

Keywords: small modular reactor (SMR); load following; power grid; variable renewable energy
(VRE); nuclear power plant (NPP)

1. Introduction

Most generating stations are connected to the grid, except generators that are installed
in remote areas and conducting island operations. Grid-connected generating stations are
classified as constant-output and load-following generating stations. In practice, large-
capacity steam turbine power plants, such as nuclear power plants and thermal power
plants, operate at base load. In addition, power plants that start and stop quickly, such
as liquefied natural gas (LNG) power plants and hydroelectric power plants are used
for demand control. However, as the share of renewable energy increased, it became
difficult to demand control. Because it is impossible to maintain or arbitrarily control the
output of solar or wind power plants, the gap between the maximum and minimum of the
power generation output becomes very large. Inevitably, as the share of renewable energy
increases, the share of flexible power generation such as LNG power generation must also
increase, which leads to an increase in power generation costs.

In order to solve such a problem, a load-following operation that adjusts the output of
the existing large-capacity thermal power plant or nuclear power plant according to the
increase or decrease in the load is required. While this is not technically impossible, it is
technically and economically undesirable. The next alternative that comes to mind is a small
modular reactor (SMR). This is because, by operating multiple SMRs of less than 300 MW
together, as much as necessary, it is easy to carry out a load-following operation, and the
safety of an SMR is much higher than that of existing large scale nuclear power plants.

The purpose of this paper is to analyze the basic characteristics of SMRs and to suggest
the load-following methods and countermeasures required for an SMR to perform demand
control when the renewable energy generation capacity connected to the same grid and
demands fluctuate together.
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2. Overview of Small Modular Reactors

Small modular reactors (SMRs) are generally defined as nuclear reactors with power
outputs between 10 megawatts electric (MWe) and 300 MWe. Reference [1] introduces the
SMR types. There is growing interest in SMRs and their applications. An international
conference on climate change and the role of nuclear power in September 2019 revealed
that SMRs are being considered by many member states as a potential viable nuclear option
that can contribute to climate change mitigation [1]. Most SMRs have their own safety
features and can be designed as single- or multi-module plants.

SMRs are in development for all major reactor lines and can be categorized by moder-
ator, reaction type, and advanced generation IV reactors. Recent publications introduce a
number of advanced SMR design concepts that are currently being developed worldwide
(in most cases, not yet deployed) [2]. Among the above SMRs, some SMRs have recently
been connected to a grid or are currently under construction. In most cases, these designs
are significantly supported by the government and are being built as prototype facilities or
first of a kind (FOAK) demonstrations and commercial facilities. Some SMRs are likely to
be deployed in the next 10 years after design, testing, and R&D work. These designs reflect
technological advances and receive significant government or private sector support [3].
They are more likely to use traditional technologies to shorten development timelines with
evolutionary change but may not be as efficient as more advanced technologies.

2.1. Classified by Moderator

A light-water reactor is a type of thermal reactor that uses “light water” (plain water)
as a neutron moderator or coolant. Light-water reactors are the most commonly used
among thermal reactors [4]. Heavy-water reactors (HWR) use heavy water as a neutron
moderator. Heavy water is deuterium oxide, D2O. The neutrons in a nuclear reactor that
use uranium are fast moving and must be slowed down to initiate further fission. Gas-
cooled reactors (GCRs) mostly use carbon dioxide and recently use helium as a coolant
to transfer heat to turbines and graphite as a moderator. As with heavy water, a graphite
moderator allows the use of natural uranium (GCR), or slightly enriched uranium (AGR)
can be used as a fuel [4].

2.2. Classified by Reaction Type

Fast neutron spectrum reactors can use very different coolants, including, but not
limited to, liquid sodium, lead, lead–bismuth eutectic, molten salt, and helium, which
might significantly challenge the structural integrity of the fuel and other reactor compo-
nents [5]. SMR technology with a fast neutron spectrum could be an attractive alternative
for developed countries seeking to reduce plutonium stockpiles [3].

2.3. Advanced Generation IV Reactors

Some other types of SMRs are likely to be deployed within 20 years. These designs are
currently planning R&D programs to test new approaches and materials and may require
significant testing and operational experience in areas such as fuel safety performance,
corrosion resistance, aging mechanisms, and component reliability [4]. High-temperature
gas-cooled reactors (HTGR), molten salt reactors (MSR), sodium-cooled fast reactors (SCFR),
and lead-cooled fast reactors (LCFR) are typical generation IV reactors.

3. Needs and Definitions of Load-Following Operation
3.1. Increase in Variable Generation in Power Grids

In the most countries, the share of renewable energy is increasing, and most of the
new power plants are solar and wind power, as shown in Table 1 [6]. As of 2020, the
global renewable energy capacity was about 35.7% of the total power electricity capacity,
including hydroelectric power generation plants, and about 20% of the total electricity
capacity excluding hydroelectric power plant capacity [7].
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Table 1. World Total Renewable Energy Capacity (excerpted).

Capacity
(GW) 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

World 1444 1566 1698 1852 2014 2185 2357 2542 2807 3064

China 302.1 359.5 414.7 479.1 541.0 620.9 695.5 758.8 899.6 1020

India 60.5 63.6 71.9 78.6 90.4 105.2 118.2 128.4 134.4 147.1

Japan 39.0 46.1 56.1 67.4 76.2 84.2 91.3 99.3 106.9 111.9

Korea 3.7 4.3 5.7 7.2 9.4 11.4 14.0 18.0 20.4 24.3

However, the solar and wind turbine generation plants have a peak load contribution
of up to 10–20% and cannot control output. This increases the need for flexibility and
backup resources in other parts of the power system [8]. There are several ways to increase
flexibility, but flexible power plants, especially those already in operation, will provide the
necessary flexible backups in the short term, and other flexibility measures such as demand-
side engagement should also be implemented. Coping with power ramps, that is, sudden
and massive active power (MW) variation control, will become increasingly important.
Demand was always variable, and supply flexibility was always needed. However, the
increase in net demand variation due to increased renewable energy will significantly
change the way the power system operates by adding a new dimension on top of the
traditional variable demand control. Table 2 [9] shows the flexibility of conventional power
generation technologies.

Table 2. Flexibility of Conventional Power Generation Technologies.

Description NPP HC Lign CCG PS

Start-up Time “Cold” ~40H ~6H ~10H <2H ~0.1H

Start-up Time “warm” ~40H ~3H ~6H <1.5H ~0.1H

Load Gradient (up)
”nominal output” ~5%/M ~2%/M ~2%/M ~4%/M >40%/M

Load Gradient (down)
”nominal output” ~5%/M ~2%/M ~2%/M ~4%/M >40%/M

Minimal Shutdown Time No No No No ~10H

Minimal Possible Load 50% 40% 40% <50% ~15%
Abbreviations: NPP: nuclear power plants, HC: hard coal-fired power plants, Lign: ignited-fire power plants,
CCG: combined-cycle gas-fired power plants, PS: pumped storage power plants, H: hour, M: minute.

3.2. Definitions and Types of Load Following

(1) Load Following

Until now, large-scale nuclear power plants operated at maximum output in principle.
This is because the capital cost is high and the fuel cost is low. Therefore, the nuclear power
plants should be operated at the highest safely achievable power. However, France, which
has a high proportion of nuclear power, is known to operate a load-following operation,
and in recent years, as the share of renewable energy, which is an intermittent power source,
has increased, the load following of nuclear power plants has emerged as an important
concern. There are two ways to regulate the thermal output of nuclear power plants.
The first is a primary loop control method for controlling the fuel rod (reactor following
turbine), and the second is a method for controlling the amount of main steam supplied to
the turbine (turbine following reactor), as shown in Figure 1 [10].
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Figure 1. Schematic of PWR Nuclear Power Plants.

(2) Frequency Control

Power demand is difficult to accurately predict in advance. Therefore, fluctuations
in demand result in frequency fluctuations. In order to keep the plant frequency stable at
the rated frequency, the frequency of the grid must be monitored and the generation level
must be adjusted immediately (primary control), as shown in Figure 2 [11]. The variation
in the frequency, ∆f, would require a change in the power of the plant of:

∆p
P0

=
1
s

∆ f
f0
→ ∆p = k∆ f , with k =

1
s

P0

f0
(1)

where f 0 is the target frequency (e.g., 60 Hz in Korea), P0 is the power level of the plant (as
a % of the rated power, Pr), ∆p is the power change, and S is the droop measured in %.

The primary frequency control, also known as governor-free (GF) control, means
short-term adjustment in the time frame of 2 to 30 s after deviations in power generation
and demand are observed. This is so-called governor-free control. The secondary frequency
control method operates in longer time units (e.g., seconds to minutes) and calculates the
average frequency deviation over a period of time to restore the rated frequency. The
secondary frequency control is called AGC (automatic generation control), and in AGC
mode, the transmission system operator (TSO) gives control commands to the generator. In
general, secondary control is especially important when the national grid is interconnected
with the grid of another country [11].

Table 3 [12] shows some of the key features of the German nuclear power plant design
for flexible operation. These design features have been incorporated into the design since
the early years of the operation, when flexible operation was not expected.
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Table 3. Design Philosophy for Flexible Operation in German Light Water Reactor.

Response Base Response Mode Parameter and Properties

Predicted daily demand variations Load following

Low-power period (power level
and duration)
Power change rate (slow, fast)
Time in cycle (beginning, end)

Spontaneous limited demand variations Frequency control

Local frequency control: frequency
deviation (∆ f ) converted into power
change (∆p) (∆p amplitude, slope
of change)
Remote frequency control: signal from
the dispatcher (∆p amplitude, slope
of change)
Superimposition of local and remote
frequency control

Grid disturbances Spinning reserve

Ramp (amplitude, slope, from minimum
power level)
Steps (amplitude, from minimum
power level)
House load capability (loss of off-site
power without reactor trip)
Fast (e.g., 5% rated thermal
power/minute) return to full power
without advance notice

Longer-term forecasted demand Extended low-power operation Reduced power level during extended
period (number of occurrences, duration)

(3) Voltage stability

The frequency and voltage stability of the power grid are maintained by active power
and reactive power control, respectively. Voltage stability is the ability of the power system
that maintains the voltage within a predetermined range on all buses after a fault or failure
to prevent power outages. Once a generator is synchronized to the power grid, the active

7
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power of the generator can be controlled through the shaft torque, and the reactive power
can be controlled by the field current [8]. However, as the share of renewable energy, such
as solar and wind power, which do not have the ability to supply or absorb reactive power,
increases, the problem of maintaining voltage stability is becoming a challenge.

Currently, most commercial photovoltaic (PV) inverters operate as grid-following
(GFL) sources that regulate their power output by measuring the angle of the grid voltage
using a phase-locked loop [13]. Hence, they merely follow the grid angle/frequency
and do not actively control their frequency output. In contrast, a grid-forming source
(GFM) actively controls its frequency and voltage output and has been extensively used in
microgrid configurations [14]. However, given that power electronics inverters typically
have many times smaller power ratings compared to synchronous machines, this means
that the system load of inverter-based infrastructure must be satisfied with a much larger
number of inverters. For large power grids, this translates into the need to install millions of
inverter interface variable renewable energy (VRE) units over a large geographical area [8].

Consequently, in power systems with a high share of renewable energy, the reactive
power control capability of SMRs can contribute significantly to voltage stability. This is
because the SMRs can control reactive power output to maintain voltage stability.

(4) European Utilities Requirements (EUR) for Load Following

The EUR cover a wide range of conditions for nuclear power plants to operate effi-
ciently and safely [11]. It states that modern nuclear reactors must implement significant
maneuverability and, in particular, be able to operate in load-following mode. Four
transients—excessive load increase, uncontrolled control rod withdrawal, the uncontrolled
dilution of boric acid, and uncontrolled control rod drop—can cause clad/pellet interaction
and rupture the clad [15]. Only the first of these affects load-following regulations. The
EUR have defined common requirements applicable to new LWRs, as shown in Table 4 [15].

Table 4. Power Margins of European Light Water Reactor NPPs.

Common Requirements Applicable to NEW LWRs Parameter

Continuous operation range (mandatory) 50%~100% Pn

Down to minimum (option) 20%

Primary control (mandatory); 2~30 s after deviation observed ±2% Pn/min

Higher values by agreement between system operator and plant operator ± 5% Pn/min

Activating total primary range of control requested Within 30 s

Secondary control (option); several seconds to several minutes ±10%

Load-Following Capabilities (option)

Load-following capability until ( ) % of whole fuel cycle 90%

Load-following range 100% Pn~minimum

From full power to minimum load and back to full power operation 2 per day, 5 per week
Cumulatively 200 per year

Emergency load variation (by agreement between grid operator and unit
operator); amplitude down to minimum load of the unit. 20% of Pn/min.

Note: Pn denotes rated power of the power plant.

4. Requirements for the Load-Following Operation of SMRs

Since an SMR has a smaller unit capacity compared to a large nuclear reactor, thermal
power control is relatively easier and less risky in terms of nuclear safety. In addition,
because start up and shut down are faster, bulk output power control is possible through
unit control.

Load following means changing the power generation as closely as possible to the
expected power demand. Load-following generation can match demand by the output
changes in a planned manner or in response to instructions or signals from the grid control
center or transmission system operator (TSO). Changes in output can be large or small
and frequent or infrequent [9]. The following are typical requirements for each SMR
load-following mode based on the above review.
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4.1. Power Change Dependent on Grid Plans

(1) Planned Operation

This refers to the planned control of the power plant output between 20% and 80%
based on the power supply and demand plan, and the output control timescale is hours
or days. In some cases, the reactor output is adjusted to the level of 20% to 80% for the
repair or recovery of the reactor, and the timescale in this case is hours. The power output
maneuvering range is a function of time. During the first 65% of the fuel cycle, output
power is controllable between 100% of nominal power and around 25% of nominal power.
Then, the power control range is gradually reduced from 25% to 80% of nominal power
because of excess reactivity and low boron concentrations. Nuclear power plants can
operate at a minimum power level of 10%. However, the minimum output is around 20%,
as for many conventional power plants [16].

(2) Unplanned Operation

This refers to the case where the power plant output is unplanned and adjusted
according to the power grid conditions, and the load-following operation is performed by
controlling the output of the nuclear reactor between 20% and 80%. The timescale for TSO
instruction operation is minutes.

4.2. Power Change Dependent on Frequency

(1) Automatic Generation Control (AGC)

This refers to automatically reducing or increasing plant output within a limited range
according to signals from the transmission system operator (TSO). This type of operation
is also referred to as the ‘Automatic Generation Control’ (AGC). The power change is
typically within 20~40% of the RTP [10] or ±10% of the rated thermal power (RTP) [12],
and the timescale is minutes.

(2) Governor-Free (GF) Control

This refers to controlling frequencies outside a specified frequency range, either by
reducing the generator output by the turbine governor when the system frequency exceeds
the maximum limit or increasing the output when the system frequency falls below the
minimum limit. The plant operator, in response to the frequency deviation, can initiate
frequency control automatically or manually. The power change is typically within 20~40%
of the RTP [10] or ±10% of the RTP [12], and the timescale is seconds.

4.3. Coordinated Rapid Load Following

A coordinated control approach accomplishes a rapid load-following operation by
wisely combining the ‘reactor following turbine mode’ and ‘turbine following reactor mode’
along with the satisfaction of the reactivity constraints. The coordinated mode of power
variation can be explained as follows:

The reactor is assumed to operate normally in the ‘reactor following turbine mode’
and at a certain power output level of Pth = Ptha, much lower than 100% full power (FP). In
that condition, the output is increased to a high value of Pthb within a short time interval
“T” and held to that value for the rest of the time. The coordinated mode may be due to
the nature of the daily load curve. For example, where the reactor’s power has to match a
growing demand, a predefined instant consumption suddenly increases [10].

4.4. Multi-Module Unit Operation

If the plant has multiple SMRs, the entire power output of the plant can be adjusted by
the disconnection of some reactor modules during periods of low demand, for scheduled
maintenance, or when significant, high-priority energy becomes available from intermittent
renewable energy system (RES) [17]. The performance data of the SMRs are not yet verified
by commercial operation, but for German nuclear power plants, at least 3 h of downtime
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and at least 1 h of operation have been established, taking into account the start and end
times [18].

4.5. Cogeneration with Non-Electric Applications

Due to SMRs’ ability to provide CO2-free energy, applications in the district heating
field are mainly being discussed. Although smaller than traditional nuclear power plants
(NPPs), SMR plant designs can provide increased safety through passive systems, reduce
costs, and increase quality through factory-based manufacturing and other advantages [19].
The primary side circuits of the SMR can be operated at rated capacity, and only a fraction
of the heat can be converted for other purposes, such as district heating, desalination, or
hydrogen production [20].

The requirements that the cogeneration SMR must have in order to perform a load-
following operation are as follows: First, the distance between the SMR and the heat
utilization plant should be reasonable. This is because heat is not easier to transmit than
electricity. Second, the steam extraction amount and control speed suitable for SMR to
perform load-following operations should be technically acceptable from the perspective
of coproduction plants and be economically feasible. Third, the temperature of the steam
must be adequate to produce a coproduct.

The higher the temperature, the more types of cogeneration facilities are available, so
this is a key parameter. Most light water reactor (LWR) coolant outlet temperatures are
around 300 ◦C [21]. Future high-temperature reactors can operate at higher temperatures.
For example, the coolant outlet temperature of a sodium-cooled high-speed reactor is
approximately 500~550 ◦C compared to 850~950 ◦C for a high-temperature gas reactor
(HTGR) [22,23].

5. Other Considerations for Load Following
5.1. Regulatory Requirements

(1) Safety Regulations

The reactor will continue to generate significant heat from the decay of fission products
that persist on a logarithmic timescale, even when the chain reaction is completely stopped.
The principle of providing “defense in depth” against scenarios where the NPP is unable to
provide long-term core decay heat removal shall be provided [24]. US nuclear regulatory
commission (US NRC) safety and licensing criteria related to electric power are contained
in general design criteria (GDC) 17 [25]. The design criteria of preferred power supply
(PPS) and its interface with the class 1E power system, switchyard, transmission system,
and alternate ac (AAC) source are described in IEEE Std 765, ’IEEE Standard for Preferred
Power Supply (PPS) for Nuclear Power Generating Stations’ [26]. IAEA safety standard
series No. SSG-34, ’Design of Electrical Power Systems for Nuclear Power Plants’ [27],
provides the safety guide on the necessary characteristics of electrical power systems for
nuclear power plants and of the process for developing these systems.

If the safety-related systems actuate by passive means and their continued operation
relies on natural cooling principles, a safety-related electrical system is not required. For
this reason, NuScale requested in the license document that it be excluded from GDC
17 [28].

5.2. Technical Considerations

(1) Physical aspects of power regulation

In terms of load following by fuel rod control, the following factors affect the maneu-
verability. By the moderator effect and Doppler effect, if the temperature of the primary
coolant is increased, reactivity is decreased. When the reactor power increases, the power
distribution is pushed to a lower part of the fuel [11]. If power variation is made by control
rods, they deform the axial distribution of power and 135Xe. Thus, it is an additional chal-
lenge for the load following with large magnitudes of power variations. At the end of the
fuel cycle, the margins for the maneuverability decrease because the boron concentration is
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almost zero and the control rods are in the upper position [11]. The use of the control rod
alone for power control has negative consequences, such as flux distribution disturbance,
component material fatigue, mechanical wear, and adverse impacts on the burn-up balance
in the core [29].

(2) Influence of the load following on the lifetime of components

Operating the NPP in load-following mode introduces technical disadvantages, as
the plant components are exposed to numerous thermal stress cycles. This results in faster
aging and requires a more sophisticated system for reactor monitoring and control [29].
Load cycling results in variations in the coolant temperature and thus in the temperatures
of different components. Repeated temperature changes can create cyclic changes in the
mechanical load of a part of the equipment and cause local structural damage (fatigue)
to these elements. As a result, the maximal number of load-following operation cycles
during the whole operational lifetime of the plant should be considered in the equipment
qualification of the safety-related components [11].

5.3. Interaction of Grid Characteristics with Nuclear Power Plants

(1) Effects of Grid Frequency Change on NPP

Changes in frequency affect NPP operation through the speed governor of the turbine
generator and through the speed change in the pump that delivers the flow to the reactor
and the secondary coolant circuit. If the frequency drops, the turbine/generator examines
the load based on the governor droop setting and frequency deviation. The mismatch
between the reactor output and the produced electric power requires intervention from
the control system. As the frequency rises, the turbine speed governor closes the throttle
valve on the turbine to reduce power. When the reactor output has not changed, the reactor
output is greater than the power drawn by the turbine. This mismatch causes transient
overtemperature and overpressure in pressurized water reactors. Modern turbines for the
grids of developed countries can only operate for a few minutes at a frequency below their
rated frequency. These adverse operations have a cumulative effect and are only allowed
for a certain total period over the lifetime of the turbines [30].

(2) Effect of Grid Voltage Change on NPP

A rapid voltage drop is mainly caused by electric fault on a transmission line. The
magnitude of the voltage dip depends upon the distance from the fault, the type of the
fault, and upon the performance of the automatic voltage regulator (AVR) of the generators
connected to the grid [31]. During sharp voltage dip conditions, all motors connected to
the auxiliary power system of the NPP will be retarded. The magnitude of the retardation
is determined by the voltage dip and its duration, the characteristics of the motor, and the
mass moment of inertia of the motor pump assembly [30].

If the grid has a light load and the NPP remains connected with long lines at the
remote end, the grid voltage may be higher than generator voltage. If high grid voltage
is continued for a long period, then the generator connected to the grid may be unstable
because the generator must consume a large value of reactive power (Mvar). On the other
hand, if the grid voltage remains low, the large motors of the NPP cannot start or can
be retarded.

6. Discussion and Conclusions

Calls for a reduction in CO2 emissions triggered by the climate change crisis pose a
significant challenge for most countries around the world. Therefore, all the countries have
to reduce the fossil fuels that have been used to generate electricity and increase the solar
and wind energies, which are called clean energy. The normative IEA net zero emission
scenario (NZE) by 2050 shows a narrow but achievable path for the global energy sector to
achieve net zero CO2 emissions by 2050 [32]. Developed countries reach net zero emissions
before others [33]. This trend poses significant challenges in operating power grids. As the
penetration of variable renewable energy (VRE) within the grid increases, many factors
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require greater grid flexibility to accommodate changes in generation. In particular, PV
power does not generate power at night, so it has natural difficulties associated with its
diurnal cycle [8]. Nuclear power generation is the most effective alternative among the
ways to supply clean energy and at the same time complement the intermittent renewable
energy. Due to this reason, the European Parliament decided to include nuclear and gas in
the European green tax system, which was designed to promote the energy transition.

The way to supplement intermittent renewable energy is to operate nuclear power
plants in a load-following mode. Large-capacity nuclear power plants are also capable of
load following, but an SMR fleet is more appropriate, considering various technical and
economic aspects. Therefore, this paper introduced a typical SMR currently in operation
or development and elaborated various other problems in the load-following operation
of the SMR. In addition, this paper specified the various requirements for an SMR load-
following operation. Finally, the interaction between the SMR and the main power grid
during the load-following operation of the SMR were described. In terms of the load
following of SMRs, the main characteristics and contributions of this paper are that it
deals with the reactor power control method, the turbine generator output control method,
and the coordinated power control of the reactor and turbine generator. It is noticed that
the interaction between the SMR and the main power grid is also important for the load
following of SMRs.
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Abbreviations

AAC Alternative AC
AGC Automatic Generation Control
AGR Advanced Gas-cooled Reactor
AVR Automatic Voltage Regulator
EUR European Utilities Requirements
FOAK First of A Kind
FP Full Power
GCR Gas-Cooled Reactor
GDC General Design Criteria
GF Governor-Free
GFL Grid-Following
GFM Grid-Forming
HTGR High-Temperature Gas-Cooled Reactor
HWR Heavy Water Reactor
LCFR Lead-Cooled Fast Reactor
LNG Liquefied Natural Gas
LWR Light Water Reactor
MSR Molten Salt Reactor
NRC Nuclear Regulatory Commission
NPP Nuclear Power Plant
PPS Preferred Power Supply
RES Renewable Energy System
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RTP Rated Thermal Power
SCFR Sodium-Cooled Fast Reactor
SMR Small Modular Reactor
TSO Transmission System Operator
VRE Variable Renewable Energy
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Abstract: In nuclear power plants, the loss-of-coolant accident (LOCA) stands out as the most
prevalent and consequential incident. Accurate breach size diagnosis is crucial for the mitigation of
LOCAs, and identifying the cause of an accident can prevent catastrophic consequences. Traditional
methods mostly focus on combining model algorithms and utilize intricate composite model neural
network architectures. However, it is crucial to investigate whether greater complexity necessarily
leads to better performance. In addition, the consideration of the impact of dataset construction and
data preprocessing on model performance is also needed for model building. This paper proposes
a framework named DeepLOCA-Lattice to experiment with different preprocessing approaches to
fundamental deep learning models for a comprehensive analysis of the diagnosis of LOCA breach
size. The DeepLOCA-Lattice involves data preprocessing via the lattice algorithm and equal-interval
partitioning and deep-learning-based models, including the multi-layer perceptron (MLP), recurrent
neural networks (RNNs), convolutional neural networks (CNNs), and the transformer model in
LOCA breach size diagnosis. After conducting rigorous ablation experiments, we have discovered
that even rudimentary foundational models can achieve accuracy rates that exceed 90%. This is a
significant improvement when compared to the previous models, which yield an accuracy rate of
lower than 50%. The results interestingly demonstrate the superior performance and efficacy of the
fundamental deep learning model, with an effective dataset construction approach. It elucidates the
presence of a complex interplay among diagnostic scales, sliding window size, and sliding stride.
Furthermore, our investigation reveals that the model attains its highest accuracy within the discussed
range when utilizing a smaller sliding stride size and a longer sliding window length. This study
could furnish valuable insights for constructing models for LOCA breach size estimation.

Keywords: deep learning; breach size estimation; lattice algorithm; fault diagnosis; loss-of-coolant
accident (LOCA)

1. Introduction

Nuclear power plants (NPPs) consist of multiple intricate, nonlinear, and dynamic
systems. The availability of large amounts of information from operators, due to advances
in digital technology [1], has made it challenging to swiftly diagnose fault information.
Furthermore, research has established human error as the primary cause of accidents in
NPPs [2], in particular, the intrinsic human factors of uncertainty [3] and the impact of
human–computer interface design [4]. To ensure safe operations, minimize the impact of
human factors during accidents, and mitigate economic losses, automating the precise and
accurate recognition of fault information in NPPs is crucial.

15



Energies 2024, 17, 159

A loss-of-coolant accident (LOCA) is a prevalent type of mishap in nuclear power
plants, posing significant potential hazards. As shown in Figure 1, the LOCA originates
from a leakage in the reactor system, which causes the coolant to escape and leaves the
reactor vulnerable to high temperatures and subsequent damage [5]. The severity of the
LOCA varies depending on the size of the breach, which requires customizing emergency
measures accordingly. Consequently, estimating the breach size of the LOCA is a crucial
step in accident response planning, as it provides essential information for determining
appropriate emergency response actions. Neural network models have emerged as an
effective and popular strategy for describing accident behavior [6]. Therefore, in this
study, our aim is to thoroughly investigate the performance metrics of fundamental neural
networks within the domain of deep learning. The names and abbreviations of the primary
parameters in this article are shown in Table 1.

Figure 1. A schematic representation of a LOCA in a nuclear reactor.

Table 1. Notation and abbreviations.

Index Parameter Name Parameter Abbreviation

1 Loss-of-coolant accident LOCA

2 Simplified multi-layer
perceptron Simplified MLP

3 Multi-layer perceptron MLP
4 Long short-term memory LSTM
5 Gated recurrent unit GRU
6 Convolutional neural network CNN
7 Deep learning DL
8 Nuclear power plants NPPs

9
Deep learning framework for
LOCA breach size diagnosis

based on the lattice algorithm
DeepLOCA-Lattice

10 Pressurized water reactor PWR

The rest of the paper is organized as follows: Section 2 introduces the related work.
Section 3 contains relevant concepts, and Section 4 details the DeepLOCA-Lattice adopted
for LOCA breach size diagnosis. Section 5 presents scenario deduction and sensitivity
analysis, and Section 6 provides the discussion and conclusions.

2. Related Work

With the progress of deep learning (DL), several hybrid models composed of multiple
deep learning models for diagnosis have been successfully applied in the nuclear fault
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diagnosis field [7]. As shown in Table 2, She et al. combined CNN, LSTM, and convo-
lutional LSTM (ConvLSTM) for the diagnosis and prediction of LOCAs, and this hybrid
model has been proven to be functional, accurate, and divisible [8]. Meanwhile, Choi
et al. used a cascaded fuzzy neural network (CFNN) to estimate the size of the LOCA
breach [9]. Furthermore, Wang et al. proposed a PKT algorithm to extract more general
fault information for NPP fault diagnosis and construct the coarse-to-fine knowledge
structure intelligently [10], while Mandal et al. applied a deep belief network (DBN) to
classify fault data in an NPP [11]. Yao et al. optimized convolutional neural networks with
small-batch-size processing for assembly in the NPP diagnostic system [12], and Wang
et al. presented a highly accurate and adaptable fault diagnosis technique based on the
convolutional gated recurrent unit (CGRU) and improved particle swarm optimization
(EPSO) [13]. Saghafi et al. defined a type of recurrent neural network model known as
a nonlinear auto-regressive model with exogenous input (NARX) for LOCA breach size
diagnosis [14]. However, there exists a significant complexity within the models used in
prior research. The exploration of simpler, fundamental models for the accurate diagnosis
of loss-of-coolant accident (LOCA) faults has not yet been undertaken.

In various domains, there is work leveraging deep learning for the purpose of assimi-
lating data from monitoring points to forecast critical parameters. Xu et al. [15] presented,
in the form of the transfer learning framework based on transformer (TL-Transformer), an
accurate prediction of flooding in data-sparse basins. El-Shafeiy et al. [16] introduced and
applied a pioneering technology, multivariate multiple convolutional networks with long
short-term memory (MCN-LSTM), to real-time water quality monitoring. Liapis et al. [17]
used deep learning in conjunction with models that extract emotion-related information
from text to predict financial time series. Islam et al. [18] presented a combined architecture
of a convolutional neural network (CNN) and recurrent neural network (RNN) to diagnose
COVID-19 patients from chest X-rays.

Table 2. Overview of existing work.

Author Main Work

She et al. [8] Integrated CNN, LSTM, and ConvLSTM for diagnosing and predicting LOCAs. Demonstrated functionality,
accuracy, and divisibility.

Choi et al. [9] Employed a cascaded fuzzy neural network (CFNN) for estimating LOCA breach sizes.

Wang et al. [10] Proposed a PKT algorithm for extracting more generalized fault information in NPP fault diagnosis and
intelligent construction of a coarse-to-fine knowledge structure.

Mandal et al. [11] Utilized a deep belief network (DBN) for classifying fault data in NPPs.
Yao et al. [12] Optimized CNNs with small-batch-size processing for assembly in NPP diagnostic systems.

Wang et al. [13] Developed a highly accurate and adaptable fault diagnosis technique using CGRU and improved particle
swarm optimization (EPSO).

Saghafi et al. [14] Defined a nonlinear auto-regressive model with exogenous input (NARX) for diagnosing LOCA breach sizes.

In addressing the critical challenge of LOCAs in nuclear power plants, our research
marks a significant departure from traditional, complex neural network architectures
towards a more streamlined methodology. Previous studies, such as those by She et al. [8]
and Choi et al. [9], have predominantly employed intricate, composite models. While these
models are effective, they often require substantial computational resources and a deep
understanding of varied neural network configurations.

Our study, in contrast, explores the untapped capabilities of fundamental neural
network models, illustrating that simplicity can coexist with high accuracy. We have
methodically developed and applied a simplified neural network model that, despite its
reduced complexity, achieves an accuracy rate over 90%. This not only questions the
prevailing dependence on complex models in LOCA fault diagnosis but also offers a more
accessible and efficient alternative.

This research fills a vital gap in the literature, demonstrating that a well-designed,
simpler model can match or even outperform complex systems. This is of paramount
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importance in the high-stakes environment of nuclear power plant operations, where rapid
and reliable diagnostics are crucial. Simplifying the model structure also increases the
interpretability and user-friendliness, making it more viable for practical applications,
especially in settings with limited resources and expertise.

Additionally, previous research has focused primarily on combining model algorithms,
with little consideration given to the impact of dataset construction and data preprocessing
on model performance. To avoid the issues mentioned above, we propose a framework
named DeepLOCA-Lattice for integrated analysis of LOCA breach size diagnosis. This
framework has the potential to expand the scope of fault severity diagnosis for other types
of accidents in NPPs. Furthermore, note that there are few studies on the high-precision
diagnosis of LOCA breach size. Only the cascaded fuzzy neural networks proposed by
Choi et al. [9] in 2016 and the NARX neural network suggested by Saghafi et al. [14] in
2019 are known to the authors.

3. Methodology
3.1. Structure of Proposed DeepLOCA-Lattice Framework

As illustrated in the flow diagram in Figure 2, the proposed DeepLOCA-Lattice
framework consists of four main stages: data collection and preprocessing, expanding the
diagnostic scale, model building, and estimation of the size of LOCA breaches. In the data
preprocessing stage, the lattice algorithm is used to segment the original data into smaller
windows, allowing the capture of temporal dependencies between data samples and the
extraction of meaningful features for classification. After data preprocessing, four classes
are defined based on the size of the LOCA breach using an equal-interval partitioning
approach for expanding the diagnostic scale. For stage III, we experimented with five
different deep learning models for the estimation of the LOCA breach size and the detection
of key factors for the estimation model, namely, the simplified MLP, MLP, LSTM, GRU,
CNN, and transformer models. Lastly, in a nuclear power plant during normal operation,
if a LOCA incident occurs, the parameters from various sensors are input into our model,
enabling the specific LOCA breach sizes to be estimated.

Figure 2. Structure of proposed DeepLOCA-Lattice framework. The proposed DeepLOCA-Lattice
framework consists of four main stages: stage I: data collection and preprocessing, stage II: expanding
the diagnostic scale, stage III: model building, and stage IV: estimation of the LOCA breach size.
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3.2. Lattice Algorithm

The lattice algorithm is also known as the sliding window method. The concept
of the algorithm was proposed by Rubinger in 1974 for the first time [19]. Since it has
the advantages of being simplified, easy, operable, practical, and accurate to implement,
it has been successfully applied in many fields, such as speech recognition [20], data
processing [21], and anomaly detection [22]. Figure 3 shows a simplified diagram of the
lattice algorithm. s and l are the step and window sizes, respectively. The window pane of
length l slides s to the next window.

Figure 3. A diagram of the lattice algorithm.

3.3. DL Architectures

With the advent of big data, deep learning technology has become an important re-
search hotspot as a perfect performing solution and has been widely applied in image
processing [23], natural language processing [24], speech recognition, large language mod-
eling, online advertising, and so on [25]. DL architectures can be divided into supervised
learning and unsupervised learning [26]. In supervised learning, the training data are
composed of labeled examples, whereas unsupervised learning relies on unlabeled data. In
this study, the available data are labeled.

Deep learning was proposed by [25] in 2015. The training process of deep neural
networks can be dissected into a series of core steps, each contributing indispensably to
the network’s overall efficacy. The first step in building a successful neural network is to
collect, clean, and label the data. The second step is network construction. In this study, we
chose the MLP [27], RNNs, CNN, and transformer [28] as fundamental DL architectures
to experiment with. The GRU model [29] and LSTM [30] are two popular types of RNN
architectures that have been widely used in various applications. Subsequently, the training
data were input into the network, and the output was calculated using forward propagation.
Afterward, the loss function was calculated to measure the difference between the predicted
output and the true output. Then, the gradient of each weight and bias was calculated
using the backpropagation algorithm based on the value of the loss function. In the next
step, an optimization algorithm was used to update the weights and biases of the network
based on the gradient direction. Then, the model was validated and adjusted. Lastly, the
trained network was tested using the testing set to assess its performance and accuracy.

4. DeepLOCA-Lattice Construction
4.1. Data Description and Preprocessing

The reactor type selected for this research was the PWR, which is the most popular in
the world. The dataset used in this study was obtained from our previous work [31] and
was generated from the PCTRAN v1.0 software. PCTRAN, a reactor transient and accident
simulation software, can be operated on a personal computer. Leveraging a diverse array of
mathematical models, PCTRAN facilitates the simulation of nuclear reactor cores and the
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reactor coolant system during transients and accidents. Its effectiveness has been validated
through Fukushima nuclear accident simulations and two operating conditions in our
previous work [31], which presents a first-of-its-kind open dataset created using PCTRAN.

PCTRAN is capable of generating an NPP accident dataset based on the type of
accident, the severity of the accident, and the simulation time [31]. The generated data
are informative, containing 97 parameters such as time stamp, temperature, flow speed,
and power. For the LOCA, the dataset comprises various sizes of fault data ranging from
1% to 100% of a 100 cm2 breach in intervals of 1% of 100 cm2. In our previous work, the
simulation time was set to longer than 3600 s. The time-step value for the simulation
is automatically generated by the PCTRAN software, with a constant interval of 10 s.
Following the implementation of equal-interval processing, the sample count for each
category experienced a substantial increase from 379, as observed in the original class
division, to 8261. In this paper, the structure of the generated data for the LOCA (i.e.,
100% of 100 cm2) is depicted in Table 3. Each parameter within the dataset carries distinct
physical interpretations. For instance, in Table 3, TAVG corresponds to the temp RCS
average, while RRCO signifies the ratio core flow.

In this study, data preprocessing involved two aspects: data standardization and
the utilization of the sliding window algorithm to construct the dataset. The PCTRAN
simulation provides samples of full-process accident data, while real-world samples are
often taken from a specific period. Thus, after employing the PCTRAN simulation data, to
align with practical scenarios, we applied the lattice algorithm to partition the dataset along
the temporal dimension for data preprocessing, which is more suitable for the requirements
of NPPs. The lattice algorithm was used to segment the original data into smaller windows.

Table 3. The time series of the status parameters with a 1% of 100 cm2 break of LOCA.

Time P TAVG THA ... RRCO WFLB

0 155.5000 310.0000 327.8240 ... 1.0000 0
10 155.4682 309.9801 327.8055 ... 1.0000 0
20 155.4674 309.9777 327.8105 ... 1.0000 0
30 155.4719 309.9802 327.8112 ... 1.0000 0
40 155.4711 309.9779 327.8114 ... 1.0000 0
... ... ... ... ... ... ...
... ... ... ... ... ... ...
... ... ... ... ... ... ...

4710 157.0756 292.0552 292.2995 ... 1.0621 0
4720 157.0776 292.0528 292.2970 ... 1.0621 0
4730 157.1084 292.0511 292.2944 ... 1.0621 0
4740 157.0882 292.0486 292.2919 ... 1.0621 0

4.2. Equal-Interval Partitioning and Data Reconstruction

As described before, the number of breach sizes in the original data is 100. This
study provides a method to estimate the fault breach size. However, if the number of
categories is 100, a complex, easily over-fitted, time-consuming neural network model will
be built [32]. Conversely, a lower number of intervals can more effectively showcase the
characteristics and differences of the dataset while mitigating the risk of excessive detail
and confusion. Additionally, fewer intervals may enhance the accuracy of subsequent
calculations. Thus, this paper proposes dividing the degree of the fault into equally spaced
intervals for optimal results.

Given that four is a commonly employed partitioning number [33], it strikes an optimal
balance between simplicity and complexity while accurately reflecting data distribution.
Therefore, this study divided the PCTRAN simulation data into four intervals with certain
representativeness for data description and analysis. Our data were separated into four
categories for the subsequent estimation task evenly, where sizes ranging from 1 to 25 cm2,
26 to 50 cm2, 51 to 75 cm2, and 75 to 100 cm2 were each assigned one level.

20



Energies 2024, 17, 159

4.3. Estimation of LOCA Breach Size

To estimate the breach size of the LOCA, DeepLOCA-Lattice designed and constructed
a range of popular fundamental deep learning models for testing, including the MLP, RNNs,
CNN, and transformer. To assess the adaptability of the simplified neural network model,
we deliberately crafted a single-hidden-layer MLP without activation functions. In this
article, it is referred to as the simplified MLP.

4.3.1. Multi-Layer Perceptron (MLP)

The MLP, also known as the artificial neural network (ANN), was first proposed by
Rosenblatt in 1957 [27]. Subsequently, JL McClell and DE Rumelhart proposed the back
propagation (BP) algorithm based on this model, which made the neural network algorithm
applicable to nonlinear problems [34]. Ackley et al. introduced the concept of hidden layers
and proposed the Boltzmann machine, which led to the idea of a multi-layer perceptron
consisting of input, hidden, and output layers [35].

Since the MLP model serves as the fundamental model in deep learning networks,
this paper presents the design and construction of both a simplified MLP model and an
MLP model. The simplified MLP has emerged as a refined iteration of the traditional MLP
architecture, characterized by a solitary hidden layer and a deliberate absence of activation
functions. The motivation for developing a simplified model is to explore the adequacy
of a straightforward approach in addressing the fault diagnosis of LOCAs. The specific
architecture of the simplified MLP model is shown in Figure 4.

The MLP model comprises an input layer, three hidden layers, and an output layer.
The input layer has a total of 96 neurons. The number of neurons in each hidden layer is set
to 512, 256, and 64, sequentially, while the number of neurons in the output layer remains
as 4.

Figure 4. Simplified MLP and MLP diagrams of DeepLOCA-Lattice framework.

4.3.2. Recurrent Neural Networks (RNNs)

In the processing of temporal data using traditional neural networks, the correlation
between temporal data is often ignored. To address this issue, RNNs are proposed and
have been widely applied in various fields such as natural language processing (NLP),
machine translation, speech recognition, and fault diagnosis [36]. However, because of the
problems of gradient explosion and vanishing gradients, RNNs are unable to handle long-
term sequences effectively. As a result, researchers introduced improved RNN algorithms,
namely, long short-term memory networks (LSTMs) and gated recurrent units (GRUs),
which have successfully overcome these issues.
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In this study, the dataset consists of time-series data. Therefore, we utilized the RNN
model to uncover patterns in predicting and diagnosing the size of the LOCA breach. The
aim of this study was to explore the effectiveness of enhanced RNN models, which are
LSTM and GRU models, in the task of estimating the LOCA breach size. Figure 5 illustrates
the LSTM and GRU network architectures designed in this study. The constructed RNN
network architecture includes bidirectional computations, dropout regularization, and
batch normalization operations. Specifically, this paper defines two layers of a recurrent
neural network with 300 neurons per layer. For example, when using the dataset with four
categories and a window pane of 96 adopted in DeepLOCA-Lattice and setting the batch
size to 32, the input data shape fed into the RNN network is 32 × 96 × 96 and the output
data shape is 32 × 96 × 300. The shape of the hidden state data for the final time step of
each layer of the network is 32 × 300. In this study, the hidden state of the final time step of
the second layer, i.e., h2

N , was selected as input for the next stage to predict the classification
task. Finally, h2

N is passed through a batch normalization operation and a linear classifier to
output the predicted classification results.

Figure 5. LSTM and GRU of DeepLOCA-Lattice framework.

4.3.3. Convolutional Neural Networks (CNNs)

Convolutional neural networks (CNNs), often referred to as ConvNets or convolu-
tional networks, represent a class of deep learning models specially designed for tasks
involving grid-structured data, such as images [37], video frames [38], and spatially or-
ganized data. As shown in Figure 6, our CNN architecture incorporates convolutional
and fully connected layers with appropriate activation functions for feature extraction
and classification. It consists of two convolutional layers with ReLU activation. After the
convolutional layers, there are two fully connected layers, with ReLU activation in the first
and linear transformation in the second. The final layer produces the network output logit
without an activation function.
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Figure 6. CNN of DeepLOCA-Lattice framework.

4.3.4. Transformer Model

The transformer model [28], consisting of an encoder and decoder, offers the key
advantage of parallel computation. Our DeepLOCA-Lattice-based implementation incorpo-
rates a positional encoding layer, two transformer encoder layers, and a linear decoder, as
shown in Figure 7. The positional encoding function generates position embedding vectors
using the sin–cos formula, and the network weights are initialized before applying trans-
formations to the input data. This process converts the input tensor size from 32 × 96 × 96
to 96 × 32 × 96 while normalizing it. The positional encoding vector is then added to the
input data, resulting in a new input vector. The input is then encoded using the transformer
encoder based on the set-masked input tensor mask that conceals information from certain
positions in the input tensor. Finally, the output of the encoder is decoded linearly to obtain
the prediction results.

Figure 7. Transformer of DeepLOCA-Lattice framework.

5. Results and Discussion

The subsequent sections will present scenario predictions and sensitivity analysis of
data construction in DeepLOCA-Lattice. Furthermore, we also compared the precision of
the models proposed by Choi et al. [9] and Saghafi et al. [14] with the fundamental and
simple model in our framework. Choi et al. designed a cascaded fuzzy neural network
(CFNN) model, which is a computational framework designed for modeling complex
systems using fuzzy logic. It is a T-S FIS model with a specific structure and utilizes genetic
algorithm optimization to train and fine-tune the model’s parameters. Saghafi et al. defined
a type of recurrent neural network model known as a nonlinear auto-regressive model with
exogenous input (NARX). The NARX has an input layer; three hidden fully connected (FC)
layers with dimensions of 10, 20, and 10 neurons; and an output layer. Our experiments
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revealed a particularly intriguing phenomenon. And it is worth noting that our study
design incorporates a robust validation strategy, consisting of distinct training, validation,
and testing datasets, to ensure an unbiased evaluation of model performance.

5.1. Scenario Deduction

LOCAs are a significant safety concern in NPPs. The size of the breach determines the
severity of the accident, and our research provides immediate information on the breach
size to help operators minimize consequential damage caused by the LOCA. These findings
are expected to contribute significantly to improving the safety standards of NPPs.

In this study, we have employed both grid search and random search techniques
for hyperparameter tuning to ensure optimal performance of our deep learning models,
as detailed in the strategies implemented. Table 4 presents the hyperparameters of the
simplified MLP, MLP, LSTM, GRU, CNN, and transformer models used in DeepLOCA-
Lattice. To ensure model convergence, it is crucial to set an appropriate learning rate. A
high learning rate can result in gradient explosion, while a low learning rate can lead to
overfitting and trap the model in a ‘local optimum’. After conducting multiple experiments,
we set the initial learning rate to 0.0001 in this study. The preliminary experiment indicated
that the model converges in around 100 iterations. Therefore, we observed convergence
progress for 250 iterations. A batch size of 32 was used to optimize the hardware computing
resources. Additionally, the dropout rate for the simplified MLP, MLP, and CNN was set to 0.
Our optimization process for the LSTM, the GRU model, and transformer models revealed
their susceptibility to overfitting. To mitigate this issue and enhance the performance of the
model, we introduced a random dropout rate of 0.1 for the three models.

Table 4. Neural network hyperparameter optimization.

Hyperparameter Number

Learning rate 0.0001
Number of iterations 250

Batch size 32

This study analyzed a lattice algorithm with a window size of 96 and a sliding stride
of 1. Figure 8 presents a comparative visualization of different neural network architectures
in terms of their computational complexity and performance. The x-axis represents the
floating-point operations per second (FLOPs), a measure of computational complexity,
indicating the number of floating-point operations executed per second by the model. The
y-axis displays the logarithmically scaled number of parameters (params) in each model,
which is a common proxy for model size or capacity. Each dot represents a distinct neural
network architecture, including simplified MLP, MLP, LSTM, GRU, CNN, and transformer.
And the size of each dot correlates with the accuracy percentage of the respective model, as
denoted by the color bar on the right side of the graph.

Models positioned towards the bottom left corner, such as the transformer, indicate
lower computational complexity and a smaller number of parameters, while those towards
the top right indicate higher computational complexity and a higher number of parameters.
The color gradient from blue to red illustrates a scale from lower to higher accuracy,
suggesting that models with more FLOPs and params tend to achieve higher accuracy,
with the GRU model marked by the largest and darkest dot reflecting the highest accuracy
among the compared models. Our results show that all models achieved high accuracy
rates, exceeding 90%. Among these models, the GRU model achieved the highest accuracy
rate of 99.90%, followed by the transformer model with an accuracy of 99.69%. The MLP,
LSTM, simplified MLP, and CNN achieved accuracies of 98.64%, 96.87%, 93.41%, and
92.28%, respectively.

To visualize the neural network’s classification process, a random sample from the
76–100 cm2 LOCA break size area is selected. Figure 9 illustrates this using a multi-layer
MLP, presented as a probabilistic heat map across the four layers. The axes represent
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the transformation of a one-dimensional vector into a two-dimensional space, indicating
positional data rather than physical dimensions. The color intensity correlates with higher
probability values.

Figure 8. Results of DeepLOCA-Lattice framework.

Figure 9. Heat map of LOCA break size (78 cm2) during four-layer MLP processing. In the fc4 results,
the coordinate (0,0) represents a LOCA break size area of 1–25 cm2, (1,0) indicates 26–50 cm2, (0,1)
signifies 51–75 cm2, and (1,1) denotes 76–100 cm2.

The data processing in the MLP starts with the first fully connected layer (fc1), enhanc-
ing the dimensionality to 512. Subsequently, it traverses the second layer (fc2), reducing
the dimensionality to 256, and then the third layer (fc3), further decreasing to 128 dimen-
sions. Considering our four-class classification task, the final fourth layer (fc4) output is a
four-dimensional vector. The map shows the highest probability value at position (1,1), ac-
curately classifying the break size in the 76–100 cm2 range, aligning with actual conditions.

Additionally, we have replicated the NARX of Saghafi et al. and the CFNN of Choi
et al. Saghafi et al. that primarily revolve around nonlinear programming, a domain that
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deviates from our research emphasis on neural networks, and the result of the NARX was
36.46%. We also found that the execution time of the NARX was considerably prolonged.
The NARX would require approximately 7 h on a GeForce RTX 3080 Ti GPU, whereas our
model typically completes within a range of 1 to 3 h. Otherwise, the optimal accuracy of
Choi’s CFNN is merely 35.48%, which is less than half of the accuracy rate achieved by the
simplified MLP in our proposed DeepLOCA-Lattice. Therefore, we draw an intriguing and
substantial inference. That is, the complexity of the model structure does not invariably
correlate with an improvement in its accuracy, which means that even a simple single
model can effectively perform the fault diagnosis significantly.

As shown in Table 5, in terms of the FLOPs-to-params (FLOPs/params) ratio, the
simplified MLP, MLP, and NARX exhibit proximity, both hovering around 32, indicating
a balance achieved between computational efficiency and model capacity. On the con-
trary, LSTM and the GRU model demonstrate significantly higher FLOPs-to-params ratios
compared to the other models, signifying their elevated computational complexity and
potentially necessitating greater computational resources. On the other hand, the CNN
exhibits a relatively high FLOPs-to-params ratio, indicating its outstanding computational
efficiency. Similarly, the transformer boasts a comparably high FLOPs-to-params ratio,
suggesting an equilibrium attained between computational efficiency and model capacity.
As for CFNN, it is incapable of calculating FLOPs. The estimation of FLOPs (floating-point
operations) necessitates an enumeration of the floating-point arithmetic operations per
computational act. Within a CFNN, the operations are restricted to matrix manipulations
and fuzzy logic computations. Fuzzy logic operations diverge from the standard linear
algebraic operations and do not subscribe to a fixed FLOP count. These findings suggest
that networks of the same type display consistency between their number of parameters
and floating-point numbers relative to each other. These observations provide insight into
the resource requirements and performance aspects of various deep learning models used
in LOCA breach size diagnosis.

Table 5. Model metrics comparison.

Model FLOPs Params (MB) FLOPs/Params Accuracy (%)

Simplified MLP 30.6708 0.9401 32.65 93.41
MLP 157.2045 4.8935 32.11 98.64

LSTM 3702.402 1.2202 3031.23 96.37
GRU 2778.9588 0.9202 3019.45 99.90
CNN 18.9153 0.3929 48.18 92.28

Transformer 120.3241 0.0568 2119.29 97.69
NARX 0.0461 0.0015 31.05 36.46
CFNN / 0.0066 / 35.48

The superior performance of the GRU and transformer models can be attributed to
their stronger modeling and memory capabilities, allowing them to handle more complex
data relationships and sequences. Surprisingly, the relatively simplified MLP and MLP
models also performed well in this fault diagnosis task, suggesting the presence of smaller
nonlinear relationships among different LOCA breach sizes. As for RNNs, LSTM is more
prone to gradient vanishing and exploding problems due to the introduction of three
gate units (input gate, output gate, and forget gate) to filter and process the input data,
making training difficult and increasing the likelihood of encountering gradient issues. In
contrast, the GRU model only uses two gate units (update gate and reset gate), reducing
computational complexity, improving training efficiency, and minimizing the risk of gra-
dient vanishing and exploding. Moreover, the GRU model is better suited for processing
small batches of data compared to LSTM. These findings have significant implications for
selecting appropriate deep learning models for breach size diagnosis in LOCAs.

Notably, the accuracy of the model is ascertained not from the training or test sets but
rather from a separate validation set. This method ensures a more unbiased evaluation
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of the model’s performance on unseen data, thus providing a more realistic gauge of
its generalization capabilities. Furthermore, in subsequent sections, we delve deeper by
conducting sensitivity analysis, altering various sample parameters within the data. Such
an analysis is instrumental in understanding how different factors influence the model’s
performance and in identifying potential areas of improvement or vulnerabilities in the
modeling process.

5.2. Sensitivity Analysis

In this study, we conducted an in-depth discussion and analysis of the impact of key
data construction parameters on model performance. These parameters included various
window sizes, sliding stride sizes, and equal-interval partitions. The goal is to identify
critical parameters in the dataset that significantly affect model performance. Our findings
provide insight into the optimal configurations of the dataset for the DL models used in
the diagnosis of LOCA breach size and have important implications for enhancing safety
standards in NPPs.

5.2.1. Window Size and Sliding Stride

This paper presents a comprehensive analysis that compares different window sizes
and sliding strides using the simplified MLP, MLP, LSTM, GRU, CNN, and transformer
models. The objective is to identify the optimal window parameters for computing perfor-
mance. Specifically, we evaluated window sizes of 10 and 96 with stride values of 1 and 5,
as well as data without lattice operations. Table 6 provides detailed parameter selections
for each dataset.

Table 6. Various window sizes and stride values.

Index Window Stride

1 10 1
2 10 5
3 96 1
4 96 5
5 none

Our analysis reveals that when using a window size of 96 and a stride of 1, all models
demonstrate optimal performance in terms of accuracy. This is because this configuration
enables a more comprehensive and complete representation of sequence data by leveraging
temporal information to a greater extent. As a result, this configuration improves both
the accuracy and generalizability of the models, making it ideal for LOCA breach size
diagnosis tasks in NPPs.

Figures 10 and 11 provide a comprehensive analysis of the model accuracy across
different sliding stride and window sizes. In these figures, ‘c’ denotes the number of
categories, ‘c = 4’ represents the model accuracy after reconstructing category divisions,
and ‘c = 100’ corresponds to the model accuracy without any category division.

As illustrated in Figure 10, in addition to the CNN, when the sliding stride is held
constant, there exists a positive correlation between the model accuracy and window size.
Irrespective of whether the number of categories is 4 or 100, increasing the window size
improves the accuracy of all models under the stride = 5 and stride = 1 conditions. Although
increasing the window size results in a reduction in the number of samples, it concurrently
amplifies the continuity of information within each sample. Consequently, for the diagnosis
of LOCA breach size in NPPs, stronger continuity in individual sample sequences and
higher information entropy significantly contribute to the model’s enhanced reasoning
capabilities. However, for the CNN model, in the case where the stride is 5 and the number
of categories is 4, the model accuracy decreases as the window size increases. This also
indicates that larger window sizes do not necessarily lead to higher model accuracy, and
this is also dependent on the model characteristics and the number of categories.
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Figure 10. The accuracy of different models for data of various categories and window sizes: (a) The
distribution of model accuracy for different categories and different window sizes when the sliding
stride is fixed at 1. (b) The distribution of model accuracy for different categories and different
window sizes when the sliding stride is fixed at 5.

When considering a fixed window size, as depicted in Figure 11, the model accuracy
demonstrates a negative correlation with the sliding stride for a data category of 4. Decreas-
ing the sliding stride size leads to an increase in the number of samples, thus contributing
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to improved model reasoning. However, for a data category of 100, with a sliding window
size of 10, reducing the sliding stride size from 5 to 1 results in a slight decrease in model
accuracy. Conversely, when the sliding window size is set to 96, decreasing the stride from
5 to 1 significantly enhances the model’s accuracy. These findings imply that in scenarios
where sample information is limited, simply increasing the number of samples may not be
as effective as enriching the information content within individual samples.

Figure 11. The accuracy of different models for data of various categories and sliding strides: (a) The
distribution of model accuracy for different categories and different window strides when the window
size is fixed at 10. (b) The distribution of model accuracy for different categories and different sliding
strides when the window size is fixed at 96.
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It is well known that model precision demonstrates a positive correlation with window
size and a negative correlation with sliding stride size [39]. However, in the context of
diagnosing the size of the LOCA breach in NPPs, there exists a nuanced relationship among
the number of window sizes, the number of categories, and the sliding stride through our
experiments. The relationship between them is not simply a straightforward positive or
negative correlation.

5.2.2. Diagnostic Scales

In this study, we investigated the impact of size-equivalent partitioning on the entire
model framework by applying both graded and non-graded partitioning methods to scale
the data. The data are divided into two scales, which are the graded 4-category scale and
the non-graded 100-category scale.

Table 7 presents the average improvement factors for the simplified MLP, MLP, LSTM,
GRU, CNN, and transformer models on different diagnostic scales. The analysis reveals
that the diagnosis accuracy of the graded scale is higher than the non-graded. This indicates
that there is an enhancement in model accuracy after size-equivalent partitioning. The
results demonstrate that the CNN model shows the highest improvement factor, reaching
19.92, followed by the simplified MLP, which achieves 3.63. The third position is held by
the transformer model, with an improvement factor of 1.94. Lastly, the MLP, LSTM, and
GRU models are quite similar, all hovering around 1.4 in terms of the improvement factor.

Table 7. The accuracy distribution of different models across varying numbers of categories.

Model Number of
Categories

Stride = 5
Window = 10

Stride = 5
Window = 96

Stride = 1
Window = 96

Stride = 1
Window = 10 Average Factor

Simplified MLP 4 79.08% 91.23% 93.41% 84.59% 3.63100 21.33% 22.09% 36.90% 20.38%

MLP 4 90.46% 96.63% 98.64% 95.17% 1.46100 59.70% 64.92% 87.67% 58.64%

LSTM 4 92.81% 98.48% 96.37% 96.95% 1.33100 64.83% 72.01% 96.70% 64.34%

GRU 4 89.90% 98.48% 99.90% 96.63% 1.38100 58.21% 76.56% 97.86% 57.98%

CNN 4 34.55% 31.98% 92.28% 66.04% 19.92100 2.31% 10.56% 28.22% 1.13%

Transformer 4 90.97% 92.55% 97.69% 93.79% 1.94100 43.66% 47.55% 67.66% 40.59%

The significant improvement in the accuracy of the CNN is attributable to the advan-
tageous structure of the convolutional and pooling layers, facilitating feature extraction.
The structure of the simplified MLP may lead to lower computation, especially when
dealing with data with simpler structures, hence achieving a higher improvement factor.
The transformer and MLP models follow closely. Their complexity and larger number of
parameters may impose limitations on their improvement factor. Finally, the LSTM and the
GRU model exhibit similar improvement factors. Their memory capabilities enable them to
effectively capture long-term dependencies in time-series data. As a result, the potential
for accuracy improvement is smaller for the LSTM and GRU models.

In the contemporary landscape of statistical analysis within the realm of computational
sciences, the Friedman test has emerged as a robust non-parametric alternative to the one-
way ANOVA with repeated measures. It is particularly adept at discerning significant
discrepancies across multiple treatment conditions when the dependent variable being
measured is ordinal. The test is predicated on the ranks of data rather than their raw
values, thus it is intrinsically immune to the parametric assumptions of normality and
homogeneity of variances that often constrain the applicability of parametric tests.
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The Friedman test is most efficacious when employed to evaluate the performance
across a suite of computational models or algorithms that have been subjected to a series of
experimental conditions. As shown in Table 8, upon the application of the Friedman test,
comprising the performance results of multiple models, the derived test statistic stands at
33.5663. This statistic, which follows a chi-squared distribution under the null hypothesis,
is a measure of the overall divergence among the model ranks. Accompanying this statistic,
the p-value obtained is 3.1048 × 10−6. This is significantly below the conventional alpha
threshold of 0.05, unequivocally indicating that we can reject the null hypothesis with a
high degree of confidence.

Table 8. The results of the Friedman test.

Friedman Test Statistic p-Value

33.5663 3.1048 × 10−6

In conclusion, the results of the Friedman test are indicative of statistically significant
differences in the performance of the evaluated models. Furthermore, we use the post
hoc Nemenyi test to assess the differences between groups. As shown in Figure 12, there
is a matrix of p-values indicating the statistical significance of differences between pairs
of models. The colors range from dark to light, with darker shades representing lower
p-values, and thus, more significant differences between model performances. The color
bar on the right-hand side indicates the scale of significance levels. It can be interpreted
from the heatmap that the comparison between the GRU and CNN models results in a
very low p-value (0.001), shown by the dark color, suggesting a statistically significant
difference in their performance rankings. Conversely, the comparison between the LSTM
and GRU models, with a p-value of 0.9, is represented by a much lighter color, indicating
no significant difference between these two models’ rankings.

Figure 12. Friedman test results highlighting significant differences in model performance.
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6. Conclusions

In NPPs, the early and accurate diagnosis of LOCA breach size is crucial for effective
emergency response. This study proposes an effective LOCA breach size diagnosis frame-
work (DeepLOCA-Lattice) to experiment with different data construction approaches and
fundamental deep learning models. The main conclusions are as follows:

• The complexity of a model does not necessarily equate to its performance. In this
study, even the simplest deep learning models can achieve accuracy rates that exceed
90% in LOCA breach size diagnoses, while the accuracy of the complex CFNN and
NARX models is less than 40%. On the other hand, the high accuracy of 90% also
underscores the idealized nature of the PCTRAN simulated data, emphasizing the
necessity of considering the disparity between simulated and real data in genuine
research endeavors.

• The findings reveal the existence of an intricate relationship among diagnostic scales,
sliding window size, and sliding stride. It is not the case that larger sliding windows
and smaller stride lengths consistently yield higher model accuracy. Specific outcomes
are also influenced by factors such as the number of categories and the precise ar-
chitecture of the model. For instance, as discussed in Section 5.2.1, in the scenario
where the number of categories is four and the stride is 5, increasing the window size
results in a decrease in the model accuracy. In contrast, with a window size of 10 and
100 categories, reducing the stride leads to an increase in the accuracy of the model.

• Our analysis reveals that when using a window size of 96 and a stride of 1, all models
demonstrated optimal performance in terms of accuracy. This can serve as a reference
for the construction of datasets for subsequent LOCA breach size estimation models.
Researchers can attempt to use smaller window sizes with larger stride sizes for LOCA
breach size diagnosis.

Our proposed DeepLOCA-Lattice framework exhibits versatile applicability across
multiple domains. Specifically, it thrives in environments characterized by high dimen-
sionality, such as applications producing voluminous data akin to the sensors in NPPs. Its
robust design excels in scenarios necessitating critical fault detection, where timely and
precise diagnoses are paramount to averting catastrophic outcomes or substantial economic
repercussions. Additionally, the technology within our architecture renders it adept at han-
dling temporal data sequences, making it particularly apt for time-series data or sequential
datasets. Furthermore, the framework is designed for conducting in-depth ablation studies,
catering to domains where dissecting the influence of individual components or parameters
is imperative for further optimization and refinement.

These results have significant implications for the improvement of safety standards in
NPPs and contribute to the development of more advanced and reliable fault diagnosis
methods in nuclear energy systems. While the DeepLOCA-Lattice framework exhibits
commendable performance with simulated datasets, its applicability to real-world scenarios
from nuclear power plants (NPPs) remains a subject of inquiry. The inherent variability
and noise prevalent in data sourced from NPPs could substantially influence the model’s
accuracy and reliability, signaling a limitation in the study due to the absence of extensive
real-world validation and testing. Given that our data are derived from simulation models,
future researchers might consider introducing noise or leveraging data trend variations in
order to align the diagnostic process more closely with real-world scenarios.
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Abstract: Nuclear technologies have the potential to play a major role in the transition to a global
net-zero society. Their primary advantage is the capability to deliver controllable 24/7 energy on
demand. However, as a prerequisite for successful worldwide application, significant innovation
will be required to create the nuclear systems of the 21st century, the need of the hour. The pros (low
harmful emissions, high reliability, low operational expenses, and high energy density) and cons (en-
vironmental damage, fuel waste disposal concerns, limited uranium reserves, and long construction
time-frame) of nuclear are discussed and analysed at different levels—the societal and public recog-
nition and concerns (accidents, weapons, mining, and waste) as well as the scientific/engineering
and economic level—to assure a demand-driven development. Based on the analysis of the different
challenges, a vision for the nuclear system of the 21st century is synthesised consisting of three
pillars—unlimited nuclear energy, zero waste nuclear, and accident-free nuclear. These three com-
bined visions are then transformed into dedicated and verifiable missions that are discussed, in detail,
regarding challenges and opportunities. In the following, a stepwise approach to the development of
such a highly innovative nuclear system is described. Essential steps to assure active risk reduction
and the delivery of quick progress are derived as answers to the critique on the currently observed
extensive construction time and cost overruns on new nuclear plants. The 4-step process consisting of
basic studies, experimental zero power reactor, small-scale demonstrator, and industrial demonstrator
is described. The four steps, including sub-steps, deliver the pathway to a successful implementation
of such a ground-breaking new nuclear system. The potential sub-steps are discussed with the view
not only of the scientific development challenges but also as an approach to reduce the regulatory
challenges of a novel nuclear technology.

Keywords: nuclear; nuclear energy; nuclear reactors; nuclear waste management; iMAGINE; strategic
development; vision development; mission development

1. Introduction and Background

In October 2021, the UK committed to the use of advanced nuclear technologies as a
significant share of the decarbonisation of the economy and delivering on its future net-
zero obligations, which is ably highlighted in the following statement: “A clean, reliable
power system is the foundation of a productive net zero economy as we electrify other
sectors—so we will fully decarbonise our power system by 2035, subject to security of
supply. Our power system will consist of abundant, cheap British renewables, cutting edge
new nuclear power stations, . . . ” [1]. This is a strong, positive message since the change
to net-zero, with the elimination of hydrocarbons, will have a tremendous influence on
the whole energy system due to the reduction of freely storable energy resources (such as
storage-based hydro and hydrocarbon-based systems), which can be turned into secondary
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energy on demand [2], and defines the challenge for a future energy system. Nuclear
energy production will give us the opportunity to fill this gap in a sufficient and sustainable
long-term way, but only if we are able to close the fuel cycle and use fertile materials, such
as U-238, as additional fuel resources [3].

However, at least acceptance, and ideally a clear positive recognition of nuclear, is one
of the key factors for the future success of nuclear energy technologies. It is a prerequisite in
order to achieve the development goals—by delivering the required contribution to energy
production and positively influencing worldwide development. Problems in public per-
ception and recognition have, for example, in Germany, led to the phase-out of all nuclear
power plants even if they could have played an essential role in the “Energiewende” [4].

Historical accidents at nuclear power plants, such as in Three Miles Island (TMI),
USA, Chernobyl, erstwhile USSR, or Fukushima, Japan, have increased the public’s risk
perception and reduced the acceptance of nuclear plants significantly [5,6]. These accidents
were associated with reduced trust in nuclear power and an increase in environmental
damage recognition and attitudes towards risk avoidance. These accidents represent some
vulnerabilities experienced by society due to the operation of nuclear power plants and re-
lated consequences of accidents, for example, radiation exposure and its inherent perceived
horror, rumours about adverse impact on individual’s health and environment, and lack
of trustworthiness due conflicting risk communication [7]. Bromet [7] found that people
affected by such accidents had lower self-reported health, known as a strong predictor of
people’s risk of morbidity, mortality and social outcome, and suffered unexplained medical
issues, such as anxiety. These results might be explained by the well-known discrepancy
of individually perceived risk and the actual measurable risk [8,9]. The risk perception of
nuclear power was historically impacted by the lack of transparency in reporting about the
accidents, which also led to distrust and hostile attitudes towards governments and the
scientific community.

Other concerns are related to the unsolved nuclear waste disposal problem and its
perceived health threat in society. Till now, people do not approve of any plans to dispose
of nuclear waste neither near their homes or further away [10]. A study from Finland by
Vilhunen et al. [11] talked about the “intragenerational and intergenerational injustices”
(p. 1) from community experiences when becoming a host for the final disposal of nuclear
waste. Furthermore, radioactive waste is perceived by society as dangerous for “health,
safety and environment” [12] (p. 69); [13]. The ignorance of societal concerns regarding
nuclear waste by nuclear scientists contributed to increased negative attitudes in society
against any final disposal decisions [10].

Furthermore, the public’s perception that uranium mining is dangerous for individuals’
health and the environment is based on the early stages of uncontrolled mining for military
and monetary purposes [14]. The danger of uranium mining concerns the “health and
safety of miners and mine sites; health and safety of people in the immediate vicinity who
might be affected by the spread of radioactivity from the tailings or tailing ponds; and
global health and environmental effects of increasing background radiation and water
contamination” [15] (p. 470). Increasingly, research is carried out exploring the impact
of uranium mining on the environment [16]. The study by Dewar et al. [15] states that
uranium mining has a detrimental effect on the environment due to contamination with
dust, radon gas and water-borne toxins and impacts people’s risk perception. This negative
risk perception might be caused by the historical and current release of ionizing radiation
and limited interest in caring for the safety and protection of humans and the environment
whilst mining uranium. However, the safety of the people and environment during
uranium mining should have the highest priority, and the concerns of society should be
taken seriously.

Finally, the experience of the use of nuclear weapons in Hiroshima and Nagasaki
(1945) has proven that massive consequences occur when nuclear weapons are detonated.
The risk of using nuclear weapons and, in consequence, the anxiety regarding nuclear
warfare has risen again and is fostered by the war in Ukraine [17,18]. Research suggests
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that some people suffer from the anxiety of nuclear weapons—sometimes also called
“Nucleomituphobia”—which is not unreal and represents a real danger for society [18,19].
People’s concerns reach much beyond the use of nuclear weapons, with the mere existence
and fallout of radiation during testing causing severe distress in society. It is known that
exposure to large doses of radioactive substances has detrimental consequences on humans
and the environment, such as death shortly after or cancer from longer term [20], and the
widespread use of nuclear weapons would “lead to a cooling of the atmosphere, shorter
growing seasons, food shortages, and a global famine” [21].

Thus, the societal challenges seen in public, given in Figure 1, can be summarised into
the following points:

• Fear of accidents such as TMI, Fukushima and Chernobyl and their potential consequences
• Anxiety due to the nuclear waste problem—there is no final disposal. Thus we pass a

problem on to the future generations
• Fear of environmental damage and CO2 production due to the mining of uranium
• Fear of proliferation of nuclear weapons and the materials required for their manufac-

ture through the use of civil nuclear technologies
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Over the last decades, little has been done to address these societal challenges and
fears and promote higher trust in nuclear power. However, a study by the Department for
Business, Energy and Industrial Strategy [22] found that workshops and training sessions
helped to increase people’s positive views of nuclear power. Based on this experience, the
vision of iMAGINE aims to consider these challenges and contribute towards lower risk
perception and reduced risk for society and the environment.

Besides this public perception, there are independent, scientific/technical and business-
oriented evaluations, for example, one recently published in NS Energy [23] highlighting
the pros of nuclear (see Figure 2), proven through operational experience and physi-
cal/chemical boundary conditions. Key points are the low harmful emissions “Electricity
produced from a nuclear power plant emits fewer greenhouse gas emissions compared to
those released by coal power plants and other traditional power generation sources” [23],
high reliability “When compared to renewable sources of energy such as solar and wind,
power generation from nuclear power plants is more reliable. . . . Nuclear power units can
produce power continuously for several months without any interruption” [23], low opera-
tional expenses “Although building nuclear power plants requires huge initial investment,
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the costs associated with operating them are low. The fuel costs of nuclear power plants are
also low and the electricity produced from them is relatively inexpensive” [23], and high
energy density “Nuclear energy sources have a higher density than fossil fuels and release
massive amounts of energy” [23].
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The already proven pros are contrasted with the cons (see Figure 3) based on scientific
and economic analysis for a long-term and widespread sustainable operation of nuclear
technologies. Interestingly, two points coincide with the public perception of nuclear,
environmental damage and waste concern, while the two other points are long-term
sustainability and economic attractiveness. The core points are on environmental damage
“One of the major negatives of nuclear energy is the impact of uranium on the environment.
While transportation of nuclear fuel to a power plant can cause pollution, the process
involved in mining and refining uranium is also a concern” [23], on the fuel waste concerns
“The vast amount of nuclear waste created by power plants can lead to high radiation and
raise temperature levels. . . . The cost of managing nuclear waste is also high” [23], on the
limitation of uranium reserves “Similar to fossil fuels, uranium reserves are limited and are
found in few nations, while the processes carried out to mine and refine uranium involve
huge costs . . . . As large quantities of waste are created during the refinement of uranium,
any mishandling of the processes can affect the environment and pose health risks to
human beings” [23], and on the long construction time-frame “The construction of nuclear
power plants usually takes several years to complete as they require large infrastructure
. . . . Massive investments are also required to build a nuclear power plant, as the associated
costs of installing radiation containment systems are high” [23].
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Limited uranium reserves are presently not seen as a problem for the current reactor
operation. This is reflected in the investment in light water reactors without any discussion
on fuel availability (using only 5% of the energy content of the fuel) and the decision for
direct final disposal (discarding a potential massive energy source underground). Both
approaches may be considered acceptable considering the current share of nuclear in the
global energy mix [24], but they will not be a sustainable long-term solution if nuclear
energy is envisioned to contribute substantially to the worldwide net-zero strategy. In
order to avoid a massive increase in the fuel demand and waste generation, relying solely
on existing technologies would require a massive increase in the energy content harnessed
from nuclear fuel than the current maximum 10% delivered by new reactors.

The long construction time is another problem that is often discussed as one of the
factors limiting the growth in the contribution of nuclear to electricity production, but it is,
in addition, a problem of the financing of nuclear reactors due to the high share of upfront
investment [25]. It has to be seen as one of the big problems in attracting investors since
delays and related cost overruns do not allow a robust determination of the investment risk
and the potential payback of the investment, which, in the end, makes the projects more
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and more costly [26]. The delays are often highlighted with respect to the current nuclear
projects, such as Vogtle and VC Summer, USA, Olkiluoto, Finland, and Flamanville, France
which face further schedule delays. However, a more detailed analysis using IAEA PRIS
data [27], see Table 1, indicates that the problem had already appeared for other reactors
with construction or project start/re-start after the Three Mile Island (TMI) accident, see
Watts Bar, USA, Civaux, Golfech and Chooz-B, France, compared to the last nuclear power
plants developed before the TMI accident, see Emsland, Germany (even if the physical
construction started in 1982), or Chinon B 1 to 4, France. A conclusion could be that the
increased complexity and the sharpened regulatory demands after the analysis of the TMI
accident could be one reason. Another reason could be: “Did we lose the experience and
the qualified people due to the massively reduced building activity after TMI?”. Indeed,
this seems to be the case as highlighted by the statement—“As the western nuclear industry
flounders, Russia’s Rosatom is building nuclear power plants (NPPs) on time and under
budget around the world . . . ” [28]—since other major players are still able to deliver on
time and budget. This has to be seen as a challenge, especially when considering that the
currently delivered VVER reactors are “claimed” to fulfil comparable safety standards as
western products and clearly points to the lack of capabilities and capacities. Both had
declined substantially in the decade after the TMI accident due to a lack of orders in the
western world.

Table 1. Construction time of various nuclear power plant projects initiated before and after the
TMI accident [27].

Country Nuclear Power Plant Project Construction/Completion Time
(in Years) Project Start

Germany Emsland 6
Before TMI accident

France Chinon B 1 to 4 5–6

France

Civaux 1 and 2 9 and 8

After TMI accident
Golfech 1 and 2 8 and 9

Chooz-B 1 and 2 12 and 11

USA Watts Bar 1 and 2 23 and 12 (+9)

Based on the aforementioned discussion, we propose a vision for a nuclear system for
the 21st century. The aim is to go well beyond the conceptual framework of the Generation
IV international forum, not only working on reactor development but thinking about a
comprehensive nuclear system incorporating the complete fuel cycle from cradle to grave.
This vision will then be refined into a set of useful, tangible and achievable missions based
on the approach of Fredmund Malik [29], followed by the approach proposed for the
successful delivery of such a new challenge through a consequent stepwise paradigm, thus
the implementation.

2. Vision for a 21st-Century Nuclear System

The demand analysis, as given above, indicates three partly interlaced areas:

• Fuel usage, the related environmental damage and the uranium reserves
• The system-inherent accumulation of nuclear waste and the related final disposal challenge
• Safe operation, fear of accidents and fear of nuclear weapon distribution

The first two themes are related to the efficiency of fuel utilisation since efficient usage
of fuel will stretch the uranium reserves, reduce the environmental damage due to mining
and also reduce the amount of waste that has to be disposed of. The third point coincides
with “prevention of abnormal operation and failures” as level one of defence in depth
strategy and the subsequent higher levels, see [30]. The last broader concern about nuclear
technologies—long construction time-frame—falls under the topic of implementation and
will be covered later in the section on delivery.
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The core challenge for the development of the vision is now to get these demands
reflected in an “as far reaching dream”, as proposed by Malik as the point of origin for the
mission development. “It [the mission] often follows from a very broad and far-reaching
idea which could be called a vision or a dream. That dream, however, has to be transformed
into a viable mission: this is the only way to distinguish useful from useless visions” [29].
In the beginning, only a singular vision—unlimited energy, or, more controversially, the
Perpetuum Mobile—had been developed as the working basis for iMAGINE [31]. This has
been expanded into a ternary vision now to reflect the full demand, see Figure 4.
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In general, the vision for developing a new, comprehensive nuclear system, instead
of just a reactor, is rather complex and should be very far-reaching. Thus, it seems appro-
priate to split it into three different core visions—unlimited nuclear energy, zero waste
nuclear and accident-free nuclear. All three visions seem to be far-reaching enough to
give guidance for the development on a very high level and all three visions are dreams,
since it is clear that unlimited nuclear energy cannot be fully achieved due to the limited
character of natural resources, whether it be uranium or uranium and thorium. The same
can be said about zero waste nuclear since nuclear fission produces such a wide range of
fission products—with some producing a high level of radiation and some producing a
certain level of radiation for a very long time—that it seems unreasonable to claim that
all materials can be re-used. Similar to the first two cases, accident-free nuclear cannot
be absolute since engineered systems cannot be designed to be completely accident free,
and the system’s inherent probability for unexpected behaviour/failure increases with the
number of systems being employed.

The next step in strategic development is now to translate these visions into
viable missions.

3. Missions for iMAGINE

The following missions have been defined as a part of the strategic philosophy of
iMAGINE, based on the visions highlighted above as guidance for the developers to find
solutions to the given challenges.

The vision, unlimited nuclear energy, is obviously closely related to closed fuel cycle
operation since the latter is already well recognized [32] as the gateway to improved
uranium utilization. However, only limited progress has been made up to now in the
successful implementation of closed fuel cycle operation in the nuclear industry. Even if it
can potentially allow the release of a factor of 100 more energy out of the already mined
nuclear material, such as spent fuel and tailings, compared to today’s light water reactor
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technology. The mission aims to create a significant amount of energy without mining new
resources, see Figure 5.
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The aim here is to make the already mined resources available through advanced
technology development without creating proliferation issues while massively reducing
the complexity of the fuel cycle compared to the one with external reprocessing proposed
for solid-fuelled reactors, see Figure 6. The mission, in addition to the massively improved
resource utilisation, delivers a significant improvement in resource security for all countries
that have operated nuclear power plants in the past since stockpiles of spent fuel and
tailings will be already available. At the same time, it also enables other nations the option
to start the iMAGINE system with enriched uranium and subsequently feed it with the
tailings accumulated during the enrichment process. The mission should be accomplished
through the development of the closed fuel cycle in an integrated system. Rather, this
disregards the complex split fuel cycle consisting of fuel production, reactor operation, fuel
cooling and reprocessing in multiple cycles to ease future industrial implementation along
with reduced investment into the whole nuclear system.
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of iMAGINE.

The vision, zero waste nuclear, is closely related to improving fuel usage, but it should
not be forgotten that nuclear waste—not having disposal solutions or a sustainable strategy
implemented for the nuclear waste—in addition, is one of the major impediments of more
widespread societal acceptance of nuclear energy. Improved fuel usage will ideally help to
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avoid the disposal of valuable material into the waste stream, as currently happens with
U-238 in the spent fuel of LWRs, while the number of fission products created per unit of
energy could be seen as a natural constant of nuclear energy conversion. Thus, integrated
closed fuel cycle operation is one of the aims reflecting the demand of reducing the waste
amount per unit of energy produced by releasing almost all energy from the material that
has already been mined; this is the part that links to the mission of unlimited energy. The
objective is to reduce the waste per unit of energy to 1% or lower, compared to LWR open
fuel cycle operation, see Figure 7.
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This can be achieved partly through the subsequent use of almost all fissile and fertile
material, as well as by developing reasonable strategies for the required fission product
removal. However, this approach should ideally be accompanied by a recycling strategy—
can we create sustainable use for some of the discarded material, as these are often required
for the development of processes in other technologies [33]—thinking about a cascade of
potential uses with reduced quality before final disposal of the material, as given in Figure 8.
All these approaches will help reduce the amount of material to be disposed of. Even when
the material has to be disposed of, it will allow the finding of better solutions due to the
massively reduced amounts to be handled. This approach is currently not followed in
nuclear energy production, especially not when applying the open fuel cycle accompanied
by direct final disposal of spent fuel. The core idea of the cascading down approach will be
identifying strategies for the use of fission products separated from the reactor instead of
just declaring all fission products as waste.

The vison, accident-free nuclear, surely has economic as well as societal components
and, notably, applies to the completely integrated nuclear system in the case of iMAGINE.
The economic components point to the availability/reliability of the facility, the cost of
preventing accidents and their effect on the outside world. These points are even reflected
in the GEN-IV objectives “Generation IV nuclear energy systems operations will excel in
safety and reliability. . . . will eliminate the need for offsite emergency response” [34]. The
societal component seems to be based on the fear of large-scale accidents with a massive
release of radioactive materials and the loss of territory due to radioactive contamination,
such as what happened in the case of the Chernobyl accident through the distribution of
radioactive materials due to graphite fire. Thus, this vision is transformed into strategically
reducing the driving forces for potential accidents (reducing the potential for release and
spread of contamination) as well as limiting the consequences of accidents in the facility.
The key points are relying on a low-pressure primary system and ideally developing
a low-pressure energy conversion system that could deliver a higher efficiency as the
potential link to energy. Other important factors are eliminating accident initiators, such
as avoiding excess reactivity, and reducing the potential radiological source term of the
system, see Figure 9.
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Another objective is limiting the potential of proliferation and other high-risk incidents
in the integrated nuclear system. The most prominent ones besides the risk of proliferation
are the risk of misuse and theft of fissile material and the risk of unintended release of
radioactive materials.
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4. The Technology

The described vision aims much higher than the approaches of GEN-IV [34] since it
requires an integrated fuel cycle system to deliver a closed fuel cycle approach within the
energy production system instead of just a reactor technology. The proposal is already
supported by a significant body of research. The development is based on integrative
thinking of the complete nuclear system for energy production [31] as well as for waste
management [35] instead of focussing on reactor development while locating it, in the best
case, in a complex, partly already existing, fuel cycle to allow the recycling of fissile material.

iMAGINE is based on molten salt fast reactor technology with a highly integrated
fuel cycle operating with a continuous salt clean-up system based on the approach of
reverse reprocessing based on a demand list, systematic optimization of the chemical
approaches [36], inter-disciplinary studies [37] and operational analysis [38]. The system
operates on a tertiary chlorine salt system Nacl-UCl3-UCl4 to allow a high heavy metal
content in the core to support self-sustained breeding in a eutectic with reasonably low
operational temperatures [39]. It is designed for operating on SNF or deleted uranium,
making waste and tailings an energy resource to avoid the demand for the mining of new
fuel materials [3]. The reactor is mainly controlled through very strong inherent feedback
effects [40] and does not require excess reactivity due to the opportunity for online feeding.
It is supported by online reverse reprocessing to improve recycling and conditioning options
for fission products and to eliminate the demand for the separation of fissile material [33].
The design basis delivering homogeneous breeding and reverse reprocessing helps to avoid
the separation of fissile material and thus will reduce proliferation issues. The stepwise
approach for the development has already been studied to deliver the understanding of
dimensions [41], control [42] and optimization [43] of a zero power experiment, as well as
a general discussion of the role of such an experimental facility for the development of new
technology [44]. The potential opportunities of this new approach to waste management
and the final disposal situation of nuclear have already been discussed in [33].

The technology that comes closest could be BREST, developed in the Proryv project [45],
demonstrating partly comparable approaches such as a fully integrated fuel cycle [46] and
advanced reactor design with strong limitations on excess reactivity [47], but due to the
use of solid fuel, the demand for the separation of fissile material and thus upcoming
proliferation issues, cannot be avoided in the current development.

5. Implementation

Providing the vision and developing the missions provide a strong foundation for
the development of iMAGINE as a nuclear solution for the 21st century, see Figure 10.
However, the whole approach could still be seen as a dream without concrete plans for its
implementation and delivery. This will also encompass the point of extensive construction
times, the only point not tackled as a part of the vision and mission development.

First of all, we need a good reason for the investment in the implementation of new
technology. To make this argument, it is important to see the opportunities of the new
technology as described in the vision and missions. It is also necessary to understand the
risks of new development along with risk mitigation measures for potential investment
at different levels. The long construction time is only one of these aspects, and the focus
should be on identifying and reducing the broader technological risks. However, it is
important to note that potential reasons for long construction times might be totally non-
technical in nature and, instead, be rooted in a lack of political and/or societal support,
which results in the withdrawal of required political will and/or in demonstrations leading,
in the worst case, to civil disobedience. Nonetheless, from a technical point of view, some
steps have to be delivered, and the aim has to be to develop a system that is simpler and
quicker to build. Typical points are the use of a low-power system, a reduced number of
highly complex safety and mitigation systems as well as the consequent use of inherent
safety and stabilization processes already in the early stages of the design.
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The general multi-dimensional risk reduction strategy in iMAGINE is as follows:

• Financial

− A stepwise plan to mitigate the development risk by creating an approach to
deliver quick feedback, early recovery from problems during the development
phase and, in addition, the capabilities and capacities required for the successful
implementation of a new reactor system [44].

− Operational safety risk reduction due to a low-pressure system with significantly
reduced accident risks and initiators and early safety demonstrations through
experiments to enable lowering of insurance and off-site response requirements.

− Consequent use of inherent safety approaches to reduce the reliance on complex,
redundant technical solutions.

• Political/Societal

− Mitigation of energy and resource security risk through the utilisation of materials
that are already stored within the country’s borders and transforming the waste
disposal problem into reservoirs of huge energy resources and wealth.

− Reduction of the nuclear waste storage challenge by achieving a new level of
waste recycling and, ideally, harnessing additional accessible material resources
as well as improving the chances of finding a final disposal site.

− Decreasing the instability risks in national electrical grids by delivering reliable
and controllable, 24/7 net-zero energy production based on existing resources.

− Limiting the risk of proliferation, misuse and theft of nuclear materials by eliminat-
ing the enrichment process and the separation of fissile material in the fuel cycle.

− Eliminating, by far, the largest environmental damage by avoiding mining and
conversion and even reducing the very long-term release risk from final disposal.

• Building trust in society whilst considering health and safety concerns.

It is not only important to talk about risk reduction itself but also about effective risk
communication, a point that was raised in public recognition. In most cases, the problem
lies in not being able to effectively and transparently communicate with the general public
about nuclear facilities, including their advantages, the existing or non-existing risks and
mitigation measures. A future approach should be based on working with communities and
listening to the concern of the people affected; we could call this a participatory approach.
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6. Delivery

Acting on the long construction time is an essential part of success, and the funda-
mental philosophy of iMAGINE is returning to the development pathway used back in
the 1950s, when nuclear really was a new technology, by applying a gradual stepwise
approach to develop this highly innovative nuclear system. Such a paradigm shift is essen-
tial to enable the fast creation of operational experience, drive active risk mitigation and
deliver quick progress [3,48]. An up-to-date four-step process has been developed on a
historic basis, consisting of basic studies followed by zero power and other demonstration
experiments, a small-scale demonstrator and an industrial demonstrator, see Figure 11.
A comparable process is followed by Rosatom for the development of their molten salt
reactor programme: national programme, research reference facility, research reactor and
large-scale reactor, as published in 2019 [49]. This is in contrast to many of the recently
proposed solutions for innovative reactors delivered by the private industry.
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Figure 11. The four-step process proposed for the development of a breakthrough reactor system.

However, these four steps are only the beginning and will have to be filled with an
additional set of small, intermediate steps within each main step, keeping in mind that
the current regulations have been developed for light water reactors and completely new
demands will arise for a system such as iMAGINE, see Figure 12. This challenge will have to
be treated collaboratively between the developers and the regulators, similar to the situation
when nuclear technologies were nascent and completely new. The key challenge for success
will be for the developer to start a journey together with the regulator by defining the
detailed steps in a mutually convenient shape for both partners as well as larger society. The
process should be based on assuring timely feedback and stepwise learning in successive,
partly overlapping projects. The aim must be to deliver an innovative key-step approach
to assure rapid and sustainable progress, which is essential to make nuclear ready for a
significant contribution to the net-zero goals in 2050. For this, a concrete fundament for
discovering a highly innovative breakthrough technology has to be delivered by following
a step-by-step process to open a game-changing opportunity. However, the key to success
will not only be to get the regulator engaged early but also other future stakeholders and
the broader public. The stepwise approach has to be delivered here, too, geographically
from the wider to the narrower engagement while taking care of the sensibilities of the local
host communities as soon as a site selection process has been started to receive positive
and broad support from the host community while demonstrating the sensibility for the
local concerns.
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indicative dates.

The first steps that most probably have to be delivered in the framework of a national
program are:

• A zero-power experimental facility for fast and inexpensive learning and delivery, as
the first step into a new reactor technology, the related fuel production and regulation,
as proven in the past [48]

• A small demonstrator AMR, operating ideally within 10 years for an estimated budget
of £1Bn.

Interestingly this approach for the development and delivery of really new, innovative
reactor systems through the initiation of national programs coincides again with the historic
experience described by the Electric Power Research Institute (EPRI) in [49]. In addition, the
new Russian programme on developing a molten salt reactor as a tier two burner for waste
management follows a comparable stepwise approach [49] with the research programme
recently investigated in an international project [50].

7. Conclusions

In order to ensure that nuclear technologies can attain their massive potential in
enabling a global net-zero future, a highly strategic approach for the development of a set
of demand-driven visions has been applied. The research for the demand is not limited to
only a techno-economic analysis of the pros and cons of nuclear but is also based on the
analysis of public perception and the fears articulated by the affected people. The proposed
strategic, demand-driven approach should support the successful worldwide application
of nuclear technologies by delivering significant progress compared to existing solutions
with the aim of creating and delivering an innovative nuclear system of the 21st century,
the need of the hour.

To create the basis for a truly demand-driven development, the pros and cons of
nuclear are discussed and analysed on different levels—the societal and public recognition
as well as a techno-economic level. Based on these analyses, a three-fold vision is delivered
containing the three pillars unlimited nuclear energy, zero waste nuclear, and accident-
free nuclear. After defining the visions, they are translated into explicit and verifiable
missions, given as follows. A detailed discussion of these missions with respect to the
evaluation of different approaches and support for future development is presented.

• Releasing a factor of 100 more energy out of the already mined nuclear material.
• Reducing the waste per energy to 1% or lower, compared to LWR open fuel

cycle operation.
• Reducing the driving forces for potential accidents as well as limiting the conse-

quences of accidents.
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This is followed by the description of a stepwise approach for the development of
such a highly innovative nuclear system to assure active risk reduction and the delivery
of quick progress in response to the critique on the currently observed extensively long
construction time associated with new nuclear plants. The four-step process—basic studies,
experimental zero power reactor, small-scale demonstrator and industrial demonstrator—
as the pathway to a successful implementation of a ground-breaking new nuclear system
is presented.

The four-step process has been further refined with multiple intermediate sub-steps
and risk mitigation at each stage. The process is rounded up with the proposal to work
in close collaboration with the regulator to assure fast development and delivery of a
highly innovative and holistic nuclear energy technology. However, the key to success will
not only be to get the regulator engaged early but also other future stakeholders and the
broader public.

The stepwise approach has to be delivered here, too, geographically from the wider to
the narrower engagement while taking care of the concerns of the local host communities
as soon as a site selection process has been started to receive positive and broad support
from the host community whilst caring for the societal needs and public value.
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Abstract: This study quantitatively analysed the influence of cooling water parameters on the
performance of a modular high-temperature gas-cooled reactor (MHTGR) nuclear power plant (NPP).
The secondary circuit system and cold-end system were modelled using EBSILON software, version
16.0. The influence of cooling water inlet temperature and mass flow rate on the thermal performance
of the secondary circuit system was analysed over the full power range with the goal of optimising net
power. Under 100% rated condition, for each 1 ◦C increase in cooling water inlet temperature between
10 and 33 ◦C, the net power and cycle efficiency decreased by 0.67 MW and 0.14%, respectively,
whereas the heat consumption rate increased by 28.72 kJ/(kW·h). The optimal cooling water mass
flow rates corresponding to cooling water inlet temperatures of 16 ◦C and 33 ◦C were obtained.
The optimal cooling water mass flow rate decreased nonlinearly with decreasing power levels. At
a cooling water inlet temperature of 33 ◦C, an increase in cooling water mass flow rate from the
designed value (7697.61 kg/s) to the optimal value (10,922.14 kg/s) resulted in a 1.03 MW increase in
net power. These findings provide guidelines for MHTGR NPP operation optimisation and economic
improvement, especially under high-temperature weather conditions.

Keywords: modular high-temperature gas-cooled reactor; condenser; cooling water; high-temperature
weather; EBSILON software

1. Introduction

The modular high-temperature gas-cooled reactor (MHTGR) belongs to the category
of very high-temperature reactor (VHTR), which is one of six advanced reactor types for
generation IV nuclear energy systems [1]. Owing to its inherent safety and higher core
outlet temperature (700–950 ◦C), MHTGR is suitable for high-efficiency power generation
and a variety of process heat applications [2–7]. The cold-end system [8–10] is an important
section of an MHTGR nuclear power plant (NPP). This system is used to cool exhaust steam
into condensate and discharge waste heat into the external environment, which determines
the final parameters of the steam Rankine cycle. The cold-end system of the Chinese
MHTGR NPP adopts an open-loop design method using seawater as the cooling water
and the ocean as the final heat sink [2]. After passing through the condenser, the seawater
is redischarged into the external environment; it thus undergoes only one cycle. Cooling
water parameters such as inlet temperature and mass flow rate affect the performance of
the cold-end system, which in turn affects the thermal performance of the secondary circuit
system of an NPP.

With the frequent occurrence of extreme high-temperature weather in recent years,
the inlet temperature of the cooling water in NPPs has received increasing attention. In
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May 2022, Electricite de France (EDF) stated that excessive cooling water (river water) inlet
temperatures may reduce the power generation of NPPs in France [11]. Owing to various
factors, including high-temperature weather, the EDF’s nuclear power generation in the
third quarter of 2022 was 55.1 TWh, a decrease of 36.3% compared with that of the third
quarter of 2021 [12]. The influence of the cooling water inlet temperature on the thermal
performance of NPPs has been studied. Laskowski et al. [13] used EBSILON software
to establish a simulation model for a boiling water reactor NPP. The simulation results
showed that when the cooling water temperature rose from 10 ◦C to 28 ◦C, the plant’s
total output power decreased by 91.405 MW, and the total efficiency decreased by 2.773%.
Attia [14] established a mathematical model for a typical NPP secondary circuit system and
performed an energy analysis. The results showed that the system thermal efficiency and
output power decrease by 0.152% and 0.444%, respectively, when the cooling water inlet
temperature increases by 1 ◦C. Durmayaz et al. [15] studied the influence of the cooling
water inlet temperature on the thermal performance of a conceptual pressurised water
reactor NPP in combination with climate conditions in Turkey. This study offers valuable
insights into the site selection of power plants.

The cooling water mass flow rate also plays a crucial role in optimising the opera-
tion of steam turbine units [16–18]. In a power plant, adjusting the blade angle or the
rotational speed of the pump rotor can alter the mass flow rate of cooling water entering
the condenser [19–21]. Zhang et al. [22] developed a coupling algorithm using a genetic
algorithm–back propagation neural network and a heat transfer model for components of
cold-end systems. They determined the optimal mass flow of cooling water for a 350 MW
unit at different ambient temperatures. Laskowski et al. [23] approached the optimisation
goal from the perspective of the second law of thermodynamics, aiming to minimise the
system’s entropy generation rate. They obtained a series of optimum cooling water mass
flow rates for varying conditions of the power plant. Wu et al. [24] studied a 660 MW
thermal power-generating unit under various loads. The optimal cooling water mass flow
rates were calculated. The results demonstrated a nonlinear trend, in which the optimal
mass flow rate gradually decreased with diminishing load. Błaszczyk et al. [25] focused on
choosing the appropriate cooling water mass flow rate for marine power units.

Laskowski et al. [26] analysed the effect of different cooling water mass flow rates
on the thermal performance of a 225 MW thermal power plant in Poland within the load
range of 40% to 100%. This study revealed that within a certain range, an increment in the
cooling water mass flow rate led to an increment in overall power generation; however,
it also resulted in a rapid increase in electricity usage by the cooling water pumps. They
concluded that when optimising the unit’s power output, it is advisable to reduce the
cooling water mass flow rate when the unit load falls below 60%.

Most of the existing literature considers thermal power plants and light water reactor
NPPs as research objects to examine the influence of cooling water parameters on the
thermal performance of power plants. However, there is no research on MHTGR NPPs
in the literature. Among the studies that have been conducted, the selected range of
cooling water inlet temperature variations is generally limited, and the adverse effects
of high-temperature cooling water on plant operations have not been fully considered.
Additionally, considering the involvement of MHTGR NPPs in peak load regulation after
grid connection, the influence of cooling water parameters over the full power range of
NPP operation has to be analysed.

In this study, an energy analysis of the secondary circuit system of an MHTGR NPP
was conducted. The construction, as well as verification of the system model, was com-
pleted using EBSILON software. Quasi-steady-state simulations were performed within the
range of 30% to 100% rated conditions (RC) to quantitatively analyse the impact of varying
cooling water parameters on the thermal performance of both the cold-end and secondary
circuit systems. The maximum net power was selected as the optimisation goal, and the
optimisation function of the EBSILON software was employed to determine the optimal
mass flow rate of cooling water for various power levels of the power plant. Furthermore,

52



Energies 2023, 16, 6560

at 100% RC, the corresponding optimal cooling water mass flow rates for different cooling
water inlet temperatures were obtained. The results provide a basis for evaluating the im-
pact of high-temperature weather on the thermal performance of power plants. Moreover,
they can serve as a reference for MHTGR NPPs to optimise their cold-end systems.

2. Model and Validation
2.1. Description of the Model

The secondary circuit system of an MHTGR NPP was used as the research object. It
included two steam generators, a steam turbine, a deaerator, two parallel high-pressure
(HP) regenerative heaters, three low-pressure (LP) regenerative heaters, pumps, and other
components (Figure 1). The first and second circuits of the NPP use helium and water
as coolants, respectively. The nuclear island of the plant is equipped with two reactor
modules, which provide heat to two steam generators and heat the main feed water into
superheated steam. After mixing in the main steam header, the main steam from the two
steam generators is directed to the steam turbine. The steam turbine consists of an HP
cylinder and two LP cylinders. The arrangement of the LP cylinders follows a dual-flow
reverse configuration. Two steam extraction points (I and II) in the HP cylinder provide
steam to the HP heaters and deaerator, respectively. The steam extracted from point I
is divided into two parts that enter the two parallel HP heaters. The LP cylinders are
equipped with three steam extraction points (III, IV, and V), which provide steam for the
three LP heaters. Pumps A and B are the two main feed water pumps, pump C is the
condensate pump and pumps D and E are the two cooling water pumps.
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Figure 1. Schematic diagram of the secondary circuit system of the MHTGR NPP.

Table 1 presents the key parameters of the system at 100% RC. According to the
design requirements, the minimum power level required for the system to maintain stable
operation was 30% RC. Therefore, the power variation range selected in this study was
30–100% RC.

Table 1. Key parameters of the system at 100% RC.

Parameter Unit Value

Thermal power of reactor module MWth 250
Number of reactor modules - 2

Main steam temperature ◦C 566
Main steam pressure MPa 13.24

Main feed water temperature ◦C 205
Condenser back pressure kPa 4.5
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The cold-end system is an important section of NPPs, and the condenser is its core
component. As indicated within the dashed box on the right side of Figure 1, the cold-end
system of an MHTGR NPP mainly includes a condenser and two cooling water pumps. The
condenser is a single-shell, double-pass, tube-and-shell heat exchanger arranged under the
steam turbine. The exhaust steam enters from the top of the condenser and condenses into
liquid water outside the coolant tubes, which then flows towards the condensate pump [2].
The local seawater, possessing a density of 1023.3 kg/m3, is selected as the cooling water.
The design value of the cooling water inlet temperature is 16 ◦C. Figure 2 shows a schematic
diagram of the condenser. To ensure safety, the two cooling water pumps must operate
simultaneously when the power plant operates.
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Figure 2. Schematic diagram of the condenser. 1—steam inlet; 2—condensate outlet; 3—cooling
water inlet; 4—cooling water outlet.

To calculate the total heat transfer coefficient of the condenser under various operating
conditions, the HEI10 (Heat Exchange Institute 10th Edition) method was selected in
EBSILON software. Table 2 presents some of the condenser’s design parameters, which are
indispensable for the modelling process.

Table 2. Some design parameters of the condenser [2,27].

Item Unit Value

Tube material - titanium
Heat transfer surface area m2 12,000

Tube outer diameter mm 28
Tube inner diameter mm 27

Length of tubes mm 1084
Cooling water inlet temperature ◦C 16

Maximum cooling water inlet temperature ◦C 33
Cleanliness factor - 0.85

Cooling water mass flow rate kg/s 7697.61

EBSILON software can model various thermal systems under design and off-design
conditions. The simulation is based on the principles of conservation of mass, energy, and
momentum. The Gauss–Seidel iteration method, which is both fast and accurate, was
selected for the calculation in EBSILON. Generally, the default iteration precision is 10−7,
and the maximum number of iterations is 999. The basic process of EBSILON modelling
is shown in Figure 3. First, individual components are selected according to engineering
requirements and combined into equipment units. Second, according to the system layout,
the equipment units are connected in sequence to form a thermal system framework. Then,
the parameters of different pipelines, such as mass flow rate, temperature and pressure,
are set, and the internal parameters of the components are set to form a complete system
model. Finally, a simulation calculation is performed using the model, and the calculation
data are analysed. Figure 4 shows a model of the secondary circuit thermal system of the
MHTGR power plant constructed using EBSILON software. The main components are
marked, which correspond to those in Figure 1. Both the red and blue lines represent pipes,
with the difference being the transported fluids, namely steam and water, respectively.
The numbers 1–9 correspond to the nine distinct positions within the system, matching
the numbers in Figure 5. To improve the precision of the model, steam leakage from the
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shaft seals at all levels of the high- and low-pressure cylinders were considered during the
modelling. Under 100% RC, the mass flow rate of the shaft seal steam leakage is 0.83 kg/s,
accounting for approximately 0.45% of the main steam mass flow rate.
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Figure 5. Enthalpy and entropy diagram of the steam expansion process in the steam turbine under
100% RC.

2.2. Model Validation

The quasi-steady-state simulations were conducted under typical operating conditions
to verify the accuracy of the model. The simulation values were compared with the design
values for the key parameters. The five typical operating conditions were 100%, 90%,
75%, 50% and 30% RC. In Figure 5; 2–5 represent the expansion process of steam in the
HP cylinder, and 3–9 represent the expansion process of steam in the LP cylinders. The
simulation values were mostly similar to the design values.
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The EBSILON model employs a No. 39 component to determine the main steam
mass flow rate under off-design conditions. One end of the component is connected to the
generator to measure the gross power generation, whereas the other end is connected to
the main steam header. The desired gross power generation can be manually set within the
No. 39 component as the input under off-design conditions. The system then iteratively
calculates the mass flow rate of the main steam required to achieve the target gross power
generation. Table 3 lists three parameters, namely the main steam mass flow rate, main
feed water temperature, and deaerator pressure, under five typical operating conditions,
along with the relative errors between the simulation and design values. Table 4 displays
the relative errors in the mass flow rate, pressure, and specific enthalpy of the extraction
steam at the five regenerative extraction points I–V at 75% RC. For confidentiality reasons,
the specific simulation and design values are not provided in Tables 3 and 4.

Table 3. Relative errors of different parameters under five typical operating conditions.

Operating Condition,
% RC

Relative Error, %

Main Steam Mass Flow
Rate, kg/s

Main Feed Water
Temperature, ◦C

Deaerator Pressure,
MPa

100 0 −0.01 0.00
90 −0.13 −0.04 −0.13
75 −0.56 −0.14 −0.38
50 −0.69 0.18 0.8
30 −2.98 −0.19 −0.57

Table 4. Relative errors of extraction parameters at extraction points under 75% RC.

Extraction Point
Relative Error, %

Mass Flow Rate, kg/s Pressure, MPa Specific Enthalpy, kJ/kg

I −0.88 −0.54 −0.01
II −0.37 −0.38 0.00
III −0.69 −0.51 0.00
IV −1.03 −0.48 −0.11
V 0.11 2.42 0.06

The results presented in Figure 5, Tables 3 and 4 demonstrate that the model performed
well under five typical operating conditions: 100%, 90%, 75%, 50%, and 30% RC. The
simulated values are closely aligned with the design values for the MHTGR NPP. Except
for the individual parameters, the relative errors of the simulated values of the main
parameters were within 1%. Therefore, the model established in this study was verified
and could be used in subsequent studies.

3. Mathematical Model

Mathematical models of the condenser and pump were developed. The thermal
performance evaluation indicators of the system include the net power, cycle efficiency, and
heat consumption rate, each with specific definitions and formulas provided in Section 3.3.
The prerequisites for the simulation experiments in this study are detailed in Section 3.4.

3.1. Condenser

In accordance with the law of energy conservation, the heat transfer rate of condenser
.

QCON can be expressed as:

.
QCON =

.
mCW(hCW,out − hCW,in) =

.
mCON(hCON,in − hCON,out). (1)

where
.

mCW and
.

mCON are the mass flow rates of the cooling water and exhaust steam
flowing into the condenser, respectively; hCW,in and hCW,out represent the specific enthalpy
of the cooling water at the inlet and outlet of the condenser, respectively; hCON,in and
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hCON,out are the specific enthalpy of the exhaust steam flowing into the condenser and
condensate flowing out of the condenser, respectively.

The end temperature difference (δT) and logarithmic mean temperature difference
(LMTD) are crucial indicators for assessing the condenser’s heat transfer performance [28,29].
The condenser end temperature difference refers to the variance between the saturated
steam temperature of the condenser and the cooling water outlet temperature. Both
indicators can be expressed as follows:

δT = TCON − TCW,out, (2)

LMTD =
(TCON − TCW,in)− (TCON − TCW,out)

ln TCON − TCW,in
TCON − TCW,out

, (3)

where TCON refers to the steam saturation temperature in the condenser, and TCW,in and
TCW,out are the cooling water temperatures flowing into and out of the condenser, respec-
tively.

Condenser back pressure and steam saturation temperature satisfy the following
formula [30,31]. It’s an empirical formula that captures solely numerical relationship.

pCON = 0.00981 ×
(

TCON + 100
57.66

)7.46
. (4)

3.2. Pump

The isentropic efficiency of the pump can be described as:

ηi =
hPU,i − hPU,in

hPU,out − hPU,in
, (5)

where hPU,in and hPU,out represent the specific enthalpy of water at the inlet and outlet
of the pump in the actual process, respectively, and hPU,i indicates the specific enthalpy
of water at the pump outlet in the ideal isentropic process. In this study, the isentropic
efficiency of the main feed water pumps and condensate pump was 0.83, and that of the
cooling water pumps was set to 0.8.

3.3. Evaluation Index

In this study, net power Pn was defined as the difference between the gross power
generation of the power plant and the power usage of the main feed waters, condensate
water, and cooling water pumps. This is expressed as follows:

Pn = Pg − (WPU,A + WPU,B + WPU,C + WPU,D + WPU,E), (6)

where A and B represent the two main feed water pumps; C represents the condensate
pump and D and E represent the two cooling water pumps.

The cycle efficiency ηcy is the ratio of the net power to the thermal power input into
the secondary circuit system, which can be calculated as:

ηcy =
Pn
.

Qcy

, (7)

where
.

Qcy indicates the thermal power input to the secondary circuit system, that is, the
heat absorption power of the secondary side of the steam generator.
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The heat consumption rate q refers to the heat required by the turbo-generator unit
to produce 1 kW·h of electric energy [28], which is an important index for measuring the
thermal performance of a power plant and can be expressed as [31]:

q = 3600 ×
.

Qcy

Pn
. (8)

3.4. Prerequisite

Simulation experiments were carried out based on the following prerequisites.

(1) Eight operating conditions (100%, 90%, 80%, 70%, 60%, 50%, 40%, and 30% RC) were
selected for research. Under the same operating conditions, the thermal power input
to the secondary circuit system and main steam mass flow rate remained constant.

(2) The pipeline pressure loss at extraction point I was set to 3%, whereas that for extrac-
tion points II, III, IV, and V was assumed to be 5% based on engineering experience.

(3) Water and steam thermal properties were determined according to the IAPWS-IF97
standard [32].

(4) Heat dissipation to the external environment from other components was neglected,
in addition to the main steam header and condenser. The main steam underwent
a reduction in temperature and pressure from 571 ◦C and 13.9 MPa at the steam
generator outlet to 566 ◦C and 13.24 MPa, respectively, at the steam turbine inlet.

4. Results and Discussion

The study was divided into two parts, encompassing a power range of 30% to 100% RC,
employing a control variable approach. In the first part, the cooling water mass flow rate
was maintained constant at the design value of 7697.61 kg/s, while studying the influence
of changing cooling water inlet temperatures within the range of 10–33 ◦C. The temperature
range was determined based on the combination of industrial and local climatic conditions.
In the second part, a constant cooling water inlet temperature was maintained at the design
value of 16 ◦C, and the mass flow rate of cooling water was varied from 6000 to 14,000 kg/s
to examine the influence of mass flow rate. Subsequently, under 100% RC, the mass flow
rate corresponding to the maximum net power is defined as the optimal cooling water
mass flow rate. This optimal mass flow rate is determined for various power levels of the
MHTGR NPP, with the cooling water inlet temperature set at 16 ◦C. Both the cooling water
inlet temperature and mass flow rate were simultaneously altered, leading to the creation
of a three-dimensional surface diagram illustrating the net power change. Additionally,
the optimal cooling water mass flow rate is determined separately for cooling water inlet
temperatures of 16 ◦C and 33 ◦C, both under 100% RC.

4.1. Influence of Cooling Water Inlet Temperature

Figures 6 and 7 show how the condenser end temperature difference and logarithmic
mean temperature difference changed with respect to the cooling water inlet temperature.
The data indicate that with a growth in the cooling water inlet temperature, both the
condenser end and logarithmic mean temperature differences decrease. Additionally, at
a given temperature, the condenser end and logarithmic mean temperature differences
decreased as the power level of the NPP decreased.

Figure 8 illustrates the variation in the condenser back pressure at varying cooling
water inlet temperatures. With the rise in cooling water inlet temperature, the condenser
back pressure increased across the various power levels. Notably, at a cooling water inlet
temperature of 33 ◦C, there was a significant increase in the condenser back pressure. As
an example, consider the case of 100% RC, where without changing the cooling water mass
flow rate, the condenser back pressure reaches 10.8 kPa at a cooling water inlet temperature
of 33 ◦C, signifying a substantial 139.79% increase from the design parameter of 4.5 kPa at
an inlet temperature of 16 ◦C. An elevated condenser back pressure in the Rankine cycle
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results in a higher exhaust steam temperature and enthalpy, leading to a decline in the
cycle efficiency, as quantitatively demonstrated in Figure 9 and Table 5.
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Figure 6. Variation of condenser end temperature difference with cooling water inlet temperature.
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Figure 7. Variation of logarithmic mean temperature difference with cooling water inlet temperature.
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Figure 8. Variation of condenser back pressure with cooling water inlet temperature.
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Figure 9. Cycle efficiency and heat consumption rate under 100% and 30% RC.

Table 5. Variation in cycle efficiency, heat consumption rate, and net power.

Operating
Condition, % RC

Cooling Water Inlet
Temperature, ◦C Cycle Efficiency, % Heat Consumption

Rate, kJ/(kW·h) Net Power, MW

100
10 0.75 −149.66 3.68
33 −2.36 510.84 −11.64

30
10 0.90 −224.55 1.47
33 −2.57 702.70 −4.18

As depicted in Figure 9, under 100% and 30% RC, the cycle efficiency exhibited a
decline as the cooling water inlet temperature increased, whereas the heat consumption
rate increased accordingly and the rate of change was approximately linear.

Figure 10 more comprehensively shows the change of unit net power with cooling
water inlet temperature under 30–100% RC. Meanwhile, Table 5 displays the changes in
cycle efficiency, heat consumption rate, and net power at cooling water inlet temperatures
of 10 and 33 ◦C under 100% and 30% RC. These calculations are based on simulation results
for a cooling water inlet temperature of 16 ◦C, the designated value for this parameter. The
average value was then determined. Under 100% RC and within the temperature range of
10–33 ◦C, the system experiences a decrease of 0.67 MW in net power, a 0.14% reduction in
cycle efficiency, and an increase of 28.72 kJ/(kW·h) in heat consumption rate for every 1 ◦C
rise in the cooling water inlet temperature.
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Figure 10. Variation of net power with cooling water inlet temperature.

Table 5 clearly illustrates the significant impact on unit net power when the cooling
water inlet temperature reaches 33 ◦C without adjusting the cooling water mass flow rate.
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Specifically, under 100% and 30% RC, the net power of the unit decreased by 11.64 and
4.18 MW, respectively. The reduction in net power can be attributed to the change in
enthalpy drop during the steam expansion process. For instance, under 100% RC, the
condenser back pressure was 4.5 and 10.8 kPa, respectively, when the cooling water inlet
temperature was 16 and 33 ◦C. Additionally, the corresponding enthalpy drop during
steam expansion work was 1219.39 and 1125.52 kJ/kg, respectively. Evidently, a higher
cooling water inlet temperature resulted in a significant reduction in the enthalpy drop of
the steam.

4.2. Influence of Cooling Water Mass Flow Rate

Figures 11–13 show the variations in the end temperature difference, logarithmic mean
temperature difference, and back pressure of the condenser with respect to the cooling
water mass flow rate. With the growth of the mass flow rate, the end temperature difference,
logarithmic mean temperature difference, and back pressure of the condenser decreased
under the eight operating conditions.

Although an increase in the cooling water mass flow rate results in a reduction in
the condenser back pressure, which increases the gross power generation of the unit, an
increase in the mass flow rate will lead to a rapid increment in the power consumption of
the cooling water pumps, which will have an adverse effect on the net power of the NPP.
Figure 14 shows the variation of net power with cooling water mass flow rate under 100%
and 90% RC. The net power exhibits a clear trend, first increasing and then decreasing. This
trend was consistently observed under the other operating conditions as well.
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Figure 11. Variation of condenser end temperature difference with cooling water mass flow rate.
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Figure 13. Variation of condenser back pressure with cooling water mass flow rate.
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Figure 14. Variation of net power with cooling water mass flow rate under 100% and 90% RC.

Figure 15 shows the net power of the unit under eight operating conditions, where the
red dotted line indicates the optimal mass flow rate of cooling water corresponding to the
different power levels. As the power level decreased, the optimal cooling water mass flow
rate gradually decreased, and the trend became nonlinear.

Figure 16 shows the variations in the cycle efficiency and heat consumption rate
with cooling water mass flow rates under 100% and 30% RC. The net power exhibits a
corresponding trend (Figure 17). When the mass flow rate increased, the cycle efficiency
initially increased and then declined, whereas the heat consumption rate initially decreased
and then increased. By adopting the optimal mass flow rate, the heat consumption rate
was reduced by 46.11 and 15.18 kJ/(kW·h) at 100% and 30% RC, respectively. Furthermore,
Figure 17 visually demonstrates the variation of the net power simultaneously with the
cooling water inlet temperature and mass flow rate, aligning with the trends observed in
Figures 10 and 15. At 33 ◦C and 6000 kg/s, the system’s net power reached its minimum
value of 193.57 MW.
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Figure 15. Net power changes with cooling water mass flow rate.
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Figure 16. Cycle efficiency and heat consumption rate at 100% and 30% RC.
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Figure 17. Influence of cooling water inlet temperature and mass flow rate on net power.

Figure 18 illustrates the net power increase of the unit under eight operating conditions
when adopting the optimal cooling water mass flow rate. The green line represents the

63



Energies 2023, 16, 6560

design value of the cooling water mass flow rate of 7697.61 kg/s. The deviation between
the optimal and design mass flow rates first decreased and then increased as the power
level decreased. At higher power levels, the net power can be significantly improved by
using the optimal cooling water mass flow rate. As an illustration, when the cooling water
inlet temperature was 16 ◦C and the cooling water mass flow rate was reduced to the
optimal mass flow rate under 30% RC, the unit’s net power increased by 96.62 kW. This
increase translates to an additional 96.62 MWh of electricity output for every 1000 h of
operation at 30% RC. Furthermore, a comparison of Figure 18a,b reveals that the optimal
cooling water mass flow rates under the two temperature conditions were relatively close.
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5. Conclusions

The study utilised EBSILON software to establish and validate the thermal model of
the secondary circuit in an MHTGR NPP. Variable operating condition simulations were
performed across the full power range of stable operation of the NPP, using net power,
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cycle efficiency, and heat consumption rate as thermal performance evaluation indicators.
A wider spectrum of cooling water inlet temperatures was selected, and the effects of both
the inlet temperature and mass flow rate on the system’s thermal performance were studied
in detail. Taking the maximum net power as the optimisation goal, the optimal cooling
water mass flow rate for various power levels of the power plant was determined when the
cooling water inlet temperature was 16 ◦C. Additionally, the optimal cooling water mass
flow rate was determined for cooling water inlet temperatures of 16 ◦C and 33 ◦C under
100% RC. The following conclusions were drawn:

(1) Excessive cooling water inlet temperature causes a substantial elevation in condenser
back pressure, resulting in a decline in the thermal performance of the unit. Partic-
ularly, at a cooling water inlet temperature of 33 ◦C, the condenser back pressure
reached 10.8 kPa, which surpasses the design parameter of 4.5 kPa by a considerable
139.79%. Additionally, under both 100% and 30% RC, the net power decreased by
11.64 and 4.18 MW, respectively, and the cycle efficiencies decreased by 2.36% and
2.57%, respectively. Moreover, the heat consumption rate increased by 510.84 and
702.70 kJ/(kW·h). Furthermore, under 100% RC, a rise in the inlet temperature from
10 ◦C to 33 ◦C led to a reduction in the net power and cycle efficiency of the system
by 0.67 MW and 0.14%, respectively, with the heat consumption rate escalating by
28.72 kJ/(kW·h) for every 1 ◦C increment.

(2) Within a certain range, the net power of the system first increased and then decreased
as the cooling water mass flow rate increased. By considering the maximum net
power as the optimisation goal, the optimal cooling water mass flow rate for various
operating conditions can be determined. The findings indicated a nonlinear decrease
in the optimal cooling water mass flow rate as the power level decreased.

(3) At a higher power level, appropriately increasing the cooling water mass flow rate
can significantly increase the net power, whereas, at a lower power level, the cooling
water mass flow rate must be reduced correspondingly to increase the net power.
Taking cooling water inlet temperatures of 16 ◦C and 33 ◦C, respectively, when the
mass flow rate increased from the design value to the optimal value under 100% RC,
the net power increased by 1119.49 and 1032.96 kW, respectively.

In summary, this study demonstrated the qualitative and quantitative relationships
between the cooling water parameters and evaluation indicators, providing a basis for
evaluating the impact of high-temperature weather on the thermal performance of MHTGR
NPPs. The optimisation of the cold-end system is a complex process that requires a com-
prehensive consideration of various factors and costs. This study considers maximum net
power as the optimisation goal to obtain the optimal cooling water mass flow rate under
different operating conditions, which can be used as a part of the cold-end system optimi-
sation of MHTGR NPPs and provides a reference for power plant operation optimisation
and economic improvement.
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Nomenclature

h specific enthalpy, [kJ/kg]
LMTD logarithmic mean temperature difference, [◦C]
.

m mass flow rate, [kg/s]
T temperature, [◦C]
TCON steam saturation temperature in condenser, [◦C]
p pressure, [Pa]
pCON condenser back pressure, [kPa]
s specific entropy, [kJ/(kg·K)]
q heat consumption rate, [kJ/(kW·h)]
Pn net power, [MW]
Pg gross power generation, [MW]
W power consumption, [MW]
.

QCON condenser heat transfer rate, [kW]
.

Qcy thermal power input to the secondary circuit system, [MW]
Abbreviations
HP high-pressure
LP low-pressure
RC rated condition
Greek letters
ηcy cycle efficiency of the system, [%]
ηi isentropic efficiency of the pump, [%]
δT condenser end temperature difference, [◦C]
Subscripts
cy cycle
CON condenser
CW cooling water
i isentropic process
in inlet
out outlet
PU pump
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Abstract: Most WWER-440 reactors are operated over the planned operational lifetime of 30 years.
Now, the owners/operators are preparing for the second phase of extending the operation. The
paper presents an overview of the most important aspects of ageing of the main components of the
WWER-440-type reactors based on the operational and ageing management experiences and primary
research efforts supporting the operation. The paper aims to demonstrate that the expectations
for the operability of these reactors for up to 60–70 years are realistic. The scope of the review is
limited to the ageing of the reactor pressure vessel, vessel internals, and steam generator, which are
the lifetime-limiting components besides the containment structure. Some of the corrective actions,
improvements of in-service inspections, maintenance, and ageing management are also considered in
the paper. It is shown that the selection of materials and unavoidable material degradation processes
do not limit the operation of the WWER-440 reactors for up to 60–70 years under the established
operational environment and ageing management practice.

Keywords: reactor pressure vessel; reactor internals; steam generator; irradiation embrittlement;
long-term operation; stress corrosion cracking; dissimilar material welds; ageing management

1. Introduction

Nuclear electricity generation, mainly due to geopolitical changes that dramatically
affect supply chains of energy sources, is an indispensable element of the electricity system
of several national economies in the European Union. In addition to developing new
capacities and deploying new types, such as small and modular reactors, continuing the
safe operation of existing nuclear power plants (NPPs) and extending their authorized
operating time is a reasonable approach for nuclear operating countries. At many NPPs
worldwide, the second period of operational time extension is already prepared.

The rationale for operating beyond the planned operating lifetime is two-fold. First,
from the safety point of view, nuclear power plants shall comply with the requirements
even at the very last minute of operation. This indicates that the entire functioning of
plant safety systems should be ensured despite the ageing, i.e., from a safety point of view,
the operation plants are working as new ones. Second, the operating plants have already
reimbursed capital costs, and specific replacements, well-organized management of ageing,
and maintenance require certain financial expenses to prolong the operation.

Safety enhancement programs of existing plants were rational responses to accidents
at the Three Mile Island NPP (1978) and the Chernobyl NPP (1986). Since the reactors
worldwide would have reached the end of their authorized operating time, preparing for
the long-term operation of existing reactors was the only solution for keeping the nuclear
option alive. Pioneering work has been carried out in the USA, where the NRC launched
a comprehensive nuclear plant ageing research program in 1985 to identify and resolve
technical safety issues related to the ageing of nuclear power plant systems, structures, and
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components (SSCs). In 1995, the 10 CFR Part 54 License Renewal Act was issued, which
allows US nuclear power plants to extend their service life license for 40 years and receive
an operating license extension for up to 20 years [1]. The technical bases for the renewal of
operating licenses are summarized in [2]. In the US, the technical and scientific basis and
legal framework for the second 20-year service life extension were also developed in the
USA [3,4].

Similar to the US practice, many countries have established systematic ageing man-
agement programs at nuclear power plants and extended the operational lifetime over the
initially defined term. At the international level, the International Atomic Energy Agency
(IAEA) launched the program for Safety Aspects of Long-Term Operation (SALTO) [5]
and published its first guidelines for ageing management [6]. The IAEA also established
technical services for the Member States [7]. Furthermore, starting in 2010, the IAEA has
been coordinating international cooperation in the frame of the International Generic Age-
ing Lessons Learned (IGALL) program, guiding the ageing management programs and
long-term operation (LTO) activities of the Member States [8,9].

Recently, the countries in the European Union have been operating their NPPs over
the originally established lifetime and preparing repeated extensions. Specific interest is
devoted to the WWER-440 reactors. The WWER reactors are light-water-moderated and
water-cooled pressurized water reactors. The name comes from the Russian “вoдo-вoдянoй
энергетический реaктoр”, which transliterates as Vodo-Vodyanoi Energetichesky Reaktor
(Water-Water Energetic Reactor, WWER, but the Russian-type acronym, VVER is also often
used). The 440 indicates the nominal rated electrical power of 440 MWe. There are several
subtypes of the WWER-440 reactor design. The WWER-440/213-type operates in Slovakia,
Hungary, Czech Republic, Finland, Ukraine, and Russia, the WWER-440/270 in Armenia,
the WWER-440/230 and WWER-440/179 in Russia [10]. The reliable power supply and the
stability of the economy of these countries largely depend on the operation of the WWER-
440 plants. Since the operational lifetime was initially set to 30 years, the extension for
the operating time was necessary since these reactors were placed into operation between
1971 and 2000 (except for the Unit 3 of the Mochovce NPP in Slovakia, connected to the
grid in 2023).

The technical and moral basis of long-term operation is the regular safety evaluation
and upgrading of these plants. Practically, the safety of these reactors can no longer be
judged based on their original design. After the Chernobyl accident, the safety of all
WWER-440 plants has been evaluated and assessed by national and international review
programs. Safety deficiencies have been identified, and extensive safety improvement
programs have been implemented [11]. Moreover, the rated power has been increased
above 500 MWe at several plants. These safety improvements form the technical and
moral basis for the first and repeated service life extensions (e.g., in [12]). Furthermore, the
post-Fukushima stress test and improvements enhanced the external hazard safety and
preparedness for severe accidents.

The long-term operability of WWER-440-type reactors has been intensively investi-
gated by the operating countries and by international organizations, such as the IAEA, as
mentioned above. In the European Union In the 5th and 6th Framework Programs, the
subsequent research projects called “NULIFE” and “VERLIFE” have made an essential
effort regarding irradiation embrittlement of the WWER-440 reactor pressure vessel (RPV)
and other components, e.g., [13]. In 2003, an “Unified Procedure for Lifetime Assessment of
Components and Piping in WWER NPPs during Operation” was developed and upgraded
in 2008 [14]. The final procedure, the “Guidelines for Integrity and Lifetime Assessment
of Components and Piping in WWER NPPs during Operation”, was developed as a joint
product of the European Union and AEA project in 2011. Recently, the Electric Power Re-
search Institute (EPRI) US coordinates the evaluation of operational experiences regarding
ageing and ageing management experiences and the related research activity in the frame
of the Pressurized Water Reactor Materials Reliability Program (MRP) [15].
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The regulatory approval for LTO depends on national nuclear safety regulations. LTO
can be approved via formal operation license renewal for the fixed term, or the prolongation
of operation can be justified by periodic safety reviews every 10 years. For example, in
Hungary, the regulatory authority approves and controls the long-term operation via a
combination of license renewal and periodic safety reviews. In all cases, the owners of
plants have some target total operational lifetime in mind. Table 1 shows the status of
the operational time extension at all 35 operating WWER-440 plants. The four oldest
plants, Novovoronezh-4, and Kola -1 and -2 received the first operating time extension
permit for 15 years of operation from 2001 to 2004. Units 1–4 of the Paks NPP received a
20-year service extension permit between 2012 and 2017. Some WWER-440 Units (Kola-1,
Kola-2, Novovoronezh-4, Armenian-2) have already been granted an operating license for
~60 years thanks to the subsequent extension of the operating time. The Finish Regulator
approved the operation of the Loviisa WWER-440/213 reactors for 70 years, up to 2057.
For Bohunyice 3–4 Units, it is also planned to license the 60-year operating time. At Paks
NPP, Hungary, preparation for the subsequent license renewal (up to 70 years) is launched.

Table 1. The WWER-440 nuclear power plants and status of operational lifetime extension.

Plant/Type Connected to the Grid
Years of Extension/Valid to Approved

Operation

1st 2nd Time

Armenian-2, WWER-440/270 5 January 1980 10/2016 20/2036 56

Bohunice-3, WWER-440/213 20 August 1984 10/2024 * ** 40
Bohunice-4, WWER-440/213 9 August 1985 10/2025 * ** 40

Dukovany-1, WWER-440/213 24 February 1985 10/2026 * ** 41
Dukovany-2, WWER-440/213 30 January 1986 10/2027 * ** 41
Dukovany-3, WWER-440/213 14 November 1986 10/2027 * ** 41
Dukovany-4, WWER-440/213 11 June 1987 10/2027 * ** 40

Kola-1, WWER-440/230 29 June 1973 15/2018 15/2033 60
Kola-2, WWER-440/230 9 December 1974 15/2019 15/2034 60

Kola-3, WWER-440/213 24 March 1981 15/2026 ? 55
Kola-4, WWER-440/213 11 October 1984 25/2029 ? 55

Loviisa-1, WWER-440/213 8 February 1977 20/2027 2023 70
Loviisa-2, WWER-440/213 4 November 1980 20/2030 2023 70

Mohovce-1, WWER-440/213 4 July 1998 NA *** 30
Mohovce-2, WWER-440/213 2 December 1998 NA *** 30
Mohovce-3, WWER-440/213 31 January 2023 NA *** 30

Novovoronezh-4, WWER-440/179 28 December 1972 15/2017 15/2032 60

Paks-1, WWER-440/213 28 December 1982 20/2032 ** 50
Paks-2, WWER-440/213 6 September 1984 20/2034 ** 50
Paks-3, WWER-440/213 28 September 1986 20/2036 ** 50
Paks-4, WWER-440/213 16 August 1987 20/2037 ** 50

Rovno-1, WWER-440/213 22 December 1980 10/2020 10/2030 50
Rovno-2, WWER-440/213 22 December 1981 10/2021 ? 40

* Justifying the safe operation for the next 10 years by periodic safety review. ** The owner intends to prolong the
operation by another 20 years. *** New units for that thedecision on the longer than 30 years operation will be
made later. “No information” is indicated by the question mark “?”.

The paper presents an overview of the lifetime-limiting ageing processes of the es-
sential reactor components based on the operational and ageing management experiences
of the WWER-440-type reactors to justify the operability of these reactors for the targeted
period of 60–70 years.

Recently, the lifetime-limiting ageing processes identified for WWER-440 reactors
are related to the material reliability of reactor pressure vessels (RPVs), especially

70



Energies 2023, 16, 4170

the irradiation-assisted stress corrosion cracking (IASCC) of the core baffle-former
bolts and understanding of the void swelling and its effect on material properties of
WWER-440 reactor pressure vessel internals (RVIs). Understanding the susceptibility
of stainless steels used in WWER-440 to IASCC and the environmental effects on the
fatigue for pressure boundary components of WWERs for the targeted LTO period
is essential. According to the operational experiences, at nominal water chemistry
conditions, the late-life stress corrosion cracking (SCC) is not a significant limitation for
the targeted term of operation of WWER primary components. At the WWER-440 plants,
titanium-stabilized stainless steel is used for the steam generator heat-exchanging tubes.
Although the material has an outstanding performance record, especially at WWER-440
steam generators, the outer diameter stress corrosion cracking (ODSCC) and corrosion
susceptibility in the crevice environment are interesting. The ageing phenomena of
the WWERs have been identified and investigated in the EPRI MRP “MRP-471-WWER
Issue Management Tables: Identifies material research gaps for WWER light water
reactors” [15].

In this paper, the scope of the review of the ageing processes of WWER-440 re-
actors is limited to the material features and ageing of the reactor pressure vessel,
vessel internals, and steam generator. Although the reactor pressure vessel (RPV)
is not considered limiting for the target time of 60 to 70 years, the reliability of the
RPV remains the fundamental question for the justification of the long-term opera-
tion. The analyses to justify the first operational lifetime extensions are briefly pre-
sented and compared with some recent findings regarding RPV irradiation embrit-
tlement. Based on the operational experience of the core baffle-former bolts, the
ageing management plans for 50 to 70 years of operation are also presented. The
questions related to ensuring the outstanding performance of the WWER-440 steam
generators are also discussed. Most important corrective actions, improvements of
in-service inspections, maintenance, and ageing management are also mentioned in the
paper. It is shown, despite the unavoidable material degradation processes, there
are no unresolvable issues that would limit the operation of the WWER-440 reac-
tors for up to 70 years under the established operational environment and ageing
management practice.

2. Materials Aspects of the Long-Term Operation of WWER-440-Type NPPs
2.1. Reactor Pressure Vessel of WWER-440/213-Type NPPs

Reactor pressure vessel (RPV) is vital for pressurized water reactors (PWRs) and
WWER reactors. Their resistance against potential brittle/non-ductile failure practically
determines the lifetime of PWR and WWER reactor pressure vessels. The damaging effect
of neutron radiation governs this resistance.

The WWER-440 RPVs operated in Armenia, Russia, Ukraine, and Finland have been
made by Soviet manufacturers, and the other RPVs were manufactured by Skoda in
Czechoslovakia. Depending on the manufacturer, there are specific differences in the
manufacturing procedures and chemical compositions of materials.

WWER-440 RPVs have some significant features that are different from PWR designs.
First, it was assumed that they must be transportable by rails. This requirement has some
crucial consequences on vessel design, such as a smaller pressure vessel diameter, which
results in a smaller water gap thickness, and thus a ~5 to 10 times higher fast neutron
flux (E > 0.5 MeV) on the RPV is relatively high, about 1015 m−2 s−1. Therefore, this
requires materials with high resistance against radiation embrittlement. The WWER-440
RPVs are made from low alloy steel 15Cr2MVA (12Cr2MFA at Soviet-made RPVs) without
longitudinal welds, and the circumferential submerged arc welding was made using Sv-
10CrMoVTi wire. The RPV is covered internally by a welded clad of two stainless steel
layers. The inner layer is non-stabilized stainless steel (Sv-07Cr25Ni13) and the outer layer
is niobium-stabilized stainless steel Sv-08Cr19Ni10Mn2Nb, but Sv-07Cr19Ni10Nb is in
the case of the Soviet-made RPV. The phosphorus and copper contents in the welds of
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WWER-440/213 range from 0.010–0.028% for P and 0.03–0.18% for Cu. For primary data of
material composition of WWER-440 RPVs see, e.g., in [16–18].

The early experiences of WWER operating countries and the results and international
research programs on material embrittlement for WWER-440 RPV have been summarized,
e.g., in [18,19]. Before 2000, several ageing management measures were implemented for
the reduction in irradiation embrittlement and its effects on the safe operation of the RPVs,
as follows:

• reduction in the neutron flux on the RPV by low leakage core design and dummy assemblies;
• lessening the thermal shock by heating the water for the emergency core cooling;
• introduction of advanced surveillance programs;
• annealing of the critical circumferential RPV welds, where it was needed.

Thanks to the abovementioned measures and development of the evaluation method-
ology and fluence calculations, the operability of RPVs of all reactors could be justified for
the first 10 to 20 years of extension above the 30 years of the original operational lifetime
based on pressurized thermal shock (PTS) calculations. The critical welds of the RPVs of
Loviisa-1, Rovno -1 and -2, and Kola NPPs have been annealed only.

For example, in the case of Paks NPP, the PTS calculations based on analysis of
postulated embedded flaws endorsed the possibility of 50 years of operation for all four
reactors. The approach applied for PTS analysis of Paks RPVs complied with the Hungarian
Regulatory Guidance. According to this, the structural integrity against brittle fracture
of the RPV is ensured if the actual ductile-brittle transition temperature (DBTT), Tk of its
critical components is less than the maximum allowable component-specific DBTT, Tallow

k .
The analysis compares the material’s static fracture toughness KIc and stress intensity factor
KI calculated from the given loading situation. The significant steps of the analysis were as
follows (see, e.g., in [20–24]):

1. Identification of the critical components of the RPV.
Figure 1 shows the critical RPV locations subjects of fracture mechanics analysis.
In the case of WWER-440 RPV, significant are the base metal, circumferential weld
No. 5/6, weld heat affected zone, cladding in the belt line region, and other circumfer-
ential welds, including those in the nozzle region.

2. Selection of the PTS initiating events with higher frequency than 10−5/year based on
the probabilistic safety analysis (PSA).

3. Thermal-hydraulic analysis for each selected PTS-initiating event.
4. Neutron fluence calculations. The neutron transport calculation methodology has

been validated by comparison with calculation benchmarks and measurements. The
first validation test has been performed in the frame of the REDOS Project [22,23].
The experimental data stem from measurements performed on a mock-up simu-
lating WWER-440 core and vessel wall installed in the LR-0 zero-reactor in the
Nuclear Research Institute, Řež, Czech Republic. The second validation test of
the calculation methodology has been performed with plant-specific data. Here,
the calculated and measured reaction rates on the activation detectors besides the
surveillance specimens were used to validate the calculation model. In the case of
Paks NPP, the measurements performed for the 8–11 and 9–11 fuel cycles of unit 2,
and the measurements performed for the 7–11 cycles of unit 4 were used. In both
cases, the results of flux uncertainty estimates were less than 10% [21].
Based on the refueling history and future core configurations, the end-of-life fluences
(for 50 and 60 operating years) are calculated for the RPV wall and the
surveillance position.
In the case of Paks NPP, the end-of-life fluence for the base metal of the RPVs at Paks
NPP for 60 years varies between 3.21 × 1020 cm−2 and 3.36 × 1020 cm−2 and for the
critical No. 5/6 welding varies between 2.33 × 1020 cm−2 and 2.36 × 1020 cm−2.
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Figure 1. RPV of WWER-440/213 at Paks NPP and the locations selected for fracture mechanics analysis.

5. Temperature and stress field calculations for RPV wall. Fracture mechanics calcu-
lations assume an under-cladding crack with a depth equal to 0.1 times RPV wall
thickness and with an aspect ratio of 1/3, oriented in the base metal normal to the
principal stress. In the circumferential weld, it is oriented circumferentially.
The results of qualified in-service inspections justified the assumption of the embedded
postulated crack. Two types of inspection were applied for the entire cladding area:
(1) Ultrasonic inspection from the inner surface and (2) an additional Eddy current
inspection, overlapping the first 5-mm thickness of the RPV inner wall area.
The transients with screening criteria 10−5/year were analyzed using the linear elastic
fracture mechanics.
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The most significant transients have been analyzed by applying nonlinear fracture
mechanics.
The stress intensity factor, KI , is calculated at the crack tip and the boundary between
the cladding and base metal or weld. The material’s static fracture toughness, KIc, is
calculated via the following reference curve:

KIc = min{(26 + 36·exp[0.02(T − Tk)]); 200},
[
MPa
√

m
]

(1)

where Tk is the nil-ductile temperature.
In evaluating the shift of the critical temperature (∆Tk), the effects of irradiation,
thermal ageing, and fatigue were considered.
Tk and ∆Tk were determined by evaluating the Charpy impact test results of surveil-
lance specimens for every RPV.
The VERLIFE proposed form for the dependence of Tk versus fast neutron fluence, Fn
was applied, i.e., ∆Tk = AF(Fn/F0)

n + δTM, where AF and n are empirical constants,
δTM is equal to 10 ◦C for base metal and 16 ◦C for the weld.
For example, for reactor No. 1 at Paks NPP, the dependence of Tk versus fast neutron
fluence, Fn was found for the base material as

Tk =

(
−34.2 + 65.747

(
Fn/1020

)0.511
+ 10

)
, [°C], (2)

and for the weld as

Tk =

(
25.0 + 62.364

(
Fn/1020

)0.392
+ 16

)
, [°C]. (3)

The condition of postulated defect stability is KI ≤ KIc from what the allowable
temperature, Tallow

k could be derived.
6. Qualified in-service inspections and nondestructive testing verify the integrity of the

cladding [21].

Based on the analysis above, the extension for 20 years above the original operational
lifetime of 30 years could be justified for the RPVs of Paks NPP.

A similar procedure as above has been applied to the other WWER-440-type reactors
listed in Table 1. Among national regulations and guidelines, the references [17], and [25–29]
have been followed for evaluating end-of-life RPV conditions and justification of lifetime
extensions for WWER-440 RPV.

Moreover, with more than a thousand reactor years of operational experience, an ex-
tensive database of RPV material surveillances, and results of excessive research, a factual
statement can be drawn on the RPV material embrittlement of the WWER-440 reactors.

Notably, statistical analysis of the data obtained during impact testing of surveillance
specimens of 15 WWER-440 RPVs operating in Russia, Ukraine, Armenia, Hungary, the
Czech Republic, and Slovakia was performed [30]. The raw data used for the analysis were
obtained from the IAEA International Database of RPV Materials.

As a result, the empirical dependences of the shift of the nil-ductile transition tem-
perature ∆Tk on the neutron fluence have been obtained from surveillance specimens
irradiated up to a fluence of 5 × 1020 cm−2. The tested specimens were grouped as per
copper, nickel, and phosphorus content as “clean”, “almost clean”, “dirty”, and “highly
dirty”. For example, the phosphorus copper content in “clean” base metal surveillance
specimens was less than 0.012% and 0.07%, respectively.

Based on the results of the irradiation tests, the influence of P and Cu to ∆Tk was
evaluated at fluences up to 5 × 1020 cm−2 (E > 0.5 MeV), more than double the design
end-of-life WWER-440 fluence value that was 2.4 × 1020 cm−2 for the base metal and
1.8 × 1020 cm−2 for the weld.

Using the empirical correlation for Tk versus fast neutron fluence, Fn proposed in [28]
and the surveillance data for RPV of reactor No. 1 at Paks NPP and extrapolating for the
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70 years end-of-life fluence that is less than 5 × 1020 cm−2, 70 years of safe operation can
be predicted as shown in Figure 2.
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Figure 2. Nil-ductile temperature for the RPV of reactor No. 1 at Paks NPP versus fast neutron
fluences compared to the prediction via the empirical formula proposed in [30].

An amendment of the regulatory limits has been proposed [30] and seems to be
empirically justified. The application range of normative dependences ∆Tk(Fn) on the
reactor pressure vessel can be increased from 3 × 1020 cm−2 to 5 × 1020 cm−2.

Increasing the maximum fluence to 5× 1020 cm−2 will allow the WWER-440 RPV with
relatively low impurity contents (P 0.017% and Cu 0.14%) to be operated for 60–80 years
without annealing the base metal and, in some cases, without annealing the
irradiated welds.

2.2. Reactor Pressure Vessel Internals

The primary function of the reactor vessel internals (RVI) is to support the core and
the control rod assemblies. The RVI has the additional function of directing the flow of the
reactor coolant and providing shielding for the reactor pressure vessel. The RVI is subjected
to neutron irradiation and exposure to the primary coolant. The core basket or barrel is part
of the RVI structure consisting of the core baffle-former built from horizontal forming plates
that follow the shape of the core baffles and the shape of the peripheral fuel assemblies. In
the case of WWERs, the former follows the shape of the hexagonal fuel assemblies. The
vertical plates/baffles surrounding the outer face peripheral fuel assemblies. The vertical
plates are bolted to the horizontal former plates that are bolted to the core basket. These
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core baffle-former bolts hold together a structure inside the reactor vessel. This structure
and the bolts are subjected to significant mechanical stress and high neutron flux.

Core baffle-former bolt degradation was first noted in the late 1980s in French PWRs. In
the US, in some pressurized water reactors, the operation experiences indicate susceptibility
to IASCC degradation of the baffle-former bolts [31]. Adequate in-service inspections and
replacement of the damaged bolts manage the issue [32].

Figure 3 shows the core baffle-former’s shape and the two bolts used for fixing the
former of the WWER-440/213 reactors at Paks NPP in Hungary. In the WWER reactors,
solution-annealed titanium-stabilized stainless steels (0X18H10T corresponding to Type
AISI 321) have been used for RVI due to their corrosion resistance, toughness, ductility,
strength, and fatigue characteristics.
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Figure 3. Core baffle-former shape (A), the connection of the plate to the former (B), and the drawing
and pictures (C,D) show the two types of bolts (case Paks NPP).

There is only one case of known cracked baffle bolts in WWER-440 internals [33]
found by volumetric ultrasonic examination. The damaged bolts could have cracked due to
improper alignment and restricted thermal expansion. One bolt has been damaged due to
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irradiation-assisted intergranular stress corrosion cracking. The case has been thoroughly
investigated, and the bolt has been replaced [33–36]. According to analysis [37] in the
Czech Republic, the baffle-former bolts are the most susceptible subcomponent of reactor
vessel internals. They are loaded by fatigue and IASCC. Both degradation mechanisms
are influenced and accelerated by swelling development. Since the very limited cases of
the baffle bolts were damaged, the baffle bolt IASCC has not been a high-priority issue
for the first phase of the lifetime extension. Regarding swelling and baffle-former bolts
ageing, the operability of the RVI structures has been justified by in-service inspections and
ultrasonic testing. The performance of WWER-440 RVI materials has also been investigated
and demonstrated using specimens harvested after 45 years of operation with a damaging
dose of 7.9–43.0 dpa (displacement per atom) and irradiation temperature of 280–315 ◦C
that showed negligible swelling [38].

Preparing for the extended operation above 40–50 years, the WWER operators devel-
oped in-service inspections and repair methodologies and performed ageing and stress
analyses. For example, in the case of Paks NPP, Hungary, the applicable inspection and
repair techniques have been reviewed. The acceptance criteria for the crack depth and
cross-section for the bolts have been analyzed for different periods of testing based on
the standard ASME BPVC Section III, Division 1, Subsection NG and Nonmandatory
Appendix F. Despite the good operational experiences, a research effort is needed for a
better understanding of the conditions contributing to void swelling and its effect on the
material properties of WWER RPV internals, and for the definition of empirically justified
allowable neutron doses (or dpa).

From the nuclear safety point of view, the degradation of baffle-former bolts does
not directly endanger the safe operation. Since the bolts are practically replaceable, their
damage does not limit the reactor’s lifetime. However, the deformation of the geometry
and loss of integrity of the core former structure due to the swelling and degradation of
bolts should be avoided. Therefore, as part of the licensee’s activity during the extended
operation, especially during operations above 50 years, the utility establishes periodical
inspection of the reactor vessel internals, including the volumetric inspections of the baffle-
former bolts, that assure safety.

2.3. Steam Generator

The steam generators (SGs) of the type PGV-440 at WWER-440/213 are lifetime-
limiting components since they are not replaceable within reasonable expenses.

The heat-exchanging tubes and the steam generator tube headers (collectors) are man-
ufactured from titanium-stabilized stainless steel (equivalent to AISI 321). The experience
regarding the ageing of WWER steam generators is summarized in the TECDOC-1577 of
the International Atomic Energy Agency [39]. Based on the operational experiences, the
WWER-440 steam generators demonstrated outstanding performance as it is shown in
the Table 2 for the Paks NPP. Since the WWER-440 reactors are six-loop systems, there are
experiences of 35 × 6 × 40 = 8400 steam generator operational years available for assessing
the capability to operate for 60 to 70 years (40 years is assumed as the approximate average
operational time). Throughout this operational period, the steam generator’s material
failures could be detected at the proper time and could be repaired.

Table 2. Steam generator plugging statistics for Paks NPP, Hungary.

Unit
SG No. 1 SG No. 2 SG No. 3 SG No. 4 SG No. 5 SG No. 6

Tubes % Tubes % Tubes % Tubes % Tubes % Tubes %

1 25 0.45 42 0.76 4 0.07 13 0.23 6 0.11 3 0.05

2 70 1.26 166 3.00 205 3.70 187 3.38 82 1.46 112 2.02

3 111 2.01 47 0.85 56 1.01 50 0.90 101 1.82 28 0.51

4 25 0.45 50 0.90 30 0.54 30 0.54 65 1.17 12 0.22
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A relatively early defect of the feed-water distributor inside the SG arose due to
accelerated erosion. These elements were replaced at all WWER-440 plants. The heat-
exchanging surface of the SG is overdesigned by approximately 15% for the reactors with a
design power output of 440 MWe and 10% for the reactors operating at an uprated power
level of ∼=500 MWe. The acidic crevice pH was a concern regarding the integrity of the heat
exchange tubes since the titanium-stabilized stainless steel is susceptible to ODSCC in an
acidic environment. However, the plugging statistics were acceptable, and the trends do
not show serious operability limitations up to 50 years [40–42].

At several WWER-440 plants, the plugging trends were improved by removing copper
alloys from the secondary system and introducing the high-pH secondary water chem-
istry that essentially slows down the ODSCC. The effect of the power uprate on the
heat-exchanging tube integrity is negligible. Nevertheless, the evaluation of operational
experiences is needed for establishing an even more effective mitigation technology of
titanium-stabilized stainless steel steam generator tubing, mostly in crevices, while at the
same time minimizing corrosion product transport and deposition in the steam generators.
In accordance with some research results, these efforts are essential for extending over
50 years since this steel might be susceptible to degradation in highly alkaline pH [43,44].

In the future, alternative chemical mitigation materials should be found to replace
hydrazine if its use will be restricted due to its health and environmental effects [45].

There has been an isolated case of the cracking of WWER-440 SG primary collector
threaded holes exposed to primary water [46,47]. The threaded holes should not be in direct
contact with the primary medium, but it was expected that the water had entered during
assembly/disassembly. Failure analysis indicated that the primary cause of the cracking
was the lubricant, which contained high concentrations of Sulphur and Molybdenum, high
stresses, and material impurities. The collector has been repaired by cutting away and
replacing the cracked part.

Critical parts of the WWER-440 steam generators are the dissimilar material welds
(DMW) connecting the austenitic stainless-steel primary pipe to the K22 ferritic steel body
of the steam generator shown in Figure 4.

The WWER-440-related experiences are summarized in several documents and studies,
e.g., [48–55]. During the long-term operation of the SG, corrosion damages have been
found that were related to intercrystallite corrosion of metal 10Ch16N25AM6, built-up by
electrodes EA 395/9 [48]. According to [48], the degradation mechanisms for the flaws
in the dissimilar material welds at WWERs are usually a combination of corrosion on
the carbon steel side and stress-corrosion-cracking interdendritic character. The factors
determining the cracking, i.e., the stresses, the material, and the environment have been
thoroughly investigated, e.g., [48–58]. Cases of DMW degradations have been found and
repaired at Dukovany NPP and Kola NPP [48,57,58]. The approach of ASME, 2013 Section
XI was applied to evaluate allowable flaw sizes in the DMW connecting the austenitic
stainless-steel primary pipe to the K22 ferritic steel body of the steam generator [52,53].
A thorough nondestructive examination indicates the performance of these newly repaired
DMWs [58]. From the point of view of SG operability for up to 60–70 years, the DMW issue
is manageable since verified methods are available for monitoring the degradation and
repair. The practical questions are the insurance of the effectiveness of ageing monitoring
of DMW that is shown in [49,53]. Moreover, improving the draining, sludge removal is
essential, if possible.

The DMW issue is not limited to the steam generator. Since there are several critical
locations where DMWs are applied including WWER-440 RPV safe end welds, hydro-
accumulator pipe welds, and welds under the pressurizer, the DMW issues are of high
priority. In the future, efforts should be made to collect, evaluate, and analyze the operators’
operational data and in-service inspection results [44].
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accumulator pipe welds, and welds under the pressurizer, the DMW issues are of high 

priority. In the future, efforts should be made to collect, evaluate, and analyze the opera-

tors’ operational data and in-service inspection results [44]. 

Figure 4. Cross-section of the WWER-440/213 steam generator showing the welds at the collector
area. The Dissimilar Material Weld is indicated as 1.6.1.

3. Generic Conditions for Long-Term Operation of WWER-440 Plants

In addition to the above-discussed technical aspects, there are several non-technical
aspects related to controlling material degradation and resolving issues arising during
operation in the long term. These are as follows:

1. The operating countries established comprehensive regulations on controlling operator
ageing management activities and approving long-term operations based on license
renewal or the periodic safety review. From the technical point of view, in both cases, the
Regulatory Authorities control the information on the ageing of the critical structures
and components and the effectiveness of the ageing management programs.
For example, in the case of Hungary, the regulation includes the basic elements of
the US NRC 10 CFR Part 54 [1]. The control of compliance with the current licensing
basis is maintained via the annual updating of the Final Safety Analysis Report and its
Periodic Safety Review every 10 years. The license renewal itself is a two-step process.
First, the LTO Program should be developed and submitted to the regulator at least
4 years before the design life expires, but not before 20 years of operation. Second,
the formal license renewal application should be submitted 1 year before the design
lifetime expires. Four years of experience implementing the LTO Program should
demonstrate that the licensee’s Program is effective; it ensures long-term operation
and the licensee’s assessments regarding the safe lifetime are appropriate. Obtaining
the environmental license for an extended term of operation is a precondition to
applying for the new operating license.
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2. In the WWER-440 operating countries, comprehensive ageing management programs
are practiced; see, for example, the case of Paks NPP in [59–61].

3. Supporting the long-term operation research activities are taking place in all WWER-
440 operating countries, see the examples for Finland [33,34,36], the Czech Repub-
lic [37,50], etc.

4. International cooperation exists for gathering and evaluating operational experiences,
e.g., the Pressurized Water Reactor Materials Reliability Program organized by EPRI
US [14] or by the IAEA [8]. Guidances and methodologies for the operators are the
main products of these activities, e.g., [6,25,26,62].
Although the national regulatory frames and the applied standards are different, a
generalized scientific-technical basis exists for the evaluation and management of
the ageing of the critical components thanks to the intensive exchange of the data
and operational experiences in the frame of international projects, coordinated by the
IAEA, European Union, EPRI. The international benchmarking and comparison of
the testing and surveillance methods and qualification and evaluation of the tests are
very important. These form the common basis for safe long-term operation.

5. The IAEA SALTO program and services support the operator’s practical ageing
management activities, e.g., [62–66]. Independent of the national regulation and
differences in operator practices, the baseline is defined by the safety requirements,
guidelines of the IAEA, and internationally accepted standards and best practices.
The IAEA review missions enforce this generic baseline.

4. Discussion and Conclusions

The paper aimed to demonstrate that the expectations for the operability of the WWER-
440-type reactors for up to 60–70 years are realistic considering the material aspects of
ageing of the main components: The reactor pressure vessel, the reactor pressure vessel
internals, and the steam generator. Reviewing the operational experiences and research
results related to ageing issues of the WWER-440-type reactors, three main aspects for the
justification of long-term operability have been considered:

• Whether the ageing processes and the stressors have been already identified?
• Whether the methods for monitoring and evaluating the material conditions and

analysis of time limits operability ensure confidence in the long-term operability of
this reactor type?

• Are the already implemented ageing management programs, methods, and mitigative
or corrective actions effective?

Regarding the WWER-440 reactor pressure vessels (base metal and welds), irradiation
embrittlement is the lifetime-limiting aging effect. The enhanced surveillance and in-service
inspection methods are qualified, and the measures for reducing fast neutron fluences and
temperature stresses are effective in accordance with experience. Methodology for the
analysis of time limits of safe operation could be qualified as proven. As an ultima ratio, the
annealing of the RPV welds can be implemented. Decisions on the necessity of annealing
can be made based on the evaluation of the material condition.

Regarding the ageing processes of the reactor pressure vessel internals, the operating
experience and the related research provided sufficient data and knowledge to prepare
for monitoring programs and repair technologies for the ageing-related damages of core
baffle-former bolts. The ageing degradation of the reactor pressure vessel internals is
receiving more importance during the operation over 40–50 years. The operator’s efforts
and the supporting research activity should ensure confidence in long-term operability.

The operational performance of the WWER-440 steam generators demonstrates the
adequacy of the material selection and the design of steam generators. The critical locations
and material degradation processes have been identified, and the operators implemented
effective ageing management programs and corrective measures. In-service inspection
of heat-exchanging tubes, their plugging technique, also the repair technologies for the
dissimilar material welds are proven by experience.
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Despite the generic preparedness of the operators for long-term operation and positive
experiences regarding the adequacy of material selection and design of the main compo-
nents of the WWER-440-type reactors, internationally coordinated efforts are needed for
gathering and evaluation of operational experiences and data and for ensuring proper
scientific basis of long-term operation of the nuclear power plants considered. The age-
ing phenomena subjects of further investigations have been identified in the paper. The
international cooperation will back up the practical efforts of the WWER-440 operators and
national regulatory authorities in approving and supervising the long-term operation.
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Abstract: The problems that arise during the transmission of control commands for key elements and
data on their execution via communication systems over long distances at energy facilities are consid-
ered. The necessity of a new approach to solving this problem using a fiber-optic communication line
(FOCL) is substantiated. A new design of analog FOCL has been developed for transmitting control
commands for key elements of substations and switching data. A new method for forming an optical
signal in a laser transmitting module using direct current modulation is proposed. The advantages
of using a new method for generating commands for control signals and switching data using a
sequence of command codes compared with digital signals currently used in control and monitoring
systems are substantiated. The main parameters of the developed analog FOCL have been calculated.
An experimental prototype of an analog FOCL was assembled, and research was conducted. The
results of calculations and experimental data are compared. The directions for further modernization
of the developed FOCL are determined to increase the distance for transmitting an optical signal
up to 600 km without the use of servers, the maintenance of which in the power transmission line
system in some cases is challenging, expensive, and not always possible.

Keywords: electrical substation; switching systems; control; analog optical signal; optical fiber;
distance; signal-to-noise ratio; reliability

1. Introduction

One of the urgent tasks of modern energy is to increase the reliability of various
systems through which electrical power is supplied to consumers [1–3]. The reliability of
the operation of electrical energy transmission systems depends on many parameters and
various factors [2–6]. One of these factors is the coordinated operation of key elements
in the distribution systems of electrical energy between consumers or various units (for
example, electric motors at a mobile object with a nuclear power plant and compressors at
fuel transfer stations) [7–13]. Key elements also play an important role in the redistribution
of electric energy flows in the energy systems of countries with several time zones (for
example, USA, Russian Federation, China, Australia, and others) [14–16]. Therefore, more
attention is paid to solving problems related to managing and controlling key elements
(switches at various transformer substations or high-voltage switches) [17–21].

Fiber optic communication lines (FOCL) are used in substations and switching systems
to ensure the reliability of various relays, panel switches, and other equipment [14–17,21–26].
The use of FOCL is the only solution that can significantly reduce the effect of electro-
magnetic interference on the reliability of the control and monitoring system for electrical
energy flows. The developed designs of FOCL make it possible to ensure the transmission
of information with control signals over distances of up to 250 km without any problems
without optical amplifiers. The use of optical amplifiers in the power transmission line
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zone, where the FOCL is located, is impossible due to a change in the polarization of laser
radiation in the optical amplifier from sparks and lightning. A change in polarization will
lead to the transformation of the optical signal with information during optical amplifi-
cation (the command encoding will change, and another switch will be performed at the
substation). It should be noted that the FOCL operates in standby mode. In this mode,
the FOCL keeps a low level. Intense electromagnetic radiation with a discharge spark can
create a slight surge in the FOCL, amplified by an optical amplifier and identified as a
control signal [27–32].

Therefore, to avoid creating such complex problems when transmitting information
with control signals to substations or switching systems located at more than 250 km from
the control center, a server station is used. In the Russian Federation, ROSSETI PJSC deploys
server stations every 200–215 km of the route with FOCL (depending on various conditions).
The server station is located on the territory of the automated substation at a small distance
from the switching systems in a separate room. In this room, it is necessary to provide a
certain temperature regime and conditions for the operation of the server and auxiliary
equipment. The server must operate in continuous mode (provide constant transmission of
information about the position of key elements on relays and panel switches). Therefore,
the server room also hosts a backup set of equipment, which is also maintained in working
order. Furthermore, for the same reason, there was a complete rejection of the use of
optical amplifiers, which in a certain period cannot ensure uninterrupted transmission of
information over FOCL.

It is necessary to conduct preventive maintenance in the area where the server station
is located to prevent failures in the operation of the equipment. This requires a substantial
amount of money, especially in winter and during the rainy season (huge problems occur in
mountainous areas). For example, for several regions of the Russian Federation, especially
in the northern regions and some regions of Siberia, these tasks are solved with great
difficulty, especially during severe frosts and snowstorms. The departure of PJSC Rosseti
employees for more than 1000 km (round trip) becomes a major problem. In addition, it
is a highly expensive and sometimes dangerous undertaking. Similar problems can be
attributed to several territories in the USA, Canada, Brazil, Kazakhstan, China, Argentina,
Chile, and others. Considering that roads were laid to automated substations during their
installation, which are in different conditions (roads also require preventive repairs and
maintenance), these problems are solved with great difficulty.

This command-and-control system’s pain point is when a server substation needs to
be installed on the power line route. If the distance between the control center and the
automated substation is more than 300 km, it is necessary to install a server substation for
stable information transfer. The roads are in a bad state (access to the server substation
is extremely difficult). In most cases, you must walk part of the way from the car to the
server station on foot with equipment through challenging terrain. This is a difficult job in
the presence of snow, heavy precipitation, etc. In addition, the impact of negative weather
factors on such a server station is much higher than if it is located on the territory of an
automated substation. Vandalism is possible from people (theft of equipment) or wild
animals. Now the problem of failure in the operation of such server stations is being solved
with great effort (there is no other choice yet). Therefore, reducing the number of such “pain”
points in automated substations’ control and monitoring system is a highly urgent task.

In addition, it should be noted that the size of the automated remote substation does
not affect the preventive maintenance schedule of the server station and the operating con-
ditions of the equipment on it. Service standards are uniform (considering the geographical
region’s characteristics). Failure to comply with these standards leads to power outages
for consumers and accidents, which negatively affect the operation of various consumer
equipment [6,7,9,11,13,16,18,19,24,33,34]. Often, the costs of operating small, automated
substations exceed revenues, and they are forced to cover them from the entire company’s
work. Some small problems also make it challenging to operate automated substations
using servers. On the other hand, it is extremely difficult to perform this operation without
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a server station. Therefore, the search for new solutions to this complex problem is highly
relevant to the energy systems of many leading countries.

There is a substantial amount of research trying to solve this complex problem, and
the previous authors’ work is not the only possible solution. Our work proposes a funda-
mentally new approach to solving the problem noted in comparison with other studies.
In the research of other scientists, the main emphasis is on developing a system of strong
points using digital FOCL [35,36]. In essence, the tasks are reduced to the creation of shift
zones to reduce the departure distance of the maintenance team for both the automatic
substation and maintenance work at the server station. In the PJSC Rosseti (Russian Fed-
eration) system, these developments were not widely used; in reality, their effectiveness
was low. The second main direction in the research of other scientists relates to the possi-
bility of introducing new equipment, for example, electro-optical modulators made based
on new materials. These materials are more resistant to electromagnetic radiation and
temperature instability [37–39]. Furthermore, optical systems with new electro-optical
modulators are planned to be integrated into the power transmission line structure with the
rejection of server stations. Modern technologies currently allow the production of optical
materials that are less sensitive to a strong electric field than quartz glass and its various
modifications [40–45]. In the case of using these materials in communication systems, it
is necessary to develop new designs of multiplexers, demultiplexers, and electro-optical
modulators, as well as several components for the operation of these elements as part of
FOCL. Leading companies in the world (Thorlabs inc., Emcore, Hamamatsu Photonics) are
in no hurry to develop and manufacture these devices. Therefore, it is necessary to look
for another approach to solve this problem in the development of FOCL. Therefore, it is
necessary to look for another approach to solve this problem in the development of FOCL.

2. The Concept of an Analog Fiber-Optic Communication Line and a New Method of
Information Transmission

The developed FOCL design proposes not to use direct modulation of laser radiation
for current in the transmitting laser module to form analog optical signals with information.
This will make it possible to exclude from the design of the FOCL the electro-optical
modulators and various elements associated with it, which are expensive and have a
high-temperature dependence. It creates additional problems in their operation. For the
transmission of modulated laser radiation via FOCL, we propose to use a sinusoidal signal
with a subcarrier frequency of 200 MHz. For a control command that switches key elements,
a new encoding method based on the formation of a sequence of command codes is used.

The control command is a set of four numbers separated by a hyphen. The first
number consists of two, three, or four characters and is, for example, the number of a relay
or panel switch. The second number consists of two or three digits and is the number of
the key element (its position changes). The third number (two digits) corresponds to the
initial position of the key element. The fourth number (two digits) corresponds to the final
position of the key element after switching. In this case, it is necessary to steadily transmit
four numbers in a certain sequence over the FOCL and indicate the start of the command
countdown and its completion. It is proposed that a certain value of the pulse amplitude in
relative units (0.950, 0.955, 0.960, . . . , 0.995) corresponds to the numbers: 0, 1, 2, . . . , 9. The
amplitude value of 0.94 corresponds to a hyphen (-), i.e. is separating one number from
another. In addition, the amplitude value of 1.0 in relative units corresponds to the start of
the set of all four numbers and its end in the sequence of command codes. Figure 1 shows,
for example, the encoding of the command 1231-47-58-29 using the sequence of command
codes proposed by us.
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Figure 1. A sequence of command codes in the form of rectangular pulses for transmitting a control
command in analog form via FOCL.

In the Russian Federation, one feature is associated with the transfer of control com-
mands. The territory is extensive; it hosts many power plants of various types, so control
commands, in some cases, must be transmitted over long distances (up to 500 km).

In addition, in such a situation, the FOCL will be placed on the upper part of the
power line to exclude the influence of many technogenic factors on it, especially in the
northern regions, steppes, and deserts, as well as in the middle highlands. The same feature
is present in the energy systems of the USA, Canada, China, Australia, and several other
countries. Under such conditions, the optical signal amplification on the path is excluded
due to the great difficulties in its implementation in a strong electromagnetic field and
changing climatic conditions (difficulties in ensuring a thermally stable operating mode of
the optical amplifier).

Using the developed sequence of command codes makes it possible to transmit in-
formation over distances of 500 km via optical fiber. This possibility is due to the fact
that laser radiation with a power of Pin ≈ 100–110 MBT (20.0–20.4 dBm) can be used to
transmit these signals. Modern FOCL designs use laser radiation with a power of up to
15 mW (11.8 dBm) to transmit digital signals over various distances. In the near future, it is
planned to implement operation of FOCL with a laser power of up to 20 mW. A further
increase in power for FOCL, in which digital signals with a high bit-sequence density and
channel spectral division multiplexing are transmitted, is limited by the factors number.
These factors relate to both technical (the effect of radiation at high power from one channel
on the signal in another channel, etc.) and physical phenomena (Kerr nonlinearity, etc.).
The stimulated Mandelstam–Brillouin scattering (SMBS) in the case of a pulse duration in a
bit sequence much shorter than the photon lifetime has a threshold of more than 20 mW.
The Stimulated Raman scattering (SRS) has a threshold of about 600 mW. In this situation,
Kerr nonlinearity exerts a significant influence on the information transfer process with an
increase in the laser radiation power. The edges of the pulses are distorted (the pulses in
the bit sequence are expanded). This expansion of pulses and the incursion of chromatic
dispersion leads to the imposition of pulses on each other and the formation of bit errors
during signal registration.
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In addition, for digital signals, the signal-to-noise ratio at the photodetector must be at
least 20 (in dBm). This provides a BER error probability of the order of 0.3 × 10−6. In the
case of overlapping pulse fronts, this signal-to-noise ratio is extremely difficult to provide.

The signal-to-noise ratio on the photodetector for the sequence of command codes
should be no worse than 8 (in times). This is ensured by registering the signal on the
photodetector in a narrow band, because pulses with a duration of 1 to 3 ms are used. It
provides an error probability erfc (BER) which amounts to 10−5 [46]. Such a BER value is
sufficient to clearly identify a value of pulse amplitude.

It should be noted that with a duration of pulses with information of 1 ms (number)
and 2 ms (hyphen), and 3 ms (start and end of the command countdown) with an interval
between pulses of 3 ms, the effect of chromatic dispersion will not lead to the superposition
of their fronts. The incursion of chromatic dispersion in a single-mode fiber at λ = 1550 nm
over a distance L = 550 km is ≈2.3 ns in each pulse edge. For pulses with a duration of 1 ms,
these changes are insignificant, and it will not change the width of the signal spectrum.

In contrast to a digital bit sequence, with such pulse durations and the interval between
them, the effect of Kerr nonlinearity will be less. In order to introduce an error into signal
transmission, this non-linearity must change the upper level of the pulse. This requires
more laser power than when transmitting digital signals to distort the fronts. In fact, it is
necessary to start the collapse of impulse. In this case, the information will be difficult to
identify. The signal-to-noise ratio will decrease (BER will increase). The spectrum of the
recorded signal is broadened.

The stimulated Mandelstam–Brillouin scattering will also affect the signal-to-noise
ratio and the spectrum of the recorded signal. The threshold for the occurrence of this
radiation, in contrast to the case of digital signal transmission, will be higher due to the use
of a special fiber and a sequence of command codes. It is difficult to estimate the threshold
value of SMBS bias occurrence for the pulse train and special fiber used by us. On the
one hand, the spectral width of the pulse is much less than ∆νB. This is considered in the
classical theory as continuous pumping. On the other hand, the interval between pulses is
3 ms (that is three times longer than the pulse duration). There is no continuity. In addition,
with the signals we use, it is impossible to make assumptions about the random connection
of the spectrum of a sequence of zeros and ones, as is accomplished with the transmission
of digital signals. In addition, in the signal we use, the ratio between the pulse amplitudes
changes only in the upper part of the sequence. Zero is not at the noise level. Therefore, we
will evaluate the influence of SMBS bias experimentally by the appearance of nonlinear
distortions in the amplitude characteristic of FOCL.

The Stimulated Raman scattering (SRS) for the FOCL design developed by us and the
sequence of command codes used has a threshold of about 500–550 mW. Therefore, the SRS
and the effects associated with it will not have an impact on the process of changing the
amplitude FOCL characteristic.

The proposed method for transmitting control commands is a fundamentally new
solution in data transmission using analog signals via FOCL. The sequence of command
codes developed by us (Figure 1) makes it possible to use in FOCL for data transmission,
which involves various sources of laser radiation with direct modulation of the pump
current. This makes it possible to ensure a high stability of laser radiation in terms of power,
as well as a change in the depth of modulation over a wide range.

It should be noted that a further increase in Pin is inexpedient. This is well illustrated
by the following formula:

P (dBm) = 10· log10(P (mW) / 1 mW), (1)

An analysis of Formula (1) shows that an increase in Pin to 150 mW leads to an increase
in power to 21.76 dBm. The signal transmission distance increases slightly. This increases
the likelihood of various non-linear distortions and scattering. This will lead to changes in
the transmitted pulses shape, leading to errors in decoding the governance command.
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The use of pulses with a duration of 1, 2, and 3 ms in the developed sequence of
command codes, as well as a time interval between pulses of 3 ms, makes it possible to
use a subcarrier frequency Fs in the range from 0.1 to 200 MHz for their transmission
over FOCL. This makes it possible to provide a long transmission time (“drift”) of the
FOCL when transmitting a signal over long distances L. In addition, using such values of
subcarrier frequencies Fs makes it possible to record an optical signal on a photodetector in
the band from 0.1 to 1 MHz with a small signal-to-noise ratio (S/N), which significantly
increases the energy balance of FOCL.

A feature of the system we proposed for transmitting control commands via FOCL
is that the pulses in the sequence of command codes (Figure 1) are the envelope for the
subcarrier frequency signal, which is fed to the laser transmitting module only at the
moments of receipt of these pulses. This makes these signals more resistant to various
effects on the FOCL than digital ones. When transmitting digital signals over FOCL, the
subcarrier signal is an envelope for a bit sequence consisting of zeros and ones.

The key element switching confirmation command is similarly formed from only three
numbers, which are also separated by a hyphen. For example, the operator will receive the
confirmation command 1231-47-29 on the central computer in response to the previously
sent control command (Figure 1). Figure 2 shows this confirmation command.
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mation command in analog form via FOCL.

To transmit this command, an analog FOCL is also used (its design is identical to the
analog FOCL for transmitting control commands) with a transmitting laser module with
direct modulation using a subcarrier frequency in the range of 0.1–200 MHz. These two
independent FOCLs are placed in one shielded cable on the top of the transmission line. You
cannot place two fibers to transmit two commands in one reflective layer. Because the power
of laser radiation is large, one channel will negatively impact the other communication
channel. It will result in a failure in the transmission of information.

3. The Design of an Analog Fiber-Optic Communication Line and the Calculation of
Its Parameters

Figure 3 shows a block diagram of the analog FOCL developed by us for transmitting
control commands and confirmation signals about the completed switching.
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Figure 3. Structural diagram of an analog FOCL for controlling and monitoring the operation of
key elements: 1—semiconductor laser; 2—optical fiber; 3—photodetector module; 4—laser power
supply unit with direct current modulation; 5—multifunctional power supply; 6—tunable LC filter;
7—analog-to-digital converter (ADC); 8—electronic key; 9—subcarrier frequency signal generator;
10—the device for forming a sequence of rectangular pulses; 11—the device for processing information
obtained using a sequence of command codes; 12—dispatcher’s central computer; 13—device for
generating switching signals of key elements; 14—device for generating data from key elements; and
15—information processing device.

In the developed design of the FOCL, in contrast to the classical schemes for trans-
mitting analog signals, the subcarrier frequency Fs is used. This information transmission
feature is because low-frequency signals (sequence of command codes) are transmitted
over long distances via FOCL. Laser radiation always contains flicker noise, which is also
low frequency. The conducted studies have shown this phenomenon in laser radiation with
a power of 150 mW or more (the noise level is about (−62 dBm) or more).

These noises can form on the upper part of a rectangular pulse during direct modu-
lation of laser radiation and affect the signal-to-noise ratio during the registration of an
optical signal. The conducted studies have shown that the use of a subcarrier frequency
signal Fs with a higher frequency than the transmitted signals, for which rectangular pulses
are the envelope, makes it possible to make the effect of noise flicker on the registration of
the modulated optical signal insignificant. To achieve this, also in the developed design of
the FOCL, an electronic key 8 is used. The subcarrier signal enters the laser 1 only when
supplying rectangular pulses with information to its power element.

Such formation of an optical information signal makes it possible to place a tunable
LC filter 6 after the photodetector 3 (Figure 3), which cuts out the subcarrier signal. The
information processing device 11 after the ADC 7 receives only rectangular pulses with
information. Control device 10 is designed to convert information from sensors into
command codes. This device ensures that they arrive at the control input of the electronic
key 6 and the laser power supply 4 in the specified mode. After processing device 11,
the information enters either the central computer 12 or the switching signal generation
device 13, which generates commands for switching key elements. After switching the
key element, information about its position through 14 is sent to the processing device
15, which converts the received data into the required format for transferring it to 10. In
device 10, a command code is generated about the switching performed, which is sent to 8
and 4 to transmit it via FOCL to the central computer 12.
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Difficulties arise with registering an optical signal transmitted over long distances and
significantly decreases in power. Currently, various models of photodetectors for recording
analog signals are produced (for example, PDA400 (company “Thorlabs Inc.” (New York,
NY, USA)) or the sensitive InGaAs photodiode PDINCH300 (Company “Emcore”(Lion,
France)) in the range of changes in the detected power ∆Pr of laser radiation, which is
≈90–95 dB. Different limits determine different models of photodetector modules ∆Pr (for
example, from 10 dBm to −80 dBm or from 0 dBm to −95 dBm).

Because it is necessary to transmit information over distances of more than 500 km,
selecting a receiver with a lower value of the registration range of minus 95 dBm is necessary.
At such information transmission distances, additional noise is formed in the optical fiber
in addition to photodetector noise and others. The experience of operating FOCL in normal
mode shows that all these noises do not exceed 2–3 dBm. In addition, 2 dBm is lost when
laser radiation is injected into the optical fiber. In this case, for the FOCL developed by us,
the value of ∆Pr is more than 110 dBm. The value of L, when all the factors are considered,
can be estimated using the following formula:

L = ∆Pr/α1550 > 550 km, (2)

where α1550 is the power loss in the optical fiber at λ = 1550 nm (standard losses
α1550 ≈ 0.195 dB/km).

The result obtained shows the possibility of transmitting an optical signal and its
stable registration at distances L ≈ 550 km. When transmitting over such long distances,
there must be a margin for losses (in case of repair and other situations).

Because information is transmitted over FOCL over more than 200 km, it is necessary
to calculate the most important parameters of the developed FOCL. These are the rise time
of the optical system τs, the time of the signal transmitted through the optical fiber τ0,
and the energy balance ae. These parameters show the capabilities of the developed FOCL
design for transmitting an analog signal over a distance of L.

The following data are used to calculate the developed FOCL. Information is transmit-
ted at a wavelength λ = 1550 nm. The optical power Pt of the transmitting laser module
1 (Emcore) is 150 mW, and the modulation depth is 70%. For a given Pt, the width of the
laser emission spectrum is ∆F1 = 600 MHz. The subcarrier frequency is Fs = 100 MHz. A
specialized single-mode optical fiber of the G.652 standard with a shifted zero dispersion
(triangular profile) M = 0.3 ps/(nm·km) is used to transmit information. A photodetector
module is used to receive an optical signal (with the following parameters: bandwidth
∆F2 = 1 GHz, NEP = 10−14 W·Hz1/2; optical fiber length L = 550 km).

When using high-power laser radiation to transmit command codes, there is a problem
with determining the line width ∆λ. As the value of Pt increases, the value of ∆λ also
changes (the manufacturer of the laser transmitters only specifies the maximum permissible
value). Therefore, we conducted additional studies of the change in the value of ∆λ from
Pt (Figure 4).

The obtained results showed that the value of ∆λ slightly changes when the value of
Pt changes to 160 mW. Furthermore, the value of ∆λ changes nonlinearly to 0.227 nm at
a power Pt = 250 mW. For Pt = 150 mW, the linewidth is ∆λ = 0.112 nm. The following
formulas are used to calculate the values of τs and τ0:

τ0 =
B
Fs

, (3)

where B = 0.35 is a factor that considers the nature of the linear analog signal.

τs =
√

τ1
2 + τ22 + τ32, (4)

where τ1 is the rise time of the transmitter, τ2 is the rise time of the receiver, and τ3 is the
rise time of the optical fiber are defined as follows:

τ1 =
B

∆F1
, (5)
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τ2 =
B

∆F2
, (6)

τ3 =
B

∆F3
, (7)
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All values in Relations (5) and (6) are determined by the manufacturers of the receiving
and transmitting modules. For calculations, it is necessary to determine ∆F3 from the
following relationship:

∆F3 = 0.35/(M·∆λ·L), (8)

As a result of calculations, the following values were obtained: τ0 = 3.5 ns, τ1 = 0.58 ns,
τ2 = 0.35 ns, τ3 = 0.018 ns, τs = 0.678 ns. An analysis of the obtained time values showed
that the relation τ0 > τs is satisfied in the developed FOCL design. Information about the
switching command will be transmitted over 550 km.

The following formulas are used to calculate the energy balance ae:

ae = a1 − (a2 + N·a3 + a4 + a5), (9)

where a1 is the loss margin in the optical fiber, a2 is the attenuation of the optical signal over
the entire length of the fiber, a3 is the attenuation at various connections (welding is used),
N is the number of connections, a4 is the loss at the modulation depth in the transmitting
optical signal, and a5 is the attenuation on classic connections (connectors).

Let us determine for the developed FOCL all the values included in Equation (9):

a1 = Pin − PR, (10)

where PR is the minimum optical power recorded on the photodetector module.

PR = 10 log
(

NEP
10−3

)
+ 5 log(∆Ft) + 0.5·SNR(dB), (11)

The following values are used to calculate the PR value. The optical signal is recorded
with a signal-to-noise ratio (SNR) equal to 8 (in times) with an information transmission
bandwidth ∆Ft = 100 kHz.

a2 = α1550·L, a3 = 0.05 dB, N = 99, a4 = 1.5 dB, a5 = 0.24 dB, (12)

As a result of calculations, the following values were obtained: PR = −84.55 dBm,
a1 = 104.55 dB, a2 = 97.50 dB, and ae = 0.36 dB.
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The obtained result shows that the developed FOCL can stably transmit information
over distances up to 500 km. The further transmission of information is not recommended
because the value of ae is slightly greater than 0 dB with a recommended margin of at least
1 dB. The distance L = 500 km is critical.

4. Results of Experimental Investigations and Discussion

The dynamic range is the main characteristic of FOCL for the transmission of analog
signals. In the conditions of the research laboratory of Bonch-Bruevich Saint Petersburg
State University of Telecommunication, with the support of company LLC “T8” and com-
pany PJSC ROSSETI, the laboratory layout was assembled for research of FOCL developed
by us (the block diagram of laboratory layout is shown in Figure 3). A during developing
analog FOCLs with using laser radiation a power of more than 15 mW, modeling of line
characteristics is not very promising work due to the difficulty of considering all non-linear
distortions and scattering that affect the amplitude and shape of the transmitted signal.
It is more reliable to measure everything. Without the results of experimental research,
companies do not accept the development for implementation.

In Figure 5 shows the results of measuring the output power Pout from a change in
the laser power Pin, which enters the optical fiber for various values of L.
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The conducted studies of the change in the dynamic range of the developed design of
the analog FOCL showed that stable transmission of control commands to key elements
and control of their position over distances of up to 500 km is ensured. The presence of a
nonlinear section on the amplitude characteristic in the lower part is explained by the fact
that the amplitude of the recorded signal has become comparable to the intrinsic noise of
the photodetector module. Moreover, with an increase in L, the number of welded joints
increases (the construction length of a solid fiber is 5000 m), which increases the overall
loss of the optical signal in the fiber. Therefore, there are changes in the nonlinearity of the
amplitude response with increasing L.

Nonlinear distortions in the amplitude characteristic in the upper part can be explained
by the influence of SMBS bias and Kerr nonlinearity on the transmitted signal parameters.
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As a result of experiments, we found that the parameters of laser transmitting modules
do not affect the formation of this nonlinearity. During the research, various options for
the rectangular pulse formation were used (using a semiconductor laser tunable in power
and equipment of company LLC “T8” using an amplifier). Changes in the amplitude
characteristics measured for two cases turned out to be insignificant.

As an example, Figure 6 shows the results of a study of the transmission of rectangular
pulses with a duration of 1 ms (digit) over the developed analog FOCL with a pulse interval
of 3 ms for various values of L.
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Figure 6. Rectangular pulses for the transmission of digits in numbers as a sequence of command
codes: graph 1 at the input to 2, graph 2 at the output 3. Studies are presented for various values of L
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As an example, Figure 7 shows the results of studying the transmission of rectangular
pulses with a duration of 1 ms (digit) over the developed analog FOCL with a duty cycle of
100 MHz with an interval between pulses of 3 ms for various values of L.
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As an example, Figure 8 shows the results of the registration of rectangular pulses
transmitted over the developed analog FOCL with a duration of 1 ms (digit) with a duty
cycle of 100 MHz with an interval between pulses of 3 ms for various values of L.
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An analysis of the results obtained shows stable operation of the developed analog
FOCL when transmitting information in the form of a sequence of command codes at a
power of Pin = 100 mW over various distances.

The absence of significant distortions in the fronts and upper part of the recorded
pulses transmitted over the FOCL developed by us shows that for this laser radiation
power, the influence of the SMBS bias and Kerr nonlinearity is insignificant.

The investigations conducted made it possible to establish the insignificant effect of
changing the subcarrier frequency Fs in the range from 1 to 200 MHz on the amplitude and
shape of recorded analog signal transmitted over the FOCL.

5. Conclusions

An analysis of the obtained experimental and calculated data confirms the adequacy
of our proposed developments in the implementation of the design of an analog FOCL for
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transmitting control commands for key elements in various power systems and for obtain-
ing reliable information about the switching performed (the position of panel switches, etc.).
The experiments and calculations confirmed the possibility of reliable transmission of con-
trol commands and other information over distances of 500 km. It is at least 5–6 times more
than in operating control systems operating on other physical principles.

It should be noted that the developed analog FOCL is easily integrated into the power
transmission lines in operation. For its placement and functioning, it is not necessary to
make any changes and improvements to the structures of power lines installed on the routes.
In addition, using the developed FOCL makes it possible to exclude two server stations
from the control and monitoring system. The service life of the FOCL developed by us is
more than 20 years, and the service life of the server station in the PJSC ROSSETI (Russian
Federation) system is ten years at maximum. For example, preventive maintenance on the
developed FOCL is performed as needed (possibly never before the expiration of its service
life). At the server station in the northern regions of the Russian Federation in winter,
preventive maintenance is performed at least once a week and, if necessary, more often
(due to snow drifts, icicles, etc.). Such exploitation requires time and significant human and
financial resources. Using our development significantly reduces these costs in all areas.
These conclusions are made by the authors of this article on the basis of many years of
cooperation with company PJSC ROSSETI (formerly with company RJS “Unified Energy
Systems of Russia (UES Russia)” until 2008). Specialists of the company PJSC ROSSETI are
involved in the development of this project. This project is planned to be implemented in
practice in the divisions of this company. At the request of the article authors, an expert
specialist group of PJSC ROSSETI performed (at the moment) an economic assessment of
operational efficiency for one developed FOCL within 20 years in a power transmission
line system compared to existing equipment. Economic efficiency is from 5 to 20 million
US dollars. Such a spread is determined by climatic conditions and inflationary processes
over the entire period of FOCL operation. The risk of work in the power transmission line
system in difficult weather conditions is not included in this amount.

Increasing the range of information transmission (more than 500 km) without the
use of optical amplifiers, which are extremely difficult to integrate into existing power
transmission lines, is a challenging issue. Its solution requires further research. This is
because the classical methods of increasing L (the choice of a photodetector with a lower
NEP is associated with the production of such elements, and the choice of an optical fiber
with a lower attenuation coefficient α1550) are either technically difficult to implement
or sharply increase the cost of the FOCL design (fiber with a core made of pure quartz
α1550 = 0.171 dB/km). When using this type of optical fiber, the transmission distance of
control commands and necessary information is increased up to 600 km.

It should be noted that the analog FOCLs developed by us are lines for unidirectional
data transmission (one way). This eliminates the possibility of unauthorized connection
to the FOCL by unknown persons without its identification. When using server stations,
these connections are possible. Such circumstances further increase the reliability of the
operation of the FOCL developed by us for the management and control of the operation
of key elements in power systems.

Considering all of these factors, as well as the circumstances in which the experimental
FOCL layout developed by us is assembled using equipment and components from leading
world companies, the following statement can be made. The FOCL developed by us can be
implemented in the energy systems of the USA, Canada, China, and other countries with
minor modifications.
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Abstract: Hitachi is advancing their designs for a conceptual reactor called the resource-renewable
boiling water reactor (RBWR), a concept reactor similar to the advanced boiling water reactor with a
harder neutron spectrum. This design aims to minimise construction costs and waste production as
well as to utilise separated plutonium and minor actinide fuel. However, the axial heterogeneity of
the design poses calculation difficulties. The aim of this work is to use a known method, reactivity-
equivalent physical transformation (RPT), for calculating fuel with double heterogeneity and apply it
to a BWR-type fuel pin. This could reduce the calculation time needed for optimisation of the design
of the RBWR. The objective of the study is to use SCALE 6.2 to produce an equivalent axial pin model
by comparison with the burnup and neutron spectra of a radial model of the fuel. This model can then
be used for 2D burnup calculations, and in future work will be used for the generation of two-group
and multigroup cross-sections for further deterministic calculations as part of a two-step approach
for analysis of the RBWR. The RPT method has been extensively tested on spherical fuel, and SCALE
is a standard industry code. The initial radial model is a hexagonal assembly with 20% enriched
UO2 fuel in a zircaloy cladding, surrounded by light water moderator. The derived axial model
has a water density distribution taken from Hitachi’s RBWR designs. Criticality over 70 GWd/tU
burnup is estimated using the model. The application of the RPT to the BWR pin was shown to be
possible, but to have limitations with the introduction of additional radial complexity. For a single
pin, excellent agreement between the radial and axial models could be found across a range of water
densities, but in the case of an assembly level calculation distinct equivalence models were required
for each water density. In addition, the produced RPT model is validated using SCALE’s 3D Monte
Carlo module, KENO.

Keywords: waste burner; axial heterogeneity; deterministic; RBWR

1. Introduction

The Generation IV reactor program seeks to improve several aspects of nuclear reactors,
including safety, cost, and efficiency [1]. Improving sustainability also stands as one of the
key goals for the successful large-scale deployment of future reactors. Generating energy
sustainably and promoting long-term availability of nuclear fuel are extremely important
in any scenario where the coverage of nuclear power is significantly expanded, and in
response to questions about geological disposal and the cost of permanent storage of spent
fuel, minimising long-term nuclear waste and reducing the stewardship burden are at the
forefront of the conversation around civil nuclear power [2].

Hitachi’s resource-renewable boiling water reactor (RBWR) is ‘designed to improve
the use of resources and reduce the load imposed on the environment by spent fuel’ [3],
while the concept is still based on a classical BWR plant design, which should reduce
challenges with the implementation of a new technology by relying on several mature
technologies from existing commercial BWR systems. By hardening the neutron spectrum
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compared to a conventional BWR, the RBWR can reuse transuranic elements as fuel [4,5].
A report by Hitachi to the ICAPP 2019 [6] suggests that due to a discrepancy in results
of both Monte Carlo and deterministic calculations performed on the RBWR core by the
JAEA, several US universities, and Hitachi, a ‘more sophisticated’ understanding and an
improved level of modelling of the heterogeneity in the axial direction of the fuel pin are
required [7].

In a 2012 report by the University of Michigan, the following is noted: ‘An inherent
deficiency of the neutronics modelling described above is that it does not take accurate
account of the axial variation of the neutron spectrum that is very significant in the RBWR
cores and their interface with the reflectors. This is because the generation of the group
cross-sections was performed using 2-D lattice calculations. The computational method
used by Hitachi for the RBWR core designs has a similar deficiency’ [8].

Thus, there is a strong demand to develop a new approach for a more robust cross-
section preparation procedure that is able to handle the axial heterogeneity. One approach
could be to move to a full 3D cross-section preparation using Monte Carlo methods, which
would lead to significantly increased computational demand. While this approach provides
the most accurate cross-sections, it is not practical or necessary for design activities requiring
parametric studies. Based on this request, the approach should be applicable in a standard
lattice calculation as is typical for the first step of the two-step procedure of light water
reactor analysis.

The problem in the RBWR seems, therefore, comparable to the double heterogeneity
problem of high temperature reactor (HTR) fuel based on tristructural isotropic (TRISO)
fuel particles. This problem was discussed in a paper by Kim et al. (2004) as part of a
preliminary assessment of lattice physics for HTR analysis by Argonne National Lab [9].
Kim and Baek (2005) of KAIST proposed a novel method called the reactivity-equivalent
physical transformation for solving the double heterogeneity problem [10]. A general
conceptual diagram of the method can be seen in Figure 1. For an HTR, the first step
is achieved by smearing TRISO particle materials (which contain graphite and fuel) in
a compact graphite region at the centre of the model to eliminate the complex single
structures. This region is surrounded by pure graphite moderator (such as a pebble or
block in a real case). This step will lead to an incorrect criticality result due to loss of
the self-shielding effect caused by homogenization. In a second step, the radius of the
smeared fuel region is adjusted to account for this and to match the criticality of the now-
homogenized and densified fuel region and the surrounding graphite to the criticality of the
heterogeneous composition. Key to the process is the fact that the material configuration is
not changed—the number of particles in the region stays constant and only the geometric
dimensions are adopted in the new reactivity-equivalent physical transformation (RPT)
model to mimic the self-shielding. KAERI (Korean Atomic Energy Research Institute)
developed a computer code for analysis of the HTR for treatment of the ‘unique’ HTR
double heterogeneity problem, based on HELIOS/MASTER in 2008 [11]. Rohde et al. (2012)
expanded the RPT method by modifying the way in which the TRISO particles were
smeared in the transformed model, completely separating the different material regions in
the particle [12]. This allowed for separate temperature assignment to different materials
in the model, further improving the usefulness of the transformation for the cross-section
preparation in reactor lattice codes. As of 2022, progress on the RPT method continues for
TRISO spherical fuel. In their proposed Ring RPT method, Lou et al. (2020) correct the
method for inclusion of burnable poisons [13]. Handling the problem of the fuel’s double
heterogeneity through the RPT and solving it in a lattice code provides significant benefit in
terms of computational time, due to the nature of the difference between the deterministic
method used in this study and a Monte Carlo (MC) route, noting that MC calculation routes
are inherently computationally intensive [12,14,15]. The RPT has not yet been applied to
fuel types outside of the area of TRISO based HTR fuel.
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Figure 1. A diagrammatic representation of the core principle of previous uses for the RPT. A
highly heterogeneous pin/fuel pellet is simplified to allow lattice calculations in 2D, and then
the self-shielding differences which result from the geometric manipulation are corrected for by a
manipulation of the density and radius of the fuel.

The current study investigates the applicability of the RPT method to the RBWR fuel
pin, specifically focusing on the level of discrepancy between models of the pin produced
for the axial and radial direction in a 2D calculation. An axial model of both a single pin
and assembly, based on the RBWR design, are produced. The density and size of the fuel
and moderator regions are changed, keeping the pitch and total mass of fuel and moderator
constant. By using this adapted method of correction for self-shielding, heterogeneity in
the axial direction, which is characteristic for RBWR fuel assemblies, could be calculated
deterministically in a classical lattice code. As in the case of TRISO, the RPT method has
the potential to reduce computation time for the design phase of the RBWR (or other
axially heterogeneous reactor types) by expanding the applicability of deterministic codes
through easing the production of homogenised and condensed cross-section libraries, an
essential step for coupled neutronic/thermal hydraulic design and transient studies. The
well-known lattice and burnup code system SCALE 6.2 is used for both models (classical
radial as well as RPT corrected axial) to evaluate the question, ‘Can the RPT be applied to
an axially heterogeneous pin model of a BWR?’

2. Code Descriptions

Steady-state transport calculations and burnup calculations were performed using
SCALE 6.2. SCALE 6.2 is a comprehensive modelling and simulation code package for
criticality safety, reactor physics, radiation shielding, radioactive source term character-
isation, and sensitivity and uncertainty analysis developed by the Oak Ridge Nuclear
Laboratory (ORNL, Oak Ridge, TN, USA). Multigroup neutron energy libraries based
on ENDF/B-VII.0 and ENDF/B-VII.1 data were used throughout this work. The specific
structure used for these calculations is the 238-energy group structure. All calculations
were performed with the TRITON module of SCALE 6.2. TRITON draws from several
modules to perform calculations. T-XSEC is called to prepare multigroup cross-section
libraries accounting for spatial and energy-dependent self-shielding. Libraries for each
problem consist of microscopic cross-sections for each nuclide defined in the TRITON
script. To build on the cross-section data, TRITON calls NEWT (New ESC-based Weighting
Transport code), for the determination of the 2D neutron flux distribution. NEWT is ‘a
two-dimensional discrete ordinates transport code developed based on the Extended Step
Characteristic (ESC) approach’ [16].

Depletion calculations are performed using the ORIGEN depletion module, which is
called by TRITON for time-dependent transmutation of each material. ORIGEN requires
the neutron flux distribution and cross-sections as well as the user-defined material spec-
ifications. It provides new isotopic concentrations by performing depletion operations,
cross-section collapsing, and flux normalisation.

Validation calculations were performed using the SCALE module KENO, specifically
KENO-VI, which is a multi-group, flexible geometry 3D Monte Carlo transport calculator. In
each validation case the energy groups used are kept the same between TRITON and KENO.
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3. Model Descriptions for BWR Burnup Calculations

Unit or pin cell studies based on SCALE are performed for several scenarios relating to
the production and implementation of a 2D ‘RPT’ transformed model. In all cases an RBWR-
analogous uranium breeder reactor is used, consisting of a hexagonal fuel assembly with
20% enriched UO2 fuel (see Figure 2). For burnup calculations applying the transformed
model, effective multiplication factors were compared for different seed/blanket geometries
to a burnup of 70 GWd/tU. Isotopic and spectral analyses were also carried out using the
developed RPT model. For the RPT development, two models were created. The first is a
hexagonal pin cell model of a uranium-breeder based on the geometry of the RBWR-TB2.
The second is an axial model of a pin, made up of 40 sections of 10 cm height (see Figure 3).
In the case of the calculations used to produce the RPT model, the fuel pin consists of 20%
enriched UO2 similar to the radial model, but for later calculations applying the equivalent
model these sections can be filled either with the 20% enriched ‘seed’ or natural uranium
‘blanket’ as foreseen in the RBWR design, to test for the efficiency of different breeder
reactor geometries.
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RBWR-analogue reactor.
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3.1. RBWR-Analogue Radial Pin-Cell Model

The radial pin-cell of a uranium-breeder based on the geometry of the RBWR-TB2 was
produced to calculate reference values of neutron multiplication and energy distribution of
the neutron flux, to which RPT-transformed models will be compared. Table 1 shows the
main geometrical and operational parameters used in the simulations. Figure 2 displays
the SCALE 6.2 model of the RBWR-analogue hexagonal pin cell which consists of fuel
and cladding, surrounded by moderator. Reflective boundary conditions were applied to
the system.

Table 1. RBWR-analogue pin-cell parameters.

Parameter Data

Fuel radius, mm 3.00
Zircaloy clad radius, mm 3.60
Pitch, mm 9.10
Fuel temperature, K
Natural Zr clad and moderator temperature, K

850
620

Fuel enrichment, wt% 20
Fuel density, g/cm3 10.2540
Moderator densities, g/cm3 0.3–0.7

3.2. Axial Uranium Breeder Pin/Burnup

Calculations on the axial direction were performed using a 400 cm long reactor pin
discretized into sections of 10 cm height as a basis for later studies. In the first step, these
sections consisted entirely of 20% enriched UO2 fuel for the approach to produce the
equivalent model, and thereafter consisted of either 20% enriched UO2 or natural uranium
in order to see the effect of different seed/blanket arrangements as proposed in the RBWR.
For the later usage, the water density curve is important when investigating an axial cut of a
boiling water reactor as it varies considerably along the height of the core. The opportunity
to take this into account is foreseen through splitting the outer moderator region of the
model into four 100 cm height sections, each with the opportunity to provide different water
densities. The choice of four sections was determined, based on the current approaches
for BWRs, to deliver a sufficient level of detail to gain useful insights into the behaviour
of different sections of the pin without significantly increasing the computational time.
Table 2 provides the data for the equivalent axial pin model, as a basis for the reactivity
equivalent physical transformation to be applied.

Table 2. RBWR-analogue equivalence axial model parameters.

Parameter Data

Modified Fuel radius To be determined
Modified Zircaloy clad radius To be determined
Pitch, mm 9.10
Fuel temperature, K
Natural Zr clad and moderator temperature, K

850
620

Fuel enrichment, wt% 20
Axial region size for self-shielding calculation, cm 10
Calculated region sizes of seed/blanket structure, cm 20/100
Region sizes for water density distribution, cm 100

3.3. Spatial Self-Shielding Effect

Spatial self-shielding occurs when the fuel geometrically shields itself from neutron
penetration due to the heterogeneous nature of the pin cell, resulting in a lower neutron flux
inside the fuel rod compared to near the surface. As this effect is dependent on geometry,
the process required by this paper’s application of the RPT must account for a change in
the self-shielding due to a change in the geometry.
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Figure 4 shows that by reducing the radius and increasing the density of the fuel
in the axial pin RPT model, there is an increase in the criticality. This is due, in part,
to the reduction in self-shielded neutrons, but there may also be a spectral effect due to
the respective increase in moderator region volume, as shown in Equations (1)–(5). The
contribution of these two effects could be worthy of additional analysis, by separating the
pin into several smaller regions to compare fluxes. However, this analysis was deemed
unnecessary for an exploration of the applicability of the RPT in this case.
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Figure 4. Effect of modification of the fuel radius with compensating density modification across
several different modified fuel radii. It can be seen that the behaviour is predictable for most degrees
of modification with higher criticality being calculated for denser fuel, due to the reduction in the
effect of self-shielding.

3.4. Monte Carlo Validation

Using the same unit cell model as was created for TRITON calculations (shown in
Figure 2), multiple validation calculations were run using SCALE KENO-VI. The first point
of validation was a direct comparison of the radial unit cell model to a 3D Monte Carlo
extrapolation of the same unit cell. The Monte Carlo model was created with a single
fuel material for this comparison, in order to evaluate the size of the difference between
the two calculation methods before introducing axial heterogeneity through a seed and
blanket structure.

When axial heterogeneity is added it is pivotal that the RPT-produced axial model
is validated against a 3D calculation, as without this the only equivalence that is proven
is for two one-dimensional models. Therefore, 3D Monte Carlo calculations for several
seed/blanket axial geometries and varying void fractions were completed and compared
against RPT-axial models, for various configurations relevant to future calculations for
cross section production.
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4. Results and Discussion
4.1. Producing the Equivalence Model
4.1.1. Effective Multiplication Factor

The first point of evaluation to determine the RPT radius is matching of the reference
and the RPT model regarding the effective multiplication factor at a fresh steady-state,
without burnup. This factor, keff, is the key value for the comparison between the two
models to be matched in the RPT process. ∆pcm is the measure of the difference between
the keff of the pin model (RPT model) and of the radial unit cell model (reference), given by
the equation:

∆ρ[pcm] =
ke f f (axial)− ke f f (radial)
ke f f (radial) ∗ ke f f (axial)

∗ 105 (1)

In order to keep both the mass of the fuel and moderator constant, as well as the pitch,
a fuel diameter/width modification factor (α) is defined from which the density and width
of each of the moderator, clad, and fuel can be defined. Therefore, trivially from α the
following can be defined:

x f = αx f 0 (2)

xm = P − xclad − αx f 0 (3)

ρ f =
ρ f 0

α
(4)

ρm =
xm0ρm0

P − xclad − αx f 0
(5)

where x f 0, ρ f 0, xm0, ρm0 are the initial widths and densities of the fuel and moderator,
respectively, and x f , ρ f , xm, ρm0 are the modified values [17–19]. These values are defined
only by geometrically transforming the radial unit cell model to an axial pin model con-
serving the mass and number of particles of the fuel and moderator and conserving the
pitch of the radial model. This is a straightforward geometric transformation, shown in the
first step of Figure 5, using the ratios of the areas of the material regions in the hexagonal
model and converting them directly into widths in the pin model. P is the pitch, and the
size, xclad, and density of the cladding region of the model were kept constant, as varying it
was found to have a negligible effect on results.

Figure 6 shows the discrepancy in keff between the axial and radial models for four
different water density calculations, each at steady state at zero burnup. The water density
values were chosen to maximise similarity in the two models over a range which is relevant
to RBWR/ABWR water density curves. The results obtained at a value of α between 0.9
and 0.95 are within a pcm difference of −200 to +100 for all water densities. For the value
of α = 0.93, all pcm differences are <±50 pcm, showing a very good standard of agreement
between the two models, at least for steady state criticality. However, it is necessary to
expand on the investigation for this value to further implement the new equivalent model.

The next step of the analysis required to calibrate the RPT is to compare values of keff
over a burnup cycle. This is performed for a burnup up to 70 GWd/tU. As can be seen
from Figure 7 in the case of 50% void, and as was seen for comparisons performed over
the same burnup for 60% and 70% void, the pcm difference between the models remains
consistent with what is found in the steady state analysis until a burnup of 20 GWd/tU or
higher. At this point the discrepancy between the two models begins to increase, which is
a consequence of the change in the fissile material due to the breeding of plutonium and
the related change in the neutron spectrum. This effect produces a discrepancy of more
than 100 pcm at very high burnup. In the 60% void case there was a maximum difference
of 77 pcm, and for 70% void this was 62 pcm across the same burnup length.
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Figure 6. Reactivity difference between the axial and radial models of the pin in pcm units. When α is
significantly below 1, with highly dense fuel represented in the model, the behavior of the pin model
is inconsistent across different void fractions. The best agreement is found at a width reduction of
0.93, where the difference between the transformed pin model and the unit cell radial model is below
30 pcm across all void fractions calculated. Figures (left) and (right) are the same set of data, with
different axis scaling.

4.1.2. Spectral Comparison

Following the investigation of the keff development over burnup, the next, more
detailed step will be the comparison of the neutron spectra. The neutron spectra of the
two models were investigated as a follow-up metric by which to evaluate the RPT. Due
to the high enrichment of the fuel and relatively small pitch in the fuel assembly of the
RBWR, the model produces a much harder neutron spectrum than a classical LWR, as
shown in Figure 8. Figure 9 shows that for the fast spectrum, there is a strong correlation
between the two models, as there are no energy brackets of the SCALE-defined 238-group
structure within this range where the number of interactions in either model varies from
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the other by more than 1%. At lower, thermal energies within the two models there are
larger differences, even up to around 3% at ~1 eV. The normalisation of lower absolute
numbers of interactions leads to these comparably large values.

Energies 2023, 16, x FOR PEER REVIEW  9  of  20 
 

 

Figure 6. Reactivity difference between the axial and radial models of the pin in pcm units. When  𝛼 
is significantly below 1, with highly dense fuel represented in the model, the behavior of the pin model 

is inconsistent across different void fractions. The best agreement is found at a width reduction of 0.93, 

where the difference between the transformed pin model and the unit cell radial model is below 30 

pcm across all void fractions calculated. Figures (left) and (right) are the same set of data, with differ-

ent axis scaling. 

The next step of the analysis required to calibrate the RPT is to compare values of keff 

over a burnup cycle. This is performed for a burnup up to 70 GWd/tU. As can be seen from 

Figure 7 in the case of 50% void, and as was seen for comparisons performed over the same 

burnup for 60% and 70% void, the pcm difference between the models remains consistent 

with what is found in the steady state analysis until a burnup of 20 GWd/tU or higher. At 

this point  the discrepancy between  the  two models begins  to  increase, which  is a conse-

quence of the change in the fissile material due to the breeding of plutonium and the related 

change in the neutron spectrum. This effect produces a discrepancy of more than 100 pcm 

at very high burnup. In the 60% void case there was a maximum difference of 77 pcm, and 

for 70% void this was 62 pcm across the same burnup length. 

 

Figure 7. Difference in k-eff, the effective neutron multiplication in the model, between the axial RPT 

model of the pin and the radial unit cell model across a standard burnup cycle. As the pin reached 

high burnup (>50 GWd/tU), the difference in criticality between the two models increased to >100 pcm. 

This calculation was performed with a void fraction of 50%. In the cases of 60% and 70% void, the axial 

model showed more similar behaviour at high burnup. 

4.1.2. Spectral Comparison 

Following the investigation of the keff development over burnup, the next, more de-

tailed step will be the comparison of the neutron spectra. The neutron spectra of the two 

models were investigated as a follow-up metric by which to evaluate the RPT. Due to the 

high enrichment of the fuel and relatively small pitch in the fuel assembly of the RBWR, 

the model produces a much harder neutron spectrum than a classical LWR, as shown in 

Figure 7. Difference in k-eff, the effective neutron multiplication in the model, between the axial
RPT model of the pin and the radial unit cell model across a standard burnup cycle. As the pin
reached high burnup (>50 GWd/tU), the difference in criticality between the two models increased
to >100 pcm. This calculation was performed with a void fraction of 50%. In the cases of 60% and
70% void, the axial model showed more similar behaviour at high burnup.
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Figure 9. Fractional difference in neutron interaction frequency between the unit cell and RPT pin
models calculated across a 238-energy group spectrum. In the energy range of highest interaction
frequency for this pin, agreement of within 1% is seen between the axial and transformed radial
models. Outside of this most-frequent range, higher discrepancies between the models can be found
but very few interactions between neutrons of energies lower than 100 eV take place in the breeder
reactor, as can be seen in Figure 8. Fractional difference is calculated using 2(unitcell−pin)

unitcell+pin to normalise
values for energy groups of lower interaction frequency.

4.2. Applying the Equivalence Model

The RPT model was used to investigate the effect of different levels of heterogeneity
on the breeding capabilities of the RBWR-analogue reactor with varying seed and blanket
arrangements along the length of the pin. This was achieved by changing the placement of
some parts of the fuel within the pin and running a burnup calculation as before. In each
case, the amount of highly enriched uranium fuel was kept constant, but the geometry of
seed and blanket regions across the height of the pin were changed. Calculations were run
for repeated regions of seed and blanket of 100 cm, 40 cm, 20 cm, and 10 cm height. For the
evaluation TRITON is used for observing the number densities of several main actinides,
particularly fissile plutonium isotopes which were tracked at the same set of burnup points.

At a first glance of Figure 10 it is clear that by the end of the burnup cycle the smaller
seed and blanket regions lead to a pin which can produce more fissile plutonium. This is
also seen in the comparison between Figures 11 and 12, where the same comparison of
100 cm/20 cm seed and blanket regions is seen, but with the data split into different regions
of the reactor. There are different observations to make. First the increase in the plutonium
amount in the seed is slightly higher in the 100 cm case than in the 20 cm case. Second, in the
case of the 100 cm height blanket regions, the natural uranium at the centre of the region,
50 cm from its closest highly enriched uranium region, produces a negligible amount
of fissile plutonium. Thus, the observation in the blanket is clear—there are simply not
enough neutrons reaching all areas of the breeding blanket to create a significant amount of
neutron capture in U-238 to breed Pu-239 when the blanket area is 100 cm long. The other
observation needs a bit more of an explanation but thinking about the different structure
of power production in the seed and in the blanket gives an answer. In the 20 cm case,
the power production in the blanket region will already be significant due to the strong
breeding of Pu which typically dominates fissile content after a burnup of 30 GWd/tU and
higher in an LWR. Thus, in the 20 cm case, the local burnup in the seed will be lower since
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some burnup is already created in the blanket. In contrast, in the 100 cm case, due to the
weak breeding, almost all burnup is accumulated in the seed and there is a clear correlation
between the neutron flux, or the power produced in a fuel, and the plutonium bred due
to the exposure to the neutron flux. It can be observed in all calculations of the seed that
the Pu production increases almost linearly with the burnup. Based on this observation,
the slightly increased Pu content in the seed of the 100 cm case can be explained with the
higher local burnup there, while the global value is still lower, as in Figure 10.
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Figure 10. Pu-239 concentration across a burnup cycle ending at 70 GWd/tU, averaged across the
whole pin. The two different models are referred to by their seed and blanket region sizes of 20 cm
and 100 cm. The difference in plutonium production is similar at low burnup, but at higher burnup
the 20 cm seed/blanket model produces more Pu-239.
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Figure 11. Concentrations of different plutonium isotopes throughout a burnup cycle, for a seed and
blanket structured pin with regions of 20 cm size. The production of fissile plutonium (Pu-239 and
Pu-241) in the top seed is faster at the start of the burnup cycle, in the region where the water density is
lowest. The opposite is true for the bottom of the reactor pin. The central blanket region produces less
plutonium than any seed region, but still yields over 70% of the plutonium of the central seed region.
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Figure 12. Concentrations of different plutonium isotopes throughout a burnup cycle, for a seed and
blanket structured pin with regions of 100 cm size. The production of fissile plutonium (Pu-239 and
Pu-241) in the top seed is faster at the start of the burnup cycle, in the region where the water density
is lowest. The opposite is true for the bottom of the reactor pin. The central blanket region produces
less plutonium than any seed region.

In addition, Figures 10 and 11 show that the different water densities across the
height of the reactor have a noticeable effect on the plutonium production, and particularly
by looking at the differences between the top and bottom seed regions for the 100 cm
seed/blanket model, it can be observed that the effect is for both the quantity and quality
of the plutonium produced. In the case of the top seed region, very high-quality plutonium
is produced quickly at low burnup, but this is not extended to high burnup points.

4.3. Reapplying the Results to a Full Assembly Model

After using the radial unit-cell model as a proof of concept for the equivalence proce-
dure as a first step, it is possible to apply the process to a more realistic full assembly model.
The new model includes areas of improved moderation (see Figure 13) which change the
fuel width modification needed to produce an axial model with similar behaviour, but this
time for the full fuel assembly. The effect on criticality is given in Figure 14 for different
water densities. In order to produce cross-sections for the equivalent full assembly models,
different width modifications in the RPT model are required for each water density due
to the larger effect of the radial heterogeneity, paired with the effect of different spatial
self-shielding. The results of the procedure are shown in Figure 15. α values for water
densities of 0.3, 0.4, 0.5, and 0.6 were found to be 0.90, 0.74, 0.74, and 0.60, respectively.

4.4. Validation Results

Figure 16 shows the pcm difference over the same burnup cycle as used elsewhere
in this work, in this case between a 3D Monte Carlo calculation (as described briefly in
Section 3.4) and a single material axially homogeneous RPT-transformed pin model. The
maximum pcm difference is around 100, showing a very strong level of agreement between
the two models, as would be expected.
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Figures 17 and 18 show the results of the validation of the 2D RPT axial model with
a seed and blanket structure. In all of these cases, the RPT model was ‘calibrated’ using
a case with 50% void fraction and 50 cm repeating seed and blanket axial regions. The
results clearly show that for the calibration case there is very good agreement between 3D
Monte Carlo and RPT. The results also include comparisons for void fractions and seed and
blanket geometries which are not the calibration case, to show the robustness of the RPT
method. It is shown that the RPT calibration is relatively robust to changes to void fraction
in the model, but responds far less well to changes in the axial heterogeneous geometry.
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Figure 14. Effect of areas of increased moderation on the criticality of the radial model. At lower
void fractions the effect is shown to be greater, up to a difference around 1000 pcm at the lowest void
fraction of 60% water density.
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Figure 15. Difference in pcm units between the k-eff values of the full assembly radial model and an
equivalent axial pin model modified by the given fuel width modification factor. Different factors for
modification are required to minimise the difference in behaviour between the two models, with the
largest modification required for the lowest void fraction, as expected.
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Figure 16. Difference in pcm units between the k-eff values over ~75 GWd/tU burnup between the
radial unit cell model from which the RPT is calibrated, and a 3D SCALE KENO model of the same
geometry and material composition. In both cases there is only a single fuel material in the pin. For
the entirety of the burnup cycle the difference remains within the 165 pcm 99% confidence interval
determined by the Monte Carlo statistics used in the KENO 3D model.
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Figure 17. Difference in pcm units between the k-eff values of the 3D SCALE KENO and an equivalent
axial pin model modified by the given fuel width modification factor. In this case, a seed and blanket
geometry of 50 cm regions and a void fraction of 50% is used to calibrate the RPT. The results show that,
firstly and most importantly, axial heterogeneity can be successfully modelled by the RPT method in 2D,
and that the method requires recalibration for different axial geometries to be well-validated.
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Figure 18. Difference in pcm units between the k-eff values of the 3D SCALE KENO and an equivalent
axial pin model modified by the given fuel width modification factor. In this case, a seed and blanket
geometry of 50 cm regions and a void fraction of 50% is used to calibrate the RPT. The results show that,
firstly and most importantly, axial heterogeneity can be successfully modelled by the RPT method in 2D,
and that the method is relatively robust against requiring recalibration for changes in water density.
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5. Discussion and Conclusions

Development of reactor designs such as the RBWR is important for progression of the
nuclear industry towards providing solutions to one of its most difficult problems—the
demand of improving the fuel usage—as well as to develop promising solutions for the
waste management. Both are required to improve the already good sustainability of nuclear
energy to a new level that will allow widespread use of nuclear energy as a core contributor
to a future net zero society [20]. Lattice physics computation is a computationally less-
intensive tool when compared to Monte Carlo simulations, which for a reactor design early
in the iteration stages can be extremely useful. In addition, lattice calculations build the
backbone of all later core simulations and transient studies since the lattice simulations are
the key step for the cross-section preparation for the widely used nodal core simulators,
which are used for neutronic/thermal hydraulic coupled analysis. To support the later
application of these coupled core simulators, the application of the reactivity-equivalent
physical transformation process to an axially heterogeneous boiling water reactor pin was
adapted from another application and investigated. Two models, one a radial representation
of an RBWR-analogue pin and the other an axial representation, were produced. Through
several stages of analysis and comparison using the code system SCALE 6.2, it was possible
to apply the transformation process to these models and produce an equivalence model
which could then be used to examine some properties of axially heterogeneous pins without
the need for 3D Monte Carlo simulations.

The equivalence model was produced by varying the density and size of the moderator
and fuel regions of the axial model and then comparing with the radial model, using
several different properties as comparators [21]. The first comparison was the steady-state
criticality. In this case, it was found that for void fractions of 30–70%, a fuel width reduction
constant of 0.93 provided an equivalence model with <50 pcm difference to the radial
model. The models were then compared across burnup, which provided further evidence
of the efficacy of the reactivity equivalent physical transformation, with a maximum of
~100 pcm difference between the models even at very high burnup points. A spectral
analysis was then performed, showing that the models were very consistent across all
energy groups for neutron interaction frequency, and particularly consistent in the energy
region of most interest between 1 keV and 100 MeV.

There were limitations to the model in both the burnup and spectral comparisons. At
very high burnup an increasing level of disparity between the models was observed. This
may have been caused by the Pu production and the appearance of fission products in
the fuel, which would have had an amplified impact on the criticality and the evolution
of the self-shielding of the modified model which would require further adjustment or
an optimization not singularly based on fresh fuel. In the case of the spectral analysis,
normalisation accounts for some of the larger discrepancies at low energy, wherein there
are far fewer interactions, and the effect of small discrete differences between the models’
interaction frequency appears as large fractional differences.

The model was then used to investigate the effect of heterogeneity, and more specifi-
cally the seed/blanket breeder structure of concept reactors such as the RBWR, on pluto-
nium production. Applying the equivalence model, it was found that for larger areas of
seed/blanket, blanket regions would not produce as much fissile plutonium as for smaller
seed/blanket geometries. This is due to the lack of neutron penetration into large blanket
regions past a few mean free paths.

Based on all of the above, it is clear that the application of the reactivity-equivalent
physical transformation to fuel geometries, outside of its current use cases, has the potential
to be a very powerful tool. However, the RBWR-analogue reactor which is used for all
of the calculations in this work is not a realistic reactor. In the case of more complex and
continuous water density distributions, the model may require such a level of detail that the
computational advantage is lessened [22], but there is still a great opportunity to use this
approach for the essential cross-section preparation required for coupled 3D core analysis
and transient studies [23].

116



Energies 2023, 16, 3359

Author Contributions: Conceptualization, R.M. and B.M.; methodology, R.M.; validation, R.M.;
investigation, R.M.; resources, B.M. and T.H.; data curation, R.M.; writing—original draft preparation,
R.M.; writing—review and editing, M.P., A.P. and B.M.; supervision, M.P., A.P. and B.M.; funding
acquisition, A.P. and T.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Hitachi Ltd., specifically through a funded studentship from
the Centre for Technology Innovation—Energy, Research and Development group.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to some data sets being proprietary.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Merk, B.; Litskevich, D.; Bankhead, M. iMAGINE-A disruptive change to nuclear or how can we make more out of the existing

spent nuclear fuel and what has to be done to make it possible in the UK? ATW Int. J. Nucl. Power 2019, 64, 353–359.
2. Merk, B.; Litskevich, D.; Whittle, K.; Bankhead, M.; Taylor, R.; Mathers, D. On a Long Term Strategy for the Success of Nuclear

Power. Energies 2017, 10, 867. [CrossRef]
3. Kito, K.; Hino, T.; Matsumura, K.; Matsuura, M. Hitachi’s Vision for Nuclear Power and Development of New Reactors. Hitachi’s

Nucl. Power Bus. 2020, 69, 156–162.
4. Hino, T.; Nagayoshi, T.; Mitsuyasu, T.; Ohtsuka, M.; Moriya, K. Development of RBWR (Resource-renewable BWR) for Recycling

and Transmutation of Transuranium Elements (1)—Overview and core concept. In Proceedings of the ICAPP2015, Nice, France,
3–6 May 2015.

5. Hino, T.; Miwa, J.; Mitsuyasu, T.; Ishii, Y.; Ohtsuka, M.; Moriya, K.; Shirvan, K.; Seker, V.; Hall, A.; Downar, T.; et al. Core
Design and Analysis of Axially Heterogeneous Boiling Water Reactor for burning Transuranium Elements. Nucl. Sci. Eng. 2017,
187, 213–239. [CrossRef]

6. Hino, T.; Miwa, J.; Murakami, Y.; Mitsuyasu, T.; Soneda, H.; Lindley, B.; Tollit, B.; Smith, P.; Shirvan, K.; Downar, T.; et al. Core
Design of RBWR (Resource-renewable Boiling Water Reactor) and Benchmark Calculation of Core Analysis Tools. In Proceedings
of the ICAPP2019, Juan-les-Pins, France, 12–15 May 2019.

7. Hino, T. Research needs for BWR core and core analysis. In Proceedings of the Conference and Workshop on the Research Needs
of Boiling Water Reactors, Bangor, UK, 25–27 October 2016.

8. Lui, Y. A Full Core Resonance Self-Shielding Method Accounting for Temperature-Independent Fuel Subregions and Resonance
Interference. Ph.D. Thesis, University of Michigan, Ann Arbor, MI, USA, 2015.

9. Kim, T.; Yang, W.; Taiwo, T.; Smith, M. Preliminary assessment of lattice physics capabilities for VHTR analysis. In Proceedings of
the ANS Winter Meeting, Washington, DC, USA, 14–18 November 2004.

10. Kim, Y.; Baek, M. Elimination of double-heterogeneity through a reactivity-equivalent physical transformation. In Proceedings
of the International Conference on Nuclear Energy Systems for Future Generation and Global Sustainability, Tsukuba, Japan,
9–13 October 2005.

11. Noh, J.; Kim, K.; Kim, Y.; Lee, H. Development of a computer code system for the analysis of prism and pebble type VHTR cores.
Ann. Nucl. Energy 2008, 35, 1919–1928. [CrossRef]

12. Rohde, U.; Merk, B.; Baier, S.; Fridman, E.; Dürigen, S.; Kliem, S.; Weiss, F. Development of a reactor dynamics code for
block-type HTR at Forschungszentrum Dresden-Rossendorf. In Proceedings of the Fachtag der KTG: “Aktuelle Themen der
Reaktorsicherheitsforschung in Deutschland”, Dresden, Germany, 7–8 October 2010.

13. Kim, Y.; Kim, K.; Noh, J. Preservation of Fuel Characteristics in the RPT Method. In Proceedings of the Spring Meeting of the
Korean Nuclear Society, Gapyoung, Republic of Korea, 22 December 2006.

14. Miwa, J.; Hino, T.; Mitsuyasu, T.; Nagaya, Y. Whole-core Monte Carlo burnup calculation for RBWR by parallel computing. In
Proceedings of the Joint International Conference on Supercomputing in Nuclear Applications + Monte Carlo 2020, Chiba, Japan,
18–22 May 2020.

15. Fridman, E.; Merk, B. Modification of the Reactivity Equivalent Physical Transformation Method for HTGR Fuel Element Analysis.
In Proceedings of the 5th International Topical Meeting on High Temperature Reactor Technology, Prague, Czech Republic,
18–20 October 2010.

16. Rearden, B.; Jessee, M. SCALE Code System, Manual; Oak Ridge National Laboratory: Oak Ridge, TN, USA, 2017.
17. Lynch, S. Reactivity-Equivalent Physical Transformation Model or Pin Cell Arrays. Bachelor’s Thesis, Massachusetts Institute of

Technology, Cambridge, MA, USA, 2010.
18. Goluoglu, S.; Williams, M.L. Modeling Doubly Heterogeneous Systems in SCALE. Trans. Am. Nucl. Soc. 2005, 93, 963–965.
19. Rohde, U.; Baier, S.; Duerigan, S.; Fridman, E.; Kliem, S.; Merk, B. Development and verification of the coupled 3D neutron

kinetics/thermal-hydraulics code DYN3D-HTR for the simulation of transients in block-type HTGR. Nucl. Eng. Des. 2012,
251, 412–422. [CrossRef]

20. Baldova, D. Feasibility Study on High-Conversion Th-U233 Fuel Cycle for Current Generation of PWRs. Ph.D. Thesis, Czech
Technical University in Prague, Prague, Czech Republic, 2014.

117



Energies 2023, 16, 3359

21. Lou, L.; Chai, X.; Yao, D.; Peng, X.; Chen, L.; Li, M.; Yu, Y.; Wang, L. Research of ring RPT method on spherical and cylindrical
Double-Heterogeneous systems. Ann. Nucl. Energy 2020, 147, 107741. [CrossRef]

22. Kulikowska, T. Reactor Lattice Codes; Lecture; Institute of Atomic Energy: Otwock, Poland, 2000.
23. Downar, T.; Hall, A.; Jabaay, D.; Ward, A.; Greenspan, E.; Ganda, F.; Bartoloni, F.; Bergmann, R.; Varela, C.; DiSanzo, C. Technical

Evaluation of the HITACHI Resource—Renewable BWR (RBWR) Design Concept; Technical Report; Electric Power Research Institute:
Palo Alto, CA, USA, 2012.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

118



Citation: Rud, V.; Melebaev, D.;

Krasnoshchekov, V.; Ilyin, I.; Terukov,

E.; Diuldin, M.; Andreev, A.;

Shamuhammedowa, M.; Davydov, V.

Photosensitivity of Nanostructured

Schottky Barriers Based on GaP for

Solar Energy Applications. Energies

2023, 16, 2319. https://doi.org/

10.3390/en16052319

Academic Editor: James M. Gardner

Received: 29 December 2022

Revised: 21 February 2023

Accepted: 24 February 2023

Published: 28 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Photosensitivity of Nanostructured Schottky Barriers Based on
GaP for Solar Energy Applications
Vasily Rud 1,2,*, Doulbay Melebaev 3, Viktor Krasnoshchekov 4 , Ilya Ilyin 2, Eugeny Terukov 1,5,
Maksim Diuldin 4, Alexey Andreev 2, Maral Shamuhammedowa 3 and Vadim Davydov 4,6

1 Ioffe Institute, 195251 St. Petersburg, Russia
2 Faculty of Global Studies, M.V. Lomonosov Moscow State University, 119992 Moscow, Russia
3 Department of Physics, Turkmen State University Named for Magtymguly, Ashgabat 744000, Turkmenistan
4 Higher School of International Educational Program, Peter the Great Saint-Petersburg Polytechnic University,

195251 St. Petersburg, Russia
5 Department of Electronics, Saint Petersburg Electrotechnical University “LETI”, 197022 St. Petersburg, Russia
6 Department of Photonics and Communication Lines, The Bonch-Bruevich Saint Petersburg State University of

Telecommunication, 193232 St. Petersburg, Russia
* Correspondence: rudvas.spb@gmail.com

Abstract: This work investigates the surface-barrier photoelectric properties of Au-palladium-n-GaP
structures. Research into the visible spectrum region, under the action of both linearly polarized and
natural radiation, provides us with new information about the height of the barrier, the interface m-s
section, and the GaP band structure. SBs based on GaP (p- and n-type) are helpful for researchers
in developing advantageous structures for creating various photovoltaic devices—photodetectors
for fiber-optic control of energy systems or possible structures for solar energy. Despite many years
of research, issues concerning the band structure of semiconductors based on the phenomenon of
photoelectroactive absorption in such surface-barrier structures’ m-s remain urgent in the creation
of new high-performance devices. Such structures may also be interesting for creating solar energy
systems. They create a thin insulating dielectric layer (usually an oxide layer) in solar cells on SBs
between the m and the semiconductor substrate. The advantage of solar cells based on m dielectric
semiconductor structures is the strong electric field near the surface of the semiconductor that usually
has a direction favoring the collection of carriers created by short-wavelength light. Diffusion of
impurities usually results in crystal defects in the active region. There are no such defects in the
studied elements. This is also the difference between solar cells on m dielectric structures and
elements with diffusion in p-n junctions. We studied the PS of Au-Pd-n-GaP nanostructures to
determine the height of the potential barrier qϕBo and obtained accurate data on the zone structure of
the n-GaP. The PS of nanostructured Au-Pd-n-GaP structures was studied in the visible region of the
spectrum. Essential information about the semiconductor’s potential barrier parameters and band
structure was obtained. The intermediate Pd nanolayer between Au and GaP has specific effects on
the Au-Pd-n-GaP nanostructure, which are of considerable practical and scientific significance for
future needs.

Keywords: Schottky barrier; nanostructure; surface-barrier structures; photocurrent spectrum; spec-
tral dependences; PS

1. Introduction

Researchers have been concentrating for a long time on the study of Schottky barriers
(SBs) based on GaP. They are interesting as structures for developing different radiation-
resistant photovoltaic and electronic instruments for high-frequency power electronics,
ultraviolet (UV) photoelectronics, and solar energy [1–8]. The m-s-structures with SBs
based on gallium phosphide are promising in the development of UV short-wave radiation
photodetectors. Such devices are easy and inexpensive to produce and robust in operation,
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as the industry has mastered GaP as a wide-band-gap (high-energy-gap) semiconductor. The
devices’ high PS in the UV region is provided by the high threshold energy (Eo = 2.8 eV, 300 K)
of direct GaP optical transitions. The PS of an m-GaP structure with a Schottky barrier in
the UV region (hν = 3.1 ÷ 6.0 eV) was studied more thoroughly than the PS in the visible
light region (hν = 1.5 ÷ 3.1 eV). The study of the m-GaP structure visible light region
provides important information on Schottky barriers and the fundamental parameters of
GaP band structures.

As generally known, the Schottky barrier height (qϕBo) is a fundamental parameter of
m-semiconductor (MS) and m-dielectric-semiconductor (MIS) devices used in state-of-the-art
optoelectronics and microelectronics. Therein, the most accurate method for determining the
qϕBo is considered the photoelectric method (following Fowler’s theory) [9,10]. With respect to
a rectifying non-point MS contact, the Fowler’s semi-phenomenological theory was first
applied in [9–12]. Those works proposed a photovoltaic method based on measuring the
PS spectra of surface-barrier structures to determine the qϕBo. In those works, a method of
determining the qϕBo for m-s structures under irradiation in the irradiation geometry from
the MS junction, both from the side of the metal and from the side of the semiconductor,
was offered. If the photon energy hν was more than the height of the barrier but less
than the energy-gap width of semiconductor Eg, then electron photoemission from metal
to semiconductor occurred. Following Fowler’s theory, the relationship between photon
energy and short-circuit photocurrent If0 per equal number of incident photons can be
described, as in [13], at hν − qϕBo > 3 kT:

I f 0 ∼
(

hν− qϕBo

)2
, (1)

where T is the absolute temperature and k is the Boltzmann constant.
Therefore, photocurrent If0

1/2(hν) dependence should be linear, and the extrapolation
of it to the energy axis will provide values of the qϕBo. The values of the qϕBo for Au-n-
GaP structures were experimentally determined by the photoelectric method in the Fowler
region of the photocurrent spectrum (qϕBo < hν < Eg). When the SB was irradiated from
the side of a semitransparent m layer [2,13–19], the qϕBo value at room temperature was
determined within the range of 1.20 ÷ 1.45 eV. The noticeable difference between these
values and the qϕBo values was explained by the influence of the intermediate layer on the
diode capacitance value, since such a layer can modify the very dependence of the charge
distribution in the diode on the bias. The broadband effect of PS in SBs with respect to
natural light is well known [16–19]. The obtained structures show a high PS for this type
of photoconverter. The PS spectra are broadband in nature, and their total width at half
maximum δ1/2, when irradiated from the barrier contact side, is high.

Studies of obtained structures in linearly polarized radiation (LPR) showed that the
polarization PS in SBs on bulk crystals and epitaxial layers, regardless of the nature of the
metals used and the technological method of their deposition on the surface of isotropic
semiconductors, begins to manifest itself only when the LPR beam direction deviates
from the normal position to the surface of the barrier. The azimuthal dependences of the
photocurrent of all barriers under conditions when the angle of incidence differs from 0◦

correspond to the periodic law [14], and the inequality IP > IS, which follows from the
analysis of the processes of passing through the air/SB interface based on the Fresnel
formulas [15], is valid in the entire PS region.

2. Materials and Methods

The surface-barrier structure is a semiconductor plate. To develop an SB, an ohmic
contact is firstl created on a semiconductor wafer. Then, the semiconductor surface for
creating the contact is prepared. A fairly clean surface area of AIIIBV semiconductors is
obtained after etching them in a mixture of bromine (0.5 ÷ 10%) and methanol (99.5 ÷ 90%)
and subsequent washing them in pure methanol [20].
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An m-s barrier contact can be created by the following methods: vacuum deposition,
gas-transport chemical reactions, electrochemical deposition, and chemical deposition of
m [18,21–25].

The primary benefit of the chemical deposition method is the capability to easily
obtain structures with properties close to the ideal model. This method creates high-quality
diodes that meet today’s micro- and optoelectronics requirements.

In 1971, researchers from the laboratory of Professor Dmitry Nasledov of the Ioffe
Physical-Technical Institute developed a technique for metal film chemical deposition on
the surface of a semiconductor to create Schottky surface-barrier diodes [26]. This technique
is widely used in making various m-s diode structures. Our work was mainly aimed at
improving the chemical method of Yury Goldberg [19], using the idea of nanotechnology.

The object of our study was nanostructured SB Au-Pd-n-GaP. We used [n = (0.1 ÷
5) × 1017 cm−3, T = 300 K] wafers oriented in the (100) crystallographic plane with a
350–400 µm thickness, which were constructed by the Czochralski method, as an initial
material for making the structures. On one GaP surface (97% In + 3% Te), ohmic contact
was created. A palladium (Pd) tunnel-transparent intermediate layer 20–30 Å thick and,
then, a gold (Au) barrier contact nanolayer 100 ÷ 120 Å thick, were formed on the other
surface. The Pd intermediate barrier contact (BC) and layer were created by the chemical
method [26,27]. A thin Pd nanolayer located between GaP and Au worked as a barrier.
It improved the quality of the m-s interface and prevented diffusion of Au towards GaP.
The Pd intermediate nanolayers had different thicknesses; the maximum thickness was
45 Å. The palladium intermediate layer thickness (d) was measured using an LEM-ZM
ellipsometer on a number of GaP-Pd layer structures before the formation of a barrier
contact by the ellipsometric method. The chemical deposition of the Au layer at room
temperature from an aqueous solution of HAuCl4 (4 g/L) + HF (100 mL/L), according to
the procedure set out in [21,23], was used to create semitransparent barrier contact. Before
Au deposition or before Pd nanolayer formation, the GaP surface was treated in 4% Br2 +
96% CH3OH [23]. According to the ellipsometric data, the palladium intermediate layer’s
thickness (d) reached 20–45 Å.

For the obtained barrier structures, the barrier contact area (S) was 0.1–1.0 cm2. Silver
current leads of 0.05 mm in diameter were soldered to the barrier and ohmic contacts, after
which capacitance-voltage characteristics (C-U) and current-voltage characteristics (I-U)
were measured. We also collected information about short-circuit photocurrent spectra
If0 = f(hν). All measurements were performed at T = 300 K. Au-Pd-n-GaP SBs photoelectric
properties were studied experimentally in two stages. In the first stage, non-polarized
(natural) light irradiated the studied structures from the Au layer side (Figure 1, tap a). In the
second stage, the same structures were irradiated from the same side with polarized light. The
If0 spectrum of the short-circuit photocurrent of the structures was measured using a DMR-4
monochromator with quartz prisms; SI 8-200 and DRT-375 lamps were used as light sources. A
high PS of the SB was observed in the interval of 1 ÷ 2.8 eV. The absolute value of the obtained
structure’s quantum efficiency in the interval of hν = 1÷ 5.4 eV was determined using reference
photodetectors calibrated in the interval of 1 ÷ 5.2 eV.

Based on the analysis of SBs’ electric and photoelectric properties, the following GaP
crystal parameters were determined: the free electron concentration N = Nd − Na, the
indirect (Eg, EL), and the direct (E0) interband transition energy. In addition, the BS energy
diagram parameters were estimated: the space-charge layer width W0, the maximum
electric field Em0 at the interface under zero bias, and the barrier height qϕBo. The direct
dark current I dependence on U was also measured, which in a current densities interval of
10−7–10−2 A/cm2 is exponential:
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I = Is·eqU/βkT , (2)

where Is is the saturation current.
This formula helps determine the dependence of structure ideality coefficient β on

the thickness of the intermediate dielectric layer [28,29]. We used two distinct methods
(photoelectric and the method of capacitance-voltage characteristics at a frequency of
10 kHz) to find the Schottky barrier’s height and compared the results when β < 1.3 prac-
tically coincided (see Table 1). At this stage of the study, to determine the qϕBo and the
E0, the PS spectra were measured in the photon energy interval hν = 1.5 ÷ 3.2 eV under
conditions of Au-Pd-n-GaP SB irradiation from the Au side. The measured characteristic
parameters of typical SBs are given in the Table 1. The volt-farad characteristics of the
Au-Pd-n-GaP structures at different frequencies were measured using an E7-20 instrument.
In the spectral measurements, the irradiated area of the resulting m-s junctions was
≈0.01 cm2, and to receive equal number of incident photons, the photocurrent was reduced
(Figure 2).

Table 1. Parameters of BS energy diagrams of Au-Pd-n-GaP at T = 300 K.

№ S,
cm2

Nd − Na,
cm−3

Em0,
V/cm

qUD,
eV β

qϕBo, eV
(If0 − hυ)

qϕB, eV
(C − U)

1 0.230 5.6 × 1017 4.4 × 105 1.425 1.35 1.28 1.49
2 0.197 1.1 × 1017 2.1 × 105 1.285 1.28 1.38 1.41
3 0.165 5.9 × 1017 4.9 × 105 1.345 1.39 1.21 1.43
4 0.110 3.8 × 1017 3.8 × 105 1.285 1.19 1.33 1.38
5 0.123 2.6 × 1017 3.2 × 105 1.385 1.25 1.35 1.48

Figure 1 shows typical PS spectra of Au-Pd-n-GaP BS in the spectral interval
1.5–3.2 eV when irradiated from the side of the Au nanolayers. The photocurrent of
Au-Pd-n-GaP surface-barrier structures at photon energies more than the barrier height of
the m-s structure (qϕBo = 1.3 eV), but less than the gallium phosphide energy gap width
(Eg = 2.26 eV), was determined by the metal–semiconductor photoemission of electrons,
and at photon energies close to and greater than the energy-gap width it was determined by
the nonequilibrium current carriers’ excitation in the semiconductor and their separation
(by the field of the surface potential barrier) [14].

The photocurrent spectrum at photon energies qϕBo < hν < Eg was studied in detail
in this paper. It was in this spectrum window that the qϕBo, a fundamental parameter
of an MS structure, was determined. This parameter corresponds to the properties of
Schottky diodes occurring at the MS interface. Typical spectral characteristics of Au-Pd-n-
GaP structures under irradiation from the side of the Au nanolayer in the photon energy
interval 1.5–2.0 eV are shown in Figure 2.

As we know, Au nanoparticles exhibit plasmonic properties, and plasmon resonance
is a reason for their absorption of a light quantum [30]. Their properties strongly depend
on their size. We studied the plasma resonance absorption spectrum of the Au colloidal so-
lution by the dynamic light scattering method. It was established that plasmonic properties
of nanoparticles occurred in the λ = 480–600 nm spectral interval (where hν = 2.06–2.58 eV).
For example, the 15.27 nm Au nanoparticle diameter corresponded to the plasma resonance
peak at λm = 2525 nm wavelength (where hν = 2.36 eV) [31]. The results indicate that
as the diameter of the Au nanoparticle in the colloid decreases, the shorter wavelengths
correspond to an absorption peak. Our experiments showed that the studied Au-Pd-n-GaP
structures have no plasmon resonance in the Fowler spectrum region (hν = 1.5–2.0 eV,
λ = 620–826 nm).
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1/2 related to equality of incident photons on photon
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3. Investigations of Photoelectrical Properties in Non-Polarized Light

Typical spectral characteristics of Au-Pd-n-GaP nanostructures with various Pd in-
termediate nanolayer thicknesses are shown in Figure 2. The If0(hν) dependence in the
interval hν = 1.5–2.0 eV obeys the Fowler law (1).

The experimental If0
1/2 dependence on hν (Figure 2, curves 1–4) turned out to be

linear. The qϕBo value was determined by extrapolating the dependence to the If0
1/2 = 0.

In the studied structures, this value was between 1.21–1.38 eV. For various structures, the
qϕBo value was different (see the Table 1).

Figure 2 shows that the β coefficient depends on the palladium layer thickness d. The
presence of a thin palladium layer (d = 22–45 Å; β = 1.19–1.39) between the GaP and Au at
the m-s interface in the SB changed the interface properties. It caused changes in the height
of the Schottky barrier (Figure 2; see the Table 1). These studies showed that by measuring
the barrier height qϕBo, one can obtain important information about the properties of the
m-s and m-dielectric (oxide)-s interface. In the series of studies performed, it was for the
first time experimentally established that the use of a thin m Pd layer with a thickness
from 20 to 35 Å between a GaP and Au does not reduce the Au-n-GaP structures potential
barrier height.

A good agreement with the C-U data (Figures 3–5, Table 1) was obtained for the
qϕBo value of the Au-Pd-n-GaP structures in the Fowler photocurrent spectrum region
(hν = 1.5–2.0 eV).
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The capacitance-voltage characteristics of the Au-Pd-n-GaP structures were measured.
For all the studied structures, the differential barrier capacitance dependence on the voltage
at the potential barrier in the coordinates 1/C2 = f (U) at U = −3.0 ÷ 0.4 V obeyed a linear
law (Figures 3–5), which was in agreement with Schottky theory and allowed the direct
determination of the qϕBo from the expression qϕBo = qUD − µ = qUC + kT − µ, where
U is the diffusion potential, UC is the capacitive cutoff voltage, and µ is the level energy
counted from the conduction band Fermi in the GaP bulk [29–34].

At the temperature T = 300 K, we obtained the cutoff voltage from the intersection of
the experimental dependences C = f(U) with an abscissa axis for different structures of U0

C

= UC ≈ 1.26–1.40 V (Figure 3). For the optimal Pd intermediate layer thickness d≈ 20–35 Å,
the qϕBo values found by the two methods (If0~hν, C−2-U) turned out to be practically
equal (see Table 1). In Figure 4, almost ideal diodes (sample No. 4) at different frequencies
(f = 1÷ 1000 kHz) show the observed dependence of C−2 on U. It was found that in an
ideal diode in the C−2-U characteristic, the value of UC remains constant. This means that
in an almost ideal diode in a space charge layer, the internal electric field (samples No. 2,
No. 4, and No. 5) does not change with frequency and the qϕBo value remains unchanged.
Figure 5 shows the dependence in C−2 coordinates on U for non-ideal diodes (No. 3,
d ≈ 45 Å; β = 1.39) at different frequencies. It was found that in non-ideal diodes of the Pd
intermediate layer with d > 35 Å the value of UC does not retain a constant, changing with
the frequency (see Figure 5).

It was found that the average value of the Schottky barrier height was qϕBo = 1.35 eV
(300 K) for almost ideal Au-Pd-n-GaP structures in the Fowler region (samples No. 2, No. 4,
and No. 5, hν = 1.5 ÷ 2.0 eV). This was new received data for this diode structures, which
confirmed the If0

1/2~hν and C−2-U measurements. The reference literature contains qϕBo
data for Au-n-GaP (structures measured in different samples by different methods). We
measured I-U, C-U, If0~hν in the same sample using three methods. As far as we know,
such a result for Au-Pd-n-GaP surface-barrier structures was obtained for the first time.

To study the band structures of GaP, Mead and Spitzer [23,25] proposed depositing
a metal film on the semiconductor surface and observing the photovoltaic effect. Photo-
electromotive force was proportional to optical absorption if the region was depleted of
carriers and the thickness of the intermediate palladium layer d.

In the resulting transition, the diffusion length of minority carriers was much smaller
than the penetration depth of light. This eliminated the difficulties of very thin samples’
preparation required in light-absorption experiments. In the monograph by Sze [3] and
in other works [2,14,28], it was shown that the photoelectric measurement method is the
most accurate method for determining the barrier height of an m-s structure surface-barrier.
Later, to determine the band parameters of both graded-gap and homo-gap semiconductors,
a modernized contact photoelectric method was proposed [34–38]. The photocurrent of
Au-Pd-n-GaP surface-barrier structures at photon energy hν = 2.2 ÷ 2.8 eV reflected the
gallium phosphide band structure properties (Figures 6–8).

In the visible-light region, the photocurrent in the hν = 2.3–2.65 eV interval was due to
electron transitions from the valence band to the X valley of the conduction band, while the
photocurrent in the hν > 2.65 eV interval was due to electron transitions from the valence
band to the “G” valley of the conduction band (E0 = 2.8 eV) and was located in the violet
and ultraviolet regions (Figures 6–8).
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Figure 8. Scheme of optical transitions in the gallium phosphide band structure. Eg, E0, and EL are
energies of optical transitions determined from the photocurrent spectrum of SBs.

When analyzing the experimental dependence of If0 on hν (Figure 1, b) using the
Spitzer and Mead method [11]: If0~(hν-Eg)2, where hν < Eo, EG was determined; for GaP,
it was 2.26 eV at 300 K (Figure 6). To determine the threshold energy of direct optical
transitions for GaP, a modernized photoelectric method was used [36]. By comparing
the absorption spectrum of GaP [38–40] with the photocurrent spectra of Au-Pd-n-GaP
structures in the ultraviolet regions, it was established (Figure 1, b and Figures 9 and 10)
that the photocurrent If0 in m-s structures at hν < E0 usually increases exponentially with
hν, and at hν > E0 it increases first linearly and then sublinearly. The linear section begins
at hν = E0, which allows one to determine E0 directly from the photocurrent spectrum If0 of
the m-s structure when the m-s junction is irradiated through the Au nanolayer, both under
natural (Figure 1, b) and polarized (Figure 10) radiation. The Eo for GaP was determined
by this method; it was 2.80 eV at 300 K.

4. Investigation of PS in Linearly Polarized Light

The basic results of the performed polarization studies are presented in Figures 9–11. The
regularities of photocurrent polarization measurements are as follows. When the LP light
(	 6= 0◦) falls from the side of Au, a broadband polarimetric effect arises in the GAP structures.
In the region of the spectrum under study, the photocurrent of the structures depends on the

azimuthal angle between the light wave electric vector
→
E and the incidence plane.
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IP−IS
·100 %) for surface-barrier structures
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from the side of the barrier contact, T = 300 K).
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Figure 11. Spectral dependences of the PPL coefficient (1) and the polarization difference of photocur-
rents (2) of Au-Pd-n-GaP surface-barrier structures (Sample No 5, T = 300 K, 	 = 80◦).

Figure 9 presents the dependences of the photocurrents (1—IP, 2—IS, 3—∆I = IP − IS)
and the coefficient of induced PPL (4—P = ∆I

IP − IS
·100 %) on the angle of incidence of

radiation 	 to the RP of the structures (the photocurrent IP and IS correspond to the

irradiation of the structures when RP parallel or perpendicular to
→
E). For example, if the

structures were illuminated with light with
→
E‖RP polarization, the photocurrent IP with

increasing 	 increases at first, as can be seen from Figure 9, reaching a maximum in the
vicinity of 	 ≈ 60◦, then decreases quickly.

It should be emphasized that the increase in IP with increases in the 	 angle is due
to a decrease in reflection losses from the Au surface and takes place only at E//PR. Our
studies showed that the increasing IP effect is related to both the interface and Au layer
surface quality. For best-quality structures, I	=60/I	=0 = 1.3. For lower-quality structures,
the dependence IP(	) resembles IS(	) (Figure 9) and IS-curve 2 (Figure 10), i.e., upon
increasing the photocurrent effect, IP disappears. The analysis of the IP(	) and IS(	)
experimental dependences should take into account the above regularities, and they are
useful for controlling metal layer deposition quality on semiconductor surfaces and m-s
interface quality.

Figure 10 shows the induced PPL spectral dependence in typical SB structures at
angles of incidence 	 = 80◦. The features of the studied structures connected with the long-
wave photocurrent edge of IP and IS. According to the dependences of the polarization
photocurrent IP on hν and IS on hν, the Eg and E0 for GaP were determined using the
well-known method [35–39]. The maximum value of the polarization difference of pho-
tocurrents ∆I (Figure 9, curve 3) in the obtained Au-GaP structures was achieved at angles of
	 = 70◦. At	 = 0◦, following the selection rules for interband optical transitions in GaP [39],
the polarization difference of photocurrents ∆I, and the PPL coefficient P = [∆I/(IP + IS)],
100% of the studied structures turned out to be equal to zero, i.e., there was no PS to
polarization. With an increase in 	, the PPL coefficient increased according to the law
P~	2, in accordance with [26,35]. The maximum value P = 74% was reached at	 = 80◦ and,
according to [26], corresponded to the refractive index n = 3.2 characteristic of GaP [39].

Spectral dependences of polarization parameters for a typical structure at 	 = 80◦ are
shown in Figure 11. The main regularity of these studies—the nonselective nature of the
PPL coefficient—was observed in the entire PS region, which corresponded to the results of
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the analysis [35,38]. In a wide range of incident photon energies of 2.3÷ 3.7 eV, the obtained
structures had a constant value of P, which could be quickly controlled by choosing the
value of 	 (Figure 9, curve 4). The polarization difference ∆I (Figure 11, curve 2) had a
spectral contour corresponding to the spectral dependence of the photocurrent of these
structures in unpolarized radiation. The maximum value of ∆I fell on the fundamental
absorption region of GaP and was realized for the obtained structures in the interval 2.9 ÷
3.4 eV. Since the maximum azimuthal PS of a polarimetric photodetector is Φi~∆I [35], it
was obvious that the obtained structures could be used as photoanalyzers in the wavelength
interval 0.36 ÷ 0.42 µm for use in energy systems. The maximum value of the azimuthal
PS of Au-GaP structures was Φi = 0.2 ÷ 0.21 A/W·deg at T = 300 K.

5. Conclusions

A comprehensive detailed study of the GaP surface-barrier structures based on Au
with palladium intermediate layer showed that, upon the formation of high-quality inter-
face, the GaP surface stabilized and, in this case, the potential barrier height tended to a
value of 1.35 eV at 300 K.

A thin palladium layer (d < 40 Å) performed two functions in the studied GaP surface-
barrier structures. First, this tunnel-transparent intermediate nanolayer made the GaP
surfaces chemically stable. Second, it prevented gold atoms’ movement to the semiconduc-
tor, providing a high-quality, stable interface with the GaP semiconductor.

Investigation of PS in the visible region provided valuable information about semi-
conductor band structure parameters and the potential barrier. For the first time, it was
experimentally established that the presence between GaP and Au of a thin metallic Pd
layer with a thickness of 20 to 35 Å does not reduce the potential barrier height of the
Au-n-GaP structures.

Thus, an intermediate palladium nanolayer between GaP and Au with a thickness of
20–30 Å forms specific effects in the Au-Pd-n-GaP nanostructure, which are of considerable
practical and scientific significance for future needs.
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Abbreviations

SB Schottky barriers
PS photosensitivity
PPL photopleochroism
UV ultraviolet
m metal
s semiconductor
qϕBo Schottky barrier height
Eg width of forbidden band
If0 short circuit photocurrent
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T absolute temperature
BC barrier contact
Is saturation current
β the structure ideality coefficient
UD diffusion potential
UC capacitive cutoff voltage
	 angle of incidence of radiation
P coefficient of photopleochroism
Φi azimuthal photosensitivity of a polarimetric detector
RP receiving plane
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Phase-Homogeneous LiFePO4 Powders with Crystallites
Protected by Ferric-Graphite-Graphene Composite
Dmitry Agafonov 1, Aleksandr Bobyl 2,*, Aleksandr Kamzin 2 , Alexey Nashchekin 2 , Evgeniy Ershenko 2,
Arseniy Ushakov 3 , Igor Kasatkin 4, Vladimir Levitskii 5 , Mikhail Trenikhin 6 and Evgeniy Terukov 7

1 Department of Electrochemical Production Technology, St. Petersburg State Institute of Technology,
Moskovski Ave. 26, 190013 St. Petersburg, Russia

2 Division of Solid State Physics, Ioffe Institute, Politekhnicheskaya Str. 26, 194021 St. Petersburg, Russia
3 Institute of Chemistry, Saratov State University, Astrakhanskaya Str. 83, 410012 Saratov, Russia
4 Research Park, RC XRD, St. Petersburg State University, Universitetskaya nab. 7–9,

199034 St. Petersburg, Russia
5 RnD Center TFTE, Politekhnicheskaya Str. 26, 194021 St. Petersburg, Russia
6 Department “Chemistry and Chemical Technology”, Petrochemical Institute, Omsk State Technical University,

Mira Ave. 11, 644050 Omsk, Russia
7 Department of Electronics, St. Petersburg State Electrotechnical Univeristy, ul. Professora Popova 5,

197022 St. Petersburg, Russia
* Correspondence: bobyl@theory.ioffe.ru

Abstract: Phase-homogeneous LiFePO4 powders have been synthesized. The content of impu-
rity crystalline phases was less than 0.1%, according to synchrotron diffractometry (SXRD) data.
Anisotropic crystallite sizes LV[hkl] were determined by XRD. A low resistance covering layer of me-
chanically strong ferric-graphite-graphene composite with impregnated ferric (Fe3+) particles < 10 nm
in size increases the cycleability compared to industrial cathodes. In accordance with the corrosion
model, the destruction of the Fe3+-containing protective layer of crystallites predominates at the
first stage, and at the second stage Fe escapes into the electrolyte and to the anode. The crystallite
size decreases due to amorphization that starts from the surface. The rate capability, Q(t), has been
studied as a function of LV[hkl], of the correlation coefficients rik between crystallite sizes, of the Li
diffusion coefficient, D, and of the electrical relaxation time, τel. For the test cathode with a thickness
of 8 µm, the values of D = 0.12 nm2/s, τel = 8 s were obtained. To predict the dependence Q(t), it
is theoretically studied in ranges closest to experimental values: D = 0.5 ÷ 0.03 nm2/s, τel = 8/1 s,
average sizes along [010] L1 = 90/30 nm, averaged r = 0/1.

Keywords: energy storage; electrochemical battery; Mössbauer spectroscopy; synchrotron XRD;
energy technology; lattice structure; storage degradation; anisotropic crystallite; electrode powder

1. Introduction

The values of the battery capacity, Q0, the rate capability, Q(t), and the maximum
number of discharge-charge cycles are important target battery parameters. As shown
in [1], the phase homogeneity of LiFePO4 suffers from the impurity phases which appear
as synthesis residues at low temperatures (<550 ◦C) and ferric (Fe3+) compounds at high
temperatures in the presence of residual oxygen. The first-principal modelling of Li-Fe-P-O2
phase diagrams [2] supported that.

Several attempts have been made to develop a technology for producing highly
efficient and phase-homogeneous electrode powders using: various raw materials and
processing methods [3,4], variations in the composition and proportions of the loaded raw
materials [5–7], growth duration and additional multi-stage post-growth annealing [8,9],
extra pure initial chemicals of so-called “battery quality” [10], one-pot synthesis [11,12],
etc. Coating of crystallites with various functional layers was also found useful [13]: metal
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oxides, glasses, etc. and the most popular carbon-based materials [14–31] were tried as the
coating substances. The latter include various carbon phases [14], nanocarbons of different
shapes (spheres, tubes and pores) [15], graphene [16–18]. Sucrose [19–21], glucose [22,23],
adipic acid [24–26], polyvinyl alcohol [27,28], polymeric additives [29,30], and ferrocene [31]
were used as catalysts for graphitization.

Our approach is based on (i) one-pot LiFePO4 liquid-phase synthesis from high
purity lithium and iron acetates taken as the starting materials, (ii) multi-stage thermal
processing including acetic acid evaporation at its boiling temperature and protective
coating formation from adipic acid and polyvinyl alcohol, (iii) elimination of potential
impurity sources, (iv) stage-by-stage control of the effect of the regime parameters on
crystallite sizes and coating quality.

X-ray diffractometry (XRD) is commonly used to characterize the presence and size
of crystallites in electrode powders. Its synchrotron version (SXRD) [32–34] is the most
sensitive to the impurities in crystallites. Various surface-sensitive methods are used to
analyze the LiFePO4 particle surface [19,35–38]: Auger electron spectroscopy (AES), elec-
tron diffraction (EDS) [39], X-ray photoelectron spectroscopies (XPS) [40–42], inductively
coupled plasma (ICP) [39].

We used both synchrotron and laboratory X-ray sources SXRD and XRD, respectively,
to increase the sensitivity towards the presence of impurity phases and to determine
anisotropic size distributions of LiFePO4 crystallites, as well as to study degradation during
cycling of test cathodes.

Mössbauer spectroscopy (MS) makes it possible to detect iron-containing compounds
and study their properties [43–49]. In particular, dependence of hyperfine spectral pa-
rameters on the charge of Fe ions [45–48] have been used to study reversible delithiation
processes in LiFePO4 crystallites. Line broadening associated with an increase in the disor-
der around Fe2+ towards the crystallite surface was observed; oxidation suppression by
surface carbon was also found [45]. In this work, the MS results were used for determina-
tion of the proportion of the Fe3+ ferric impurity compounds in LiFePO4 (which is itself a
Fe2+ compound).

To reveal the role of ferric compounds, the following results are important: (1) up to 5%
ferric states are typically present at regular lattice sites with reduced symmetry [50], which
is not detected by XRD; (2) lowering the content of X-ray inactive ferric compounds from
17% to 9% improves the electrochemical parameters, even compared with those materials
where the content was zero [51]; (3) presence of significant amounts of Fe3+ cations at broad
interfaces improves electronic and ionic conductivity [52]; (4) a significant number of ferric
states was detected on the surface of crystallites with MS and XPS [53]; (5) MS and ICP
studies showed that an increase in the synthesis time led to an increase in the fraction of
iron atoms with a long-range order compared to the fraction of iron atoms in the Li/Fe-
PO4 amorphous phase [54]; (6) initial powders contained ferric compounds Li3Fe2(PO4)3
and α-Fe2O3, which became X-ray inactive after 6 h annealing at 700 ◦C [55]; (7) after
low-temperature precipitation at 106 ◦C, the powder contained an amorphous ferric phase
LiFePO4(OH), which transformed into crystalline LiFePO4 after annealing under reducing
conditions; after annealing at 500 ◦C, the crystallite size increased from 17 nm to 35 nm [56];
(8) with differential scanning calorimetry (DSC) and derivative thermogravimetry (DTG),
small particles of Li3Fe2(PO4)3 and presumably of Fe2O3 were detected on the surface of
LiFePO4 crystallites after their oxidation below 470–475 ◦C [57].

We used Mössbauer spectroscopy, EDX and XRD studies to elucidate the non-trivial
role of ferric compounds, in particular, in the protective layer formation and its degradation.

The combined use of transmission electron microscopy (TEM) and Raman spec-
troscopy (RS) is important in study of the various carbon phases in the cathode materials
initial powders [58–80]. Using RS, it was found that some carbon materials mixtures have
a unique combination of properties: mechanical characteristics, strength, chemical inert-
ness and biocompatibility [61–63]. Among a large number of different grades of carbon
black [65], the most famous is Ketjen black [70], which is widely used in electrode powder
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technologies [71–76] and is added especially when it is necessary to sharply increase the
electronic conductivity [75,76].

The novelty and importance of Raman spectroscopies line intensity analysis lies in
the study of the graphene phase’s order degree, the graphite phase mechanical strength,
and the multilayer graphene phase conductivity compared to industrial LiFePO4 powders.
Thus, the development of phase-homogeneous electrode powders may further increase
battery capacity and cyclability, and optimize the rate capability.

In this work we synthesized LiFePO4 powders and coatings on the surface of their crys-
tallites. The phase homogeneity was tested with SXRD, and its effect on the test cathodes
cyclability was shown. Composition and properties of the layers covering the crystallites
was studied using TEM and RS. MS was used to discover the role of ferric compounds,
and XRD and EDX were used to study the mechanisms of degradation of the LiFePO4
test cathodes. LiFePO4 test cathodes were subjected to galvanostatic measurements. The
hierarchy of relaxation times of electrochemical recharging of the cathodes was determined
using the data on anisotropic size distribution of crystallites. We studied the dependence
of Q(t) of the test cathodes on the crystallite parameters, the lithium diffusion coefficient
D along [010] and the quality of their coating in terms of electric relaxation time τel. Q(t)
calculations allowed us to assess the possibility of improving the technology.

2. Synthesis of LiFePO4 Powders and Surface Coatings, and Characterization
Techniques
2.1. Synthesis of LiFePO4 Powder and Coatings

We used a modified version of the liquid-phase synthesis of LiFePO4 based on lithium
and iron acetates as initial reagents [7,81]. They have good solubility in water and low
thermal stability at the synthesis temperatures; acetic acid has a low boiling point which
ensures its distillation during synthesis, and volatile components can be easily removed
from the reaction zone during annealing [82–89]. Initial acetates were prepared from metal-
lic iron and lithium carbonate by interaction with acetic acid (Snabtechmet), grade A.C.S.
These materials are available and have a high degree of purity for large-scale production.
Chemicals were used as received from the manufacturers; additional reduction of atmo-
spheric impact was provided at the stages of pre-drying and annealing. Mechanochemical
activation of the starting materials in a liquid medium promoted formation of an intermedi-
ate synthesis product, which was converted into LiFePO4 at a temperature lower by 100 ◦C
than in the standard procedures. This created the prerequisites for obtaining LiFePO4 with
a reduced content of impurity phases [87]. Mechanochemical activation was carried out
in a saturated solution of ammonium dihydroorthophosphate in distilled water. Table 1
shows the following synthesis steps:

Table 1. Sequence of LiFePO4 liquid-phase synthesis.

№ Steps Reagents

1 Preparation of acetates Fe + LiCO3 +CH3COOH→
Fe(CH3COO)2, LiCH3COO, H2O

2 Organic Additives AA, PA
3 Phosphoric acid H3PO4
4 Pre-drying at 100 ◦C Evaporation of CH3COOH, H2O

5 Annealing 1.5 h at 400 ◦C in an Ar atmosphere Evaporation of CH3COOH, H2O, CO2,
((CH2))4CO

6 Annealing 1.5 h at 670 ◦C in an Ar atmosphere Crystallization of LiFePO4

1. Lithium acetate is obtained by direct acetic acid action on lithium carbonate. The
Fe2+ ion is easily oxidized by atmospheric oxygen to Fe3+, therefore, iron acetate is prepared
by placing a calculated amount of iron in a flask containing an excess of acetic acid. The
flask is stoppered and kept under vacuum until dissolved with stirring with a magnetic
stirrer and heated at the end of the process.
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2. Two organic additives, adipic acid (AA) [88–91] and polyvinyl alcohol (PA) [92–94],
are used to obtain and condition the synthesized composite. AA crystallizes upon reaction
mixture evaporation and decomposes upon heat treatment, resulting in a precipitate with a
loosened structure. PA is adsorbed on the precipitate surface and contributes to the small
crystals formed during the interaction of phosphoric acid and lithium and iron acetates.

3. Phosphoric acid is used as a source of phosphorus ions.
4. Pre-drying to evaporate CH3COOH and H2O in a stream of hot air, which prevented

agglomeration of the starting materials.
5–6. Annealing for evaporation at different temperatures and crystallization. After

drying in a stream of hot air, the sample was pelletized and placed in a sealed muffle
furnace, which was constantly purged with especially pure nitrogen. The furnace was
heated to 400 ◦C, the sample was held at this temperature for 1.5 h, then the heating was
turned off and the furnace was expected to cool in a nitrogen flow to a temperature of
25 ◦C. The resulting intermediate was subjected to repeated grinding and tableting. This
approach does not lead to the formation of the final product due to the low temperature,
but it makes it possible to obtain a dense mixture of initial substances with a large interfacial
surface and a fixed contact between the phases of the initial substances. Then the tableted
sample is placed in a sealed muffle furnace, which is constantly purged with especially
pure nitrogen; the temperature in the furnace rises to 670 ◦C. This approach is tested in a
series of experiments near this temperature. The selected temperature regime provides
the maximum LiFePO4 capacity of 65 mAh/g at 20 C rate. At all stages of preparation
and synthesis, the above measures are taken, in particular, to exclude the transition of
Fe2+ to Fe3+.

Preliminary technological experiments were also carried out, in particular using: iron
acetate (CH3COO)2Fe, iron oxalate FeC2O4 × 2H2O, lithium carbonate Li2CO3, ammo-
nium dihydroorthophosphate (NH4H2PO4) from VEKTON, grade A.C.S. Depending on
the composition and the annealing modes, the following impurity crystalline phases were
observed in the samples: Fe3O4 (ICDD 00-019-0629), Fe2O3 (ICDD 00-039-1346), FeCO3
(ICDD 00-029-0696), FePO4 (ICDD 00-050-1635). To compare the quality and target parame-
ters of the developed sample N1, SPbTU, the following industrial LiFePO4 powders were
used: N2, Phostech Lithium [95]; N3 OCELL Technologies N4, Golden Light Energy. The
powders had specific capacities ranging from 145 mAh/g to 167 mAh/g at 0.1 C rate [7,81],
given in the Table 2 at 20 C rate.

Table 2. SXRD composition of impurity crystallites in powders [96], XRD anisotropic sizes of LiFePO4

crystallites LV[hkl] averaged over the length of their columns [97] (from [98]). MS fractions of Fe2+

and Fe3+ compounds (description below). Forecast cycling of a test cathode after 100 times cycling at
1 C rate. The errors of LV[hkl] reported in parentheses characterize the reproducibility.

Impurity Phase, %
Q,

mAh/g ¯
LV[100], nm

¯
LV[010],nm

¯
LV[001],nm Forecast Cycling

Mössbauer

20 C Rate Fe2+, % Fe3+, %

N1 not detected 63 66 (5) 82 (5) 89 (7) 3500 96 4

N2 Li3PO4, 1.01 (2) 58 145 (26) 131 (13) 185 (17) 1000 95 5

N3
Li3PO4, 2.39 (3)

Fe2P, 2.34 (3)
Fe3P, 2.02 (3)

57 141 (5) 146 (15) 165 (7) 5000 92 8

N4 not detected 40 230 (20) 261 (8) 242 (30) 800 98 2

The novelty of our synthesis in comparison with [87–89] is the following set:

1. One-pot LiFePO4 liquid-phase synthesis using chemically pure lithium and iron
acetates as starting materials.

2. Using raw materials of organic nature.
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3. Using the tableting operation after the pyrolysis of organic matter, at 400 ◦C. This
operation facilitates the course of the final synthesis of the topochemical reaction.

4. Drying, before heat treatment, was carried out in a stream of hot air, which prevented
the agglomeration of the starting materials.

5. The synthesis intermediate is tableted, heat-treated at 400 ◦C, then re-milled and
re-tableted before the final heat treatment at 670 ◦C. This made it possible to obtain a
material of high phase purity.

6. Before repeated tableting, adipic acid was introduced, the pyrolysis of which in an
inert medium (high-purity nitrogen) led to encapsulation of LiFePO4 in a carbon shell.

7. At all stages of the preparation, measures were taken to exclude the transition of Fe2+

to Fe3+, in particular, by isolation from atmospheric moisture.

2.2. Characterization Techniques

Note that conventional XRD is less sensitive than SXRD due to the lower intensity of
laboratory radiation sources [32–34,96]. The SXRD experiments were done at the Structural
Materials Science station of the Siberia-2 synchrotron radiation source of Kurchatov Institute
Research Center [96]. Measurements were made at a wavelength of λ = 0.68886 Å in the
transmission (Debye–Scherrer) mode with a Fujifilm Imaging Plate memory layer as a 2D
detector, sample-to-detector distance of 200 mm, and exposure time of 15 min.

The anisotropic crystallite sizes LV[hkl] averaged over the length of the columns [97]
were determined by XRD [98]. Bruker D8 Discover diffractometer was used in a parallel-
beam linear-focus mode at 2θ = 15–125 deg, and MAUD software was utilized for profile
fitting [94]. The primary beam was conditioned with a double-bounce channel-cut Ge220
monochromator to provide CuKa1 radiation with a wavelength of 1.54056 Å. The Cagliotti
coefficients of the instrumental profile function were refined by fitting the data for a LaB6
powder specimen (NIST SRM 660c).

The powders were studied with a JEOL JEM 2100 high-resolution TEM at an accelerat-
ing voltage of 200 kV and crystal lattice resolution of 0.14 nm. The instrument was equipped
with an INKA 250 Xray spectrometer. An image of the single-crystal gold lattice with the
(111) interplanar spacing of 0.235 nm was used as reference for linear scale calibration.

Raman spectra were measured at room temperature in the “backscattering” geometry
on a LabRam HR 800 spectrometer equipped with a confocal microscope. The measure-
ments used the exciting light wavelengths of 532 nm and 633 nm, focused on the surface
of the sample into a spot with a diameter of ~1 µm. In this case, the laser radiation power
on the sample was maintained at a level of 2.0 mW. The use of a 600 pcs/mm diffraction
grating made it possible to obtain a spectral resolution no worse than 2.5 cm−1.

The Mössbauer effect was measured at room temperature on 57Fe nuclei in the γ-
ray transmission geometry through powders sputtered onto aluminum foil with a spot
diameter of 20 mm. The movement of the 57Co(Rd) γ-radiation source in the spectrometer
was carried out with a constant acceleration of the reference signal in the form of a triangle.
Velocity calibration was performed using α-iron foil for two Doppler shift velocities of the
gamma-ray source.

3. LiFePO4 Powders Phase Homogeneity Studies Using SXRD and Its Effect on the
Test Cathodes Cyclability
3.1. Phase Homogeneity Using SXRD

The results are shown in Figure 1 and the quantitative composition of impurity crys-
talline phases are given in Table 2.

138



Energies 2023, 16, 1551

Figure 1. SXRD measurements of the developed and industrial LiFePO4 powders, N1 and N2–4,
respectively, for 2 Theta intervals 9.0–11.7 (a) and 17.0–19.1 (b). Arrows near the abscissa indicate the
expected peak positions.

3.2. Cycling Test Cathode Cells

A test electrode was prepared of 80 wt.% powder, 10 wt.% acetylene black and 10 wt.%
polyvinylidene fluoride (PVDF). It was applied as a sample homogenized suspension of
acetylene black in a 5 wt.% solution of PVDF in N- methylpyrrolidone (analytical grade) on
1 cm2 aluminum plate, 0.4 mm thick, after which it was dried at 120 ◦C in air for 12 h [99].
To reduce the errors of the galvanostatic measurements of rate capability at small times, the
cathode thickness was minimal, about 8 µm. The measurements included charge-discharge
cycles with constant current loads: sequentially from 0.1 to 20 C rates in one cycle, then
15 cycles each, completing 10 cycles with a load of 1 rate. The current density of 1 C rate
corresponded to 170 µA per 1 mg of sample and was analyzed at the potentials in the range
of 2.6–4.3 V relative to the lithium reference electrode. Figure 2 shows the galvanostatic
measurements results. Cycling predictions were obtained by making 150 charge-discharge
cycles and by recalculating to the point of the capacitance reduction to 80 % of its initial
value at a current of 1 C rate indicated in Table 2.

Figure 2. (a) Galvanostatic charge-discharge curves, (b) variation of capacity with the cycle number.
The values of the charge and discharge currents (C rate -units) are on the diagrams.

The following conclusions can be drawn from the results in Table 2:

1. No impurity crystallites were found in the samples N1 and N4. However, the cyclabil-
ity of the latter was significantly worse than that of the developed sample N1, despite
the trend towards an increase in the role of the [100] surface of larger crystallites in
their cyclability. Consequently, the absence of impurity crystallites is a necessary but
obviously not a sufficient condition.

2. Sample N1 had a high cyclability, but lower than that in the sample N3, which
contained several impurity phases. In addition to lowering the resistance, these
phases probably catch the degradation products, which slows down the formation of
harmful impurity phases. It can be concluded that it is promising to search for such
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compositions or isovalent doping, including various mixed solid solutions, starting
from our pure technology.

4. Crystallite Coating Composition and Properties Studied with TEM and RS
4.1. TEM Study

TEM images of LiFePO4 powders are shown in Figure 3. Several types of particles are
observed in the powders:

- Large 40–150 nm particles of LiFePO4 are observed in all TEM images; an example is
shown in Figure 3a for the developed sample N1.

- In almost all samples, nanocrystalline 5–10 nm Li3Fe2(PO4)3 particles are observed
(Figure 3b,e,f) with lattice spacing of 0.428 nm, which corresponds to (200) or (−121)
planes. It should be noted, however, that the (011) planes of LiFePO4 have a similar inter-
planar distance. The ferric compound Li3Fe2(PO4)3 on the surface of LiFePO4 crystallites
appears as a result of insufficient oxygen content to complete the oxidation reaction.

- Figure 3f shows crystallites with interplanar spacing of 0.220 nm that corresponds
presumably to the (321) planes of Fe3P in the N3 sample, even though a similar
distance can be found in the structures of other phases. According to [91,101,102], at
T > 850 ◦C and in the presence of carbon, LiFePO4 is reduced to form Fe3P. As seen
from Table 2, a significant amount of that phase is reliably detected in the sample N3
using SXRD; the plate-like shape of the particles was described in detail in [103].

- Various structures of the carbon layers encapsulating the LiFePO4 particles can be seen
in the samples. More ordered carbon shells are up to 5 nm thick and the amorphous
shells are up to 20 nm thick. In some cases, particles without a carbon shell are
observed. The properties of the carbon coatings will be discussed below in the
RS section.

In none of the samples have particles of Fe2O3 been found. Perhaps they can be
observed in other technologies, considering also some identification uncertainty with
Li3Fe2(PO4)3, so the coating we observed was called a ferric-graphite-graphene composite.

Figure 3. Cont.
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Figure 3. (a–d)—TEM images of the developed N1 powder of 3 crystallites (a); (b) is an enlarged part
of (a). Areas of the ferric-graphite-graphene composite coating layer are marked (b); FT snapshot
obtained from this TEM image (c), a maximum close to the interplanar spacing of 0.428 nm (d).
(e,f)—TEM images of industrial powders: N4 (e) and N3 (f) containing the impurity crystallite
phase of Fe3P. Regions characteristic of multilayer graphene and the most probable Li3Fe2(PO4)3 are
also marked.

4.2. Raman Spectroscopy Studies of Carbon Phases

Figure 4 shows the Raman spectra of the Sample N1 taken in the ranges from 800 to
3700 cm−1 [104].

Table 3. The Raman spectra parameters: E1, I1 and W1—position of the maximum, area and width
of one Lorentz approximation for the 1st peak and so on for the others shown in Figure 4 for the
excitation wavelengths of 532 nm and 633 nm.

E1,
I1,

W1

E2,
I2,

W2

E3,
I3,

W3

E4,
I4,

W4

E5,
I5,

W5

E6,
I6,

W6

E7,
I7,

W7

ID/IG
(I2/I4)

Isp2/Isp3 ((I2 +
I4)/(I1 + I3))

(I1 + . . . AI)/
(I5 + . . . I7)

Excitation 532 nm

N1
1203

64,354
130

1346
464,462

191

1513
109,518

128

1596
183,271

64

2681
84,869

391

2915
114,677

376

3176
7613
112

2.53 3.73 3.96

N4
1187

45,591
94

1341
733,854

190

1527
130,196

119

1599
244,016

58

2668
146,229

337

2919
231,601

344

3180
17,221

113
3.01 5.56 2.92

N2
1190

22,138
110

1342
288,779

188

1522
53,844

120

1600
98,169

59

2651
37,209

307

2909
88,666

380

3185
5240
117

2.94 5.09 3.53

Excitation 633 nm

N1
1201

63,280
131

1346
475,058

195

1514
106,974

126

1596
182,032

64

2716
65,290

328

2949
38,599

234

3178
9359
128

2.61 3.86 7.3

N4
1193

11,389
112

1332
133,742

180

1528
21,170

123

1602
37,709

56

2630
16,408

293

2883
20,492

318

3178
692
78

3.55 5.26 5.42

N2
1198
7329
117

1331
69,319

179

1516
11,644

127

1601
19,955

57

2594
9304
340

2870
9744
334

3178
350
130

3.47 4.70 5.58
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Figure 4. Sample N1 Raman spectra at 532 nm in the range 800–2100 cm−1 (a) and second ordered
RS in the range 1900–3700 cm−1 (b). Decomposition into the Lorentz components with energies in
their maxima E1–E7, given in Table 3, is shown.

The RS spectrum analysis is performed by the component separation method using
a Lorentz line shape [105,106]. To improve reliability, two close excitation lines 532 nm
and 633 nm are also used, since it is expected that the main conclusions from the results
of comparing the line amplitudes should coincide in two measurement series. Table 3
includes all decomposition parameters useful for comparison between this and other
studies, especially the second order linewidths.

According to [58–60], two lines at 1518 cm−1 and 1201 cm−1 have already been
observed in disordered carbon black and diamond-like carbons. That could imply that the
short-range vibrations of the sp3-coordinated carbons contribute to the disordered spectra.
Unique sp2/sp3 nanohybrids as bulky nanodiamonds (NDs) and sp2 concentric onion-
like carbons (OLC) [61,62] with outstanding mechanical performance, sufficient chemical
inertness, excellent biocompatibility, high mechanical strength [61–63] are possible.

To interpret the lines in Figure 4, we use the sequence proposed in [64]. The spectra
show lines arising from light scattering in spectral regions close to their position in the spec-
tra of multilayer graphene or graphene-like layers: lines D (E2), G (E4), 2D (E5), D + G (E6),
2D′ (E7) [64–66]. Line G in the spectrum of graphene corresponds to nonresonant light
scattering involving an optical phonon of E2g symmetry with a small wave vector. This
phonon is caused by vibrations of carbon atoms in the layer plane. The appearance of the
D line in the spectra is explained by resonant scattering involving electronic states from
two nonequivalent K- and K′-points of the Brillouin zone and an optical phonon with a
large wave vector. This process is forbidden by the quasi-momentum selection rule, but the
condition for its conservation can be satisfied if the crystal lattice defect also participates
in the scattering process. In structurally perfect graphene samples, line D should not be
observed. The second order spectra in Figure 4b are markedly broadened. The nature of the
2D line, an overtone of the D line, is also associated with resonant light scattering involving
electronic states. The quasi-momentum conservation conditions for such a process are
always satisfied, so the 2D line will be present in the graphene spectrum even if it does
not contain the D line. The combination D + G corresponds to a defect-induced double
resonance “inter-valley” scattering process which is allowed through a defect-induced
triple resonance process. The second order spectra lines are observed in graphene ox-
ide, GO, [67,68], which is produced through graphite chemical oxidation and subsequent
exfoliation via sonication, and in various modifications of carbon black (CB) powders [69].

It should be noted that the positions and widths of the observed second ordered
three lines in the range 1900–3700 cm−1 correspond to those described in [70–72,77–79]. In
particular, the papers [74,79] describe the dependence of the position of the 2D line, with
a maximum of E5, on the magnitude of the deformation. At the same time, its width in
Figure 4b is almost 10 times larger than that described in [64–66] and is comparable to its
displacement at deformations of about 1%, which indicates the presence of a significant
deformation disorder in the studied samples compared to multilayer graphene.
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The carbon fraction diagnostics using Raman spectroscopy data is based on an analysis
of the position, the width, and the intensity ratio of the observed lines. In our case, the
integral intensity is obtained from the results of decomposition into components. The best
known are the intensity ratios ID/IG and Isp2/Isp3 [64–66], in the used designations I2/I4
and (I2 + I4)/(I1 + I3), respectively. Obviously, the ratios of the total line intensities of the
first and second order can also be useful, i.e., (I1 + . . . I4)/(I5 + . . . I7) [68]. Comparing the
ratios of the line intensities, we can draw the following conclusions:

For the developed sample, the ID/IG (I2/I4) ratio was minimal compared to the
industrial control samples. This indicates a smaller amount of disorder in the multilayer
graphene subsystem and smaller sizes of clusters in their amorphous part [64–66].

The Isp2/Isp3 ((I2 + I4)/(I1 + I3)) ratio was also minimal in comparison with the
control industrial samples. This means a larger role of graphite short-range sp3 bonds in
the mechanically stronger amorphous part compared to the graphene multilayer lobes and
the bridges between crystallites [58–60].

The ratio (I1 + . . . AI)/(I5 + . . . I7) was at a maximum suggesting a higher conductivity
of the multilayer graphene due to a higher degree of screening of overtone photon-phonon
interactions by carriers [64–66,68].

5. The Role of Ferric Compounds Studied with MS; Degradation Mechanisms of
LiFePO4 Test Cathodes with XRD
5.1. Mössbauer Spectroscopy Studies

The obtained Mössbauer spectra are processed by the least squares method using the
Lamb–Mössbauer factors [107]. Table 4 shows the MS calculations results obtained with
a high Doppler shift rate of the gamma source. Figure 5 shows the Mössbauer spectra of
sample N1, and Table 4 shows the calculation results. From Figure 5 and Table 4, it can be
seen that the Mössbauer spectra consist of two doublets superimposed on each other, and
no additional lines indicating the presence of another phase are observed. The values of the
Fe2+ and Fe3+ absorption lines relative intensities are determined from the experimental
spectra; the line half-widths are given in Table 4.

Table 4. Parameters of hyperfine interactions obtained by mathematical processing of Mössbauer
spectra.

Line Marking IS, mm/s QS, mm/s G, mm/s Int, (%) Charge State Fe

Fe2+ 0.981 ± 0.001 2.928 ± 0.001 0.281 ± 0.001 94.8 ± 0.2 Fe2+

1 1.156 ± 0.040 1.818 ± 0.028 0.345 ± 0.025 1.4. ± 0.3 Fe2+

2 0.172 ± 0.080 0.830 ± 0.080 0.345 ± 0.025 2.6 ± 0.4 Fe3+

3 0.404 ± 0.400 0.452 ± 0.060 0.345 ± 0.025 1.2. ± 0.3 Fe3+

As can be seen in Figure 5, MS at room temperature (295 K) does not show any mag-
netic ordering lines traces, and the spectrum consists of quadrupole doublets. This means
that the sample is in a paramagnetic state and no magnetic ordering traces or relaxation
processes are observed. High intensity doublet lines are symmetrical. The spectra show a
doublet with a small linewidth, maximum intensity, and hyperfine interaction (HFI) pa-
rameters: IS = 0.981(1) mm/s, QS = 2.926(2) mm/s. A doublet with similar HFI parameters
IS = 1.23 mm/s and QS = 2.96 mm/s is observed for iron ions in the olivine structure,
which corresponds to the high-spin iron Fe2+ in an octahedral M2 environment [48,80,108].
In the case of LiFePO4 with the olivine structure, a doublet with IS = 1.22 mm/s and
QS = 2.80 mm/s, which is attributed to Fe2+ ions, is also observed [45,46]. However, the IS
values obtained from experimental MS (Figure 5) are somewhat lower (0.981 mm/s). The
small linewidth of the dominant doublet (0.281 mm/s) means that the Fe2+ ions occupy
positions in the well-ordered LiFePO4 phase structure. The IS and QS values are close to
those obtained using the density functional theory (DFT) calculations, taking into account
both the spin polarization and the correlation of Fe 3d electrons [109]. This can be explained
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by the high-spin configuration of Fe2+ ions in a distorted octahedral environment formed
by oxygen ions.

Figure 5. Experimental MS of the developed LiFePO4 (N1) powder. Upper and lower parts—spectra
are recorded with high and low speed of Doppler shift of the gamma-ray source, respectively. The
best fitting results of the model spectrum are shown as a solid line.

In addition to the dominant doublet on the MS (Figure 5), in the range of velocities
from −0.25 to +0.7 mm/s, low intensity broad lines (G = 0.565 mm/s) were also observed.
The nature of these lines formation is a subject of discussion in the literature [110–113]. This
small contribution is often ascribed to a lithium-deficient phase in Li1−xFe2+

1−xFe3+
xPO4

or to partial reduction of LiFePO4 in an Ar/H2 atmosphere, leading to the formation of
amorphous impurity phases such as FePO4 and/or Fe2P obtained by high-temperature
annealing in a partially reducing atmosphere of Ar/H2 [111,112]. Based on the results
of [113], it can be argued that the Fe2+ and No. 3 lines observed on the LiFePO4 MS
(Figure 5) with the HFI parameters IS = 0.981 (1) and QS =2.928 (1) mm/s IS= 1.156 (0.04)
mm/s and QS = 1.818 (0.028) mm/s, belong to LiFePO4 of the olivine type and FePO4 in the
amorphous state, respectively. Comparison of the [114–116] results indicates the absence of
any ferromagnetic or ferrimagnetic impurities, such as Fe2O3, in the samples, at least in the
samples with carbon-coated crystallites. The similarity of valence and local coordination
states of Fe2+ ions in glasses and in LiFePO4 crystals may be the reasons for the easy
formation of LiFePO4 crystals during the crystallization of lithium iron phosphate glasses
(see [117] and references therein). Therefore, the following mechanism of crystallization in
glasses was considered (see [118] and references therein): first, LiFePO4 crystals are formed
in glasses with a high content of Fe2+ ions, after which Li3Fe2(PO4)3 crystals appear in the
remaining glass phase enriched with Fe3+ ions.

Thus, the following conclusions can be drawn:
In the initial equilibrium compositions of LiFePO4, the Fe3+ content in the samples

is much higher than the value that the electrochemical decrease in the Li content could
provide. In the developed sample, it was at least 6–8%. The amount of Fe3+ in the literature
varies from 2% to 30% [18,51,54–56].
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A ferric compound, most likely in the form of Li3Fe2(PO4)3, is found in TEM images
(Figure 3) in the form of nanocrystallites on the surface of LiFePO4 particles in both sets of—
those synthesized and industrial ones. This agrees with the results obtained in [52,53,57].

For high cyclability and low sample resistance, it is necessary to have an optimal
amount of Fe3+ ferric compounds, which appear as by-products of LiFePO4 synthesis. As
can be seen from Table 2, the Fe3+ content of about 2% will be insufficient. The values of
5–8% will be optimal for the capacity value [18,56,119] and cycling; significantly larger
contents will be excessive [18,54–56] due to comparability of Fe3+ concentration with the
total content of Fe ions.

These results, together with the results of the RS studies, demonstrate that the surface
of the developed powder is a high-quality, low-resistance and mechanically strong ferric-
graphite-graphene composite with inclusions of the Li3Fe2(PO4)3 ferric (Fe3+) compound
with crystallite sizes < 10 nm, which increases cyclability compared to industrial cathodes.

5.2. Ageing Mechanisms of LiFePO4 and Test Cathode Study Using XRD and EDX

Degradation of LiFePO4 crystallites is only a part of the degradation of the cathode
and of the battery as a whole [120–123]. The batteries were studied in the post-mortem
state [120]; the possibility of using characterization techniques with spatial resolution from
Å to mm-cm was discussed in [121]. The effect of stress factors (time, temperature and state-
of-charge) on battery degradation during long-term testing up to 44 months was shown
in [122]; the degradation mechanisms were classified into three levels—atomic, interface
and electrode scale [123]. In [124] a review of manufacturer-provided characteristics of
Li-ion batteries was made. A Radon–Nikodym based approach, where probability density
is built first and then used to average observable dynamic characteristic was developed and
applied to determination of relaxation rate distribution from experimental measurements.

Degradation of electrode powders can include deterioration of the conductive carbon
network near the interfaces [125] and its amorphization [126], appearance of cracks in
crystallites [125] and amorphization of their surface [127], impurity atoms introduction
into the working crystallites [128]. To reduce the Fe diffusion into the electrolyte, nano-
carbon coatings are used [129]. A pyrrole (PPy) coating suppresses Fe dissolution and
allows for extended retention of the olivine structure [127]. Modification of carbon by
using ZnO [130], and Poly(styrene sulfonic acid) membranes by polymerization of aniline
improves the coating and reduces its resistance [131,132].

Separately, degradation of crystallites may result from chemical and mechanical at-
tacks by stress–corrosion and erosion–corrosion [133]. In the case of acids present in the
electrolyte, such as HF [134], impurities catalyze these attacks: iron-rich phases have a
lower corrosion potential relative to LiFePO4, and phosphorus-rich impurity has a higher
value [135]. Corrosion proceeds especially actively at the points of concentration of me-
chanical stresses, in places where cracks appear on the surface of crystallites [133]. Another
example of such attacks is the formation of amorphous layers of LiFePO4(OH) on the sur-
face of crystallites when powders are kept in a humid atmosphere, or due to the moisture
and OH groups residual presence in batteries [136].

Thus, based on the literature analysis, we can conclude that, in general, the growth
mechanism and LiFePO4 crystallites degradation is a complex chemical and electrochemical
process. To describe the first irreversible phase of high-temperature degradation, their
explanation is combined corrosion, stress– or erosion–induced. A significant part of the
degradation in temperature ranges from growth to 100 ◦C can be described by the Avrami–
Erofe’ev reversible mechanisms [137], Ostwald ripening reaction [138] and Ostwald’s rule
of stages [139], provided that the cathode powder volume is preserved, for example, by
excluding its components’ diffusion into the electrolyte.

5.3. Test Cathode Aging Study Using XRD and EDX

XRD Bruker D8 Discover diffractometer was used to determine also the unit cell
volume, V (Table 5 and Figure S2).
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Table 5. Results of degradation of the test LiFePO4 cathodes after 100-fold cycling at 1C discharge
rate; the extrapolated prediction of their cycling was given above in Table 2. ∆Q—capacity reduc-
tion, Fe atomic % obtained using EDX (Section S1), cell volumes before and after cycling, Vb-Va—
their changes.

∆Q,
mAh/g

EDX, Fe, % ¯
LVXRD, nm V = a × b × c, nm3 Vb-Va, nm3

Before After Before After Before After Before–After

N1 0.7 13.7 5.47 190 (20) 160 (50) 291.183 291.37 −0.09

N2 4.0 6.28 2.98 220 (50) 210 (50) 291.376 290.069 1.303

N3 0.4 7.45 2.92 119 (11) 164 (17) 290.723 290.633 0.09

N4 6.2 11.17 12.5 800 (200) 150 (20) 291.184 290.88 0.304

Table 5 lists the results which correspond to the first aging phase characterized with
a partial destruction (or stabilization) of the protective ferric-graphite-graphene layer
on the surface of the crystallites. As can be seen from Figure S1, significant deviations
from stoichiometry within the LiFePO4 olivine structure are possible when the equality
2 VLi ≈ FeLi is satisfied. With these deviations, the cell volume increases and, according
to [54,140], for every two lithium vacancies 2 VLi, a FeLi defect arises (iron in lithium
position).

Based on Table 5 and Figures S1 and S2 the following conclusions can be drawn:
According to EDX measurements, during the first aging phase, the Fe content in the

N1-3 test cathodes decreases mainly due to its diffusion from the intercrystallite space into
the electrolyte; an increase in the Fe content in the lowest quality sample N4 indicates the
beginning of its crystallite destruction.

For the samples N1–4, a decrease in the size of crystallites is observed, and for the
samples N2–4, a decrease in the volume of unit cells Vb-Va is observed, which is propor-
tional to a decrease in the number of cycles. The latter also means a decrease in the FeLi
and VLi defect concentrations, i.e., the crystallites approach the stoichiometric composition.
However, an increase in deviation from stoichiometry is observed for the developed sample
N1 in the first phase of degradation.

In the experiments with incompletely discharged test cathodes, an increase in crys-
tallite size up to 60 nm is observed (significantly smaller than in the initial powder) as
the concentration of the FePO4 phase increases (see Figure S2). In this case, the unit cell
dimensions of the remaining crystallites decrease, i.e., they approach the stoichiometric
composition. This means that smaller crystallites have a greater deviation from stoichiom-
etry, by 5% VLi relative to the average value. Note that the XRD measurement of the
discharged test cathodes is lengthy; therefore, the process of relaxation of partially dis-
charged crystallites already ends as a result of the Li redistribution relaxation between
crystallites in these samples [141,142].

Thus, the LiFePO4 cathode degradation occurs in two stages: at the first stage, the
layer on the surface of the crystallites is destroyed; at the second stage, Fe escapes into the
electrolyte and onto the anode with a decrease in the size of the crystallites due to thickening
of the amorphized near-surface layer. In Figure 6, this two-stage process scheme is shown;
it is close to that previously proposed for describing the Ostwald ripening reaction and
Ostwald’s rule of LiFePO4 crystallization stages [137–139]. According to these works, at
high temperatures, the growth part consists of Ostwald ripening stages from the metastable
state of the feedstock with free energy ∆G > 0 up to the equilibrium state with zero energies.
The presence of a local electrochemical potential must also be included in the height of
the barriers.
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Figure 6. Scheme of two-stage LiFePO4 cathode degradation. Here, the free energy in the metastable
state is ∆G at the battery operating temperatures. With an increased number of cycles, the protective
ferric-graphite-graphene layer is destroyed with the corrosion activation energy ∆Gpa; a decrease
in this activation energy by ∆Gimpa occurs in the presence of impurities that catalyze the corrosion
processes. The second stage is degradation with activation energy of ∆Gcra of unprotected crystallite
destruction into an amorphous phase.

6. The Galvanostatic Measurements of LiFePO4 Test Cathodes

The main target quantitative parameters of the electrodes are: rate capability Q(t)
and capacity Q0, limit value at charging time t→∞. These parameters are actively used in
the development of electrodes [143,144], batteries [145,146] and supercapacitors [147,148]
to assess the quality of crystallites [149] and their carbon coatings [150,151] in studies of
degradation of powders and batteries in general [120–123]. In addition to these parameters,
three characteristic discharge/charge times associated with RC electrical (τel), diffusion
relaxation (τd) and electrochemical reaction at the electrode/electrolyte interface (τc) are
also important [152]. In turn, the first two consist of 3 components each, so we have
7 characteristic times in total. It was shown in [99] that the crystallite shape engineering
task aiming to optimize the rate capability and increase the cathode capacity can be divided
into two subtasks: 1. Achieving a large rate capability (and capacity) at big times or
increasing the rate capability at small times. 2. Decreasing characteristic discharge/charge
times to increase the rate capability at small times, which can be partially solved by
improving the quality of their coating.

To develop the analytical dependence Q(t) and use it to describe the results of gal-
vanostatic measurements of test cathodes, it is necessary to establish a hierarchy among
these 7 relaxation times of electrochemical charge exchange. To do this, it is necessary
to determine the value of the specific interfacial area in the electrodes [153], taking into
account the anisotropic size distribution of crystallites.

6.1. Test Cathode Aging Study Using XRD and EDX

Let us define the term “specific interfacial area” as as = S/V, where S is the total area of
projections of the test cathode crystallites onto the (010) plane, and V is their total volume.
It was shown in [98,99] that the combined use of the results of TEM and XRD measurements
makes it possible to determine these parameters using the anisotropic size distribution of
LIFePO4 powder crystallites, which is described by a 3-dimensional lognormal function:

f
(

L
)
=

1

L1L2L3

√
(2π)3detK

exp
[
−1
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ln L− ln L
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where L =




L1
L2
L3


—crystallite sizes, L =




L1
L2
L3


—their means,

Λ =




σ2
1 r12σ1σ2 r13σ1σ3

r21σ2σ1 σ2
2 r23σ2σ3

r31σ3σ1 r32σ3σ2 σ2
3


—correlation moment matrix, and the product, Covik =

rikσiσk—covariances, rik—correlation coefficients between the i-th and k-th anisotropic
distributions with possible values from 0 to 1 [154], excluding negative values. Table 6
shows the parameters of the developed samples N1 and N2, described earlier in [99].

Table 6. Parameters of N1 and N2 samples. Column 1—parameters of crystallites, average size
L1 (nm) and variance σ1 of Lognormal distribution along the [010] axis, etc. and columns 2,
3—parameters for [100], [001] axes. Columns 4–6 are the correlation coefficients, while 7 are their
average values. Column 8 shows the total area S of the cross sections of crystallites on the (010) plane,
9 shows the diffusion coefficients, 10 is the electrical relaxation time (see Section 6.2 below).

1 2 3 4 5 6 7 8 9 10
¯
L1, σ1

¯
L2, σ2

¯
L3,σ3

r12 r13 r23
¯
r as, m2 D, nm2/s τel, s

N1 60, 0.41 49, 0.40 72, 0.38 0.87 0.64 0.73 0.75 2.0 × 107 0.16 (0.4) 8

N2 92, 0.43 108, 0.41 160, 0.35 0.72 0.56 0.53 0.60 3.1 × 107 0.3–2.1 (0.4) 20

The calculation of as is performed through the following steps:

- using weight (0.015 g) of the initial amount in the LiFePO4 powder sample and its
pycnometric density (3.6 g/cm3), the total volume of all crystallites in the cathode is
calculated (V = 4.2 × 1018 nm3),

- the average crystallite volume is calculated (Mathematica 12 notation):

vpr = Total
[(

f ◦ v
)

, 3
]
, (2)

where v—3-dimensional N-bit matrix of particle volumes, each element of which
for ellipsoid particles has a volume π

6 Lin ∗ Ljn ∗ Lkn. Index n runs over values from
1 to N, while Lin, Ljn and Lkn are the sizes of crystallites along the [010], [100] and
[001] axes, respectively; f is the discretization of function (1) normalized to 1 in the
form of a 3-dimensional N-bit matrix, each element of which means the probability of
occurrence of the crystallites with the corresponding sizes. The Total operator means
the matrix elements product and all products summation:

- dividing V by vpr we obtain the number of particles Nct in the cathode and the S value
by calculating an equation similar to (2). Instead of v it uses the matrix s—particle
area projections onto the (010) plane, and the program line is as follows:

S = Nct Total
[(

f ◦ s
)

, 3
]
, (3)

- as a result, for the developed powder, we obtain the number of crystallites in the
cathode Nct = 4.1 × 1012; the total areas S = 8.3 × 1016 nm2 and the specific interfacial
area as ≈ 2 × 107 m−1 can be calculated. The results for 2 samples are shown in
Table 6.

Since we have limited ourselves to powder improvement technology, electrochemical
tests were carried out by fabricating thin test cathodes using a three-electrode cell [99]. In
this case, only 3 out of 7 characteristic times will remain: diffusion relaxation τd along
the crystallite [010] axis columns, RC electric τel associated with the coating of crystallites,
and the response time to the electrode/electrolyte interface tc. To estimate the latter, we
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use the value of specific interfacial area as obtained above, as well as the analyses given
in [152–154], quantitative calculations and the following expression:

tc =
Fεce(

1− t0
+

)∣∣∣asi0exp
(

αc F
RT η

)∣∣∣
, (4)

where Faraday’s constant F = 96,487 C·mol−1, porosity ε = 0.3, electrolyte concentration
ce = 1000 mol·m−3, transference number t0

+ = 0.4, cathodic transfer coefficient αc = 0.5
taken from [155–157], and the values as = 2 × 107 m−1, surface overpotential η = 0.1 V and
reference exchange current density = 1.5 A/m2 are obtained from the developed sample
measurements. Substituting numerical values into (4), we obtain tc = 0.5 s. Thus, comparing
the value of tc with those obtained in [155], we are convinced that in our sample with 8 µm
cathode thickness, its value is indeed the minimum in the hierarchy of electrochemical
charge exchange relaxation times, which allows simplifying the Q(t) analytical dependence,
leaving only the parameters of f

(
L
)

and τd, τel.

6.2. Q(t) Dependence on Crystallite Parameters, Lithium Diffusion Coefficient D along [010] and
the Quality of Their Coating (Electrical Relaxation Time τel)

To develop an analytical model Q(t), we make the following assumptions:

1. In [152,158], for some current source, for which Q(t) asymptotically approaches the
limit value QM at t→∞, and at t→0 it approaches the dependence QM

2
(

τ
t
)−n, the

following empirical equation was proposed:

Q(t) = QM

[
1−

(τ

t

)n(
1− e−(

τ
t )
−n)]

, (5)

where τ is the time constant, and the exponent values n are defined in [152] for
batteries and supercapacitors, as 0.5 and 1.0, respectively. That is, the exponent n is
equal to the slope tangent of the dependence Q(t) in double logarithmic coordinates
at small t. Equation (5) can be interpreted as follows: over time, Q(t) reaches its limit
value QM with probability [1 − P], where P is equal to the subtract in the square
bracket of Equation (5) and has the meaning of the process probability not being
implemented due to the limited rate [159].

2. According to [99], the crystallite is divided into columns with a cross-sectional area
dx3 ∗ dx2 along the Li diffusion direction—axis [010], along which the coordinate
axis x1 is directed. The crystallite rate capability qcr(t, L1, L2, L3) is determined by
integrating over the plane (010) the rate capability qse(t) of length M column:

qcr(t, L1, L2, L3) =
∫ L3

2

− L3
2

dx3

∫ ′
L2
2

−
′
L2
2

qse(t)dx2, (6)

where L1, L2 and L3 are the crystallite dimensions along the [010], [100] and [001] axes,
respectively.

3. Sequential charge carriers flow in a crystallite column through a capacitor (the model
of a dense electric double layer) and an element with distributed parameters (the
model of Warburg element diffusion of the stage limiting the rate of the Faradaic
process). The model can be considered similar to the electrical circuit in which the
capacitor and the Warburg element are series-connected [42,160].

4. The chain Figure 7 corresponds to the probabilistic equation of the sequence of
events [154]:

qse(t) = qM(1− PC)(1− PW) = qM

[
1−

(τel
t

)1
(

1− e−(
τel
t )
−1
)][

1−
(τd

t

)0.5
(

1− e−(
τd
t )
−0.5
)]

, (7)
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in which the rate capability qse(t) is not realized with probability PC and PW in time t.
The dependence τd = M2

π2 D is used, where D = Const, which describes the process of
diffusion (desorption) from a finite size M with associated boundary conditions [161].

5. Next, similarly to Equations (2) and (3), the desired dependences are calculated:

Q(t, D, τel) = Total
[(

f ◦ qcr

)
, 3
]
, (8)

6. Figure 8 shows the fitting of the dependence of the calculated sum results (7) on
the discharge time with reference to the experimental normalization value of the
rate capability at tnr= 80 s (10 C rate), which is intermediate between the dominant
contributions.

Figure 7. Cathode equivalent circuit of a crystallite column consisting of a capacitor C1 and Warburg
element W1 series connection.

Figure 8. (a) Theoretical Q(t, D, τel) dependence, Equation (8), on the discharge time for the de-
veloped powder with the steps of fitting the most optimal black curve to the experimental points.
(b) The same optimal curve and experimental points on large scales along the axes and large values
of D and τel to demonstrate tilt angles. Straight lines with slopes n corresponding to the Warburg
element and capacitor are shown, with the intersection at the point t = 6 s close to the obtained value
τel = 8 s.

The theoretical dependence Q(t) can use two relaxation times τd and τel , which are the
most important in the hierarchy of relaxation times. The procedure for fitting Q(t, D, τel),
expression (7), to the experimental Q(t) includes the use of the distribution parameters of
anisotropic crystallite sizes, as well as the normalization value Q(tnr) at some tnr. For the
obtained value τel = 8 s, the above estimate of the need to fulfill the inequality τel < tc = 0.5 s
is performed with a large margin. As can be seen from Tables 2 and 6, the crystallite average
sizes along the [010] axis of the developed sample N 1 are reduced by 2–3 times relative to
the rest. At the same time, it is significant that the crystallite average volume is even more
reduced, in particular, by a factor of 30 compared to sample N4. This fact also indicates the
high quality of the developed powder, since a decrease in the crystallite volume should
obviously reduce the crystallite lifetime (cycling).

6.3. Q(t) Calculation in the Ranges of D, τel u r, Close to the Values of the Developed LiFePO4
Powder to Assess the Possibility of Improving Technologies

As can be seen from Figure 8b, a 25% decrease in D and a decrease in τel by a factor
of 4 have practically no effect on the value of Q(t) in the practically important range of
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discharge rates up to 50 C rate; the latter corresponds to the rightmost experimental point.
From Figure 8b, it is also seen (purple solid and dotted curves), that an obvious way to
improve the powders would be technologies aimed at increasing D by a factor of three and
reducing τel to extremely small values equal to tc = 0.5 s.

In [99 + SI] a significant number of different calculations are presented in wide ranges
of anisotropic distribution parameters of crystallite sizes, which are in agreement with
known experimental results. Below, the dependence of Q(t) on the values of the correlation
coefficients of Equation (1) (the correlation between the crystallite linear sizes) will be
described.

It should be noted that experimental determination of the correlation coefficients is
quite reliable for crystallites with plate- and bar-like shapes, using SEM or TEM microscopy.
The largest face of the crystallites is located in the object microscope plane and, in princi-
ple, no XRD measurement is required. However, there frequently are more complicated
situations, with less anisotropy (<5-fold). Here, only complementary XRD and TEM mea-
surements are possible [98]. The essence of the technique is that the difference between the
column averaged Li XRD and the volume averaged Li TEM can be related to the average
sizes of real measurements Li for log-normal distributions. In this case, the TEM measure-
ment results produce a correlation cloud between the longitudinal and transverse sizes of
crystallites and the corresponding marginal distribution functions [159]. Figure 9a shows
such a cloud obtained by digitizing TEM images of the developed sample. Luckily, they are
described by a lognormal function (normal in the ln coordinate). This allows us to divide
them into 3 components along the crystallographic axes and then, using a fitting procedure,
find the correlators rik which are also shown in Table 6. The procedure is described in [99]
and implies using the correlation between the longitudinal and transverse particle sizes
(see Figure 9a) rbs as a trial to obtain rik. The program fits the row-by-row sum of the 3-D
matrix f to the corresponding 3-D marginal size distributions along the crystallographic
axes. Figure 9a shows the ordering of points, which is due to the discreteness of the particle
size digitization, as well as the coincidence of some particles in sizes.

Figure 9. (a) Correlation cloud of transverse and longitudinal sizes Ls and Lb of LiFePO4 for 4326 par-
ticles and the corresponding marginal functions of their distributions fitted with Lognormal functions.
(b) Particle-density isolines map divided into parts by vertical straight lines with small, intermediate
and large particles 1/3 of their total; red dotted lines—smoothed average values. The correlation
coefficients of these parts are indicated; the inset shows an enlarged part near the particle density
maximum.

Figure 9b shows a crystallite density distribution contour map. To take the correlations
into account, the cloud can be discretized into sections and correlations calculated for each
section. An example for 3 sections is shown in Figure 9b. However, to reduce the error
in determining rik, it is necessary to increase the number of digitized particles, which will
significantly increase the processing time, considering the overlap of the particles in TEM
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images [98]. On the other hand, the difference between the rik values the studied samples
are relatively small, no more than 3 tenths; therefore, to determine the dependence of Q(t)
on this parameter, we use the r average value in a wider range from 0 to 1. The calculation
results shown in Figure 10 are carried out using the average value r indicated in Table 6.

Figure 10. (a) Q(t) dependences on the mean values of the correlation coefficients r In the inset,
Q(t) dependence on r at t = 36 s (marked by a vertical dotted line); the red cross marks the sample
N1 r value. A scheme of r changes during measurements from small to large t is shown. (b) Q(t)
dependences on r normalized to Q0.01 at t = 36 s for the indicated average crystallite sizes; the thick
curve and the red cross are for N1 sample.

As can be seen from Figure 10b, the dependence of Q(t) on r in the range of short
discharge times (high power) is nonmonotonic for the developed sample. Note that it
satisfies the inequality L1 > L2, and L1 ∼ L3. To increase Q(t) in the region of small t,
when these relations are satisfied, it is necessary to increase r, in other words, to reduce the
cloud width in Figure 9b. As can be seen in the inset to Figure 10a, this can be expected to
be quite realistic, since the r achieved value is on the threshold of its sharp rise. However,
when developing a powder with particle sizes L1 < L2, L3, the Q(t) dependence decreases
as r decreases; i.e., it is necessary to strive for an increase in the cloud width.

To discuss the mechanisms of the discovered Q(t) dependence on r, it is necessary to
pay attention to the nonmonotonic change in the rbs value with increasing particle sizes
observed in Figure 9b. The inset to Figure 10a shows a scheme according to which Li leaves
small particles with rbs = 0.70 at small discharge t (high currents), and then, as the time
t increases, Li additionally leaves medium-sized particles with rbs = 0.52, and finally, Li
leaves large particles with rbs = 0.79. Since Q(t) is strongly dependent on the particle size,
all these factors together may possibly lead to the observed dependence of Q(t) on r.

Thus, as shown in Figure 8b, to improve the developed powder technology, it is neces-
sary to increase the lithium diffusion coefficient D in LiFePO4 crystallites by up to three
times. In this case, it is necessary to improve their coatings quality from reducing the electri-
cal relaxation time τel to the electrochemical reaction duration at the electrode/electrolyte
interface τc = 0.5 s. For an additional increase in Q(t) (and power) in the region of short
recharge times, it is necessary to optimize the correlation coefficients between the crys-
tallites anisotropic sizes. They can be controlled by the cloud width of the correlations
between the transverse and longitudinal dimensions of TEM particle images (see Figure 9b).

7. Conclusions

1. One-pot synthesis has been developed for LiFePO4 powders with impurity phase
content of less than 0.1%, with 2–3 times smaller crystallites along the [010] axis,
with 2–3 times greater cycling compared to the industrial samples, and with the
particles covered by a mechanically strong, low-resistance ferric-graphite-graphene
composite protective layer with inclusions of ferric (Fe3+) compound particles 5–10 nm

152



Energies 2023, 16, 1551

in size. The ordered carbon shell thickness reaches 5 nm, and the amorphous shell is
up to 20 nm.

2. To detect impurity crystallite phases, SXRD was used, since conventional XRD is less
sensitive due to the lower intensity of laboratory sources compared to the synchrotron.

3. Control of adipic acid and polyvinyl alcohol concentrations and use of multistage
annealing modes makes it possible to control the coating quality. The composite layer
improves cyclability compared to industrial cathodes.

4. The role of ferric Fe3+ compounds:

- the content of ferric Fe3+ compounds is much higher (at least 6–8%) than the
value expected from the electrochemical decrease in the Li content. The amount
of Fe3+ reported in the literature varies from 2% to 30% (Table 7).

- in a controlled way, Fe3+ compounds can be formed on the surface when the
volatile components are not completely removed during LiFePO4 synthesis from
an intermediate low-temperature amorphous phase.

- To obtain highly cyclable and low resistant samples, it is necessary to have some
optimal amount of the Fe3+ ferric compounds, which appear as LiFePO4 synthesis
by-products. EDX studies of the tested cathode show that the total number of Fe
atoms is reduced compared to the original samples. We have not detected Fe2O3,
but it was observed in other technologies.

- According to the corrosion degradation model, an increase in the cycle number
leads to a decrease in the ferric Fe3+ compounds content on the surface of crys-
tallites. These compounds play a certain sacrificial role [162,163], disappearing
as the cathode resource is exhausted, and impurity phases can play the role of
a catalyst for this breakdown. However, some of them, such as iron phosphide,
weaken the catalytic activity. The degradation occurs in two stages: at the first
stage, the layer on the crystallite surface is destroyed, and at the second stage, Fe
escapes into the electrolyte and onto the anode with a decrease in the crystallite
size due to increasing amorphization of the near-surface layer of crystallites.

Table 7. Parameters of LiFePO4 powders: developed, studied industrial and described in the
references, as well as comments on the comparison procedure.

Developed Industrial From References

Growth T, ◦C Two steps
400 ◦C, 670 ◦C unknown

[1] 400–800; [3] 700; [5,18] 650; [6] 550; [8] 810; [19,22]
650–700; [24] 670; [33] 550–800; [37] 550; [49,55] 700;

[51] 600.

Technology one-pot liquid-phase unknown [143] More than 10 types, main: Solvothermal,
Hydrothermal, Stripping synthesis, Sol-gel.

Protected layer ferric-graphite-
graphene mostly ferric-graphite

[143] More than 30 types, main: [14] different carbon;
[15] nanocarbons; [16–18] graphene; [19–21] sucrose;
[22,23] glucose; [24–26] adipic acid; [27,28] polyvinyl

alcohol; [29,30] polymeric additive; [31] ferrocene.

Q, mAh/g 0.1 C 15110 C 82 128–163
72–80

[151] commercial 121–160, best MWCNT, essentially
mixed; [143] capacity growth of commercial powder

from 160 to 208 mAh/g, more than theoretical
170 mAh/g (*)

Particle sizes, nm
LV[100] 66
LV[010] 82
LV[001] 89

141–230
131–261
165–242

[1] 300–7000; [22] 240–3000; [90] 180–300; [118]
500–30,200; [136] 120; [138] 95–280; [141] 60–1000; [144]

40–500; [149] 20–140; [151] 90–300; [164] 30–158. (**)

Cell volumes, 0A
[22] 290.63–290.94; [36] 291.08–292.07; [88] 289.7–291.2;
[90] 291.3–292.3; [114] 291.33–291.63; [118] 289.8–291.9.
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Table 7. Cont.

Developed Industrial From References

Cycling 3500
800–1000,

5000 with ferric
impurity

[121] 50–600; [143] 50–1000 with different capacity
retentions 92–100% (**)

BET, m2/g 12.5 9.4–13.4 [1] 1–20; [6] 32–66; [16] 49.3–59.4; [19] 49.6; [121] 15.5;
[132] 50; [136] 19–25; [164] 35.

D, nm2/s 0.12 0.25–0.45

[3] 2; [6] 2–3; [11,16] 0.01–1; [12] 4.9–7.2; [16] 3.4–8.8,
1.8–1000; [22] 109; [36] 1.2–8.2; [51] 900–2400; [119]
7400–42,000; [128] 0.83–27.3; [149] 1; [151] 0.67–11.7;

[165] 1–100; [166] 0.01–10. (***)

τel, s 8 3–30 [152] 3–200

tc, s 0.5 0.5 [155] 0.1 to >100

Fe3+, % 4 2–8 [36] 0.28–0.39; [51] 9–17; [52] 5.16; [54] 2–12; [56] 5–26;
[111] 7; [117] 7–25; [119] 5.4–17; [140] 1.13–17

(*) The identification of commercial trends also requires an analysis of market feasibility information, or its
public accumulation. An example would be NREL chart www.nrel.gov/pv/cell-efficiency.html (accessed on 14
November 2022) about laboratory solar cells and separately about industrial modules. (**) Difficult to compare
because there are no universal certification requirements for measurements. (***) According to [165] using
geometrical area of electrode, BET area, particle spherical surface etc. might distort the D values. The used
dimension nm2/s is more descriptive in relation to particle sizes [99].

5. Galvanostatic studies of the N1 sample test cathodes were carried out in 3 stages with
an assessment of the possibility to further improve the technology.

5.1 To develop a theoretical dependence Q(t) that takes into account the 3D
lognormal crystallite size distribution f

(
L
)
, the response time of the elec-

trode/electrolyte interface tc is estimated using the specific interfacial area
in the electrodes as = S/V, where S is the total the projected area of the test
cathode crystallites on the (010) plane, and V is their total volume. The value
tc = 0.5 s is obtained.

5.2 Comparing the tc value with those obtained in [155], it appears to be a minimal
one in the hierarchy of relaxation times of electrochemical charge exchange.
This makes it possible to simplify the theoretical equation for the Q(t) de-
pendence on the f

(
L
)

parameters. Fitting the theoretical dependence to the
experimental data gives the value of the Li diffusion coefficient, D = 0.12 nm2/s.
The value of τel = 8 s satisfies the inequality τel > tc = 0.5 s

5.3 Q(t) calculations in the ranges of diffusion coefficients D, electrical relaxation
times τel , and correlation coefficients r close to the values characteristic of
the developed LiFePO4 powder show that a decrease in D by 25% and a
decrease in τel by a factor of 4 has practically no effect on the Q(t) value
in the practically important range of discharge rates up to 50 C. Improving
the powder technology should be aimed at increasing D three times and
reducing τel to extremely small values closer to tc = 0.5 s. For an additional
increase in Q(t) (and power) in the short recharge time region, it is necessary
to optimize the values of the correlation coefficients between the anisotropic
crystallite sizes.

6. Table 7 summarizes the obtained parameters and compares them with the known
ones, taking into account comments on them.
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Abstract: This study analyzes the conditions for creating the energy density necessary to obtain
supercritical fluids of substances with parameters (temperature T > 1 eV, density N > 1022 cm−3,
specific energy density ε > 100 kJ/g). The calculations are carried out on the basis of the one-
dimensional (1D) two-temperature (2T) magneto hydrodynamic radiation model, which takes into
account the physical processes occurring in the energy storage, switching system and the pulsed
plasma load-a cylindrical compressible conductive shell. Developing a mathematical model, we
assumed that physical processes were self-consistent. The simulation results were presented as
time dependences of the main process parameters. Calculations showed that it becomes possible
to sharpen the radiation pulse and pressure in the shock wave. As a result, we formulated the
requirements for a laboratory energy source to establish the characteristics of a current pulse flowing
through a conductive cylindrical shell and its dimensions (radius and thickness) necessary to achieve
the goal.

Keywords: supercritical fluids; magneto hydrodynamic radiation model; shock wave

1. Introduction

This work is a part of fundamental research aimed at obtaining materials with pro-
grammable features, which can be used for various purposes, including medical ones. In
this article, we consider a numerical analysis of the conditions for creating supercritical
fluids by the pulse method [1–3]. In this case, the compression and heating of substances to
temperatures and densities exceeding their critical values occurs by a thin-walled metal
shell in the process of its electromagnetic implosion. The study conducts full-scale exper-
iments and mathematical modeling of the under-study processes. At present, there has
been no single theory provided for the accurate assessment of the matter’s thermodynamic
properties in a sufficiently wide region of the phase space. The properties of matter in most
mathematical models are described by the equations of state and formulas for transport
coefficients. The correct choice of equations, therefore, is an important condition for the
correct simulation of the conductor’s electrical explosion.

There has been considerable interest from researchers on the state of the supercritical
fluid of substances with high critical point parameters. This is due to the substance’s unique
properties in the field of supercritical parameters: phase transitions, compressibility, transfer
coefficients, etc. [4–24]. A large group of related physical phenomena are determined by
the fact that the possibility of these states means abrupt decay appears. As a result, an
aerosol can form with a characteristic particle size of the order of 10–100 nm. To obtain
supercritical fluids, it is necessary to create a high energy density in the substance, which is
achievable using the methods of pulsed energy injection into a substance with a maximum
peak power.

There are several possibilities for obtaining supercritical fluid. The simulation of
electrical breakdown in a liquid is given in our previous works [25–27].
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One of the methods for creating the required energy density in metals is an electric
explosion capable of providing a high current density of 108 A/cm2 and a high specific
power of Joule heating of a substance. However, in this case, the requirements for the
power system electrical circuit are extremely high. Requirements may be reduced by using
mechanisms of spatial power concentration in the substance. In particular, this can be the
magnetic implosion of cylindrical metal shells or multi-wire assemblies on the axis of the
considered configuration.

2. Materials and Methods

The electromagnetic implosion of plasma shells makes it possible to obtain large
magnetic field pressures with a short-rise front (~10 ns), which can be effectively converted
into thermal plasma energy. Moreover, the conversion of magnetic pressure pulses into
thermal pressure pulses can be carried out in the exacerbation mode [7].

In this research, we analyze the characteristics of a high-current Z-discharge through
the plasma shell (liner), which allows powerful pressure pulses with amplitudes exceeding
the critical pressure of many substances to be obtained. Figure 1 shows the configuration of
the high-current Z-discharge considered in this work and its power supply system:

Figure 1. The electrical circuit of the discharge.

The main element of the plasma load is a cylindrical plasma shell consisting of heavy,
highly-emitting ions. The plasma envelope is covered by a massive cylindrical shell coaxial,
which acts as a “reverse conductor”. In the center, along the axis of the plasma shell, a
cylindrical plasma bunch with an initial diameter approximately ten times less than the
inner initial diameter of the shell can be located. In such a “liner” system, the kinetic energy
of the shell when it reaches the axis turns into the energy of a converging cylindrical shock
wave. Moreover, before the onset of the shock wave, the plasma of the shell becomes denser;
as a result of the compression of the shell, the possibility of sharpening the radiation pulses
and pressure in the shock wave appears.

We consider a discharge power supply system based on lines with distributed parame-
ters, which is more promising for use in comparison with systems with lumped parameters.
The generator voltage is considered to be a given function of time. The wave impedance of
the forming lines is also set as a parameter of the problem (Figure 1).

To describe the dynamics of the plasma shell, we use the approximation of single-fluid
two-temperature radiation magnetic hydrodynamics (RMHD). We assume that electrons
and plasma ions move as a single medium with one hydrodynamic velocity u and that the
electrostatic field is small. In this case, each component has its own temperature Ti and Te
of ions and electrons, respectively. The system of equations was solved in the axisymmetric
region, considering the azimuthal and longitudinal components of the electromagnetic
field. Ions are heavy particles, considered as one subsystem with internal energy per unit
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mass Ei and pressure Pi. Electrons, light particles, are another subsystem of the medium
with internal energy per unit mass Ee and pressure Pe, respectively. Both subsystems have
the same hydrodynamic velocity.

To calculate the plasma composition, we used a simplified version of the impact-
radiation model, which takes into account electron impact ionization, dielectronic recombi-
nation, triple collision recombination, and photo recombination The main processes that
determine the ionization composition of plasma are ionization by electron impact, photo
recombination at low density (in the “corona”), and recombination in triple collisions,
which plays a role at a sufficiently high density. At a high density of heavy particles, the
multiplicity of ionization can be determined using the Saha formulas [8].

The kinetics of ionization can be taken into account using the average ion model, in
which the ionization state of the plasma is calculated from the average ion Z [14]. The
change in Z in time is described by the equation:

dZ
dt

= Z·(υi − υr − υω), (1)

in which the rates of ionization by electron impact vi, photo recombination vr, and triple
recombination vω are taken in the interpolation form.

υi = 10−7·Ni

(
IH
IZ

)3/2
exp

(
− IZ

Te

)
(IZ/Te)1/2

1 + (IZ/Te)
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2
(
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)3/2( IH
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)3/2 (IZ/Te)
1/2
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)3/2 1
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At high density, in the equilibrium case dZ/dt = 0, we have the system of Saha
equations, and in the case of low density and high temperature, the coronal approximation.
In this case, the ionization processes are not in equilibrium with increasing temperature.

From a comparison of the reaction rate constants, it follows that photo recombination
plays a predominant role under the condition:

Ne = ZNi << 1017
(

Te

IH

)

Otherwise, photo processes can be ignored. Then, in the case of equilibrium, we arrive
at the Saha model in the Raiser approximation.

Z = 3.16102miρ
−1Te

3/2e−
I(Z)

T

To simulate plasma dynamics using the RMHD method, we use Lagrangian variables.
The system of equations describing the main features of the process under consideration
has the following form:

du
dt

= −r
∂P
∂m

+ F;
dr
dt

= u; P = Pi + Pe + Pω;

Pω = −ρ(ν + νa)
∂u
∂m

+ µaρ

(
∂u
∂m

)2
;F = − ρ

µ0r
∂

∂m
(rB)2;

dεi
dt

= −Pi
d
dt

(
1
ρ

)
− Qei − Pω

d
dt

(
1
ρ

)
; (2)

We = −χeρ2 ∂Te

∂m
; Qj =

1
µ0σ

Ez
∂

∂m
(rBϕ);
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d
dt

(
Bϕ

rρ

)
= −∂Ez

∂m
; Ez =

ρ

µ0σ

∂

∂m
(rBϕ).

Here:

εi, εg—specific internal energy of the ionic and electronic components;
Qei—rate of energy transfer from ions to electrons;
We—heat flow in the electronic component;
Qj—power of joule heat;
χe¯coefficient of electronic thermal conductivity;,
σ—plasma electrical conductivity;
Ez—longitudinal component of the electrical field;
Bφ—azimuthal ccomponent of the magnetic field
S—radiation energy flux.

The contribution of radiation to the energy equation for the electronic component is
determined by the expression:

∂S
∂m

=

∞∫

0

kν·
(
Uνp − Uν

)
·dν,Uν = 2

1∫

−1

dγ

1∫

−1

Iν√
1 − µ2

dµ. (3)

In the numerical solution, the frequency integral is replaced by the sum over the spectral
intervals, in which the absorption coefficient is assumed to be independent of the frequency:

∂S
∂m

=
k

∑
i=1

ki
(
Uip − Ui

)
. (4)

The magnetic field at the shell boundary is determined by the current flowing through
the shell, which depends on the characteristics of the electrical circuit. For the stationary
case, the equation is written as:

Ug(t)− Rρ I − LC
dI
dt

− d
dt
(L∆ I) = 0. (5)

Here, LC is the inductance of the electrical circuit; L∆ is the gap inductance “reverse”
conductor, the outer surface of the plasma envelope.

As equations of the state of the shell plasma and the plasma bunch, we applied
the generalized equations of state of the “average ion” type [10], in which we used the
results of calculating the ionization according to the simplified impact-radiation model
described above. The calculation of plasma transfer coefficients is based on a wide-range
semi-empirical model described in [13,14].

The equations of plasma dynamics, together with the equations of the electric cir-
cuit, radiation transfer, and the ionic composition of plasma, are solved by a completely
conservative implicit difference scheme implemented by the combined sweep method.

3. Results

We considered the process of the electromagnetic implosion of a cylindrical plasma
shell with an outer radius of 0.02 m and an inner radius of 0.01 cm, obtained as a result
of an electric explosion of a cylindrical aluminum shell. The simulation results are shown
in Figures 2–5. The initial values of the plasma temperature and density are T0 = 0.7 eV
and ρ0 = 0.05 g/cm3, respectively. The characteristics of the initial state of the plasma
are chosen so that the initial temperature of the plasma is approximately equal to the
critical temperature of the metal, and the density is less than the density of the metal at the
critical point by more than an order of magnitude. The values of the critical parameters for
aluminum and copper are presented in Table 1.
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Figure 2. Change in density on the axis (1) and at the plasma boundary (2). The plasma density on
the axis exceeds the critical value for 15 ns.

Figure 3. Radial temperature distributions in a copper cladding 1 mm thick at different times; t, ns:
1–5, 2–20, 3–50, 4–100, 5–200.

Table 1. Critical parameters of metals.

Temperature, K Density, g/cm3 Pressure, GPa

Aluminum, 8000 0.64 0.45
Cuprum, 8400 0.89 0.75

The temporary change in the discharge current is shown in Figure 2. The amplitude of
the current pulse is ~90 kA; the front of the current rise is about 20 ns. The magnetic fields
pressure of the magnetic field on the shell’s surface PB = 6 GPa.
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Figure 4. Temperature distributions of plasma compressed by a copper sheath; t, ns: 1–50, 2–80,
3–120, 4–150, 5–180, 6–200, 7–300, 8–360.

Figure 5. Density distributions of the plasma compressed by the shell at different times; t, ns: 1–50,
2–80, 3–100, 4–150, 5–180, 6–200, 7–220, 8–260, 9–290.

4. Discussion

The study revealed the following features of the process.
In order for the plasma compression to be effective, it is necessary to form a magnetic

piston that compresses the plasma towards the axis. Therefore, the current rise time t0
must be less than the plasma compression time timp ~ R0/UA, where R0 is the initial plasma
radius and UA is the Alfen velocity.
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The relationship Ds << R0 must also be satisfied; where Ds is the thickness of the skin
layer. These conditions determine the requirements for matching the characteristics of the
current pulse and the plasma load, as well as the initial states of the plasma (temperature
and density).

The efficiency of gas (plasma) compression decreases if during the compression time
the magnetic field of the current flowing through the shell penetrates into the shell. There-
fore, the thickness ∆r of the shell is chosen from the condition that, during the compression
time, the magnetic field of the discharge current does not penetrate inside the shell, i.e., skin
layer thickness δS < ∆r. No less important is the condition that, during the compression,
the shell substance remains in a condensed (solid or liquid) state, i.e., will not heat up above
the temperature at which intensive vaporization begins. These conditions determine the
shell thickness ∆r. We find this quantity by considering the nonlinear diffusion of a pulsed
magnetic field into a cylindrical heating shell.

Under the action of an increasing magnetic field, a shock wave propagates through the
plasma of the liner. As a result, the ions are heated more strongly than electrons. Electrons
continuously lose energy mainly through radiation. The ion-electron energy exchange due to
elastic collisions is not effective due to the small value of the mass ratio of electrons and ions.

The magnetic field of the discharge current acting on the outer boundary of the plasma
leads to the formation of a relatively narrow layer of dense high-temperature, highly-
ionized plasma near the outer boundary of the shell. In the process of accelerating the shell
to the axis, the plasma density in this layer increases to values greater than the initial plasma
density in the shell by more than an order of magnitude. The temperature of electrons and
the average charge of ions increase several times.

It should be noted that, at the stage of acceleration of the shell toward the axis, the
inclusion of radiation does not have a strong effect on the plasma dynamics. When the
radiation is taken into account, the maximum electron temperature and the thickness of the
dense high-temperature layer turn out to be no more than 20% less than without taking it
into account.

At the final stage, the plasma envelope accelerated to high speeds accumulates at the
axis. As a result, the kinetic energy is converted into the thermal energy of the plasma,
and a clot of dense high-temperature, highly ionized plasma is formed, in which a pulse
pressure is formed that exceeds the maximum pressure of the magnetic field created by the
discharge current. The pressure pulse duration is ∆ t = ∆ r/Ur. In this study, there is a
maximum pressure that is several times greater than the pressure at the critical point.

A plasma bunch formed on the axis effectively emits in the short-wave spectral range.
At this stage, radiation plays an essential role. Plasma parameters determined with and
without radiation transfer can differ by more than two times. As the results of calculations
of the photon path lengths show, averaged “over the bar” and “over the Rosseland” are
many times larger than the characteristic size of the cross-section of the plasma bunch
formed on the axis. Therefore, plasma can be considered transparent in the continuum.

5. Conclusions

An idealized version of the plasma shell electromagnetic implosion, which does not take
into account important factors such as line radiation and the development of instabilities,
was considered. According to preliminary estimates, these factors can reduce the plasma
parameters, which are formed approximately 1.5–2 times in the process of shell accumulation
at the axis. This limits, but does not exclude, the possibility of obtaining the considered
method of supercritical states of substances using moderately high currents (I ~ 100 kA).

Thus, the calculations show the fundamental possibility of obtaining a supercritical
fluid by the method of electromagnetic implosion.

It is possible to continue this research work in the following directions. Firstly, the current
pulses considered in the calculations can be obtained, but technologically, this is not an easy
task, due to the stringent requirements for the total inductance of the electro-physical system.
Secondly, the paper considers rather high initial parameters of the plasma state.
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In this regard, it is expedient to consider implosion at longer fronts of the current pulse
and at lower initial plasma parameters.
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Abstract: The necessity of a flow express control of oil dispersed system (ODS) properties, such as
crude oil, oil products, water–oil emulsions, and polluted waters, is substantiated. This control is
necessary for the production and preparation of oil for transportation through the pipeline and oil
refining, oil products, and wastewater treatment systems. A developed automatic measuring complex
(AMC) is used to implement the concept of digital oil deposits. The primary measuring device is a
relaxometer developed by us based on nuclear (proton) magnetic resonance (PMR). The design and
operation algorithm of the AMC and the relaxometer are described. Equations have been developed
to determine the ODS characteristics using the measured PMR parameters. This makes it possible
to determine the flow rates of crude oil, the concentration of water in the oil, the concentration of
asphaltene, resins, and paraffins in the oil, as well as the density, viscosity, and molecular weight of the
oil. Additionally, it is possible to determine the dispersed distribution of water droplets in emulsions
in oil production and treatment units. Data on this distribution will improve the management of
separation processes. It has been established that the implemented control of multiphase ODS using
PMR parameters (relaxation times, populations of proton phases, and amplitudes of spin-echo signals)
makes it possible, using AMC, to assess the consumption of electricity in technological processes at
the digital oil deposits, as well as during the transportation of oil and oil products through pipelines.
AMC makes it possible to reduce electrical energy consumption in technological installations and
reduce pollution emissions into wastewater. The advantages of using the developed AMC are shown
in examples of its application. Such as an assessment of the influence of the gas factor on electricity
consumption during oil transportation through pipelines or compensation for the additional moment
of resistance on the shaft of the submersible motor, which is caused by surface tension forces at the
interface of water droplets in the emulsion.

Keywords: express-control; smart digital oil deposit; nuclear magnetic resonance; energy save;
oil disperse systems; fuel emulsions; correlations; relaxation times; ODS properties

1. Introduction

One of the critical factors in oil production and refining is cost reduction [1–6]. Another
important area in the oil and gas sector is to reduce the negative impact on the environment
at various stages of oil production, processing, and transportation [7–11]. Implementing
projects based on the formation of digital smart fields (DSFs) fits into managing oil produc-
tion, preparation, and pumping through pipelines [12–14]. The main elements of DSFs in
the oil and gas complex are automatic measuring complexes (AMC). Their use on various
DSFs increases production by up to 10–25% and reduces electrical energy consumption by
up to 8% [15,16]. The latter is extremely important, especially when using autonomous
power stations [17–19]. Digital automation of old oil and gas fields provides an opportunity
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to convert them into new stages of exploitation [20,21]. It is necessary since the last cycles of
field operation are characterized by an increase in high-viscosity, high-water (up to >95%)
oil with high concentrations of asphaltene, resins, and paraffins. In this situation, it is
necessary to constantly monitor the state of the media and control technological processes
and the operation of various installations. For example, in the Romashkinskoye field of the
Republic of Tatarstan (Russian Federation), there are only 15,000 wells in the final stages,
producing oil with an average water content of 87%. Electric energy consumption for the
maintenance of these wells has increased by 48% over the past three years. In addition,
there is an increase in the concentration of asphaltene–resins–paraffins (ARP) deposits
in the oil produced at these fields. This increases the viscosity of the pumped mixture
and ARP deposits on the tubing of wells and pipelines, leading to equipment decommis-
sioning. These problems arise not only in heavy oil fields in the Russian Federation, but
they are also present in oil production on the artic shelf, on offshore drilling platforms
in the northern part of the globe, as well as in the northern regions of the United States
(Alaska) and the Channels [22–26] and in the operation of oil wells in the southern part
of Patagonia (Argentina).

To solve these problems, it is necessary to introduce new methods and instruments
to control the properties of ODS and their flow rates in pipelines under changed difficult
conditions. An analysis of various studies and authors’ work experience has shown that
for a comprehensive solution to the problems noted, it is necessary to control the following
parameters in ODS in real time. These are the concentrations of water and ARP, the viscosity
and molecular weight of oil, the pour point, and the dispersed distribution of water droplets
in emulsions, crude oil, and salt-contaminated waters. In addition, when extracting heavy
oil grades, it is necessary to use centrifugal pumps. When changing the composition in the
ODS, a problem arises associated with measuring the moment of resistance MC on the shaft
of the submersible pump motor, caused by the need to overcome surface tension forces at
the interface between water drops and oil in a water–oil emulsion; the presence of water W
and gas factor G, increased viscosity η and density ρ. This leads to a change in flow rates
during well operation to an increase in electrical energy consumption. The availability of
data on the ODS parameters and the G value allows for optimizing the production process
and removing the unnecessary load from the equipment.

Many technologies and devices have been developed to measure these parameters,
which have advantages and disadvantages [27–37]. Combining them into a single system up
to a certain point allows you to successfully solve the problems noted until the quality of the
ODS deteriorates significantly. This increases the measurement error in these devices and
the wear of the measuring sensors. Therefore, in the world, preference for measurements
under these conditions is given to non-contact devices [38–47]. There are many of these
devices to ensure the measurement of all the noted parameters, which creates difficulties
with their integration into a single system at the drilling rig, as well as the economic
feasibility of use (cost, the need for maintenance by various companies). Therefore, it is
most expedient to use methods and devices based on them, which would be less affected
by these factors.

The non-contact, non-destructive, and express nuclear (proton) magnetic resonance
method has such possibilities. This method is actively used in various systems for express
control of condensed matter [48–52]. Despite a large number of developments and studies,
its possibilities have not yet been fully disclosed, especially in the field of advanced
petroleum engineering technologies [53–55]. The wide possibilities of a variety of PMR
relaxometry (PMRR) in the control of ODS were demonstrated in [56–58], and it was found
that PMRR is unique for the express control of oil emulsions [59]. The unique properties of
the PMRR approach are associated with the possibility of quantum mechanical analysis of
the chemical and physical properties of substances at different structural levels as a single
complex. Based on several fundamental PMR parameters, the dynamics of molecules,
phase compositions, and diffusion processes in oil and oil aggregates can be studied [55].
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To control the three-component ODS of liquids in a flow, the authors of [60] stud-
ied the influence of a flowing liquid on PMR signals, determined the possibilities for
measuring the distribution of flow velocities, and developed a method and instrument
for studying them.

A feature of the PMRR method is that it allows for information to be obtained about
the relaxation parameters of protons in their three phases i = A, B, C in ODS (in particular,
in emulsions): spin-lattice T1i and spin-spin T2i relaxation times characterizing the proton
groups with different molecular mobility in two fractions of oil; the populations of the
proton phases P1i and P2i corresponding to these times; and interproton distances Rij.
The method practically does not require sample preparation and reagents, and multiple
accumulations of signals minimize error values during measurements and when using
calibration curves built using standard samples with high correlation coefficients R2 and
with minimal deviations [56–59,61–67].

In their work, the authors of the proposed AMC tried to realize all the advantages
of this method, as well as consider the advantages of several studies by scientists in
the development of laboratory relaxometers and analyzers for multiphase flow measure-
ments [60–62]. Particular attention was paid to the methodology for determining the ODS
flow in a pipeline in real time, considering previous studies [64,68–73]. Electromagnetic
and Coriolis flowmeters [74–78] currently used to determine the ODS flow cannot provide
factory measurement accuracy with deterioration in oil quality. In addition, it is planned
to implement the function of ecological monitoring of flowing liquids in the developed
AMC [79–83].

2. Methodology and Apparatus for Monitoring of the Oil Disperse Systems

Currently, monitoring the quality of ODS in real time is difficult due to high pressures,
temperatures, distributions of different flows, and phase separations in pipelines. In this case,
it is necessary to use non-contact methods of control. This possibility is provided by a method
based on the phenomenon of nuclear (proton) magnetic resonance [10,48,59,60,71,72,78].

To implement the technology of the method, an AMC was developed for automatic
flow measurement of ODS properties using PMRR. Figure 1 shows a block diagram of the
test bench of the complex.Energies 2023, 16, x FOR PEER REVIEW 4 of 17 
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In the AMC, the NMR NP relaxometer [58,59,84] (which has no analogs) is the main
module for determining the ODS properties. The relaxometer can be powered by a 12 V
battery or the mains. The measurement time is less than 2 min. Its sensitivity is K = ν2D3 =
2700–4150 MHz2cm3. Using a laptop program, the envelopes of the spin-echo (SE) signals are
decomposed into three exponential components to determine the PMR parameters, by which
the ODS characteristics are calculated.

Figure 2 shows the electric principle diagram of the sampling system for controlling
the sampling from a stream.
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The principle of sample sampling is based on the Bernoulli equation, according to
which, with a continuous flow, the change in pressure Pi in different sections S of the
measuring tank 1 for flow velocity υi is described by the equation:

Pi/ρg + υi
2/2g = const, (1)

If flow rate Qi = SiυI is constant, then the pressures P1 and P2 in different sections
S1 and S2 of the pipe will be connected by the equation:

PI/ρ + const/SI
2 = P2/ρ + const/S2

2, (2)

The ATMEGA 8515L microcontroller with the STK500 kit for Atmel AVR flash con-
trollers on the SCKT3000D3 panel automatically controls the sampling systems of the AMC.
A sampling of emulsions (a complex multi-component ODS) is carried out in small portions
according to the ISO 3171 Code of Practice. The fluid flow entering tank 1 reduces the
velocity υ at an increased pressure P (pressure and temperature are controlled by sensors
12 and 13) in proportion to the square root

√
S of the cross section according to Equation

(2). Under the action of the pressure difference (PP − PB) between the pipeline (on the
bench—between tanks 8 and 1), the pressure PP in the position of the nozzle 2* and P2
in any position 2 in tank 1, all three components (water, oil, and gas) are intensely turbu-
lent are mixed and homogenized in tank 1, and then the sample is delivered through the
pre-polarizing Halbach magnets 3 with magnetic induction Bo = 0.48 Tl to the measuring
radio frequency (RF) coil 4, located between the pole pieces of magnet 5 made of an alloy
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based on the rare earth element NdFeB-37 with magnetic induction Bo = 0.336 Tl (resonant
frequency on protons νo = 14.32 × 106 Hz) and field inhomogeneity δBo = 10−3 in 1 cm3.

Due to the coiled sensor coil, the RF field B1 inhomogeneity is less than 2% in 75% of
the sample volume. To measure flow rates, the nozzle is located in position 2, for which the
dependence of the spin-spin relaxation times T2* in the flow at the maximum steepness of
the dependence is pre-calibrated and entered into the laptop database. For measurements
of emulsion properties, the nozzle is placed in position 2*, at which the pressure difference
(PP − P2) = 0, and thus the liquid in coil 4 is stationary. This eliminates the need for
explosion-proof valves. In addition, the branch pipe can be moved with the help of an
electric drive 6 controlled by ATMEGA 8515L 11 to any section of tank 1 at a distance from
1 to 150 mm with a step of 5 mm and, accordingly, sampling can be done from any section;
it is possible to average over all sections. The movement of the branch pipe connected
to the band 16 is controlled by the obturator 13 on the axis with the rotor of the electric
drive 6, the rack-wheel 15, the number of rotations of which is counted by photodiodes 14
according to the rotations of the obturator 13 (see Figure 2). In coil 4 of sensor magnet 5,
the sample is irradiated with the known Carr–Purcell–Meiboom–Gill (CPMG) sequence
90◦ − τo − (180◦ − 2τo)N − T, where N is the number of 80◦-pulses, T = 9 s—series start
period, the time between pulses τo = 200 µs. Between 180◦-pulses, spin-echo (SE) signals
with amplitudes Ai are formed and transmitted via cable to the receiver amplifier of the
relaxometer 10 (Figure 3).
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Figure 3. Principle electric scheme of the spin-echo signals transitions to/from RF coil.

PMR parameters are generated from measurements with a relaxometer, the electrical
circuit shown in Figure 4. The measured liquid is squeezed out of coil 4 by the next portion
from tank 1 and poured into a separate container to confirm the analysis result with a
PMR laboratory relaxometer or alternative methods. The remaining liquid not selected for
analysis is pumped into tank 8.

The process of measurements in the deposit is organized according to explosives and
fire safety requirements. The cable length must be l = λo/4 or 3λo/4 = 5.5 or
16 m (antinode of the standing wave), long enough for fire safety, where λo = c/νo is
the resonant wavelength, c—light velocity. Then, analog signal data are transferred to an
analog-to-digital converter (ADC) 11 and notebook 12, using the program for SE exponen-
tial envelope decomposition by equation A = ∑Ai exp(−t/T2i), and equations, correlating
PMR-parameters with the oil characteristics, oil properties are obtained. Relaxation times
T2i and proton phase concentrations are attributed to i = A, B, C phases in water, light
(benzene), and heavy (oil residues) oil fractions.
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Figure 4. Principle electric scheme of Relaxometer PMR-NP.

To measure the values of magnetic induction, the developed sensor on the AD22151YZX
chip that implements the Hall effect was used. A special program of the Arduino Uno/Nano
microcontroller calculates the field value using a 10-bit ADC with a frequency of 10 kB/s.
The data are calculated and displayed via the Arduino USB port on the laptop monitor.
With a 5 V supply and an output ratio of 0.4 mV/G, the maximum measurement range is
Bo = 1.25 Tl.

The developed AMC has the following advantages:

1. Versatility and ease of installation in production lines, and control of opaque, aggres-
sive liquids in real time.

2. A wide range of measured ODS characteristics in the entire range of their changes:
velocities υi of the fluid component flows; concentrations of water W and oil O, gas
factor G, density ρ, viscosity η, and concentrations of ARP; and molecular weight
and pour points. Multi-component analysis by a single complex, and selection of
homogenized samples from pipes of any diameter in the bypass mode.

3. Lack of contact with the measured liquid and, therefore, the absence of its destruction
and destructive effect on the equipment. No moving parts for measurements.

3. Results and Discussion

The possibilities of online flow measurements using PMR relaxation are determined
by the following: the liquid flowing into the RF coil of the sensor in the gap of the magnet
of the PMR relaxometer has the magnetization MIN, and the fluid flowing out of the coil
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has the magnetization MOUT, then the magnetization M of the liquid flowing in the coil
through its volume V at an average flow rate Q will change at a rate of:

dM/dt = (MIN −MOUT)Q/V, (3)

The equation describes the rate of magnetization M change due to relaxation processes:

dM/ dt = (M0 −M)/T2, (4)

If the conditions MIN = M0 and MOUT = M are true, then the change in the M rate will be:

dM/dt = (M0 −M)(1/T2 + 1/T2
/) = (M0 −M)/T2*, (5)

where T2
/—is the time of liquid being in the RF-coil, at which the 1/e part of depolarized

protons is substituted by the polarized. If the probe head liquid is fully mixed, then
T2

/ = V/Q. However, it is true only for one-phase liquid.
For two-phase oil–water emulsions, the correctness of Equation (5) is confirmed by

us experimentally. For 100% water, 90%, 75%, and 25% emulsions were received depen-
dences of effective spin-spin relaxation rates (T2eff)−1 from the flow velocity υ in the range
υ = 0 ÷ 0.7 m/s, presented in Figure 5.

Energies 2023, 16, x FOR PEER REVIEW 8 of 17 
 

 

3. Lack of contact with the measured liquid and, therefore, the absence of its destruction 

and destructive effect on the equipment. No moving parts for measurements. 

3. Results and Discussion 

The possibilities of online flow measurements using PMR relaxation are determined 

by the following: the liquid flowing into the RF coil of the sensor in the gap of the magnet 

of the PMR relaxometer has the magnetization MIN, and the fluid flowing out of the coil 

has the magnetization MOUT, then the magnetization M of the liquid flowing in the coil 

through its volume V at an average flow rate Q will change at a rate of: 

dM/dt = (MIN − MOUT)Q/V, (3) 

The equation describes the rate of magnetization M change due to relaxation pro-

cesses: 

dM/dt = (M0 − M)/T2, (4) 

If the conditions MIN = M0 and MOUT = M are true, then the change in the M rate will 

be: 

dM/dt = (M0 − M)(1/T2 + 1/T2/) = (M0 − M)/T2*, (5) 

where T2/—is the time of liquid being in the RF-coil, at which the 1/e part of depolarized 

protons is substituted by the polarized. If the probe head liquid is fully mixed, then T2/ = 

V/Q. However, it is true only for one-phase liquid. 

For two-phase oil–water emulsions, the correctness of Equation (5) is confirmed by 

us experimentally. For 100% water, 90%, 75%, and 25% emulsions were received depend-

ences of effective spin-spin relaxation rates (T2eff)−1 from the flow velocity υ in the range υ 

= 0  0.7 m/s, presented in Figure 5. 

 

Figure 5. Relaxation rate (T2eff)−1 from oil-well liquid flow velocity υ for 1 is water, 2 is 90% water 

emulsion, 3 is 85% water, 4 is 25% water, and 5 is 20% water emulsion flow. 
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emulsion, 3 is 85% water, 4 is 25% water, and 5 is 20% water emulsion flow.

For used emulsions, the dependences are two-component, and with correlation coeffi-
cients, R2 = 0.93–0.99 and mean quadratic error S = 0.01–0.08 for υ > 0.2 m/s are described
by the equation [56–59,63,70,79]:

υ (m/s) = k1 exp(−k2·T2), (6)

where k1 (m/s) = 6.2; 6.1 and 24; k2 (s−1) = 3.2; 3.7 and 13.8 for 90%, 75%, and 25% emulsions.
For υ < 0.2 m/s for the same emulsions, the equation is:

υ (m/s) = k3/T2 − k4, (7)
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where k3 (m) = 0.45; 0.76 and 1.77; k4 (m/s) = 0; 0; 1.355.
Coefficients k1, k2, and k3 depend on water concentration W in emulsions [56–59,63,70,79]:

k1 = 40.2 exp(−0.022W), (8)

k2 = 24.1 exp(−0.023W), (9)

k3 = 3 exp(−0.02W), (10)

Equations (8)–(10) are necessary for the choice by the computer program of grade
curves for flowrates υPMR from T2eff

−1 measurements. In addition, as the spin-echo am-
plitude envelope can be decomposed on the several (usually three) components with
proper relaxation times and proton phases concentrations, an opportunity appeared for
the determination of flow viscosities υi and yields of emulsions components Qi using the
equation [56–59,63,70,79]:

Qi = υi·S = Q·Aoi/∑Aoi, (11)

where S—pipeline cross section, and Aoi/∑Aoi—protons concentration of the i-th component
in emulsion (water or oil fractions), determined from the spin-echo amplitude envelope.

For the trustworthy proper appreciation of Equation (5) and precision of the curves
in Figure 5, relaxation times T2oW and T2oO in the immobile water and oil are compared,
estimated from the curves with the relaxation times, and calculated from Equation (5).
From curve 1 in Figure 5 for immobile water a relaxation rate (T2oW)−1 = 0.43 s−1 is
received, which corresponds to T2oW = 2.32 s and differs from T2W = 2.26 s received
from a direct measurement in immobile water on 0.06 s. From curve 3, the most com-
plicated for measurements, emulsion (due to phase inversion at W ~ 75%) was received
(T2o75)−1 = 0.654 s−1. Considering the different contributions of the components in this
75% emulsion, a value of (T2o75)−1 is calculated considering the percentage of 75% and 25%
of the phases by the equation [56–59,63,70,79]:

(T2o75)−1 = 0.75(T2oW)−1 + 0.25(T2oO)−1 =1.375, (12)

where (T2oO)−1 = 1.37. The result from Equation (12) calculation corresponds to
T2oO = 0.727 s, which differs from T2O= 0.7 s of direct measurement on 0.027 s. These trust-
worthy appreciations confirm the accuracy of the measurements in the range
of error limits.

For 90% and 25% emulsions, the dependences can be described with correlation
coefficient R2 = 0.95 by equations [56–59,63,70,79]:

υ (m/s) = 1.77/T2*(c) − 1.35, (13)

υ (m/s) = 6·exp(−3.7·T2*(c)), (14)

and the dependences are a monocomponent.
The dependences of SE amplitudes A (a.u.) from flow velocity υ (m/s) for the same

water and emulsions were also established. They are presented in Figure 6.
So, the flow rate can alternatively be determined from relaxation rates and echo

amplitudes with error δ < ±2.3%.
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Figure 6. PMR-signal SE amplitudes A (a.u.) from flow rateυ (m/s). Curves: 1—100% water, 2—90%
water in emulsion (υ < 0.2 m/s), 3—90% water in emulsion (υ > 0.2 m/s), 4—25% water in emulsion
(υ < 0.3 m/s), and 5—oil (υ > 0.3 m/s).

Elaborated methods for the express control of crude oil properties have the following
algorithm:

- Measurement of the spin-spin relaxation times and SE amplitudes Ai in immobile
water T2W and oil/oil product T2O in the time range t = 2Nτ, where N—number of
RF-pulses in the CPMG-sequence 90◦ − Tτo − T[180◦ − 2τo]N − T;

- Online measurement of the effective spin-spin relaxation times T2* in flow emulsion
and using them for:

1. Determination of water concentration in emulsion by the relation [56–59,63,70,79]:

WΠMP = T2W (T2* − T2O)100%/T2* (T2W − T2O), (15)

The accuracy of single measurement in the range 0.5 ÷ 100% δ ≈ ±1% in the immo-
bile sample and δ ≈ ±3% in flowing liquid, which is better than for the nearest analog
MERA-MIG with δ ≈ ±10% in the range 70–95%. The measurement time is three
times shorter.

2. Determination of gas saturation of the oil-well liquid GPMR in the range GPMR = 0–250
with error δ ≈ ±3.8% using the equation [56–59,63,70,79]:

GPMR = KG(A0 − AG)/A0, (16)

where A0 and AG—initial SE amplitudes in the filled by liquid probe head and filled
oil-well liquid, containing gas, KG—correction coefficient. It should be mentioned that
PMR parameter GPMR allows for the control of specific energy consumption (SEC) at
pipeline transportation because for SEC and GPMR, the following equation is valid:

SEC = 155.3 − 0.796GPMR, (17)
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3. Measurement of oil density ρo in the expanded range 700–1200 kg/m3 with main
reduced error ∆ρ/ρmax~±1%:

ρo = κ1 − κ2 (T2A) − κ3 (T2A)2 for ρo = 700–900 kg/m3, (18)

ρ0 = κ4 exp[−κ5 (T2A)] for ρ0 = 900–1100 kg/m3, (19)

That is more precise than the inflow densitometer PLOT-3B-1P with a main reduced
error = 1.3%. The measurement time is six times shorter.

4. Measurement of viscosity with a main reduced error of about±1.5%, by [56–59,63,70,79]:

ν = η/ρ = (1.12/ρ)·(T/298·T2A)1.25, (20)

which is more precise than the inflow viscometer Viscosite with δ = ±2%.

5. Measurement of integral characteristics of disperse size distribution of water droplets in
emulsions by spin-lattice relaxation times T1W using equations from [56–59,63,70,79]:

DCA (µm) = 0.164 exp(2.84·T1A (s)), (21)

Dmax = 0.32·exp(1.37·T1A), (22)

r3/2 = D3/2/2 = 2.40·(T1A)4,27, (23)

6. Measurement of oil mean molecular mass with the error δ ≈ 2.1% in the expanded
range MM = 50–1000 a.u.m. using the equation:

MM (a.u.m.) = 3011 + 3871.3 exp(−5.585T2O), (24)

7. Measurement of temperatures of freezing in high paraffinic oils in the range
TFR = −16 ÷ +56 ◦C using the equation [56–59,63,70,79]:

TFR (◦C) = 275 − 0.62T2A + 2.8 × 10−4 (T2A)2, (25)

8. Measurement of salts concentrations C in water using the equation:

C (M) = 24.35T1W
−1 − 5.8, (26)

9. Measurement of asphaltene–resin (AR) concentrations in the whole range with error
δ ≈ ±1% using equations [56–59,63,70,79]:

AR(%) = −3.76 ln(T1A) + 25.8, (27)

AR(%) = −2.76 ln(T2A) + 14.6, (28)

Instrumental methods for AR determination are not found.
The component of the strength moment MC of the pump electric drive, considering

the formation of stresses at water drops/oil boarders, is determined by the resistance of the
oil-well liquid in which the pump works. It originates additional resistance to the pump’s
electric drive shaft, caused by the necessity to overcome the forces of the surface tension
between the droplets of water and oil border. Resistance depends on gas factor and water
W content because the density and viscosity depend on these characteristics.

MC = HQ/ωηH + MC0(1 − G) (1 + ρH/ρ), (29)

where H—is the pressure head, ω—is the rotatory rate of the electric drive shaft, and
ηh—the coefficient of efficiency (CE). Introducing in Equation (29) the dependences of
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oil-well properties (Q, G, W, ρO) from PMR-parameters Equations (11), (15)–(18), (20), and
MC is received at mean oil-well liquid temperature T = 50 ◦C [56–59,63,70,79]:

MC = HKCS[(T2*)−1 + (τ)−1]/ωηH + MC0[1 − (A0 − AG)/A0][1 + (896.7 −
18.557(T1O) − 130.8(T1O)2)]/[65ln[T2W(T2* − T2O)100%/T2*(T2W − T2O)] + 830],

(30)

where KC—pipeline reduction coefficient, S—pipeline section, τ—time of liquid presence
in the coil.

Figure 7 presented the dependencies H = f(Q) for oils with ρ = 882 kg/m3 (curve 2)
and ρ = 888 kg/m3 (curve 3). Curve 1—for water.
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From Figure 7, the experimental parameters of the borehole are the following:
Ho = 2340 m; H = 1800 m; and Q = 30 l/s = 0.03 m3/s. So, C = (H0 − H)/Q2 = 6000.
At the pump rotation rate ω = 1450 r/min = 151.8 rad/s A = H0/ωH

2 = 0.001 M·c2/rad.
If ηH = 0.51, then using equation ηH = HQ/Pmec, we can calculate the mechanical power
Pmec = HQ/ηH = 1.06 kW, and the value of the additional resistance moment M/

C for the
flow rates in the range 33–36 l/s will be M/

C = ∆H·∆Q/ωηH = 1.7·3/151.84·0.5 = 0.68
N·m. To overcome this M/

C and convert the oil mining productivity curve H(Q) for oil
with density ρo = 888 kg/m3 to a productivity curve for more light oil, the pump power
consumption must be increased on ∆P = ∆H·∆Q/ηH = 10.2 kW, which can be done by
increasing of rotary rate of electric drive on ∆ω = ∆P/∆M = 15 Hz by frequency inverter.
Flow rate control, instead of the usually used turbine flowmeters, having a great error on
multiphase liquids, can be performed by AMC using the PMR-relaxometry method and
Equations (1) and (2) for determination of the different phases flow velocities υi in the
sections Si of pipes of any diameters and by calculating Qi = υi·Si.

For estimation of electric energy consumption Wp.c at pipelines oil transport proposed
to use the equation [56–59,63,70,79]:

Wp.c = 0.496ρ1.22(Sυ/L)2.75·ν0.28L/ρ1.25d4.75ηpp + 2.726·104·ρ(∆zSυ/Lηpp)(ηp/ηed), (31)
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where V—the volume of the transported oil, M3 (flowrate is V/t); t—measurement time,
ν—kinematic viscosity of oil, M2/c; L—longitude of the pipeline, m; d—equivalent diameter
of the pipe, m; ηpp—efficiency factor for the part of a pipeline; ∆z—static head; and ηed
and ηp—efficiency factors of electric drive and pump. An equation must be considered
that [56–59,63,70,79]:

ν (mm2/s) = 10−6ν (m2/s)10−3η(Pa·s)/ρ (kg/m3), (32)

and density and viscosity depend on relaxation time T2A via Equations (18) and (20).
Inserting them into Equation (31), the equation for energy consumption Wp.c from PMR-
parameters is constructed [56–59,63,70,79]:

Wp.c = 7.6V2.75L−1.5d4.75ηnp·exp(7T2A)/(T2A − 0.017)1.25 + 2.873·107(∆zSυ/Lηnp)(ηnas/ηed), (33)

So, using AMC for permanent control of oil PMR-parameters, the energy consumption
for oil transport by pipelines can be estimated.

4. Conclusions

The research results showed that using PMR as part of the AMC makes it possible to
control most of the ODS properties in real time more efficiently than previously developed
multifunctional complexes consisting of devices of different types. It provides more efficient
process control in digital smart fields. In addition, the safety of oil production, treatment, and
transportation facilities is increased, and the negative impact on the environment is reduced.

Preliminary assessments based on the results of the studies showed that the use of the
methodology for monitoring the quality of ODS and wastewater could increase the lifecycle
of oil production and treatment facilities by 2–3 times and reduce the number of accidents
at the final stages of field operation. It should also be noted that the developed AMC makes
it possible to control and manage oil purification processes from such impurities as salts,
sulfur, asphaltene, resins, and paraffins. This prevents ARP deposits in the pipes.

It is essential to note the possibility of estimating ODS flowing through the pipes
using the developed AMC in real time. It allows automatic control of the pump operating
modes, reducing electrical energy consumption. In the standard mode, the work is based
on the maximum amount of gas in ODS with the maximum electrical energy consumption.
Evaluation of the additional moment of resistance on the shaft of a submersible electric
motor of a centrifugal oil pump makes it possible to avoid the overload mode and increase
the service life of the equipment.

The authors plan to continue research to adapt the AMC to severe operating conditions
in automatic flow mode in cooperation with PJSC Tatneft for ODS with different properties
and temperatures.
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ODS oil dispersed system
AMC automatic measuring complex
PMR nuclear (proton) magnetic resonance
DSF digital smart field
AR asphaltene–resins
ARP asphaltene–resins–paraffins
PMRR PMR relaxometry
RF radio frequency
SE spin-echo
ADC analog-to-digital converter
SEC specific energy consumption
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