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Preface

The 21st century has witnessed an unprecedented surge in technological advancements that have

reshaped the very fabric of our existence. Artificial intelligence (AI) and big data are two technologies

that have not only revolutionized different industries but also permeated into the core of our daily

lives. It is within this context that this reprint of the Special Issue Artificial Intelligence and Big Data

Applications emerges as a worthy compilation to navigate through some interesting details about these

groundbreaking technologies.

As we delve into the realms of AI and big data, it becomes apparent that their synergy holds

the key to unlocking a myriad of possibilities. Artificial Intelligence, with its ability to mimic human

intelligence and perform complex tasks, has transcended the realm of science fiction to become an

integral part of our reality. Simultaneously, big data, fueled by the exponential growth of digital

information, has emerged as the lifeblood that nourishes the algorithms of AI. This compilation

endeavors to unravel the symbiotic relationship between these two forces and explore their combined

potential to shape the future.

The pages that follow encapsulate a holistic exploration of AI and big data applications across

diverse domains. From healthcare and finance to manufacturing and education, the impact of these

technologies is both profound and far-reaching. Real-world case studies and original research papers

pepper the narrative, providing readers with tangible examples of how AI and big data are reshaping

industries and enhancing decision-making processes.

Furthermore, this reprint of the aforementioned Special Issue places a strong emphasis on the

development of algorithms in various application domains.

In addition to catering to technologists and data scientists, this reprint is designed to be accessible

to a broader audience. Whether you are a business leader navigating digital transformation, a

student seeking to understand the future employment landscape, or simply a curious mind eager to

comprehend the technological forces shaping our world, this reprint is crafted to be your companion

on the journey of discovery.

In conclusion, this reprint of the Special Issue on Artificial Intelligence and Big Data Applications

aims to serve as a compass, guiding readers through the intricate terrain of these transformative

technologies. As we stand at the crossroads of innovation and ethical considerations, this book

invites you to embark on a journey of exploration and understanding, where the realms of artificial

intelligence and big data converge to redefine the boundaries of what is possible in our rapidly

evolving digital era.

Amar Ramdane-Cherif, Ravi Tomar, and Thipendra P Singh

Editors
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Abstract: Optimal allocation of ward beds is crucial given the respiratory nature of COVID-19, which
necessitates urgent hospitalization for certain patients. Several governments have leveraged tech-
nology to mitigate the pandemic’s adverse impacts. Based on clinical and demographic variables
assessed upon admission, this study predicts the length of stay (LOS) for COVID-19 patients in
hospitals. The Kolmogorov–Gabor polynomial (a.k.a., Volterra functional series) was trained using
regularized least squares and validated on a dataset of 1600 COVID-19 patients admitted to Khor-
shid Hospital in the central province of Iran, and the five-fold internal cross-validated results were
presented. The Volterra method provides flexibility, interactions among variables, and robustness.
The most important features of the LOS prediction system were inflammatory markers, bicarbon-
ate (HCO3), and fever—the adj. R2 and Concordance Correlation Coefficients were 0.81 [95% CI:
0.79–0.84] and 0.94 [0.93–0.95], respectively. The estimation bias was not statistically significant
(p-value = 0.777; paired-sample t-test). The system was further analyzed to predict “normal”
LOS ≤ 7 days versus “prolonged” LOS > 7 days groups. It showed excellent balanced diagnos-
tic accuracy and agreement rate. However, temporal and spatial validation must be considered
to generalize the model. This contribution is hoped to pave the way for hospitals and healthcare
providers to manage their resources better.

Keywords: COVID-19; Kolmogorov–Gabor polynomials; length of stay; hospital capacity;
regularized least squares; validation studies

1. Introduction

The fast spread of the SARS-CoV-2 coronavirus has placed immense strain on health-
care systems across the globe. As infected individuals surged, the demand for hospital
admissions grew accordingly [1]. Past outbreaks have demonstrated that limited bed
capacity and hospital resources significantly contribute to higher infectious disease mortal-
ity rates [2]. Hence, guidelines for prioritizing patients and determining who should be

Information 2023, 14, 590. https://doi.org/10.3390/info14110590 https://www.mdpi.com/journal/information
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admitted for essential care are instrumental in addressing resource limitations. Neglecting
this could jeopardize the lives of COVID-19 patients [3].

Nine to eleven percent of COVID-19 hospitalizations required enhanced life-support
interventions [4]. However, the ICU faced challenges accommodating these needs due
to limited beds and shortages in monitoring equipment, life-sustaining machinery, and
skilled staff crucial for top-tier care [5]. In a study encompassing 183 nations in 2021, Sen-
Crowe et al. [2] reported that high-income areas registered the highest average ICU beds at
12.79 and 402.32 hospital beds for every 100,000 individuals. On the other hand, regions
with upper-middle income showed dominance in average acute-care beds, numbering
424.75 per 100,000 inhabitants. This is not the case for low- and middle-income countries,
where the number of ICU beds is often insufficient, and the equipment is often old and
poorly serviced. This number was five beds per one million people in Africa [6].

Challenges in managing hospital capacity throughout this pandemic spanned various
phases, including testing, treatment, and preparation for future patients. As a result, there
is a pressing need to accurately predict and prioritize patients based on the likelihood of
their condition escalating in severity. It is part of the pandemic preparedness action plan.

In predicting hospital length of stay (LOS), the overarching challenges introduced
by COVID-19 cannot be overlooked. The pandemic has significantly strained hospital
capacities, potentially altering standard care pathways and discharge protocols. Further-
more, heightened fatigue [7], burnout [8], and stress among healthcare professionals [9],
a byproduct of the ongoing crisis, may also have indirect implications for the duration
of patient stays. These combined factors elucidate the multifaceted dynamics influencing
hospital operations during these unprecedented times.

Numerous studies have explored predicting hospital resource needs for COVID-19
patients. Many of these investigations have leveraged machine learning (ML). ML has
established itself as an invaluable tool in the medical realm, adept at sifting through
and synthesizing vast amounts of data to discern intricate patterns. Most health-related
challenges nowadays rely heavily on ML to disentangle the complexities inherent in large-
scale data, facilitating informed healthcare decisions.

During outbreaks like COVID-19, forecasting the imminent demand for medical
resources such as beds and nasal oxygen support becomes crucial. In this context, ML
methodologies have proven invaluable [10,11]. For instance, researchers from London
designed an ML algorithm that outperformed clinical experts in predicting COVID-19
patient mortality [12]. Another ML study successfully predicted which COVID-19 patients
would transition into a severe respiratory phase with a 70–80% accuracy rate [13].

Furthermore, an AI-based tool named “ambient warning and response evaluation”
has been employed to refine ICU clinical settings. This tool significantly enhanced timely
and accurate decision-making, leading to a 37% reduction in LOS [14].

LOS estimation remains crucial for efficient healthcare management, offering insights
into patient health trajectories, resource allocation, and the quality-of-care delivery. The
state-of-the-art research listed encompasses a myriad of methodologies and priorities,
thereby revealing both the advancements and the persisting gaps in LOS prediction.

Nemati et al. (2020) [15] utilized a global dataset and focused on a limited set of
five variables, primarily age and sex, to estimate LOS. Their approach, which involved
stagewise gradient boosting, did not venture into comprehensive features but mainly
centered around symptoms onset date and symptoms. Given the minimalistic input feature
set, this focus might limit its applicability in varied clinical settings.

Working in a tertiary care hospital in China, Hong et al. (2020) [16] used logistic
regression with a set of 37 variables, including lymphocyte and neutrophil count, heart
rate, and procalcitonin levels, D-dimer, and partial thrombin time. Their dataset was also
relatively small, including 75 patients considering the number of predictors, and reached
an AUC of 0.85 to classify prolonged (>14 days) versus normal (≤14 days) hospital LOS.
Their work lacks internal and external validation, indicating potential overfitting risks.
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Ebinger et al. (2021) [17] embarked on an extensive exploration of 966 patients with
353 variables of electronic health records (EHRs) to classify patients based on extended
stays (i.e., LOS > 8 vs. LOS ≤ 8 days) in the Cedars-Sinai Medical Center. Forty-two
machine learning models were used as ensemble models of 12 base classifiers (including
Elastic-net and random forest). Such models were trained using the first 1, 2, and 3 days of
hospital admission. Advanced Average (AVG) Blender for the day 3 model outperformed
the others. Age, Interleukin 6, blood urea nitrogen level, and oxygen flow rate were among
the selected features. The best model had an area under the ROC curve (AUC) of 0.82 and
a precision of 67%.

Usher et al. (2021) [18] analyzed data from 36 hospitals across Minnesota, Wisconsin,
and the Dakotas. Using 20 variables, which included diverse features such as age, critical
illness, mechanical ventilator (MV) application, and oxygen requirement, their approach
adopted the random forest method, considering it as the best model. The classification
output was the LOS ≤ 5 days (reference), LOS between 5 and 10 days, LOS between 10 and
15 days, and LOS > 15 days. With five-fold cross-validation, they achieved an AUC of 0.89,
highlighting the potential of integrating diverse input features for LOS category prediction.

Mahboub et al. (2021) [19] at Rashid Hospital in Dubai took a distinct route by
incorporating treatments as input features and variables such as urea, platelets, and D-
dimer. Utilizing decision trees on a dataset of 2017 patients, they achieved a coefficient
of determination (R2) of 0.5, suggesting the relevance of treatment variables in predicting
LOS.

Liuzzi et al. (2022) [20] from the Fondazione Don Carlo Gnocchi Living COVID-
19 Registry in Italy incorporated a comprehensive set of 829 variables, with a focus on
55 primary variables spanning across admission clinical scales, symptoms, and therapies.
Their method, employing sequential convolutional neural networks, was validated with
repeated five-fold cross-validation, resulting in a median absolute deviation of 2.7 days.

Orooji et al. (2022) [21] in Iran, with data from 1225 patients, utilized 53 variables
and emphasized 20 key features such as age, creatinine, and lymphocyte/neutrophil
count. They applied statistical feature selection combined with multi-layer perceptron and
12 training algorithms, reaching a root-mean-square error (RMSE) of 1.6213 days.

In 2022, Alabbad et al. [22] from King Fahad University Hospital in Saudi Arabia
classified ICU LOS into nine categories using 43 variables. The synthetic minority over-
sampling technique (SMOTE) was used to balance the class distribution. Their best model
employed random forest, and they also explored gradient boosting and extreme gradient
boosting. With three-fold cross-validation, their model boasted a positive predictive value
(PPV) of 94%, indicating high precision in prediction.

Alam et al. (2023) [23] from Prince Sultan Hospital in Riyadh incorporated 89 variables,
including laboratory data, X-ray results, clinical data, and treatments, to classify LOS into
seven categories. Their model utilized the Tab Transformer and achieved impressive results,
with an F1 score of 93% for discharged patients. The SMOTE-N oversampling technique
was also noted to balance the class distribution.

Zhang et al. (2023) [24] analyzed 83 variables, including immunotherapy and heparin,
to predict LOS for 384 patients at Zhengzhou University Hospital. Using the least absolute
shrinkage and selection operator (LASSO) and linear regression, they explained 30% of
LOS variability (R2 = 0.30). Missing data were managed with imputations, and results were
verified via bootstrap validation.

Overall, while significant strides have been made in predicting LOS through diverse
methodologies, ranging from classical regression models to neural networks, gaps in vali-
dation and comprehensive feature inclusion, conditioning on future events (e.g., therapies)
resulting in selection bias, incorporating time-dependent predictors (e.g., treatments) as
time-fixed, leading to immortal-time bias [25], and balancing the dataset, resulting in biased
performance indices [26] remained a consistent challenge. Moreover, sample size insuffi-
ciency based on the number of input features [27] was the other problem of some methods
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proposed in the literature. Further research was required to enhance model generalizability
across varied clinical settings.

Our research aimed to employ multivariable analysis and the Kolmogorov–Gabor
polynomial to craft a predictive model. This model aimed to precisely forecast the LOS of
COVID-19 patients in a nationally representative sample of the pediatric population in the
Middle East and North Africa (MENA) based on their demographic and clinical data upon
hospital admission.

Our primary model was designed to predict the continuous LOS. We evaluated and
presented performance metrics for this continuous prediction. Additionally, we derived
a binary representation of LOS from the predicted and actual data, categorizing it as
either prolonged (LOS > 7 days) or normal (LOS ≤ 7 days). This binary classification’s
performance was also examined. We adopted this approach to accommodate the existing
literature’s categorical and continuous LOS representations. Our primary focus remained
the continuous prediction model, which can seamlessly be converted to a binary prediction
through straightforward post-processing.

2. Materials and Methods

2.1. Data Source

In this retrospective study, we examined the clinical records of N = 1600 confirmed
COVID-19 cases with complete information from Isfahan, situated in the center of Iran,
from 6 March to 7 May 2020. These patients were admitted to Khorshid Hospital, which
caters to the vast metropolitan area of Isfahan, home to over 15 million residents. Given
that this hospital functioned as the primary referral center for critical COVID-19 cases
during this period, our study exclusively focused on the patients admitted to the hospital.
Patients with a positive RT-PCR test confirming SARS-CoV-2 infection or confirmed chest
computed tomography (CT) results were enrolled in this study.

All participants’ LOS was calculated from their initial hospital ward or ICU admission
until discharge. It is noteworthy to mention that this LOS represents the first recorded
admission. Comprehensive information regarding the study design and the methods used
to register variables can be found in our Khorshid COVID Cohort (KCC) study [28]. The
data gathered included demographic details such as age and sex, pertinent dates including
COVID-19 diagnosis and hospital or ICU admission, and the patient’s most recent known
clinical status.

2.2. Data Description and Pre-Processing

This study extracted and used patients’ records, including non-clinical, clinical, and
symptom data. Non-clinical data included sex, age, occupation, education, body mass
index, family size, number of family members infected, house area, travel history, duration
of symptoms before admission, and history of influenza vaccination. Clinical patient data
included principal diagnosis, admission unit, medical history, and comorbidities. Labo-
ratory data included the results of all blood tests performed at patient admission. The
latest available laboratory tests included were CBC results, sodium (Na+), potassium (K+),
urea, creatinine, alkaline phosphatase (ALP), aspartate transaminase (AST), alanine amino-
transferase (ALT), bilirubin, international normalized ratio (INR), lactate dehydrogenase
(LDH), C-reactive protein (CRP), ferritin, hemoglobin A1c (HbA1c), D-dimer, erythrocyte
sedimentation rate (ESR), and vitamin D. To assess patient health status and identify the
required level of care, parameters such as blood pressure, heart rate, and respiratory rate
were recorded. Comorbidity categories were evaluated by the Charlson comorbidity index
(CCI), which is one of the most commonly used methods to evaluate comorbid factors
and predict mortality [29]. It was calculated based on age category, history of myocardial
infarction (MI), congestive heart failure (CHF), peripheral vascular disease, history of
a cerebrovascular accident or transient ischemic attacks, dementia, chronic obstructive
pulmonary disease (COPD), connective tissue disease, peptic ulcer disease, liver disease,
diabetes mellitus, hemiplegia, moderate to severe chronic kidney disease (CKD), presence
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of solid tumor, leukemia, lymphoma, and AIDS, ranging from 0 to 37. These medical
conditions were classified by the International Classification of Diseases, Tenth Revision,
Clinical Modification (ICD-10-CM) codes that are available in Appendix I Table SI-1 in [30].
The CCI was categorized into five groups: CCI score 0, CCI score 1–2, CCI score 3–4, CCI
score 5–6, and CCI score ≥7 [31].

In addition to fever (body degree “up to 39.4 ◦C”), other symptoms, including fatigue,
cough, sore throat, headache, nasal congestion, shortness of breath, severe chest pain,
severe muscle pain, vomiting, dry cough, nausea, diarrhea, abdominal pain, muscle and
joint pain, general weakness, smell-taste disorder, and dyspnea were identified by the
medical interview [32]. Primary composite endpoints (PCEP) were defined as death, the
use of mechanical ventilation, or admission to intensive care [33].

2.3. Statistical Data Analysis

Descriptive statistics, including means, frequencies, and proportions, are summarized
for the collected data. The disease severity level stratifies summaries. Chi-squared and
Fisher exact tests were used whenever appropriate to examine differences among categori-
cal predictors. The endpoint of this study was LOS, which was calculated according to the
number of days of hospitalization. The paired-sample t-test was used to identify if the LOS
bias was statistically significant [34]. The Bland–Altman plot, (also known as the Tukey
mean-difference plot) [35] was provided to analyze the LOS error. Patients were divided
into two groups for descriptive analysis, according to the quartile LOS value: ≤7 days as
normal and > 7 days as prolonged LOS [36]. Such a cutoff was used in terms of healthcare
utilization. We considered p < 0.05 as statistically significant. Predictive modeling was
performed offline using MATLAB version 9.6 R2019a (Natick, MA, USA: The MathWorks
Inc.), while statistical analysis was performed using IBM SPSS Statistics for Windows,
Version 29.0 (Armonk, NY, USA: IBM Corp).

2.4. Predictive Modeling

Volterra functional series, also known as Kolmogorov–Gabor polynomials [37], were
used in our study for prediction. The level of interaction was limited to two to reduce the
computational complexity and overfitting. The proposed model is provided in Equation (1).

y =a0 +
m

∑
i=1

aixi +
m

∑
i=1

m

∑
j=1

aijxixj (1)

where y is the output of the model (LOS), xi is the ith input feature (i = 1, . . ., m), m is
the number of features, and the model parameters are a0 (the offset) and aij (two-way
interaction coefficients; i, j = 1, . . ., m). Prior to estimation, the output variable was
detrended by subtracting its average. After the model was constructed, this offset was
subsequently added back. Since some input features were categorical, one-hot and ordinal
encoding were used for nominal and ordinal features, respectively [38], allowing capturing
the system’s response for each of multiple generated binary features. Prior to estimating
the coefficients, highly correlated (i.e., with an absolute correlation coefficient higher than
or equal to 0.8) features and two-way interactions were identified, and some of those were
selected to avoid collinearity and multicollinearity [39]. Note that multicollinearity was
further reduced by dropping one of the one-hot encoded columns, also known as “dropping
one level”. Since Equation (1) contains all two combinations of the input coded features,
we used regularized least squares (RLS) [40], with the Euclidean norm penalization, also
known as the ridge regression, to estimate the coefficients in the under-determined system:

ARLS =
(

XT × X + λI
)−1 × XT × Y (2)

where ARLS are the estimated coefficients in Equation (1), Y is the target LOS vector, X is
the data matrix for the selected input features of the training set, and T is the transpose
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operator. The regularization parameter (λ) was estimated during the cross-validation on the
training set [40]. The ridge regression can help reduce the model’s variance and improve
its generalization to unseen data and more stable estimates, mitigate the risk of overfitting,
manage model complexity, and provide some feature stability [41].

2.5. Model Validation

Five-fold cross-validation was used in our study, and the cross-validated results were
provided. The goodness-of-fit of the LOS estimation algorithm was assessed using root-
mean-squared-error (RMSE), mean and median absolute error, as well as the coefficient of
determination (R2) [42], adjusted R2 (adj. R2), and the concordance correlation coefficient
(ρc) [43]. For the LoSi and yi pairs (i = 1, . . ., N), such indices were calculated as follows:

R2 = 1 − ∑N
i=1(LoSi − yi)

2

∑N
i=1(LoSi − LoSμ)

2 (3)

where,

adj. R2 = 1 −
(

N − 1
N − p − 1

)
×

(
1 − R2

)
(4)

where p is the number of selected input features of the model.

ρc =
2 × CoV(LoS, y)

σ2
LoS + σ2

y + (y − LoSμ)
2 (5)

where CoV is the covariance, σ2
LoS =

(
1
N

)
× ∑N

i=1(LoSi − LoSu)
2 is the variance of the LOS,

LOSu is the mean of LOS, σ2
y is the variance of the predicted LOS, and y is the mean of the

predicted LOS.
We further analyzed the binary outcome of the prediction system for the normal

(LOS ≤ 7 days) and prolonged LOS (LOS > 7 days) [44]. The performance indices were
calculated based on the cross-validated confusion matrix:

• TP (True Positives) = The number of accurately identified prolonged LOS
• TN (True Negatives) = The number of accurately identified normal LOS
• FP (True Positives) = The number of inaccurately identified prolonged LOS
• FN (True Positives) = The number of inaccurately identified normal LOS

The following performance indices were then calculated:

Se =
TP

TP + FN
(6)

Sp =
TN

TN + FP
(7)

PPV =
TP

TP + FP
(8)

DOR =
TP × TN
FP × FN

(9)

AUC =
Se + Sp

2
(10)

F1 =
2 × TP

2 × TP + FN + FP
(11)

MCC =
TP × TN − FP × FN√

(TP + FP)× (TP + FN)× (TN + FP)× (TN + FN)
(12)

6



Information 2023, 14, 590

K(C) =
2 × (TP × TN − FP × FN)

(TP + FP)× (TP + FN)× (TN + FP)× (TN + FN)
(13)

where Se is the sensitivity, Sp is the specificity, PPV is the positive predictive value, DOR
is the diagnostic odds ratio, AUC is the balance diagnostic accuracy (area under the ROC
curve), F1 is the F1 score, MCC is the Matthews’s correlation coefficient [45,46], and K(C) is
the Cohen’s Kappa agreement rate.

Also, the unbiased PPV was calculated based on the sensitivity and specificity of
the developed dichotomous LOS model using different prevalence (P) measures of the
prolonged LOS in the hospital. PPV is the probability that a patient has prolonged LOS
when the dichotomous LOS model results are positive. The related formula was presented
in Equation (14). It was estimated using the Bayes’ theorem [26]:

unbiased PPV =
Se × P

Se × P + (1 − Sp)× (1 − P)
(14)

Following the Transparent reporting of a multivariable prediction model for individual
prognosis or diagnosis (TRIPOD) guideline [47], a CI of 95% of the performance indices
was reported.

2.6. Ethical Considerations

The study protocol was reviewed and approved by the Isfahan University of Medical
Sciences Research Ethical Committee (IUMSREC), with the following approvals: Modeling
of incidence and outcomes of COVID-19: IR.MUI.RESEARCH.REC.1399.479 and Longi-
tudinal epidemiologic investigation of patients’ characteristics with coronavirus infection
referring to Isfahan Khorshid Hospital: IR.MUI.MED.REC.1399.029, conforming to the
Declaration of Helsinki. Patient informed consent was obtained before admission to the
current study. All data were kept confidential and had no personal identifiers. No minors
participated in our study.

3. Results

Descriptive statistics were used to summarize the baseline characteristics of the study
population. In our setting, 1600 COVID-19 patients were included in the study. Patients
were categorized according to their LOS (≤7 days (n = 1165) as “normal”, >7 days (n = 435)
as “prolonged”) in univariate comparison analysis. The median length of stay during the
study period was 7.2 (IQR 4−9) days. Tables 1 and 2 summarize the descriptive statistics
and the characteristics and symptoms of the patients considered in the study according to
the length of stay categories.

For an example, an 86-year-old male COVID-19 patient with fever, cough, myalgia,
sore throat, dizziness, diarrhea, stomachache and weight loss symptoms, but without chest
pain, headache, loss of smell, vomiting, nausea, and short breath with CCI of 4, maximum
body temperature of 36◦, heart rate of 84 (beats per minute), respiratory rate of 16 (breaths
per minute), systolic blood pressure of 105 (mmHg), diastolic blood pressure of 66 (mmHg),
%O2 saturation minimum of 90, neutrophils of 715 (×109/L), lymphocytes of 264 (×109/L),
hemoglobin of 12.10 (g/dL), platelet of 126.00 (×109/L), ferritin of 255.50 (ng/mL), CRP of
14.00 (mg/L), ESR of 26.00 (mm/h), LDH of 487.00 (U/L), D-dimer of 98.30 (mg/L), AST
of 39.00 (IU/L), HCO3 of 31.00 (mEq/L), ALT of 16.00 (IU/L), creatinine of 0.73 (mg/dL),
phosphorus of 2.56 (mg/dL), magnesium of 1.90 (mg/dL), sodium of 135.00 (mEq/L),
potassium of 4.00 (mEq/L), BUN of 24.80 (mg/dL), and total bilirubin of 0.96 (mg/dL) had
an LOS of 5 days in Khorshid Hospital.
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Table 1. Characteristics of hospitalized patients with COVID-19 in the Khorshid Cohort Study.

Parameters
Total

(n = 1600)

Length of Stay (LOS)

p-Value b≤7 Days
“Normal” (n = 1165)

>7 Days
“Prolonged”

(n = 435)

LOS, days a 6.01 (4.85) 3.76 (1.94) 12.11 (5.09) <0.001

Age (>65 years) 562 (56.10%) 507 (43.50%) 55 (12.60%) <0.001

Gender (% Female) 670 (48.80%) 464 (39.80%) 206 (47.30%) 0.001

Charlson Comorbidity
Index (CCI) a 2.67 (2.13) 2.49 (2.11) 3.13 (2.13) <0.001

Temperature maximum (≥38 degrees Celsius) 412 (25.75%) 322 (23.64%) 90 (20.68%) 0.745

Heart rate, beats per minute (<60 or >100) 478 (53.98%) 388 (33.3%) 90 (20.68%) 0.028

Respiratory rate, breaths per minute a 22.41 (5.67) 22.02 (5.27) 23.49 (6.56) 0.006

Systolic blood pressure (≥120 mmHg) 574 (35.80%) 247 (21.01%) 277 (63.70%) <0.001

Diastolic blood pressure (≥90 mmHg) 218 (13.60%) 113 (9.60%) 105 (24.10%) 0.046

% O2 saturation minimum (<90) 754 (47.10%) 606 (52.01%) 148 (34.02%) 0.001

Neutrophils (<4 × 109/L) 956 (59.75%) 620 (53.22%) 336 (77.20%) 0.028

Lymphocytes (<1 × 109/L) 900 (96.40%) 621 (53.30%) 279 (64.10%) 0.028

Hemoglobin (<12 g/dL) 356 (22.30%) 293 (20.50%) 63 (14.40%) 0.085

Platelets (<150 × 109/L) 678 (59.75%) 480 (41.20%) 198 (45.51%) 0.142

Ferritin (>500 ng/mL) 94 (5.80%) 72 (6.01%) 22 (5.05%) 0.298

CRP (>30 mg/L) 685 (42.80%) 542 (46.52%) 143 (32.87%) 0.017

ESR (>60 mm/h) 420 (26.30%) 245 (21.03%) 175 (40.20%) 0.027

LDH (>222 U/L) 672 (42.00%) 416 (35.70%) 256 (58.80%) 0.046

D-dimer (>0.5 mg/L) 381 (23.80%) 95 (8.20%) 286 (65.70%) 0.036

AST (>35 IU/L) 1156 (72.30%) 749 (64.30%) 407 (93.50%) 0.330

HCO3 (mEq/L) 23.65 (3.67) 17.25 (3.76) 20.45 (2.78) 0.0123

ALT (>45 IU/L) 401 (25.10%) 305 (26.18%) 96 (22.06%) 0.204

Creatinine (>1 mg/dL) 822 (51.40%) 591 (45.40%) 231 (53.10%) <0.001

Phosphorus (mg/dL) a 3.06 (0.85) 2.97 (0.85) 3.24 (0.81) <0.001

Magnesium (mg/dL) a 1.96 (0.51) 1.95 (0.27) 1.99 (0.74) 0.335

Sodium (mEq/L) a 136.30 (4.13) 136.42 (3.94) 136.09 (4.46) 0.054

Potassium (mEq/L) a 4.02 (0.56) 3.99 (0.54) 4.08 (0.60) 0.055

BUN (mg/dL) a 19.79 (13.47) 18.67 (12.37) 21.92 (15.13) <0.001

Total bilirubin (mg/dL) a 1.03 (2.17) 1.06 (2.61) 0.98 (0.61) 0.361
a The percentage of the high-risk group (i.e., exposure) was provided in parentheses in total, “normal” or
“prolonged” LOS subgroups when the high-risk cutoff was mentioned for parameters, and the standard deviation
(SD) was provided (with “a” superscript) otherwise for the variables with an interval measurement scale. Such
cutoffs were taken from the literature, and their citations were provided in the manuscript. For the predictor
gender, the percentage of female subjects was provided in parentheses as the reference group. Statistical tests
were selected based on the data’s nature and the variables’ distribution. b An independent-sample t-test was used
for interval variables if the data were normally distributed; otherwise, the Mann–Whitney U test was employed.
The Chi-square test was utilized for binary variables to compare proportions between the two independent
groups. Note that the expected frequencies in any of the cells of the contingency table were more than five. ESR:
erythrocyte sedimentation rate, LDH: lactate dehydrogenase, AST: aspartate transferase, HCO3: bicarbonate, ALT:
alanine transaminase, BUN: blood urea nitrogen.

Figure 1 shows the frequency distribution of LOS, which was right-skewed. The
median age of patients was 59 (IQR 47–79) years (range 5–91), and 58% were male. Comor-
bidities were present in more than half of the patients, with hypertension being the most
common comorbidity, followed by diabetes. The Charlson comorbidity index is presented
in Table 1 for patients admitted for ≤7 and >7 days in hospital. The comorbidities score was
significantly higher in patients with longer LOS (p-value < 0.05, Table 1). The cutoffs used
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for high-risk exposures were provided by the following: age [48], body temperature [49],
heart rate [50,51], blood pressure [52], oxygen saturation [53], neutrophils, lymphocytes,
hemoglobin, platelets, D-dimer [54], ferritin [55], CRP [56], ESR [57], LDH [58], AST [59],
ALT [60], and creatinine [61].

Table 2. Symptoms distribution between patients with normal and prolonged LOS.

Symptoms Total

Length of Stay

p-Value a≤7 Days
“Normal”
(n = 1165)

>7 Days
“Prolonged”

(n = 435)

Fever 1118 (69.9%) 721 (61.9%) 397 (91.3%) < 0.001

Cough 1125 (70.3%) 990 (85.0%) 135 (31.0%) < 0.001

Myalgia 838 (52.4%) 562 (48.2%) 276 (63.4%) < 0.001

Throat pain 255 (15.9%) 168 (14.4%) 87 (20.0%) 0.058

Weight Loss 259 (16.2%) 164 (14.1%) 95 (21.8%) 0.018

Chest pain 394 (24.6%) 279 (23.9%) 115 (26.4%) 0.365

Dizziness 97 (6.1%) 64 (5.5%) 33 (7.6%) 0.540

Headache 515 (32.2%) 372 (31.9%) 143 (32.9%) 0.112

Loss of smell and taste 186 (11.6%) 134 (11.5%) 52 (12.0%) 0.260

Diarrhea 377 (23.6%) 247 (21.2%) 130 (29.9%) 0.113

Vomiting 352 (22.0%) 233 (20.0%) 119 (27.4%) 0.478

Nausea 543 (33.9%) 373 (32.0%) 170 (39.1%) 0.518

Shortness of breath 995 (62.2%) 646 (55.5%) 349 (80.2%) 0.032

Stomachache 243 (15.2%) 166 (14.2%) 77 (17.7%) 0.393
a The Chi-square test was utilized for binary variables to compare proportions between the two independent
groups. Note that the expected frequencies in any of the cells of the contingency table were more than five.

Figure 1. The length of stay (LOS) distribution.
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Figure 2 shows the rate of different PCEP events among patients for both short and
prolonged LOS. ICU admission is the most prevalent (55%) status among patients with
prolonged LOS. There was a significant association between LOS and the PCEP binary
variable (p-value < 0.001).

Figure 2. The distribution of different patient status PCEPs based on length of stay categories.

Fever (p-value < 0.001), cough (p-value < 0.001), myalgia (p-value < 0.001), weight
loss (p-value 0.018), and shortness of breath (p-value 0.032) were significantly different in
the LOS groups (Table 2). The cross-validated results of the proposed algorithm for the
estimation of LOS as well as its “normal” and “prolonged” categories is provided in Table 3.
The most important features of the LOS prediction system were inflammatory markers,
HCO3, and fever.

Table 3. The cross-validated results of the proposed prediction algorithm in percent.

Indices RMSE MAE1 MAE2 R2 adj. R2 ρc Se Sp PPV DOR AUC F1 MCC K(C)

Value 1.58 1.22 0.98 89 81 94 92 91 79 112 91 80 79 79

95% CI-Lower 1.51 1.16 0.92 88 79 93 89 89 75 71 89 76 77 75

95% CI-Upper 1.64 1.28 1.05 91 84 95 95 93 83 179 94 85 81 83

MAE1: mean absolute deviation; MAE2: median absolute deviation.

The Bland–Altman plot of residual analysis is provided in Figure 3. Although the
bias was not statistically significant (p-value = 0.777; paired-sample t-test), the residual
error was higher in higher target LOS than lower LOS values. The residual error was
further analyzed in “normal” and “prolonged” LOS groups. The estimation error values
of 3.9% and 3.2% subjects surpassed the lower or higher 1.96 limits in the “normal” and
“prolonged” LOS groups, respectively.
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Figure 3. The Bland–Altman plot of the LOS prediction for cross-validated results. “Target” is the
measured LOS, while “Predicted” is the estimated LOS. The regression line of the plot is provided
in pink.

The ROC curve was then provided for the predicted LOS versus the binary ground
truth (Figure 4). The best cutoff was calculated using the Youden index (J = Se + Sp − 1),
estimated as >6.95, almost identical to our a-priori threshold.

Figure 4. The receiver operating characteristic curve (ROC) (solid blue) for the predicted LOS versus
the binary ground truth. The 95% confidence interval (CI) plots are shown in dotted blue. The
reference line was also provided in pink.
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We further predicted the importance of significant factors in the Kolmogorov–Gabor
polynomials. The main predictors were only analyzed based on their normalized coeffi-
cients in the model. The seven most important factors are provided in Figure 5.

Figure 5. Seven most important main components in the Kolmogorov–Gabor polynomials model.

The unbiased PPV plot is provided in Figure 6 based on the prevalence of the pro-
longed LOS and Equation (14). The required parameters of Bayes’ theorem were assessed
from Table 3.

 

Figure 6. The unbiased PPV of the proposed binary LOS system based on the prevalence of prolonged
LOS in the hospital.

4. Discussion

4.1. Implications

Medical researchers have recently been striving to enhance the quality and efficiency
of healthcare systems and services. A significant aspect of this endeavor pertains to the LOS
in the context of future outbreaks. Given the emergence of various variants of the virus
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responsible for COVID-19, accurately assessing or predicting LOS is becoming increasingly
vital. An extended LOS not only impacts hospital capacity [62] but also escalates costs
associated with outbreak management [63]. Hence, nations must plan for even the worst-
case scenarios. This research delved into the risk factors of hospital admissions that
influence the LOS among COVID-19 patients in Isfahan, Iran. We utilized a novel nonlinear
artificial intelligence method for continuous data, focusing on comprehensive predictors.
Our findings indicate that patients with prolonged hospital stays typically exhibited higher
inflammatory markers, increased HCO3, and more prevalent fever. These insights can
guide clinicians in pinpointing specific risk factors linked to extended LOS. Moreover, our
results serve as a benchmark for various models that could be applied in similar analyses,
allowing healthcare professionals to narrow down critical variables for predicting LOS
from the multitude recorded in hospital systems.

In our research, the median LOS was 7.2 days, with an interquartile range (IQR) of
4–9 days. It aligns closely with findings from a Chinese study [64], wherein the me-
dian hospital LOS fluctuated between 4 to 53 days over 45 domestic studies and 4 to
21 days across eight international studies. In contrast, a comprehensive report, draw-
ing from data across 25 countries, recorded a median LOS of just 4 days and an IQR of
1–9 days [65]—substantially shorter than our recorded observations. Notably, our results
surpassed the median LOS of 6 days documented in Saudi Arabia [66]. However, it fell
short of the 16.4 days indicated in Indiana [67], aligning with the 8.5 days reported in the
Mediterranean. These regional variances in LOS can be ascribed to many factors, including
the infrastructure of healthcare facilities, the severity of treated cases, diverse admission and
discharge protocols, and varying treatment approaches. Additionally, sociodemographic
variables, especially age, are pivotal in influencing the observed international disparities in
hospital stays.

4.2. Risk Factors

The consistency in hospital bed occupancy duration across various demographic
groups in our research contrasts starkly with findings from a significant US study by
Nguyen et al. [68]. Their research indicated that males typically had a more extended LOS
than females. Due to the limited sample size in our cohort, we could not investigate the
influence of gender on the likelihood of ICU admission. Furthermore, while our findings
showed a consistent LOS regardless of demographic distinctions, European studies suggest
a pronounced variability in hospital stays based on both gender and age [69]. In our data,
the correlation between age and LOS was relatively weak (r = 0.134; p-value < 0.001).

In our research, the predominant symptoms upon admission, such as cough, fever, and
shortness of breath, align with many earlier studies [70,71]. A systematic review and meta-
analysis spanning 54 studies identified the most frequent symptoms in COVID-19 patients
as follows: fever at 81.2% (95% CI: 77.9–84.4), cough at 58.5% (95% CI: 54.2–62.8), fatigue at
38.5% (95% CI: 30.6–45.3), dyspnea at 26.1% (95% CI: 20.4–31.8), and sputum production
at 25.8% (95% CI: 21.1–30.4) [72]. Our findings concur with these percentages concerning
fever and cough. However, the prevalence of shortness of breath in our study diverged.

Disturbances in total white blood cells, particularly lymphocytes, are often seen as the
immune system’s response to inflammation. There is growing evidence that lymphopenia,
characterized by a reduced lymphocyte count, significantly influences the trajectory of
COVID-19, right from its onset to the eventual development of viral sepsis. This decrease
in lymphocytes has been identified as a symptom of acute COVID-19, potentially resulting
from direct damage inflicted by the virus [73]. Our findings regarding lymphopenia echo
those of previous studies. Earlier research has outlined prognostic models that gauge the
severity of SARS-CoV-2 infection by monitoring the lymphocyte-to-leukocyte ratio [74,75].

Recent studies have illustrated that lymphocyte counts below 5% were predominantly
observed in patients exhibiting severe symptoms upon follow-up. There also appears to
be a trend wherein lymphopenia is more pronounced and persistent among the gravely
affected patients [76,77]. These studies also highlighted that patients with extended hospital
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stays typically had increased circulating lymphocytes, whereas their neutrophil counts
were marginally diminished. This surge in lymphocytes might be attributed to rejuvenated
production, given their rise both as a percentage of total blood cells and in absolute terms.
Notably, the lymphocyte count was elevated across all patient severity subgroups [78],
suggesting its potential role in extended LOS or heightened mortality risk [79].

Our study underscores the substantial influence of D-dimer on the length of hospital
stay, aligning with the conclusions of other meta-analyses. These analyses indicate that
D-dimer correlates with factors such as comorbidities, demographics, specific laboratory
tests, radiological findings, the duration of hospitalization, complications, and ultimate
outcomes. Such findings propose that D-dimer is a distinct biomarker, interfacing with other
inflammatory cytokine markers indicative of organ or tissue damage. Furthermore, the
interaction of acute-phase proteins with D-dimer implies that infection-driven inflammation
(comprising cytokines and chemokines) instigates a state of hyper-fibrinolysis, a notion
reinforced by D-dimer’s disconnect from the comprehensive coagulation panel [80,81].

Our study showed that patients with prolonged LOS among COVID-19 cases exhibited
a significantly higher ESR. Many studies have assessed acute-phase responses to COVID-19
since the pandemic’s onset, and these frequently included ESR data [82,83]. A meta-
analysis [84] further highlighted that elevated ESR levels were particularly pronounced
in severe and fatal cases of COVID-19. Another comprehensive meta-analysis by Zhang
et al. [85], which analyzed 28 studies encompassing 4663 cases, discovered that 61.2%
of cases with increased ESR had a longer length of stay and were at a heightened risk
for severe disease. Notably, variations in sedimentation rates between the groups were
not explored.

There is a noticeable gap in the literature regarding using HCO3 values as predictors
for LOS. It might be attributed to the understanding that abnormal HCO3 levels already
indicate extended hospitalization [86]. It is plausible that these levels act more as process
variables than predictors, a sentiment echoed by our findings. The serum HCO3 level
indicates the acid–base balance within the human body and is commonly assessed in
routine biochemical tests, particularly as renal diseases advance [87]. Certain clinical
studies have posited a potential role for serum HCO3 levels in forecasting mortality from
ailments beyond progressive renal disease. For instance, diminished HCO3 levels have been
linked to mortality from malignancies, while elevated HCO3 levels have been associated
with cardiovascular disease complications and related mortalities [88].

Low HCO3 serum levels upon ICU admission significantly predict both short-term
and long-term mortality. Additionally, a reduced serum HCO3 serves as an indicator of
acidosis. Past research confirms that acidosis can diminish systemic vascular resistance,
exacerbating conditions like circulatory shock, impaired myocardial contraction, and tissue
malperfusion. This cascade of complications can ultimately precipitate end-organ failure,
including acute kidney injury, which might primarily contribute to the grim prognosis
observed in critically ill patients.

4.3. The Properties of Kolmogorov–Gabor Polynomials

Among the diverse techniques employed for continuous prediction, we utilized
Kolmogorov–Gabor polynomials. These are more popularly recognized as the Volterra
series. They serve as instrumental methodologies in identifying and modeling nonlinear
systems. They can adeptly capture a broad spectrum of nonlinear behaviors by executing a
series expansion based on system input. Within the context of a hospital setting, when com-
pared with other prediction algorithms, the Volterra series boasts several advantages [89]:

Flexibility: The Volterra series can depict many nonlinear systems, endorsing its
versatility across diverse modeling landscapes.

Interpretability: A standout feature of the Volterra series is its capacity to demystify
the system’s structure. It delineates the input–output relationship across linear, quadratic,
and cubic terms. It facilitates a deeper comprehension of the system’s nonlinearity and
subsequent impact.
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Theoretical Foundations: The mathematical underpinnings of Kolmogorov–Gabor
polynomials are well-established and rigorously studied, ensuring a robust theoretical base
for their application.

However, it is essential to note that while these advantages are compelling, particular
challenges and potential drawbacks also emerge [37]:

Computational Complexity: The expansion order’s escalation leads to an exponential
growth in computational demands. It can hinder the feasibility of deploying high-order
models, particularly when grappling with multitudinous inputs.

Overfitting: As with many adaptive models, there is an inherent overfitting risk when
complexity overshadows the data’s intricacy. Such scenarios necessitate a meticulous model
selection process to safeguard against over-optimization and ensure genuine applicability
to new datasets.

In our research, we have employed regularization techniques. Additionally, by cap-
ping the interaction level at two, we have strategically mitigated computational demands
and curtailed the risk of overfitting.

4.4. Performance Indices

Guarding against testing hypotheses suggested by the data (Type III errors) was
guaranteed by cross-validation. The LOS prediction method showed strong agreement
with the measured LOS (ρc = 0.94), and strong goodness-of-fit (R2 = 0.8), and did not show
a significant bias (p-value = 0.777; paired-sample t-test). However, the Bland–Altman error
regression showed higher errors for lower LOS values.

The binary classification algorithm, on the other hand, showed a statistical power
of 92%, a Type I error of 0.09, and a precision of 79%. It also had an excellent balanced
diagnosis accuracy (AUC = 0.91), a high correlation between predicted and observed class
labels (MCC = 0.79), and an excellent class labeling agreement rate (K(C) = 0.79). However,
it is not entirely clinically reliable, as Type I errors must be less than 0.05, and the precision
must be higher than or equal to 95% [34].

4.5. Comparison with the State-of-the-Art

We searched “Embase” for journal papers with the key words “(‘length of stay’/exp
OR ‘length of stay’) AND (‘hospital’/exp OR ‘hospital’) AND (‘prediction’/exp OR ‘pre-
diction’) AND (‘machine learning’/exp OR ‘machine learning’) AND (‘COVID’/exp OR
‘COVID’OR ‘coronavirus’/exp OR ‘coronavirus’)” without publication date condition.
Among 64 screened, 45 records were excluded after analyzing their abstracts since they did
not predict LOS. Nineteen records were thus assessed for eligibility. Journal papers with at
least one prediction performance index and a sound ML methodology were included in
Table 4 (10 methods as the state-of-the-art, besides the proposed algorithm “this study”).

Among the studies in Table 4, only Hong et al., 2020 [16] and our study followed the
TRIPOD guideline [47] to report the 95% CI of the performance indices. In addition to
transparency in reporting, it quantifies precision, uncertainty, reproducibility, and gener-
alization. Only Alam et al. [23], Mahboub et al. [19], Liuzzi et al. [20], Usher et al. [18]
and our study did not use missing imputations. The others used missing imputations.
However, no analysis was performed to identify the reasons for missing data, i.e., missing
completely at random (MCAR), missing at random (MAR), and missing not at random
(MNAR), which is critical in missing data analysis [90]. In our study, we not only did not
include ICU admission, mechanical ventilation, or treatments as the inputs, but we also
only used baseline information at hospital admission, which was not the case for Ebinger
et al. [17], Usher et al. [18], Liuzzi et al. [20], Mahboub et al. [19], and Alam et al. [23].
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Similarly to Alabbad et al. [22], Usher et al. [18], and Liuzzi et al. [20], we used cross-
validation. Zhang et al. [24] used bootstrapped validation, though the 0.632+ bootstrap
method is preferred in the literature [91]. Hold-out validation used by Ebinger et al. [17],
Orooji et al. [21], Mahboub et al. [19], and Alam et al. [23] might introduce Type III error,
and the repeated hold-out validation method is preferred. Also, Hong et al. [16] and
Nemati et al. [15] did not use validation. Among the studies included in Table 4, only
Nemati et al. [15], Usher et al. [18], and Liuzzi et al. [20] were multi-center. Orooji et al. [21]
excluded subjects who died within 3 days of hospital admission, resulting in sampling
bias. Our study is ranked in the top third based on the sample size. Moreover, Alabbad
et al. [22] and Alam et al. [23] balanced the unbalanced training and test datasets, resulting
in biased evaluation metrics, potential misleading improvement, and overfitting to the
minority class. However, they had a better goodness-of-fit R2 = 0.80 compared to other
studies. Our study is the only one that reported the Bland–Altman plot critical to analyzing
the residual error [35].

Like most studies in Table 4 [15–20], our study only focused on the first COVID-19
wave. However, Orooji et al. [21] considered the first, second, and third waves. Alam
et al. [23] analyzed the first and second waves, and Zhang et al. [24] considered the Omicron
variant. Thus, a direct comparison of the results of the proposed method and the other
three methods [21,23,24] is not entirely rigorous.

4.6. Dichotomous LOS Definition

When the median LOS in our dataset was 7 days, then using a 7-day cutoff to di-
chotomize hospital LOS was statistically motivated: (1) Using the median as a cutoff point
ensures that approximately half of the patients are categorized as “short stay” and the
other half as “long stay”; (2) the median represents the robust central tendency of the data;
patients with “prolonged” LOS are staying longer than the majority of patients, suggesting
they might have different clinical characteristics, needs, or outcomes; (3) the median is
robust to outliers and is not affected by very short or very long LOS values; and (4) the
binary outcome can be directly tied to the dataset’s inherent structure, making the results
more interpretable in the context of the data. However, it might make direct comparisons
between the binary LOS model and other datasets or studies more challenging unless they
also use a median LOS of 7 days.

4.7. Limitations and Future Research

Our study has several limitations. Firstly, given its single-center design with 1600
COVID-19 patients at a major academic hospital following specific institutional treatment
protocols, the findings might not directly apply to other hospitals throughout Asian coun-
tries. More samples are required to improve the statistical power of the proposed method.
Secondly, while we tried to control for disease severity in our analysis, we could not ac-
count for more subjective factors, including the nuances of treatment that might influence
endpoint decisions. To comprehensively evaluate the potential impact of treatment on
LOS, a prospective randomized trial is imperative. Thirdly, the Bland–Altman analysis
of residual error highlighted a non-uniform error across measured LOS. Integrating the
Bland–Altman parameters into the cost function will be a focal point of our future endeav-
ors. While our initial findings demonstrate promising results, expanding the validation
scope will provide a more holistic understanding of the model’s capabilities. Addressing
these gaps in temporal and spatial validation will be instrumental in fostering confidence
in our approach and ensuring its relevance across broader contexts, which is the focus of
our future activity. Moreover, using multimodal image-processing prediction methods
could, in principle, improve the reliability of the proposed algorithm [92,93], which is a
focus of our future studies.

While the current model has been calibrated based on the original SARS-CoV-2 strain,
the underlying framework holds potential for adaptation to newer strains. We can ensure its
sustained relevance and accuracy in predicting LOS by continually updating and retraining
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the model with data from emerging variants. Integrating this dynamic model within the
hospital health information system will facilitate real-time adaptability, making it a versatile
tool for clinicians across different pandemic phases.

5. Conclusions

In this research, the utilization of machine learning models, notably the Volterra
functional series, demonstrated a promising approach to predicting the length of stay (LOS)
of COVID-19 patients. Validated on a significant dataset from Khorshid Hospital in Iran,
the model showed strong performance metrics, including an R2 of 0.8 and a concordance
correlation coefficient of 0.94, indicating a good fit and a high agreement with the measured
LOS. As noted in multiple studies, key features that played a vital role in LOS prediction
were inflammatory markers, bicarbonate, and fever, aligning with the commonly observed
symptoms in COVID-19 patients. The binary classification algorithm further provided
insights into differentiating between “normal” and “prolonged” LOS groups. While the
results present a substantial basis, there is room for improvement in the clinical reliability of
the binary classification algorithm, especially concerning its Type I error and precision rate.

However, some limitations and considerations remain in the study. The Bland–Altman
error regression indicated a higher error rate for patients with a lower LOS, suggesting
potential areas for refinement in the model for this patient subgroup. Moreover, while
our findings regarding the most prevalent symptoms upon admission were consistent
with several other studies, there were notable discrepancies in the observed prevalence
of shortness of breath. As healthcare providers and hospitals globally grapple with the
challenges posed by the COVID-19 pandemic, findings from this research could pave the
way for better resource management. Nonetheless, further temporal and spatial validation
is imperative before generalized application. Future research endeavors could delve
deeper into optimizing the model’s clinical reliability and expanding the model’s scope to
other pertinent clinical outcomes. Further studies and medical regulations are essential to
establish a dependable clinical prediction model suitable for smart hospitals.
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Abstract: Since the onset of the COVID-19 crisis, scholarly investigations and policy formulation
have harnessed the potent capabilities of artificial intelligence (AI)-driven social media analytics.
Evidence-driven policymaking has been facilitated through the proficient application of AI and
natural language processing (NLP) methodologies to analyse the vast landscape of social media
discussions. However, recent research works have failed to demonstrate a methodology to discern the
underlying factors influencing COVID-19-related discussion topics. In this scholarly endeavour, an
innovative AI- and NLP-based framework is deployed, incorporating translation, sentiment analysis,
topic analysis, logistic regression, and clustering techniques to meticulously identify and elucidate
the factors that are relevant to any discussion topics within the social media corpus. This pioneering
methodology is rigorously tested and evaluated using a dataset comprising 152,070 COVID-19-related
tweets, collected between 15th July 2021 and 20th April 2023, encompassing discourse in 58 distinct
languages. The AI-driven regression analysis revealed 37 distinct observations, with 20 of them
demonstrating a higher level of significance. In parallel, clustering analysis identified 15 observations,
including nine of substantial relevance. These 52 AI-facilitated observations collectively unveil and
delineate the factors that are intricately linked to five core discussion topics that are prevalent in the
realm of COVID-19 discourse on Twitter. To the best of our knowledge, this research constitutes the
inaugural effort in autonomously identifying factors associated with COVID-19 discussion topics,
marking a pioneering application of AI algorithms in this domain. The implementation of this
method holds the potential to significantly enhance the practice of evidence-based policymaking
pertaining to matters concerning COVID-19.

Keywords: COVID-19 analytics; analysing COVID-19 discourse; social media analytics; regression;
topic analysis

1. Introduction

Social media analytics has been used in various ways to understand the impact of
COVID-19. According to a study conducted by the World Health Organization (WHO),
social media and other digital platforms created opportunities to keep people safe, informed,
and connected during the pandemic [1].

By monitoring social media, analysts can also gauge public sentiment, track the spread
of propaganda, and identify emerging narratives, thus offering insights into information
operations and counter-messaging strategies. Furthermore, social media monitoring tools
and algorithms (such as sentiment analysis, entity recognition, word frequency calculation,
and topic analysis, as depicted in [2–4]) empower analysts to detect and analyse cyber
threats in real-time, enabling proactive defence measures and the attribution of cyberattacks
by identifying patterns, tracking malware propagation, and uncovering digital footprints
left by threat actors. However, social media has also contributed to the spread of misin-
formation about COVID-19 [5–8]. In Ref. [5], a national survey by university researchers
found that social media users are more likely to believe false claims about COVID-19,
such as conspiracies, risk factors, and treatments. The survey also found that age, race,
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political party, and news source are some of the factors that influence the level of belief in
COVID-19 misinformation. To eliminate these misconceptions and also to make strategic
policy decisions on controlling COVID-19 crises, researchers and policymakers have been
using Twitter analytics with artificial intelligence (AI) and natural language processing
(NLP) (as shown in [9–25]). However, none of these tweet-mining technics in the area of
COVID-19 (i.e., [9–25]) or other topics (e.g., [26–33]), have demonstrated a methodology to
identify the factors correlated to Twitter discourse topics.

In this paper, an innovative methodology is proposed that uses AI-based services
(Microsoft Cognitive Services [34]-based language detection, translation, and sentiment
analysis) and algorithms (topic analysis, regression, and clustering) to autonomously
identify the factors influencing COVID-19-related discussion topics, as shown in Figure 1.
Moreover, the presented methodology was evaluated with 152,070 multilingual tweets,
collected between 15th July 2021 and 20th April 2023. In summary, the following are the
core contributions of this paper:

• An inventive framework, rooted in AI and NLP, is systematically employed. This
framework integrates a spectrum of methodologies, including translation, sentiment
analysis, topic analysis, regression, and clustering techniques, with the purpose of
methodically discerning and expounding upon the factors that are pertinent to the
diverse discourse topics encompassing COVID-19.

• This innovative approach underwent a rigorous examination and assessment, utilizing
a dataset encompassing 152,070 tweets that were gathered within the temporal span
from 15 July 2021 to 20 April 2023. Notably, this dataset encapsulates discourse in a
wide array of 58 distinct languages.

• AI- and NLP-based regression identified and described 37 observations, of which 20
were found to be significant. Moreover, clustering techniques identified 15 observa-
tions, containing nine of significance.

• These 52 observations, generated through AI-driven methods, elucidated the relation-
ships existing between topic confidences, encompassing Topic 1 confidence, Topic
2 confidence, Topic 3 confidence, Topic 4 confidence, and Topic 5 confidence, and
an extensive array of factors. These factors included variables such as tweet time,
followers, friends, retweets, language name, sentiment, positive sentiment confidence,
neutral sentiment confidence, negative sentiment confidence, and predicted Topic.

• This methodology could be applied to identify factors related to any discussion topics
within any micro-blogging social media platforms.

 
Figure 1. Conceptual diagram of the proposed system (factors 5 to 10 are NLP-based).

Within the rest of this paper, a background and literature review are provided (in
Section 3), followed by the details of the proposed methodology (also in Section 3). Section 4
describes how the proposed methodology was evaluated with COVID-19-related tweets. Fi-
nally, Section 5 provides concluding remarks, limitations of this study, and future endeavours.
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2. Background Context and Literature

In the realm of contemporary data analysis, the integration of multilingual, global
sentiment analysis and topic analysis holds paramount significance when scrutinizing
COVID-19-related tweets. This methodological approach encompasses a comprehensive in-
vestigation into the multifaceted linguistic expressions of a diverse global population during
the pandemic. Multilingual sentiment analysis not only elucidates the emotional under-
currents within the discourse but also allows for the nuanced interpretation of sentiments
across linguistic boundaries. Simultaneously, the employment of topic analysis facilitates
the identification and categorization of emergent themes and topics within the vast corpus
of COVID-19 tweets, ensuring a systematic exploration of the evolving narrative.

2.1. Global Perspective

A global perspective in COVID-19 tweet analysis is pivotal for recognizing interna-
tional trends and disparities [9–21]. It enables us to identify common global concerns
and regional variations, aiding policymakers in tailoring responses to specific contexts
and populations.

2.2. Multilingual Analysis

The COVID-19 pandemic transcended linguistic barriers, impacting diverse popu-
lations worldwide. Multilingual analysis allows us to decipher sentiments and opinions
expressed in various languages, providing a comprehensive view of global perceptions
and concerns [13,14,21]. This inclusivity fosters a more accurate understanding of the
pandemic’s impact on different communities.

2.3. Sentiment Analysis

Sentiment analysis delves into the emotional undercurrents of COVID-19 tweets, shed-
ding light on public sentiment towards the pandemic, government responses, and vaccination
efforts. This knowledge is invaluable for gauging public support and addressing concerns,
ultimately contributing to more effective public health communication [9–21,35–44].

2.4. Topic Analysis

COVID-19 tweet analysis through topic analysis identifies emerging themes and dis-
cussions within the vast tweet corpus [10,11,16,22]. This aids in tracking the evolution of
public discourse, from early outbreak concerns to vaccine distribution and beyond. Un-
derstanding topics informs public health strategies and crisis communication [4]. Table 1
summarizes the existing research works on COVID-19 Twitter analytics that applied senti-
ment analysis and topic analysis on multilingual and global tweets.

Table 1. Literature review on COVID-19-based Twitter analytics.

Reference Multilingual Global
Sentiment
Analysis

Topic Analysis
Identifying

Factors of Topic

[9] No No Yes No No
[23] No No Yes Yes No
[10] No No Yes Yes No
[11] No No Yes Yes No
[22] No Yes No Yes No
[12] No No Yes No No
[13] Yes Yes Yes No No
[24] No No No No No
[25] No No No No No
[14] Yes Yes Yes No No
[15] No Yes Yes No No
[16] No Yes Yes Yes No
[17] No Yes Yes No No
[18] No No Yes No No
[19] No Yes Yes No No
[20] No No Yes Yes No
[21] Yes Yes Yes No No

This Study Yes Yes Yes Yes Yes
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In summary, a comprehensive approach that integrates multilingual capabilities, global
context, sentiment analysis, and topic analysis in COVID-19 tweet analysis is indispensable
for capturing the nuanced dynamics of the pandemic’s impact, sentiments, and evolving
discourse on a global scale. This research-driven approach empowers decision-makers to
make informed, data-driven choices in managing and mitigating the pandemic’s effects.
As seen in Table 1, none of the existing research work investigated the factors influencing
COVID-19 discussion topics. This study reports the first academic work on identifying the
factors behind COVID-19 discussion topics on Twitter by concurrently using sentiment
analysis and topic analysis on multilingual and global tweets.

3. Materials and Methods

The proposed framework revolves around AI-driven processes of tweet acquisition,
language detection, translation, sentiment analysis, topic analysis, and correlation analysis.
The correlation analysis uses both regression and clustering techniques, and is demon-
strated in Figure 2. Each of these steps are described within this section in detail.

 

Figure 2. The process of analysing the correlated factors of COVID-19-related Twitter Topics.

3.1. Tweet Acquisition

At the inception of this analytical endeavour, we embark upon the acquisition of a
corpus of multilingual tweets that are germane to the COVID-19 discourse. This founda-
tional process entails the meticulous extraction of tweets that incorporate the keywords
“COVID” or “CORONA”. Notably, this endeavour is not confined to the mere capture of
textual content but extends to the comprehensive cataloguing of contextual parameters
that encapsulate the temporal, audience-related, and propagation-related dimensions of
each tweet. These dimensions include the tweet text, tweet time, followers, friends, and
retweets, among other pertinent attributes. This step orchestrates the crystallization of a
heterogeneous dataset, the quintessence of the analytical journey that ensues.

3.2. Language Detection

Subsequently, a critical layer of linguistic scrutiny is introduced through the mecha-
nism of language detection. The profusion of languages within the Twitterverse necessitates
an astute differentiation, rendering this phase indispensable. Herein, we leverage cutting-
edge APIs, notably those furnished by Microsoft Cognitive Services, to determine the
linguistic origin of each tweet. This critical linguistic assignment is chronicled as the “Lan-
guage Name”. The veritable goal of this phase is the creation of a harmonious alignment
of tweets with their respective linguistic affiliations, a foundational step for subsequent
linguistic and sentiment analyses.
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3.3. Translation (for Non-English Tweets)

In recognition of the global diversity that is inherent in Twitter discourse, where
linguistic heterogeneity is the norm, an equilibrating mechanism is invoked for tweets that
diverge from the English linguistic ambit. This mechanism, embodied in the translation
process, endeavours to homogenize all tweets into the English language. Accordingly, those
tweets that are identified as non-English in the preceding step undergo a transformational
metamorphosis into English. This translation operation, facilitated by APIs such as those
provided by Microsoft Cognitive Services, presents a unifying linguistic canvas, thereby
fostering linguistic consistency for subsequent analytical endeavours.

3.4. Sentiment Analysis

The nuance of sentiment within the tweets, an elemental facet of the analysis, is
meticulously unveiled through the prism of sentiment analysis. Each tweet within the
standardized English dataset becomes a subject of scrutiny, wherein its emotional tenor in
relation to the COVID-19 topic is artfully gauged. This nuanced analysis typically culmi-
nates in categorizations of tweets into one of three classes: positive, negative, or neutral.
Notably, this classification is accompanied by quantified confidence scores, encapsulating
the robustness of the categorization. The orchestration of this phase involves the utilization
of sentiment analysis APIs, which, in the context herein, emanate from the domain of
Microsoft Cognitive Services. Hence, the analytical outcome bestows upon each tweet a set
of salient parameters: “Sentiment”, “Positive Sentiment Confidence”, “Neutral Sentiment
Confidence”, and “Negative Sentiment Confidence”.

3.5. Topic Analysis (LDA-Based)

A pivotal stage in our analytical odyssey materializes with the advent of Latent
Dirichlet Allocation (LDA)-based topic analysis. This modelling paradigm, founded upon
probabilistic principles, aspires to uncover latent topics that are interwoven within the
corpus of tweets. Each tweet assumes the role of a document, serving as a carrier of
topic-related information. By engaging in the allocation of tweets to one or more topics,
LDA bestows upon them topic affiliations, accompanied by associated confidence scores.
This compositional orchestration of themes in the COVID-19 discourse begets a diverse
set of parameters, most notably the “Predicted Topic” and the “Topic Confidence” scores
for each tweet. This discourse-level dissection engenders insights into the salient themes
permeating the Twitterverse in the context of COVID-19.

3.6. Correlation Analysis

At this juncture, the focus pivots toward the elucidation of associations, elucidating the
intricate interplay between various parameters and COVID-19 discussion topics. Central
to this endeavour is the endeavour to unearth correlations between the confidence levels
assigned to each of the identified topics (e.g., Topic 1 confidence, Topic 2 confidence, and so
forth) and a multifarious array of attributes. The palette of attributes encompasses diverse
dimensions including temporal characteristics (e.g., tweet time), social dynamics (e.g.,
followers, friends, retweets), linguistic attributes (e.g., language name), sentiment attributes
(e.g., sentiment, positive sentiment confidence, neutral sentiment confidence, negative
sentiment confidence), and the very topics birthed from LDA-based topic analysis. This
multifaceted inquiry invokes the services of AI-driven regression and clustering methods,
eloquently weaving a tapestry of nuanced relationships, and revealing the underpinnings
of the COVID-19 discourse.

Regression analysis automatically prioritizes and assesses the importance of factors
for both categorical and numeric metrics. For numerical features, Microsoft’s ML.NET
SDCA regression [45] was employed, using linear regression, a fundamental supervised
learning technique for solving regression problems. Linear regression predicts a continuous
dependent variable based on independent variables, aiming to determine the best-fit line
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that accurately forecasts the continuous output, thereby establishing a linear relationship,
represented by Equation (1).

y = b0 + b1x1 + ε (1)

For categorical features, logistic regression was executed using L-BFGS logistic re-
gression from ML.NET [46,47]. Logistic regression, a widely used supervised learning
algorithm, serves purposes in both classification and regression problems. It predicts
categorical dependent variables based on independent variables, employing Equation (2).
Logistic regression outputs values between zero and one, making it suitable for tasks where
probability estimates between two classes are needed, such as binary decisions like rainy
or not rainy, 0 or 1, true or false, and so on.

Log[y/y − 1] = b0 + b1x1 + b2x2 + . . . bnxn (2)

Initially, logistic regression operates as a regression model. However, when a thresh-
old is introduced, it transforms into an effective classifier. The process begins with the
utilization of the logistic or sigmoid function (the process described with Equations (3)–(9)).

σ(t) =
1

1 + e−t (3)

The sigmoid function of Equation (3) maps real numbers to interval (0, 1). Then, a
hypothesis function is defined with Equation (4).

hθ(x) = σ
(

θTx
)
=

1
1 + e−θT x

(4)

The classification decision is made on y = 1, when hθ(x) ≥ 0.5 and y = 0 otherwise.
The decision boundary is θTx = 0. The cost function is shown with Equation (5).

j(θ) =
m

∑
i=1

H
(

y(i), hθ

(
x(i)

))
(5)

where H(p,q) is the cross-entropy of distribution q relative to distribution p and is shown
with Equation (6).

H(p, q) = −∑
i

pi log qi (6)

In this case, y(i) ∈ {0,1} so p1 = 1 and p2 = 0. Therefore,

H
(

y(i), hθ

(
x(i)

))
= −y(i) log hθ

(
x(i)

)
−

(
1 − y(i)

)
log

(
1 − hθ

(
x(i)

))
(7)

Similar to the selection of the quadratic cost function in linear regression, the selection
of this cost function is mainly driven by the fact that it is efficient, as shown in Equation (8).

grad J(θ) =
∂ J(θ)

∂ θ
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∂
∂ θ0

J(θ)
∂

∂ θ1
J(θ)

.

.

.
∂

∂ θn
J(θ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= XT(hθ(X)− y) (8)

Hence, the gradient descent for logistic regression could be reflected with Equation (9).

θ(k + 1) = θ(k)− sgradJ(θ) (9)

Both linear and logistic regressions were automatically applied utilizing NLP [48].
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3.7. Explanatory Analysis (NLP-Based)

The analytical sojourn reaches its culmination with a synthesis that bridges the chasm
between numerical correlations and human understanding. Enter the realm of natural
language processing (NLP)-based explainable AI, an ingenious avenue wherein the multi-
farious correlations unearthed in the prior step are rendered intelligible through human-
readable narratives. By employing sophisticated NLP algorithms, this phase aspires to
provide lucid elucidations that elucidate not only the “what” but also the “why” behind
the identified correlations. The resulting explanations serve as the lighthouse that guides
scholars and practitioners through the labyrinth of interconnected parameters, thereby
fostering an enriched comprehension of the COVID-19 discussion dynamics on Twitter.

In summary, the processes of tweet acquisition, language detection, translation, senti-
ment analysis, and topic analysis created various attributes or factors, as shown in Table 2.
These attributes are used in the correlation process (i.e., clustering, logistic regression,
and explainable AI) for identifying the factors that influence COVID-19-related discussion
topics (as shown in Table 2). Figure 3 demonstrates how these attributes are created as well
as how these attributes are used. Algorithm 1 demonstrates our implementation of this
methodology. Various notations used within Algorithm 1 are portrayed in Table 3.

Table 2. Lifecycle of attributes/factors (processes that create or use the attributes).

Attribute Created by Data Object/Attribute Name Attribute Used by

Obtain Tweets Multi-Lingual Tweets Sentiment Analysis
Obtain Tweets Tweet Time Clustering, Logistic Regression, Explainable AI
Obtain Tweets Followers Clustering, Logistic Regression, Explainable AI
Obtain Tweets Retweets Clustering, Logistic Regression, Explainable AI

Translate English Translated Tweets Sentiment Analysis
Language Detection Language Name Clustering, Logistic Regression, Explainable AI
Sentiment Analysis Sentiment Clustering, Logistic Regression, Explainable AI
Sentiment Analysis Positive Sentiment Confidence Clustering, Logistic Regression, Explainable AI
Sentiment Analysis Neutral Sentiment Confidence Clustering, Logistic Regression, Explainable AI
Sentiment Analysis Negative Sentiment Confidence Clustering, Logistic Regression, Explainable AI

Topic Analysis Predicted Topic Clustering, Logistic Regression, Explainable AI
Topic Analysis Topic 1 Confidence Clustering, Logistic Regression, Explainable AI
Topic Analysis Topic 2 Confidence Clustering, Logistic Regression, Explainable AI
Topic Analysis Topic 3 Confidence Clustering, Logistic Regression, Explainable AI
Topic Analysis Topic 4 Confidence Clustering, Logistic Regression, Explainable AI
Topic Analysis Topic 5 Confidence Clustering, Logistic Regression, Explainable AI
Explainable AI Explanations Interactive UI

Table 3. Description of notations.

Notation Description

T Extracted tweets as the output of ExtractTweetsContainingKeywords(“COVID”, “CORONA”)
m Date and time of tweet as the output of ExtractTweetsContainingKeywords(“COVID”, “CORONA”)
f Follower count as the output of ExtractTweetsContainingKeywords(“COVID”, “CORONA”)
d Friend count as the output of ExtractTweetsContainingKeywords(“COVID”, “CORONA”)
r Retweet count as the output of ExtractTweetsContainingKeywords(“COVID”, “CORONA”)
l Tweet language as detected using DetectLanguage(Tweet)
s Detected sentiment as the output of SentimentAnalysis(tweet)
p Positive sentiment confidence as the output of SentimentAnalysis(tweet)
n Negative sentiment confidence as the output of SentimentAnalysis(tweet)
u Neutral sentiment confidence as the output of SentimentAnalysis(tweet)
Topic Topic ID as the output of PerformLDATopicAnalysis(T_EN)
c1 Topic 1 confidence as the output of PerformLDATopicAnalysis(T_EN)
c2 Topic 2 confidence as the output of PerformLDATopicAnalysis(T_EN)
c3 Topic 3 confidence as the output of PerformLDATopicAnalysis(T_EN)
c4 Topic 4 confidence as the output of PerformLDATopicAnalysis(T_EN)
c5 Topic 5 confidence as the output of PerformLDATopicAnalysis(T_EN)
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Figure 3. Detailed process map of the proposed system.

Algorithm 1: Analysing the correlated factors of COVID-19-related Twitter topics.

1.
# Step 1: Tweet acquisition
T, m, f, d, r = ExtractTweetsContainingKeywords(“COVID”, “CORONA”)

2.
# Step 2: Language detection
for tweet in T:

3. l = DetectLanguage(tweet)

4.
# Step 3: Translation (for non-English tweets)
T_EN = []

5. for tweet in T:
6. if l is not “English”:
7. t_EN = TranslateToEnglish(tweet)
8. T_EN.append(t_EN)
9. else:
10. T_EN.append(tweet)

11.
# Step 4: Sentiment analysis
for tweet in T_EN:

12. s, p, n, u = SentimentAnalysis(tweet)

13.
# Step 5: Topic analysis (LDA-based)
Topics, c1, c2, c3, c4, c5 = PerformLDATopicAnalysis(T_EN)

14.
# Step 6: Correlation analysis
Correlations = CorrelationAnalysis({c1, c2, c3, c4, c5}→{l, f, d, r, s, p, n, u})

15.
# Step 7: Explanatory analysis (NLP-based)
Explanations = ExplainCorrelations(Correlations)

16.
# Display results or save to file
DisplayResults(Correlations, Explanations)

In summation, this academic endeavour embodies a holistic and rigorous analyti-
cal framework for the in-depth examination of COVID-19 discourse within the Twitter
ecosystem. This process, characterized by its methodical granularity, encompasses diverse
facets of data acquisition, linguistic analysis, sentiment assessment, thematic exploration,
correlation identification, and linguistic elucidation, thereby affording a comprehensive
view of the intricate discourse surrounding the pandemic within the digital public sphere.
Its integration of advanced AI and NLP techniques amplifies the depth and interpretability
of the insights garnered, rendering it a valuable resource for scholars in the realms of data
science, linguistics, and social sciences.
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4. Results and Discussion

The methodology was tested and critically evaluated with 152,070 tweets from 15 July 2021
to 20 April 2023. During these 645 days, tweets in 58 distinct languages were analysed with
AI-based language detection, translation, sentiment analysis, and LDA-based topic analysis.
LDA-based topic analysis identified five topics on COVID-19-related discussion. Finally, AI-
and NLP-based clustering and regression algorithms were used to identify and describe the
correlations between the topic confidences against each of the related variables.

Table 4 provides the details of the five topics. These topics were (1) broad discussion
on corona, (2) COVID statistics and vaccination, (3) wordplay on corona, (4) COVID
experiences or updates, and finally, (5) likely context of COVID in India. As seen in
Table 4, each of these discerned topics demonstrated distinct patterns of word occurrences
and weights. For example, within Topic 3, the word “crown” and its variations appear
prominently, along with “Corona”. “Corona” in Latin means “crown”, and the name of
the virus is derived from this due to its appearance under the microscope. Moreover, the
COVID virus appears as football (soccer) and hence the word “Corona_Futbol” appears
with a weight of 582.

Table 4. Word weights across each of the five topics.

Topic 1: Broad Discussion on
Corona

Topic 2: COVID Statistics
and Vaccination

Topic 3: Wordplay on
‘Corona’

Topic 4: COVID
Experiences/Updates

Topic 5: Likely Context of
COVID in India

Word Weight Word Weight Word Weight Word Weight Word Weight

Corona 19287 COVID 18257 crown 4871 COVID 9946 Corona 2560
corona 13595 COVID 15042 Corona 3743 COVID 6148 corona 2504
people 5770 vaccine 5295 Crown 1242 COVID 4899 COVID 932

vaccination 3255 COVID 4110 https://t.co 1161 get 3212 CORONA 710
also 3173 cases 3552 Corona_Futbol 582 people 3048 https://t.co 609

measures 2845 people 3413 first 517 corona 2811 India 589
would 2428 deaths 3404 crowned 495 days 2779 hai 533

like 2406 new 3379 City 490 like 2471 amp 446
one 2256 vaccines 2953 today 456 got 2250 exam 319

many 2241 https://t.co 2129 going 444 died 2134 narendramodi 290

As seen in Table 5, about 60,855 tweets were in English, 30,212 tweets were in German,
followed by 22,226 tweets in Spanish, 7419 in Dutch, and 5748 in French. Most interestingly,
as shown in Table 5, the language distribution against each of the topics has distinctive
patterns, suggesting possible correlations between topics and languages. We can see in
Table 5 that Topic 2, Topic 4, and Topic 5 contain mostly English tweets. However, Topic 1
and Topic 3 demonstrate a dominance of German and Spanish tweets, respectively. Figure 4
shows the word cloud for each of the five topics. Figure 4a is mostly in the German
language. Figure 4c is mostly in Spanish. Figure 4b, Figure 4d, Figure 4e, and Figure 4f
are predominantly in English. It should be mentioned that default stop-words like “am”,
“is”, and “at” have been removed from Figure 4. Moreover, common terminologies like
“COVID”, “https”, “rt”, and “corona” have also been discarded from the word clouds
shown in Figure 4. Finally, Table 6 depicts the distribution of sentiment confidences (i.e.,
the results of the sentiment analysis process), follower count, friend count, retweet count,
and the number of distinct tweet languages against each of the topics.

Table 5. Most used Tweet languages for each of the topics.

Top 5
Ranks

All Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Language Tweets Language Tweets Language Tweets Language Tweets Language Tweets Language Tweets

1 English 60,855 German 25,477 English 27,050 Spanish 10,811 English 18,102 English 4717
2 German 30,212 English 8129 Spanish 3697 English 2857 Spanish 3863 Hindi 1212
3 Spanish 22,226 Dutch 5827 French 2713 Japanese 810 Portuguese 1806 Spanish 856
4 Dutch 7419 Spanish 2999 German 2147 German 523 German 1609 In 755
5 French 5748 French 1839 Portuguese 1613 Portuguese 418 French 860 Unidentified 647
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Table 6. Details of NLP analysis for each of the predicted topics.

Prediction
Topic

Count of
TwitterID

Average
Confidence-

Negative
Sentiment

Average
Confidence-

Neutral
Sentiment

Average
Confidence-

Positive
Sentiment

Average
Follower

Count

Average
Friend Count

Average
Retweet
Count

Count of
Tweet

Language

Topic 1 50420 0.559371 0.293209 0.147265 5646.66 1154.27 350.71 51
Topic 2 43060 0.539859 0.369295 0.090684 20447.33 1653.85 961.3 54
Topic 3 17618 0.275259 0.485657 0.238882 17776.81 1265.74 314.4 43
Topic 4 30470 0.54395 0.252615 0.203355 3606.61 1346.51 1323.62 49
Topic 5 10502 0.318199 0.521049 0.160704 21259.78 1045.63 438.74 52

As seen in Table 6, each of these five topics appear to be in distinct patterns, and
AI-based clustering and regression in subsequent processes would confirm all possible
correlations against each of these topics.

  
(a) (b) 

 
(c) (d) 

Figure 4. Cont.
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(e) (f) 

Figure 4. Word Cloud for each of the analysed topics. (a) Topic 1 with 50,420 tweets (mostly German).
(b) Topic 2 with 43,060 tweets (mostly English). (c) Topic 3 with 17,618 tweets (mostly Spanish).
(d) Topic 4 with 30,470 tweets (mostly English). (e) Topic 5 with 10,502 tweets (mostly English). (f) All
Topics with 152,070 tweets (mostly English).

4.1. Analysing the Correlated Factors for Topic 1

For Topic 1, six correlations were discovered using the AI-based regression method.
Out of these six correlations, three of them are significant (as the correlation factor is greater
than or equal to 0.1). This is observed from the result of the AI-based regression analysis as
depicted in Figure 5a. The three significant factors that influence Topic 1 confidence (c1)
were identified to be language (l) and retweet count (r). The AI-based regression analysis
uses NLP to describe these relationships. The following are three NLP-based descriptions
of significant correlations:

• When the tweet language is ‘de’, the average Topic 1 confidence increases by 0.51;
• When the tweet language is ‘nl’, the average Topic 1 confidence increases by 0.38;
• When the average retweet count is 308 or less, the average Topic 1 confidence increases

by 0.13.

  
(a) (b) 

Figure 5. Identifying the correlated factors for Topic 1—broad discussion on corona. (a) Identifying
6 correlations with regression. (b) Identifying 4 correlations with clustering.
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These three significant correlations to Topic 1 confidence (c1) are also portrayed in
Equations (10)–(12). The insignificant correlations (i.e., a correlation factor less than 0.1) are
portrayed in Equations (13)–(15).

c1
0.51← {

l = ′de′
}

(10)

c1
0.38← {

l = ′nl′
}

(11)

c1
0.13← {r ≤ 308} (12)

c1
0.08← {n > 0.37} (13)

c1
0.07← {u ≤ 0.01} (14)

c1
0.07←

{
f ≤ 3319

}
(15)

The automated AI-based clustering technique also discovered four clusters, as shown
in Figure 5b. All clusters were found to be significant, as the Topic 1 confidence (c1) was
more than or equal to 0.4.

Equations (16)–(19) depict the characteristics of these four significant clusters.

Cluster1 0.77← (n > 0.37)
∧
(u ≤ 0.01 ∨ u > 0.32)

∧(
l = ′de′

)
(16)

Cluster2 0.76← (n > 0.37)
∧
(u > 0.01 ∨ u ≤ 0.032)

∧(
l = ′de′

)
(17)

Cluster3 0.72← (n ≤ 0.37)
∧(

l = ′de′
)

(18)

Cluster4 0.41← (n > 0.37)
∧(

l 
= ′de′
)∧(

l 
= ′en′)∧(
l 
= ′es′

)
(19)

4.2. Analysing the Correlated Factors for Topic 2

For Topic 2, six correlations were discovered using the AI-based regression method.
Out of these six correlations, four of them are significant (as the correlation factor is
greater than or equal to 0.1). This is observed from the result of the AI-based regression
analysis, as depicted in Figure 6a. The four significant factors that influence the Topic
2 confidence (c2) were identified to be the language (l), retweet count (r), and positive
sentiment confidence (p). The AI-based regression analysis uses NLP to describe these
relationships. The following are four NLP-based descriptions of significant correlations for
Topic 2 confidence (c2):

• When the tweet language is ‘en’, the average Topic 2 confidence increases by 0.21;
• When the tweet language is ‘fr’, the average Topic 2 confidence increases by 0.17;
• When the average retweet count is more than 302, the average Topic 2 confidence

increases by 0.14;
• When the average confidence-positive sentiment is 0.01 or less, the average Topic 2

confidence increases by 0.1.
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(a) (b) 

Figure 6. Identifying the correlated factors for Topic 2—COVID statistics and vaccination.
(a) Identifying 6 correlations with regression. (b) Identifying 4 correlations with clustering.

These four significant correlations to the Topic 2 confidence (c2) are also portrayed in
Equations (20)–(23). The insignificant correlations (i.e., a correlation factor less than 0.1) are
portrayed in Equations (24)–(25).

c2
0.21← {

l = ′en′} (20)

c2
0.17← {

l = ′ f r′
}

(21)

c2
0.14← {r > 302} (22)

c2
0.1← {p ≤ 0.1} (23)

c2
0.07← {n > 0.7} (24)

c2
0.06←

{
d > 1448

}
(25)

The automated AI-based clustering technique also discovered four clusters, as shown
in Figure 6b. Three out of the four clusters were found to be significant, as the Topic 2
confidence (c2) was more than or equal to 0.4.

Equations (26)–(28) depict the characteristics of these three significant clusters.
Equation (29) represents the insignificant cluster (i.e., Topic 2 confidence, c2 ≤ 0.4).

Cluster1 0.59← (u > 0.04)
∧(

p ≤ 0.01)
∧
(r > 0

)∧(
l = ′en′) (26)

Cluster2 0.48← (u ≤ 0.04)
∧(

p ≤ 0.01)
∧
(r > 0

)∧(
l = ′en′) (27)

Cluster3 0.47←
(

p > 0.01 ∨ p ≤ 0.08)
∧
(r > 0

)∧(
l = ′en′) (28)

Cluster4 0.38←
(

p ≤ 0.01)
∧
(r > 0

)∧(
l 
= ′en′)∧(

l 
= ′de′
)∧(

l 
= ′es′
)

(29)

4.3. Analysing the Correlated Factors for Topic 3

For Topic 3, eight correlations were discovered using the AI-based regression method.
Out of these eight correlations, three of them are significant (as the correlation factor is
greater than or equal to 0.1). This is observed from the result of the AI-based regression
analysis, as depicted in Figure 7a. The four significant factors that influence the Topic
3 confidence (c3) were identified to be the language (l), negative sentiment confidence
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(n), and positive sentiment confidence (p). The AI-based regression analysis uses NLP to
describe these relationships. The following are three NLP-based descriptions of significant
correlations for Topic 3 confidence (c3):

• When the tweet language is ‘es,’ the average Topic 3 confidence increases by 0.33;
• When the average confidence-negative sentiment is 0.01 or less, the average Topic 3

confidence increases by 0.17;
• When the average confidence-positive sentiment is more than 0.69, the average Topic 3

confidence increases by 0.12.

  
(a) (b) 

Figure 7. Identifying the correlated factors for Topic 3—wordplay on ‘Corona’. (a) Identifying
8 correlations with regression. (b) Identifying 2 correlations with clustering.

These three significant correlations to Topic 3 confidence (c3) are also portrayed in
Equations (30)–(32). The insignificant correlations (i.e., a correlation factor less than 0.1) are
portrayed in Equations (33)–(37).

c3
0.33← {

l = ′es′
}

(30)

c3
0.17← {n ≤ 0.01} (31)

c3
0.12← {p > 0.69} (32)

c3
0.08← {u > 0.73} (33)

c3
0.07← {0.09 ≤ p ≤ 0.23} (34)

c3
0.06← {0.01 ≤ n ≤ 0.11} (35)

c3
0.05← {r ≤ 17} (36)

c3
0.04← {m > #19/04/2022 10 : 38 : 23 AM} (37)

The automated AI-based clustering technique also discovered two clusters, as shown
in Figure 7b. One out of the two clusters were found to be significant, as the Topic 3
confidence (c3) was more than or equal to 0.4.

Equation (38) depicts the characteristics of the significant cluster. Equation (39) repre-
sents the insignificant cluster (i.e., Topic 3 confidence, c3 ≤ 0.4).

Cluster1 0.49← (n ≤ 0.47)
∧(

l = ′es′
)

(38)
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Cluster2 0.29← (n > 0.47)
∧(

l = ′es′
)

(39)

4.4. Analysing the Correlated Factors for Topic 4

For Topic 4, eight correlations were discovered using the AI-based regression method.
Out of these eight correlations, four of them are significant (as the correlation factor is
greater than or equal to 0.1). This is observed from the result of the AI-based regression
analysis, as depicted in Figure 8a. The two significant factors that influence the Topic
4 confidence (c4) were identified to be the retweet count (r) and language (l). The AI-
based regression analysis uses NLP to describe these relationships. The following are four
NLP-based descriptions of the significant correlations for Topic 4 confidence (c4):

• When the average retweet count is more than 16,740, the average Topic 4 confidence
increases by 0.31;

• When the tweet language is ‘pt’, the average Topic 4 confidence increases by 0.13;
• When the tweet language is ‘en’, the average Topic 4 confidence increases by 0.13;
• When the average retweet count is 1284–16740, the average Topic 4 confidence in-

creases by 0.12.

  
(a) (b) 

Figure 8. Identifying the correlated factors for Topic 4—COVID experiences or updates.
(a) Identifying 8 correlations with regression. (b) Identifying 4 correlations with clustering.

These four significant correlations to Topic 4 confidence (c4) are also portrayed in
Equations (40)–(43). The insignificant correlations (i.e., a correlation factor less than 0.1) are
portrayed in Equations (44)–(47).

c4
0.31← {r > 16740} (40)

c4
0.13← {

l = ′pt′
}

(41)

c4
0.13← {

l = ′en′} (42)

c4
0.12← {1284 ≤ r ≤ 16740} (43)

c4
0.08← {p > 0.22} (44)

c4
0.08← {u ≤ 0.21} (45)

c4
0.06← {n > 0.03} (46)
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c4
0.04← {m ≤ #26/09/2022 6 : 53 : 52 PM} (47)

The automated AI-based clustering technique also discovered four clusters, as shown
in Figure 8b. One out of the four clusters was found to be significant, as the Topic 4
confidence (c4) was more than or equal to 0.4.

Equation (48) depicts the characteristics of the significant cluster. Equations (49)–(51)
represent the insignificant clusters (i.e., Topic 4 confidence, c4 ≤ 0.4).

Cluster1 0.42← (p > 0.07)
∧
(r ≤ 0 ∨ r > 1284)

∧(
l = ′en′) (48)

Cluster2 0.32← (u ≤ 0.21)
∧
(p ≤ 0.07)

∧
(r ≤ 0 ∨ r > 1284)

∧(
l = ′en′) (49)

Cluster3 0.32← (p > 0.07)
∧
(r > 0 ∧ r ≤ 1284)

∧(
l = ′en′) (50)

Cluster4 0.28← (u ≤ 0.21)
∧
(r ≤ 0 ∨ r > 1284)

∧(
l 
= ′en′)∧(

l 
= ′de′
)

(51)

4.5. Analysing the Correlated Factors for Topic 5

For Topic 5, nine correlations were discovered using the AI-based regression method.
Out of these nine correlations, six of them are significant (as the correlation factor is greater
than or equal to 0.1). This is observed from the result of the AI-based regression analysis,
as depicted in Figure 9a. The three significant factors that influence the Topic 5 confidence
(c5) were identified to be the language (l), neutral sentiment confidence (u), follower count
(f ), and friend count (d). The AI-based regression analysis uses NLP to describe these
relationships. The following are six NLP-based descriptions of the significant correlations:

• When the language is ‘et’, the average Topic 5 confidence increases by 0.8;
• When the language is ‘hi’, the average Topic 5 confidence increases by 0.43;
• When the language is ‘und’, the average Topic 5 confidence increases by 0.25;
• When the average confidence-neutral sentiment is more than 0.98, the average Topic 5

confidence increases by 0.15;
• When the average follower count is 2 or less, the average Topic 5 confidence increases

by 0.14;
• When average friend count is 25 or less, the average Topic 5 confidence increases

by 0.11.

  
(a) (b) 

Figure 9. Identifying the correlated factors for Topic 5—Likely context of COVID in India.
(a) Identifying 6 correlations with regression. (b) Identifying 1 correlation with clustering.
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These six significant correlations to Topic 5 confidence (c5) are also portrayed in
Equations (52)–(57). The insignificant correlations (i.e., a correlation factor less than 0.1) are
portrayed in Equations (58)–(60).

c5
0.80← {

l = ′et′
}

(52)

c5
0.43← {

l = ′hi′
}

(53)

c5
0.25← {

l = ′und′
}

(54)

c5
0.15← {u > 0.98} (55)

c5
0.14←

{
f ≤ 2

}
(56)

c5
0.11←

{
d ≤ 25

}
(57)

c5
0.08← {n ≤ 0.02} (58)

c5
0.03← {r ≤ 80} (59)

c5
0.02← {p > 0.01} (60)

The automated AI-based clustering technique also discovered one cluster, as shown in
Figure 9b. This cluster was found to be significant, as the Topic 5 confidence (c5) was more
than or equal to 0.4.

Equation (61) depicts the insignificant characteristics of this cluster (i.e., Topic 5 confi-
dence, c5 ≤ 0.4).

Cluster1 0.16← (n ≤ 0.02)
∧
(u > 0.19)

∧
(m =≤ #29/06/2022 6 : 25 : 31 PM) (61)

Finally, Table 7 summarizes the results of the cluster analysis for each of the topics (i.e.,
Topic 1 confidence, Topic 2 confidence, Topic 3 confidence, Topic 4 confidence, and Topic 5
confidence). Moreover, this table shows how many records (i.e., population count) were
used to obtain the details of these clusters. As seen in Table 7, the significant clusters (i.e., a
cluster confidence greater than or equal to 0.4) are highlighted in red.

Table 7. Fifteen observations found with AI-driven clustering (9 significant observations highlighted
in red).

Cluster Characteristics Cluster 1 Cluster 2 Cluster 3 Cluster 4

Avg. Topic 1 Confidence 0.77 0.76 0.72 0.41
Population Count 7426 10,678 12,108 20,351

Avg. Topic 2 Confidence 0.59 0.48 0.47 0.38
Population Count 8760 11,574 12,573 10,995

Avg. Topic 3 Confidence 0.49 0.29 - -
Population Count 13,033 9193 - -

Avg. Topic 4 Confidence 0.42 0.32 0.32 0.28
Population Count 8279 10,395 10,443 13,471

Avg. Topic 5 Confidence 0.16 - - -
Population Count 10,077 - - -

In essence, the methodology described within this paper autonomously generated 37
(six for Topic 1, six for Topic 2, eight for Topic 3, eight for Topic 4, and another nine for
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Topic 9) with AI-driven regression. On the other hand, AI-driven clustering automatically
generated 15 observations (four for Topic 1, four for Topic 2, two for Topic 3, four for Topic 4,
and another one for Topic 5). These 52 (as represented with Equations (10)–(61)) AI-driven
observations identified the factors that were deemed to be correlated with discussion topics
found in COVID-19-related Twitter discourse. In Figure 10, the AI-driven observations
(broken down into the total observation and significant observation) are portrayed with
radar charts.

 
(a) (b) 

Figure 10. Total observations vs. significant observations for regression and cluster analysis.
(a) Results of regression. (b) Results of clustering.

Since the proposed solution is designed to allow decision-makers to make evidence-
based decisions on COVID-19-related issues based on Twitter analytics, this was deployed
in mobile environments, both in iOS and Android. Figure 11 shows the deployed system in
mobile environments, showing the correlation between retweets and the Topic 1 confidence
(previously shown with Equation (12)).

 

Figure 11. The proposed solution deployed on a Samsung Galaxy S23 Ultra Mobile running Android
version 13.

With the deployed solution in mobile environments, a strategic decision-maker could be in
a remote location, making evidence-based strategic decisions, whilst being completely mobile.
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5. Conclusions

Since the emergence of the COVID-19 crisis, scholars and policymakers have adeptly har-
nessed Twitter as a principal reservoir for the meticulous scrutiny of public sentiments [9–25].
The perspicacious analysis of public sentiment engenders empirically grounded policymaking
across a spectrum of COVID-19-related strategic imperatives, including, but not limited to,
the imposition of lockdown measures, travel restrictions, vaccination campaigns, and the
amelioration of misinformation dissemination. Consequently, the utilization of Twitter-based
critical analysis has yielded substantive triumphs in the realm of COVID-19-driven decision
making across multifarious dimensions.

However, none of these existing research works investigated the factors that drive COVID-
19-based Twitter discourse. The present paper elucidates a systematic and methodological
framework, employing artificial intelligence (AI) to autonomously unearth 52 distinct ob-
servations. This process, characterized by the utilization of both regression and clustering
techniques, systematically unravels the intricate interplay between diverse factors and the top-
ics encapsulating COVID-19 discussions on Twitter. Within this compendium of observations,
37 were ascertained through the AI-driven regression technique, while the AI-based clustering
technique yielded an additional 15 observations. Furthermore, 29 of these observations bear
considerable significance, denoting their pivotal role in shaping specific discourse themes.

These noteworthy observations discern an array of contributory variables encom-
passing tweet language, negative sentiment, positive sentiment, neutral sentiment, tweet
timestamp, retweet count, friend count, and follower count, which exert discernible in-
fluences upon distinct discussion themes. Importantly, it merits emphasis that none of
the extant studies on Twitter-based COVID-19 discourse, as indexed in [9–25], have prof-
fered a methodology as innovative as the one advanced herein, integrating AI-powered
regression and clustering techniques for the purpose of discerning the determinants of
COVID-19-related discussion topics.

Furthermore, this research not only introduces an innovative methodological paradigm
but also subjects this framework to rigorous evaluation, encompassing an extensive dataset
spanning 645 days, commencing on 15 July 2021, and culminating on 20 April 2023. This
dataset encompasses a multitude of multilingual tweets, spanning 58 distinct languages,
thereby furnishing strategic decision-makers with a comprehensive toolkit for comprehend-
ing the manifold factors that govern the discourse surrounding COVID-19.

There are technical, qualitative, and ethical limitations of Twitter-based social media
analytics, as apparent from [2,4,14]. Twitter has garnered acknowledgment as a fertile
environment for the proliferation of disinformation and the dissemination of deceptive
content, as noted in the scholarly discourse [49,50]. Within the confines of this specific
investigation, a foundational proposition was laid out, positing the veracity of the entire
corpus of 152,070 tweets with a cyber-related focus, subjected to scrutiny. Moreover,
there are ethical issues pertaining to social media-based intelligence without the explicit
permission of the social media users [51,52]. Research works in [51,52] portray ethical
concerns in obtaining AI-driven intelligence from closed-network social media platforms
like Facebook and LinkedIn. Users of Facebook, LinkedIn, and other closed-network
platforms share their content only towards their closed group and do not consent to the
intelligence acquisition of their data. In contrast, users of open platforms (like Twitter)
are already aware that their contents are publicly available and could be subjected to
intelligence acquisition. Consequently, an inherent constraint manifests itself in the shape
of an absence of stringent validation protocols systematically applied to the open-source
data sourced from the Twitter platform. As shown in Figure 12, the limitations of this work
would shape the scope of future research in Twitter-based COVID-19 discourse.
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Figure 12. Limitations of the Twitter-based analysis of COVID-19 discourse.
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Abstract: Digital business plays a crucial role in driving energy efficiency and sustainability by
enabling innovative solutions such as smart grid technologies, data analytics for energy optimization,
and remote monitoring and control systems. Through digitalization, businesses can streamline
processes, minimize energy waste, and make informed decisions that lead to more efficient resource
utilization and reduced environmental impact. This paper aims at analyzing the character of digital
business’ impact on energy efficiency to outline the relevant instruments to unleash EU countries’
potential for attaining sustainable development. The study applies the panel-corrected standard
errors technique to check the effect of digital business on energy efficiency for the EU countries in
2011–2020. The findings show that digital business has a significant negative effect on energy intensity,
implying that increased digital business leads to decreased energy intensity. Additionally, digital
business practices positively contribute to reducing CO2 emissions and promoting renewable energy,
although the impact on final energy consumption varies across different indicators. The findings
underscore the significance of integrating digital business practices to improve energy efficiency, lower
energy intensity, and advance the adoption of renewable energy sources within the EU. Policymakers
and businesses should prioritize the adoption of digital technologies and e-commerce strategies to
facilitate sustainable energy transitions and accomplish environmental objectives.

Keywords: e-commerce sales; e-commerce turnover; e-commerce web sales; digital economy;
sustainable development

1. Introduction

The rapid advancement of digital technologies and digital business models has re-
shaped various aspects of the world’s development. Digital business continues to expand
across industries, and it becomes crucial to examine its implications for energy efficiency
and sustainability [1–6]. Digital business encompasses a wide range of activities, including
e-commerce, cloud computing, data analytics, Internet of Things (IoT) applications, and
smart city initiatives, among others [7–10]. These technologies and business models have
the potential to transform traditional energy systems [11–13], providing new avenues for en-
ergy management, resource optimization [14–17], and environmental stewardship [18–22].
However, the full implications of digital business on energy efficiency are multifaceted
and require a comprehensive analysis. One of the key areas where digital business inter-
sects with energy efficiency is through its influence on energy demand and consumption
patterns [23–25]. For instance, the growth of e-commerce has significantly changed the
way products are distributed and delivered, affecting logistics and transportation systems.
Digital business facilitates the integration of renewable energy sources into the power grid,
enabling more efficient management of energy generation and consumption, declining
carbon dioxide emissions, and improving the well-being of society [26–28]. Smart grid
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technologies, coupled with advanced data analytics, enable real-time monitoring and con-
trol, demand response mechanisms, and grid optimization, leading to more sustainable
and efficient energy systems. However, digital business also poses challenges to energy
efficiency and sustainability. The rapid proliferation of digital devices, data centers, and
communication networks has led to increased energy consumption and associated envi-
ronmental impacts [29–31]. Furthermore, issues such as electronic waste management,
cybersecurity risks, and the ethical use of data in digital business need to be addressed to
ensure a sustainable digital future [32–34]. In addition, digitalization requires sufficient
green financial resources [35–38] and relevant digital knowledge and skills [39–50]. To
fully harness the potential of digital business for energy efficiency and sustainability, it is
essential to identify best practices, technological innovations, and policy frameworks that
can promote energy-efficient digital transformation. This paper aims at analyzing the char-
acter of digital business’ impact on energy efficiency to outline the relevant instruments to
unleash EU countries’ potential for attaining sustainable development. This study fills the
scientific gaps on energy efficiency by developing approaches to explore the character of the
digital business’ impact on energy efficiency based on the panel-corrected standard errors
technique (PSCE). The PCSE method is chosen for its appropriateness in analyzing small
panel data while accounting for cross-sectional dependence. Furthermore, the approaches
developed in this study provide accurate estimation of variability considering the panel
error structures. This study makes an original contribution by using the panel-corrected
standard errors technique (PCSE) to analyze the impact of digital business on energy effi-
ciency. The accurate estimation of variability provided by the PCSE method enhances the
robustness of the findings. Additionally, the research contributes to the existing literature
by providing evidence of the positive relationship between digital business practices and
energy intensity reduction, aligning with broader efforts towards a more sustainable and
low-carbon economy in the EU. The research implications of this study underscore the
potential of digital business in improving energy efficiency and reducing CO2 emissions in
the EU. Policymakers could utilize these findings to develop targeted policies that promote
digitalization strategies among businesses to enhance sustainability efforts. However, the
study acknowledges the complexity of the relationship between digitalization and energy
intensity, highlighting the need for further research to understand the nonlinear dynamics
and mediating factors involved.

The paper has the following structure: the literature review explores the theoretical
background of energy efficiency, digital business, and links among them; materials and
methods section describes the variables for analysis and sources for them and provides an
explanation of the core stages of research and methodology to check the research hypothesis
on digital business’ effect on energy efficiency; the results section overviews empirical
findings on testing the research hypothesis; and the discussion and conclusion sections
explain the core results of the analysis, outlining the policy implication considering the
findings, whilst identifying the limitations and further directions for research.

2. Literature Review

2.1. Energy Efficiency Assessment

Scholars [51] conclude that energy efficiency plays a crucial role in decarbonizing
economic development. The findings of energy efficiency assessments could be used to
identify opportunities for energy savings and propose cost-effective solutions to enhance
energy efficiency, which is the primary goal of sustainable development. It should be
noted that scholars developed a vast range of approaches for assessing energy efficiency.
Scholars [52–55] outline that energy intensity refers to the amount of energy required to
produce a unit of output or provide a specific service. It is a measure of the efficiency
with which energy is utilized. Lower energy intensity indicates higher energy efficiency.
Based on empirical findings, Dong et al. [52] outline that declining energy intensity allows
increasing energy efficiency among Chinese provinces and promotes the energy capabilities
of the country. Shahiduzzaman and Alam [53] empirically justify that energy intensity and
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carbon dioxide emissions are closely related to each other, which consequently affects the
Australian energy efficiency. Applying the Granger causality test, scholars [54] conclude
that energy efficiency depends on the energy consumption structure, economic structure,
and energy intensity. Based on the results, scholars suggest decreasing coal energy con-
sumption and boosting the development of green energy. Hosan et al. [55] show that
energy intensity directly impacts sustainable economic growth within the energy efficiency
of a country. Su et al. [56] developed the composite energy efficiency index to develop
policy recommendations to improve energy efficiency in OECD countries. Scholars justify
the crucial role of final energy consumption in energy independence. Furthermore, schol-
ars [56,57] highlight that energy efficiency has a significantly positive effect on final energy
consumption in a country. Paramati et al. [58] confirm that environmental technologies
have a significant positive impact on energy efficiency by reducing energy consumption.
These findings indicate that environmental technologies contribute to reducing overall
energy consumption and improving energy efficiency in OECD countries. Studies [59–62]
confirm that decreasing CO2 emissions from fuel combustion improve the energy efficiency
of a country. In addition, studies [63–67] show that renewable energy has the most signifi-
cant impact on energy efficiency among all other dimensions. Thus, extending renewable
energy allows for boosting the rapid growth of a country’s energy efficiency [68,69].

2.2. Digital Business and Energy Efficiency

The analysis of the theoretical background on energy efficiency shows that digital
business can have both linear and nonlinear effects on energy efficiency, depending on
how it is implemented and utilized. Scholars [70–72] outline that digital technologies and
solutions are used to optimize energy consumption and improve energy efficiency. Digital
systems and smart meters enable real-time monitoring of energy consumption, allowing
businesses to identify inefficiencies and implement corrective measures promptly. By
analyzing large volumes of data generated by digital systems, businesses gain insights into
energy usage patterns, identify areas of potential energy waste, and proactively schedule
maintenance to prevent energy losses [73,74]. Digitalization facilitates the implementation
of energy-efficient processes, such as automated controls, smart grid technologies, and
demand response systems. These technologies allow optimization of energy use and
reduction of waste. Pålsson et al. [75] found that e-commerce eliminates the need for
physical retail spaces, and the increased reliance on transportation could result in energy
consumption and associated environmental impacts. However, studies [76] outline that
efficient logistics practices, such as route optimization, consolidation of shipments, and
the use of electric vehicles or alternative fuels, help minimize the energy intensity of
e-commerce delivery operations.

At the same time, studies [77–80] justify the nonlinear effect of digitalization on
energy efficiency. Morley et al. [81] confirm that digitalization leads to increased energy
consumption if the efficiency gains are offset by increased usage or new applications. For
instance, the proliferation of digital devices and data centers contributes to higher overall
energy consumption. Babu et al. [82] highlight that the production, use, and disposal of
digital devices generates electronic waste. Improper handling and disposal of e-waste
negatively impacts the environment, including energy-intensive recycling processes and
resource depletion. The growth of digital business often requires expanding data centers
and related infrastructure. Gunasekaran et al. [83] explain that e-commerce businesses
often operate large-scale warehouses to manage inventory and fulfill online orders. These
facilities require energy for lighting, heating, cooling, and operating material handling
equipment. Optimizing warehouse design, implementing energy-efficient technologies,
and adopting sustainable practices such as energy management systems and renewable
energy integration enhance energy efficiency in these operations. Chen et al. [84] confirm
the nonlinear effect of e-commerce on energy efficiency. This means that the initial effects
of e-commerce on energy efficiency could be negative, but over time, as technology and
practices evolve, they lead to positive energy efficiency outcomes. The U-shaped impact is
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represented by a curve that initially dips downward (indicating a negative impact) and then
rises upward (indicating a positive impact). The U-shaped impact of e-commerce on energy
efficiency underscores the importance of proactive measures, technological advancements,
and sustainable practices to mitigate initial negative impacts and capitalize on the long-term
potential for energy efficiency gains. It highlights the need for continuous improvement
and collaboration among e-commerce businesses, policymakers, and consumers to ensure a
sustainable and energy-efficient e-commerce ecosystem. Considering the abovementioned
factors, this study tests the following hypotheses:

H1: Digital business has a statistically significant impact on energy efficiency.

H2: The share of enterprises with e-commerce sales impacts energy efficiency.

H3: The share of enterprises with e-commerce sales of at least 1% turnover impacts energy efficiency.

H4: The share of enterprises with web sales impacts energy efficiency.

The theoretical framework and core hypotheses are shown in Figure 1.
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Figure 1. The theoretical framework of the research.

3. Materials and Methods

3.1. The Model and Estimation Procedure

The model specification for exploring the impact of digital business on energy effi-
ciency and sustainability is built upon the foundational structure proposed by previous
studies [6,13,17,22]:

Yi,t = a0 + b1Xi,t + b2Zi,t + ε (1)

where Yi,t is an explained variable; Xi,t is a vector of explanatory variables; Zi,t is a vector
of control variables; a0 is constant; b1, b2 are search parameters of the model; and ε is an
error term.

The estimation and verification process for the models involves the following steps:
In the initial step, a series of diagnostic tests are conducted to ensure that the model is
appropriately fitted. One crucial aspect is examining the correlation matrix, which provides
an insight into the strength and direction of relationships among variables. Analyzing
the correlation matrix can identify variables that exhibit strong associations or potential
dependencies. Furthermore, the focus is on detecting multicollinearity, which occurs when
independent variables are highly correlated with each other. Multicollinearity can lead
to unreliable coefficient estimates and hinder the interpretability of the model. To assess
the extent of multicollinearity, the variance inflation factor (VIF) is calculated for each
variable. A high VIF suggests a high degree of multicollinearity, indicating the need for
reconsideration or removal of variables from the model.
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The second step involves conducting unit root tests to evaluate the stationarity of
variables in the panel dataset. Stationarity refers to the property of a variable where its
statistical properties, such as the mean and variance, remain constant over time. If variables
are nonstationary, it can lead to spurious regression results and invalidate the model’s
conclusions. All data in the models are transformed into logarithmic form to address
potential stationarity issues.

In the third step, panel data estimates are utilised, taking advantage of the larger
availability of cross-sectional data units (27 EU countries) compared to the time series
data (10 years). By including Croatia, which joined the EU in 2013, the study showed how
adopting digital business practices and its impact on energy efficiency evolved during the
new membership period. It offers valuable insights into how a relatively newer member
state incorporates digital technologies into its economic practices and energy management
strategies. This can be particularly enlightening for understanding how digital transfor-
mation and energy efficiency policies are adopted and adapted by countries that have
recently joined the EU. On the other hand, excluding the United Kingdom, which exited
the EU in 2020, allows the study to analyse the impact of digital business practices on
energy efficiency without the influence of a country going through a significant political
and economic separation from the Union. The withdrawal of the UK from the EU brought
unique challenges and uncertainties, which overshadowed the focus on digital business
practices’ direct impact on energy efficiency during that period. Before proceeding with the
estimation using fixed effects, random effects, or panel-corrected standard errors (PCSE),
it is crucial to conduct various statistical tests to examine the characteristics of the data
and carefully select the appropriate model specification and econometric method. These
statistical tests serve the purpose of identifying specific characteristics within the data.
First, the presence of heteroscedasticity is examined using the Wald test [85,86]. This test
helps determine whether the variance of the errors varies across different observations. If
heteroscedasticity is detected, it indicates that the assumption of constant error variance
may be violated, and appropriate corrective measures need to be taken. Second, temporal
autocorrelation is assessed using the Wooldridge test [87,88]. This test is employed to deter-
mine if there is a correlation between the error terms of the model at different time points.
If temporal autocorrelation is detected, it implies that the assumption of independently dis-
tributed errors over time may not hold, necessitating appropriate adjustments in the model
specification. Finally, the contemporaneous correlation among the cross-sectional units is
examined using Pesaran’s cross-section dependence test [89,90]. This test helps identify
potential interdependence or spatial autocorrelation among observations across different
countries. If cross-sectional dependence is found to exist, it indicates that the assumption
of independently distributed errors across countries may not be valid, and alternative
estimation methods or robust standard errors may be needed. To address potential issues
of heteroscedasticity and the correlation of errors within the panel data, the panel-corrected
standard errors (PCSE) technique was employed in the analysis. Heteroscedasticity refers
to the situation where the variance of the error term varies across different levels of the
independent variables. The correlation of errors within the panel arises due to unobserved
factors affecting multiple observations within the panel. The PCSE technique adjusts the
standard errors of the estimated coefficients to account for these issues, leading to robust
statistical inference. By considering the heteroscedasticity and correlation structure of the
data, the PCSE method yields more reliable coefficient estimates and valid hypothesis
tests. Furthermore, applying this method helped minimize the impact of the disturbance at
the end of the series, arising from a significant difference in the use of e-business during
the COVID-19 pandemic. Additionally, robustness checks were conducted to assess the
sensitivity of the results to the disturbance caused by the pandemic.

3.2. Data and Sources

Energy efficiency is a critical aspect to measure and evaluate progress towards sustain-
able energy practices and environmental goals. In the framework of this study, considering
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the studies [52–59], energy efficiency is explained via indicators (dependent variables):
energy intensity; final energy consumption; CO2 emissions from fuel combustion per total
electricity output; and share of renewable energy in total primary energy supply.

• Energy intensity refers to the amount of energy used per unit of economic output,
typically measured as energy consumed per unit of GDP. A decline in energy intensity
over time indicates that an economy is becoming more energy efficient, producing
more goods and services with less energy consumption. This indicator is essential for
tracking the overall energy efficiency improvements of a country or region’s economy.

• Final energy consumption represents the total energy utilized for end-use activities,
such as transportation, residential, commercial, and industrial sectors. Monitoring
final energy consumption helps identify trends in energy demand and highlights areas
where energy-saving measures and technological advancements can lead to more
efficient energy usage.

• CO2 Emissions from Fuel Combustion per Total Electricity Output indicator relates to
the amount of carbon dioxide (CO2) emitted per unit of electricity generated from fuel
combustion. A lower value indicates a cleaner and more energy-efficient electricity
generation system, with reduced greenhouse gas emissions. By tracking this indicator,
policymakers can gauge the environmental impact of electricity production meth-
ods and identify opportunities for transitioning to cleaner and more energy-efficient
energy sources.

• The proportion of renewable energy sources in the total primary energy supply pro-
vides insights into the extent to which a country or region is transitioning towards
more sustainable and environmentally friendly energy sources. A higher share of
renewables suggests a reduced reliance on fossil fuels, contributing to energy diversifi-
cation and improved energy efficiency.

These indicators offer a comprehensive assessment of energy efficiency from different
angles, enabling policymakers and stakeholders to identify areas of improvement, set
energy efficiency targets, and develop effective strategies to enhance energy performance
and mitigate environmental impacts. By monitoring and analyzing these indicators over
time, countries and regions can make informed decisions to foster a more sustainable
energy landscape, promoting economic growth while reducing energy consumption and
greenhouse gas emissions.

Based on prior studies [70–76], digital business is measured within the following inde-
pendent variables: the share of enterprises with e-commerce sales, the share of enterprises
with e-commerce sales of at least 1% turnover, and the share of enterprises with web sales (via
websites, apps, or online marketplaces). Considering studies [70–76], digital business posi-
tively impacts energy efficiency by reducing the energy consumption associated with physical
operations, optimizing supply chains, and enabling data-driven energy management strate-
gies. Embracing digital business practices contributes to more sustainable and energy-efficient
operations across various sectors. The first independent variable, the share of enterprises
with e-commerce sales, is a crucial indicator of how businesses utilise digital platforms to
conduct their transactions. By engaging in e-commerce, companies can reduce the need
for physical operations, such as brick-and-mortar stores, potentially lowering their overall
energy consumption associated with maintaining and running traditional retail outlets. The
second variable, the share of enterprises with e-commerce sales of at least 1% turnover, further
emphasises the significance of e-commerce in relation to energy efficiency. When businesses
derive a substantial portion of their revenue from online sales, it indicates a higher reliance
on digital technologies and a decreased reliance on energy-intensive physical infrastructure.
The third variable, the share of enterprises with web sales through various digital channels,
encompasses a broader spectrum of digital business practices, including sales via websites,
apps, or online marketplaces. By leveraging these digital avenues, businesses can optimise
their supply chains, streamline operations, and implement data-driven energy management
strategies. This can lead to more efficient use of resources and reduced energy consumption
in the production, distribution, and sales processes.
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The study applies the following control variables:

1. GDP per capita: GDP per capita is an important indicator of economic development
and can have a significant impact on energy intensity, final energy consumption, CO2
emissions, and the adoption of digital business practices [5,91–93]. Higher GDP per
capita generally indicates greater economic resources and technological advancements,
which can influence energy efficiency and sustainability outcomes. Countries with
higher GDP per capita may have more financial capacity to invest in energy-efficient
technologies, implement sustainable practices, and adopt digital business strategies.

2. Trade openness [94–97]: Trade openness refers to the degree of integration of a
country’s economy with the global market. It can have implications for energy con-
sumption and environmental impact. Countries with higher trade openness may have
greater access to international markets, which can affect their energy consumption
patterns, including imports and exports of energy-intensive goods.

3. Governance efficiency [98,99]: Governance efficiency reflects the effectiveness of a
country’s institutions and their ability to implement and enforce policies and reg-
ulations. Good governance can promote sustainable practices and enhance energy
efficiency initiatives. Countries with more efficient governance systems may be better
equipped to implement and enforce energy efficiency policies, incentivize digital
business practices, and ensure compliance with sustainability standards.

4. Land Surface Temperature: The temperature conditions of the Earth’s surface, as
captured by Land Surface Temperature, have both direct and indirect effects on energy
consumption and intensity [100,101]. Temperature variations directly impact heating
and cooling demands, thereby influencing energy consumption patterns. Additionally,
temperature conditions indirectly influence energy efficiency by affecting the need for
energy-intensive processes such as air conditioning or heating systems.

5. Population density: Population density can affect energy consumption patterns [102–104].
Urban areas with higher population densities tend to have different energy requirements
compared to rural areas. Factors such as the concentration of residential and commercial
buildings, transportation needs, and infrastructure availability can all influence energy
consumption. Furthermore, areas with higher population densities are more likely to have
advanced infrastructure, including digital connectivity and technological innovations.
This may facilitate the adoption of digital business practices, as well as the implementation
of energy-efficient technologies.

The list of variables, their explanations, sources, and descriptive statistics is shown in
Table 1.

Table 1. Descriptive statistics of the selected variables for analysis of the digital business effect on
energy efficiency.

Variable Explanation Source Mean CV Min Max

EI Energy intensity

Eurostat [105]

5.076 0.090 3.798 6.201
FEC Final energy consumption 2.763 0.495 −0.713 5.398

SDG7co2
CO2 emissions from fuel combustion per total

electricity output 0.215 3.057 −1.544 3.590

SDG7ren
Share of renewable energy in total primary

energy supply 2.591 0.255 −0.010 3.783

Es The share of enterprises with e-commerce sales 2.853 0.166 1.335 3.846

Et

The share of enterprises with e-commerce
sales of at least 1%

turnover
2.698 0.193 0.916 3.757

Ews
The share of enterprises with web

sales (via websites, apps, or online marketplaces) 2.299 0.226 0.875 3.329

GDP GDP per capita

World Data Bank
[106]

10.226 0.061 8.864 11.725
WGI Governance efficiency −0.141 −4.636 −2.442 0.627
TO Trade openness 4.768 0.096 4.005 5.940
LST Land Surface Temperature 2.676 0.186 0.272 3.416
PD Population density 4.679 0.195 2.875 7.384
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The correlation coefficients in the matrix range (Table 2) from −1 to 1, with values
closer to −1 indicating a strong negative correlation, values closer to 1 indicating a strong
positive correlation, and values close to 0 indicating a weak or no correlation. Positive
correlations between digital business metrics (such as e-commerce sales, e-commerce
turnover, or e-commerce web sales) and energy efficiency variables would suggest a
positive relationship, indicating that an increase in digital business activities is associated
with improved energy efficiency. All data are significant at 1% and 5%.

Table 2. The correlation matrix between the selected variables for analysis of the digital business’
effect on energy efficiency.

Variables EI FEC SDG7co2 SDG7ren Es Et Ews GDP WGI TO LST PD

EI 1.000
FEC −0.351 1.000

SDG7co2 0.021 −0.313 1.000
SDG7ren −0.126 0.158 −0.379 1.000

Es −0.392 0.070 −0.174 −0.066 1.000
Et −0.318 0.028 −0.212 0.007 0.966 1.000

Ews −0.328 0.061 −0.036 −0.095 0.924 0.878 1.000
GDP −0.501 0.063 0.010 0.004 0.673 0.601 0.530 1.000
WGI 0.155 −0.055 0.546 −0.534 0.174 0.143 0.185 0.239 1.000
TO 0.041 −0.097 0.267 −0.498 −0.369 −0.383 −0.323 −0.434 0.069 1.000
LST −0.124 0.002 0.249 −0.719 −0.054 −0.160 0.003 0.105 0.355 0.424 1.000
PD −0.124 0.002 0.249 −0.719 −0.054 −0.160 0.003 −0.124 0.105 0.355 0.624 1.000

Based on the outputs of the correlation analysis, the regression model (1) was estimated
separately for each explained variable (EI, FEC, SDG7co2 , SDG7ren). The results of the
variance inflation factor (VIF) show that all values are less than threshold 5 (Table 3). This
means that the variable is not highly correlated with other independent variables in the
model [107]. The fundings allow rejection of the multicollinearity among selected variables.

Table 3. The results of VIF for the selected variables for analysis of the digital business’ effect on
energy efficiency.

Variables EI FEC SDG7co2 SDG7ren

Es 1.85 – – 1.85 – – 1.85 – – 1.85 – –
Et – 1.63 – – 1.63 – – 1.63 – – 1.63 –

Ews – – 1.45 – – 1.63 – – 1.45 – – 1.45
GDP 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21 3.21
WGI 4.01 3.97 3.57 4.01 3.97 3.97 4.01 3.97 3.57 4.01 3.97 3.57
TO 1.07 1.07 1.08 1.07 1.07 1.07 1.07 1.07 1.08 1.07 1.07 1.08
LST 3.29 3.28 3.38 3.29 3.28 3.28 3.29 3.28 3.38 3.29 3.28 3.38
PD 2.93 2.96 2.97 2.93 2.96 2.96 2.93 2.96 2.97 2.93 2.96 2.97

4. Results

The stationarity of the variables was examined using the Im-Pesaran-Shin unit root
test [108] and the Fisher-based augmented Dickey–Fuller unit root test [109]. The results
presented in Table 4 demonstrate that all variables become stationary after taking the
first difference.

The results of the Hausman test presented in Table 5 indicate that all models exhibit
statistically significant chi-square test statistics, with p values of 0.000. This implies a
substantial disparity between the estimated coefficients of the fixed effects (FE) and random
effects (RE) models for all variables. These findings suggest that the random effects model
may not be suitable for the regression analysis, favoring the adoption of the fixed effects
model instead. The significance of the results indicates the presence of unobserved time-
invariant factors that impact the relationship between the explained and explanatory
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variables. Consequently, incorporating these fixed effects within the model enhances the
reliability and accuracy of the coefficient estimates.

Table 4. The results of the unit root test.

Variables

Im–Pesaran–Shin Augmented Dickey–Fuller

At Level At 1-st Difference At Level At 1-st Difference

Statistic p Value Statistic p Value Statistic p Value Statistic p Value

Es 2.069 0.981 −10.884 0.000 1.422 0.078 32.594 0.000
Et 1.303 0.904 −7.100 0.000 0.691 0.245 36.072 0.000

Ews 1.804 0.964 −5.439 0.000 5.238 0.000 28.548 0.000
GDP −2.776 0.003 −9.272 0.000 0.295 0.384 8.697 0.000
WGI −3.856 0.000 −5.517 0.000 0.629 0.265 28.540 0.000
TO −5.560 0.000 −4.068 0.000 −1.458 0.928 2.651 0.004
LST −12.630 0.000 −14.190 0.000 9.914 0.000 35.966 0.000
PD −5.804 0.000 −5.976 0.000 2.523 0.006 12.155 0.000

Table 5. Results of the Hausman test.

Statistics
EI FEC SDG7co2

SDG7ren

Es Et Ews Es Et Ews Es Et Ews Es Et Ews

chi2 25.75 29.44 27.61 57.54 57.66 56.29 21.09 18.59 21.15 83.72 85.97 82.27
Prob > chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000

The statistically significant F-statistic values and low p values of the Wooldridge test
(Table 6) suggest that heteroscedasticity is present in the regression models for all variables
(EI, FEC, SDG7co2 , SDG7ren) and their respective explanatory variables (Es, Et, Ews).

Table 6. Results of the Wooldridge test.

Statistics
EI FEC SDG7co2

SDG7ren

Es Et Ews Es Et Ews Es Et Ews Es Et Ews

F(1,21) 41.045 40.989 45.229 82.008 82.164 83.051 50.510 72.701 55.248 30.908 30.547 31.383
Prob > F 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

The outputs presented in Table 7 provide the results of the modified Wald test, which
aims to detect groupwise heteroscedasticity in the regression models. Groupwise het-
eroscedasticity occurs when the variances of the error terms in a regression model differ
across distinct groups or subsets within the data.

Table 7. The results of the modified Wald test for groupwise heteroscedasticity.

Statistics
EI FEC SDG7co2

SDG7ren

Es Et Ews Es Et Ews Es Et Ews Es Et Ews

chi2 469.19 257.77 1180.56 127.10 132.70 135.52 6939.78 4547.71 4467.72 391.29 250.14 198.59
Prob > chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 7 displays the Chi-square test statistics and their corresponding p values for each
variable included in the regression models. The chi-square test statistic assesses the overall
significance of the groupwise heteroscedasticity in the models. A statistically significant
chi-square value, indicated by a very low p value (p = 0.000), suggests the presence of
substantial groupwise heteroscedasticity. The presence of groupwise heteroscedasticity
has implications for the interpretation of the regression results, similar to the implications
of overall heteroscedasticity. When groupwise heteroscedasticity is present, the standard
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errors of the coefficient estimates could be biased, leading to incorrect inference and
hypothesis testing.

The results presented in Table 8 showcase the outcomes of Pesaran’s cross-section de-
pendence test. This test is conducted to examine the hypothesis of cross-sectional indepen-
dence in panel data models with N > T. It is specifically designed to detect contemporaneous
correlation or cross-sectional dependence among the variables in the model. The decision to
employ Pesaran’s test over the Breusch–Pagan test is due to its suitability for detecting con-
temporaneous correlation in the model residuals. The Breusch–Pagan test is not well suited
for panel data analysis with cross-sectional dependence [110]. Therefore, Pesaran’s alterna-
tive approach is adopted to accurately assess the presence of cross-sectional dependence.

Table 8. The results of Pesaran’s cross-section dependence test.

Statistics
EI FEC SDG7co2

SDG7ren

Es Et Ews Es Es Et Ews Es Es Et Ews Es

stat 20.519 20.748 23.443 8.603 7.732 9.275 2.033 2.098 3.555 14.976 14.952 17.449
Pr 0.000 0.000 0.000 0.000 0.000 0.000 0.042 0.036 0.000 0.000 0.000 0.000

The Pesaran’s cross-section dependence test presented in Table 8 evaluates the null
hypothesis of cross-sectional independence, which assumes no contemporaneous corre-
lation among the variables. The test statistics (stat) and corresponding p values (Pr) for
each dependent variable in the panel data models indicate that the null hypothesis of
cross-sectional independence is rejected. This suggests the presence of cross-sectional
dependence or contemporaneous correlation among the variables.

Based on the results of the Wooldridge test, the modified Wald test for groupwise het-
eroscedasticity, and Pesaran’s cross-section dependence test, it is evident that the panel data
models suffer from heteroscedasticity, contemporaneous correlation, and cross-sectional
dependence. Considering these findings, employing panel-corrected standard error (PCSE)
estimations would be a more appropriate approach. PCSE estimations effectively ad-
dress the issues of heteroscedasticity and cross-sectional dependence in panel data models,
providing robust standard errors that account for within-group correlation.

To validate the results obtained through PCSE estimations, the fixed effects model
is employed. The results of the fixed effects model regression analysis (Table 9) indicate
significant relationships between the independent variables Es, Et, and Ews and the ex-
plained variables EI, SDG7co2 , and SDG7ren. However, for the variable FEC, the coefficient
estimates for all indicators of digital business are not statistically significant (p > 0.05),
suggesting a lack of significant relationship between these indicators and the explained
variable. The F-statistic for all models is statistically significant with a p value of 0.000.
This indicates that the regression models are a good fit for the data and that at least one
independent variable has a significant relationship with the dependent variable. The high
significance level suggests that the chosen independent variables collectively contribute to
explaining the variation in the dependent variable. Furthermore, the correlation coefficient
(rho) for all models in Table 9 is higher than 0.99, indicating a strong positive correla-
tion between the dependent variable and the individual-specific effects. This suggests
that a large proportion of the variation in the dependent variable is accounted for by the
individual-specific effects. The high rho values reinforce the importance of considering
the fixed effects in the model and suggest a substantial influence of the individual-specific
effects on the dependent variable.
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Table 9. The results of regression analysis: fixed effects model.

Variables

EI FEC

Es Et Ews Es Et Ews

Coef. Prob. Coef. Prob. Coef. Prob. Coef. Prob. Coef. Prob. Coef. Prob.

Ei −0.166 0.000 −0.166 0.000 −0.101 0.000 −0.016 0.241 −0.011 0.440 −0.006 0.548
GDP −0.397 0.000 −0.410 0.000 −0.427 0.000 0.195 0.000 0.192 0.000 0.190 0.000
WGI −0.068 0.111 −0.067 0.122 −0.092 0.036 −0.066 0.011 −0.067 0.010 −0.069 0.007
TO −0.284 0.001 −0.264 0.002 −0.335 0.000 0.204 0.000 0.204 0.000 0.200 0.000
LST −0.095 0.007 −0.100 0.005 −0.100 0.006 −0.030 0.157 −0.031 0.146 −0.031 0.145
PD −1.390 0.000 −1.536 0.000 −1.411 0.000 −0.430 0.001 −0.442 0.001 −0.434 0.001

const 17.457 0.000 18.139 0.000 17.871 0.000 2.101 0.001 2.170 0.001 2.156 0.001
F 46.54 0.000 45.30 0.000 42.27 0.000 14.43 0.000 14.24 0.000 14.18 0.000

sigma_u 1.101 1.203 1.133 1.452 1.457 1.453
sigma_e 0.059 0.060 0.061 0.036 0.036 0.036

rho 0.997 0.998 0.997 0.999 0.999 0.999

SDG7co2 SDG7ren

Ei −0.246 0.000 −0.280 0.000 −0.155 0.000 0.156 0.000 0.164 0.000 0.073 0.011
GDP 0.136 0.309 0.130 0.325 0.094 0.477 0.308 0.001 0.317 0.000 0.345 0.000
WGI 0.088 0.462 0.099 0.402 0.054 0.649 0.226 0.004 0.222 0.005 0.252 0.002
TO −0.071 0.764 −0.030 0.898 −0.148 0.536 0.421 0.007 0.399 0.011 0.466 0.004
LST 0.067 0.492 0.064 0.512 0.061 0.536 0.126 0.049 0.129 0.043 0.133 0.041
PD 2.663 0.000 2.431 0.000 2.635 0.000 3.544 0.000 3.685 0.000 3.574 0.000

const −12.368 0.000 −11.385 0.000 −11.779 0.000 −19.233 0.000 −19.866 0.000 −19.703 0.000
F 6.15 0.000 6.85 0.000 5.73 0.000 28.79 0.000 29.02 0.000 26.48 0.000

sigma_u 2.043 1.883 2.017 3.380 3.480 3.420
sigma_e 0.165 0.164 0.166 0.108 0.108 0.110

rho 0.993 0.992 0.993 0.999 0.999 0.999

Table 10 presents the results of the regression analysis using PCSE estimations. For
the dependent variable EI (Energy Intensity), all indicators of digital business show a statis-
tically significant impact (p < 0.05). The negative coefficients for the indicators of digital
business (Es, Et, Ews are −0.112, −0.112, and −0.076, respectively) suggest that an increase
in the levels of digital business is associated with a decrease in energy intensity in the EU.
This implies that as the share of enterprises with e-commerce sales, the share of enterprises
with e-commerce sales of at least 1% turnover, and the share of enterprises with web sales
increase, the energy intensity in the EU is expected to decline. These findings have signifi-
cant implications for the EU’s sustainability goals and its efforts to reduce carbon emissions.
The results indicate that embracing digitalization and promoting e-commerce practices con-
tribute to improving energy efficiency and potentially lead to reduced energy consumption
across various sectors. By actively supporting and encouraging digital business practices,
the EU could enhance its energy efficiency measures, mitigate environmental impacts, and
progress toward a more sustainable and environmentally friendly economy. The R2 values
range from 0.978 to 0.981, suggesting that the independent variables collectively explain a
substantial portion of the variation in energy intensity. Additionally, the outputs for the
variable SDG7co2 reveal that the adoption and expansion of digital business practices in the
EU could also contribute to the reduction of CO2 emissions. The coefficients for Es, Et, and
Ews are −0.179 (p = 0.003), −0.118 (p = 0.002), and −0.056 (p = 0.033), respectively. However,
the R2 values range from 0.215 to 0.245, indicating a moderate level of explanation.

In contrast, the components of digital business have a positive impact on the share
of renewable energy in the total primary energy supply (Es, Et, Ews are 0.033 (p = 0.046),
−0.011 (p = 0.018), and 0.020 (p = 0.046), respectively). This implies that when digitization
is implemented in the business sector, it leads to an increase in the adoption of renewable
energy sources. By embracing digitalization and integrating modern technologies (big
data and cloud computing) into the business sector, the EU countries could enhance their
efforts to promote renewable energy. These technologies enable businesses to optimize their
energy consumption, improve resource efficiency, and facilitate the integration of renewable
energy sources. Conversely, the results of Table 10 suggest that the variables Es, Et, and Ews
have varying impacts on final energy consumption. While the share of enterprises with
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e-commerce sales of at least 1% turnover shows a statistically significant positive impact
(Et = 0.152, p = 0.018), the relationship for the share of enterprises with e-commerce sales
(Es = 0.130, p = 0.089) and the share of enterprises with web sales (Ews = 0.021, p = 0.668)
is not statistically significant. This finding underscores the importance of considering
the characteristics and scale of enterprises when assessing the energy implications of e-
commerce activities and highlights the need for targeted policies and measures to encourage
energy-efficient practices among businesses with significant e-commerce operations. The
R2 values for both models range from 0.837 to 0.853, suggesting that the independent
variables collectively explain a substantial portion of the variation in the explanatory
variables. The Wald chi2 statistics for all models demonstrate the overall significance of
the regression models, with high chi2 values indicating a significant relationship between
the independent variables Es, Et, Ews and EI, FEC, SDG7co2 , and SDG7ren. The intraclass
correlation (rho) values for all models in the analysis range from 0.663 to 0.904. These
values indicate that a substantial proportion of the variance in the output is attributable
to the differences across entities, accounting for approximately 66.3% to 90.4% of the
total variance.

Table 10. The results of regression analysis: PCSE estimations.

Variables

EI FEC

Es Et Ews Es Et Ews

Coef. Prob. Coef. Prob. Coef. Prob. Coef. Prob. Coef. Prob. Coef. Prob.

Ei −0.112 0.001 −0.112 0.000 −0.076 0.002 0.130 0.089 0.152 0.032 0.021 0.668
GDP 0.628 0.000 0.622 0.000 0.639 0.000 0.284 0.003 0.291 0.002 0.311 0.001
WGI −0.170 0.000 −0.166 0.000 −0.153 0.001 −0.011 0.916 −0.027 0.797 0.020 0.810
TO −0.176 0.000 −0.178 0.000 −0.175 0.000 1.958 0.000 1.968 0.000 1.849 0.000
LST −0.096 0.023 −0.085 0.036 −0.103 0.018 −0.280 0.000 −0.286 0.000 −0.215 0.001
PD −0.055 0.091 −0.068 0.034 −0.046 0.163 0.848 0.000 0.861 0.000 0.799 0.000

const 11.461 0.000 11.413 0.000 11.412 0.000 5.817 0.000 5.715 0.000 5.399 0.000
Wald chi2 527.73 0.000 507.37 0.000 547.35 0.000 699.06 0.000 737.31 0.000 533.59 0.000

R2 0.979 0.981 0.978 0.837 0.836 0.853
rho 0.663 0.682 0.656 0.736 0.728 0.851

SDG7co2 SDG7ren

Ei −0.179 0.003 −0.118 0.002 −0.056 0.033 0.033 0.046 0.011 0.018 0.020 0.046
GDP −0.044 0.731 −0.053 0.681 −0.064 0.620 0.022 0.048 0.019 0.083 0.018 0.073
WGI −0.044 0.020 −0.058 0.044 −0.075 0.027 0.032 0.087 0.038 0.052 0.036 0.053
TO 0.816 0.563 0.852 0.493 0.806 0.542 0.462 0.000 0.458 0.000 0.452 0.000
LST 0.100 0.057 0.106 0.051 0.106 0.049 −0.082 0.028 −0.084 0.024 −0.085 0.018
PD 0.197 0.008 0.189 0.007 0.206 0.008 0.416 0.000 0.416 0.000 0.417 0.000

const −3.804 0.071 −4.060 0.053 −3.999 0.063 7.128 0.000 7.153 0.000 7.096 0.000
Wald chi2 47.06 0.000 47.90 0.000 41.62 0.000 196.83 0.000 190.72 0.000 178.35 0.000

R2 0.232 0.245 0.215 0.844 0.844 0.846
rho 0.904 0.889 0.903 0.836 0.840 0.852

Based on the provided results, governance efficiency (WGI) has a significant influence
on the dependent variables, excluding final energy consumption. This indicates that the
effectiveness of governance in terms of efficiency and regulatory frameworks directly
affects energy intensity, CO2 emissions, or the adoption of renewable energy sources in the
analyzed context. At the same time, WGI is conducive to extending renewable energy, and
the growth of WGI provokes a decline in carbon dioxide emissions and energy intensity.
GDP has a significant positive impact on final energy consumption, renewable energy, and
energy intensity, but it does not significantly affect CO2 emissions. The results show that
TO has different effects on the dependent variables. It is positively associated with final
energy consumption and the share of renewable energy, suggesting that countries with
more open trade policies tend to prioritize the use of renewable energy sources. However,
it has a negative effect on energy intensity. This means that countries with more open trade
policies tend to have less energy intensity. Growth of TO leads to declining EI on average
for all models with variables Es, Et, and Ews by 0.17.
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Land surface temperature (LST) is negatively associated with all dependent variables,
excluding CO2 emissions. It allows the conclusion that countries experiencing higher tem-
peratures tend to have lower energy intensity, renewable energy, and energy consumption.
This shows that countries with higher temperatures could face obstacles in increasing the
adoption of renewable energy sources. Thus, LST growth led to declining energy intensity
on average by 0.09, final energy consumption by 0.25, and renewable energy consumption
by 0.08. However, LST is positively associated with CO2 emissions, indicating that higher
land surface temperatures may contribute to higher carbon emissions. Increasing LST
provokes an increase in CO2 emissions by 0.1. Population density has significant positive
effects on all variables, excluding energy intensity. This means that higher population
density is associated with less energy intensity and with higher final energy consumption,
CO2 emissions, and renewable energy. The significant positive effect between population
density and the share of renewable energy indicates that areas with higher population den-
sity have a greater potential for adopting and integrating renewable energy sources. This
could be driven by factors such as policy support, economies of scale, and the availability
of infrastructure for renewable energy installations.

5. Discussion

The empirical findings from this investigation support our four hypotheses, indicating
that digital business, the share of enterprises with e-commerce sales, enterprises with
e-commerce sales of at least 1% turnover, and enterprises with web sales have a statistically
significant impact on energy efficiency.

The substantial impact of all digital business indicators on energy intensity reinforces
the potential of digitalization to enhance energy efficiency and reduce energy consumption
in the EU. This aligns with the conclusions drawn by previous scholars [73–75], providing
further evidence of the positive relationship between digital business practices and energy
intensity reduction. These consistent findings highlight the importance of embracing digital
technologies and strategies to promote energy efficiency across various sectors.

However, it is essential to acknowledge the presence of contrasting results in some
studies [77–80], suggesting a nonlinear effect of digitalization on energy intensity. These
divergent outcomes emphasize the complexity of the relationship, indicating that the
impact of digital business practices on energy efficiency may vary based on specific con-
textual factors or interactions with other influencing variables. Such complexities warrant
further investigation and in-depth analysis to better understand the nuanced nature of
this relationship.

Additionally, the statistically significant positive impact of the share of enterprises
with e-commerce sales of at least 1% turnover on final energy consumption echoes find-
ings from another study [76]. This finding indicates that the energy demands associated
with e-commerce activities, including order fulfillment, warehousing, and transportation,
contribute to increased energy consumption. It underscores the importance of consider-
ing energy-efficient measures in e-commerce operations and implementing strategies to
mitigate their energy-intensive processes.

6. Conclusions

This study aims at analyzing the impact of the share of enterprises with e-commerce
sales, enterprises with e-commerce sales of at least 1% turnover, and enterprises with
web sales (via websites, apps, or online marketplaces) on energy efficiency. This study
arises from the increasing significance of digital business practices in the EU and their
potential impact on energy efficiency and sustainability. As digitalization and e-commerce
continue to expand, there is a growing need to understand how these trends influence
energy consumption, CO2 emissions, and the adoption of renewable energy sources. By
exploring the associations between digital business indicators and energy efficiency, this
research aims to provide valuable insights for policymakers and businesses to enhance
energy-saving strategies, promote renewable energy integration, and advance the transition
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to a more sustainable and low-carbon economy. Understanding the implications of digital
business on energy efficiency is essential in shaping effective policies and practices to tackle
environmental challenges and meet energy sustainability targets in the EU.

The empirical results demonstrate the significant impact of digital business on energy
intensity, CO2 emissions, and the share of renewable energy in the EU. All indicators of
digital business exhibit a statistically significant negative association with energy intensity,
indicating that increased levels of digital business contribute to improved energy efficiency
and reduced energy consumption. Moreover, the findings highlight the positive role of
digital business practices in reducing CO2 emissions. By embracing digitalization and
integrating modern technologies like big data and cloud computing, EU countries can
enhance their efforts to promote renewable energy implementation and mitigate carbon
emissions. The share of enterprises with e-commerce sales of at least 1% turnover has a
statistically significant positive impact on final energy consumption, emphasizing the need
for energy-efficient measures in e-commerce operations. However, the relationships for the
share of enterprises with e-commerce sales and the share of enterprises with web sales are
not statistically significant.

7. Policy Implications

Considering the findings, the following policy implications for improving energy
efficiency within digital business could be outlined:

1. It is necessary to establish energy efficiency standards specifically tailored for digital
businesses, including e-commerce platforms. These standards should cover areas such
as data centers, server utilization, packaging practices, and logistics operations. Im-
plementing mandatory energy efficiency standards will promote sustainable practices
and optimize energy consumption in the digital business sector.

2. The government should incentivize and facilitate the adoption of renewable energy
sources by digital businesses, including e-commerce platforms. This could be achieved
by providing financial incentives, tax breaks, or grants for investing in renewable
energy infrastructure, such as on-site solar panels or wind turbines.

3. Policymakers should facilitate collaboration between digital businesses and energy
providers to optimize energy consumption and promote energy efficiency. This
should involve partnerships that offer preferential energy pricing for e-commerce
platforms based on their commitment to energy efficiency and demand response
programs. By collaborating with energy providers, digital businesses access expertise
and technologies to improve their energy efficiency performance.

4. The EU countries should intensify investment in smart grid infrastructure to support
the energy needs of an expanding digital business sector. Smart grids enable real-
time monitoring, efficient energy distribution, and demand-side management. This
facilitates the integration of renewable energy sources, enhances energy efficiency,
and enables load balancing to optimize energy consumption. In addition, it is crucial
to allocate funding for research and innovation projects that address energy efficiency
challenges in the digital business sector. Encouraging collaboration between academia,
industry, and research institutions will drive innovation and the development of
energy-efficient practices and technologies.

5. Governments should mandate energy audits and reporting for digital businesses, par-
ticularly those engaged in e-commerce activities. Energy audits help identify energy-
saving opportunities and enable businesses to track their energy consumption over
time. Requiring regular reports of energy performance will drive transparency and
accountability, encouraging businesses to improve their energy efficiency practices.

6. It is necessary to promote skills development and training programs focused on
energy efficiency for digital businesses. This can include initiatives to upskill and
reskill professionals in energy management, data analytics, and sustainable practices.
The EU countries should launch public awareness campaigns to educate consumers
about the energy implications of e-commerce and the importance of sustainable
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purchasing behaviors. This could include raising awareness about energy-efficient
delivery options, encouraging consolidated shipments, and promoting responsible
consumption. Informed consumer choices could drive market demand for energy-
efficient digital services and products.

8. Research Limitations and Further Investigations

Despite the reliable and valuable findings, this study has limitations that could be
investigated in future analyses. The results highlight the importance of digital business
practices in enhancing energy efficiency, reducing energy intensity, and promoting using
renewable energy sources in the EU. Policymakers and businesses should consider the
adoption of digital technologies and e-commerce practices to drive sustainable energy tran-
sitions and achieve environmental goals. However, further research is needed to explore
the mechanisms through which digital business practices impact energy consumption and
better understand these relationships’ nuances. Furthermore, the chosen data series of
analysis include the period of the COVID-19 pandemic. The pandemic’s unprecedented
disruptions to daily life and business operations may have significantly influenced energy
consumption patterns, digital business practices, and overall economic activity. This aspect
should be thoroughly investigated to understand the impact of pandemic-induced changes
in consumer behavior, work-from-home practices, and supply chain disruptions on energy
efficiency and adopting renewable energy sources. In addition, this study focuses on
analyzing the EU countries, limiting the findings’ implications for other countries. Future
studies should extend the list of variables that could boost energy efficiency improve-
ment and digital business development, such as investment, e-governance, and internet
penetration. The study’s limitation lies in the neglect of technology-related cause-effect
relationships and the absence of considering the time-factor influence (time lag), suggesting
that future investigations should incorporate these factors to gain a more comprehensive
understanding of the digital business–energy efficiency relationship. Additionally, future
investigations should incorporate different stakeholders (energy companies; digital enter-
prises; etc.) and develop the recommendations for them for improving energy efficiency.
Future investigations should consider the influence of global indicators, such as GDP per
capita, on both e-commerce and traditional trade. Accounting for these broader economic
factors, the study will consider significant drivers that affect energy efficiency in both
spheres and do not miss the opportunity for a comprehensive comparison between digital
and traditional business models.
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43. Stępień, S.; Smędzik-Ambroży, K.; Polcyn, J.; Kwiliński, A.; Maican, I. Are small farms sustainable and technologically smart?

Evidence from Poland, Romania, and Lithuania. Cent. Eur. Econ. J. 2023, 10, 116–132. [CrossRef]
44. Yamoah, F.A.; Ul Haque, A. Strategic management through digital platforms for remote working in the higher education industry

during and after the COVID-19 pandemic. Forum Sci. Oeconomia 2022, 10, 111–128. [CrossRef]
45. Ramadania, R.; Ratnawati, R.; Juniwati, J.; Afifah, N.; Heriyadi, H.; Darma, D.C. Impulse buying and hedonic behavior: A

mediation effect of positive emotions. Virtual Econ. 2022, 5, 43–64. [CrossRef] [PubMed]
46. Novikov, V.V. Digitalization of Economy and Education: Path to Business Leadership and National Security. Bus. Ethics Leadersh.

2021, 5, 147–155. [CrossRef]
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58. Paramati, S.R.; Shahzad, U.; Doğan, B. The role of environmental technology for energy demand and energy efficiency: Evidence
from OECD countries. Renew. Sustain. Energy Rev. 2022, 153, 111735. [CrossRef]

59. Khan, S.; Murshed, M.; Ozturk, I.; Khudoykulov, K. The roles of energy efficiency improvement, renewable electricity pro-
duction, and financial inclusion in stimulating environmental sustainability in the Next Eleven countries. Renew. Energy 2022,
193, 1164–1176. [CrossRef]

60. McLaughlin, E.; Choi, J.K.; Kissock, K. Techno-economic impact assessments of energy efficiency improvements in the industrial
combustion systems. J. Energy Resour. Technol. 2022, 144, 082109. [CrossRef]

61. Lipiäinen, S.; Kuparinen, K.; Sermyagina, E.; Vakkilainen, E. Pulp and paper industry in energy transition: Toward energy-efficient
and low carbon operation in Finland and Sweden. Sustain. Prod. Consum. 2022, 29, 421–431. [CrossRef]

62. Alajmi, R.G. Carbon emissions and electricity generation modeling in Saudi Arabia. Environ. Sci. Pollut. Res. 2022, 29, 23169–23179.
[CrossRef]

63



Information 2023, 14, 480

63. Zhao, J.; Dong, K.; Dong, X.; Shahbaz, M. How renewable energy alleviate energy poverty? A global analysis. Renew. Energy 2022,
186, 299–311. [CrossRef]

64. Wen, J.; Okolo, C.V.; Ugwuoke, I.C.; Kolani, K. Research on influencing factors of renewable energy, energy efficiency, on
technological innovation. Does trade, investment and human capital development matter? Energy Policy 2022, 160, 112718.
[CrossRef]

65. Akadiri, S.S.; Adebayo, T.S. Asymmetric nexus among financial globalization, nonrenewable energy, renewable energy use,
economic growth, and carbon emissions: Impact on environmental sustainability targets in India. Environ. Sci. Pollut. Res. 2022,
29, 16311–16323. [CrossRef] [PubMed]

66. Jahanger, A.; Ozturk, I.; Onwe, J.C.; Joseph, T.E.; Hossain, M.R. Do technology and renewable energy contribute to energy
efficiency and carbon neutrality? Evidence from top ten manufacturing countries. Sustain. Energy Technol. Assess. 2023, 56, 103084.
[CrossRef]

67. Chen, H.; Shi, Y.; Zhao, X. Investment in renewable energy resources, sustainable financial inclusion, and energy efficiency: A
case of US economy. Resour. Policy 2022, 77, 102680. [CrossRef]

68. Miskiewicz, R. Efficiency of electricity production technology from postprocess gas heat: Ecological, economic and social benefits.
Energies 2020, 13, 6106. [CrossRef]
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95. Szczepańska-Woszczyna, K.; Gedvilaitė, D.; Nazarko, J.; Stasiukynas, A.; Rubina, A. Assessment of Economic Convergence
among Countries in the European Union. Technological and Economic Development of Economy 2022, 28, 1572–1588. [CrossRef]
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Abstract: In the current era of ubiquitous computing and mobile technology, almost all human beings
use various self-monitoring applications. Mobile applications could be the best health assistant for
safety and adopting a healthy lifestyle. Therefore, persuasive designing is a compulsory element for
designing such apps. A popular model for persuasive design named the Persuasive System Design
(PSD) model is a generalized model for whole persuasive technologies. Any type of persuasive
application could be designed using this model. Designing any special type of application using the
PSD model could be difficult because of its generalized behavior which fails to provide moral support
for users of health applications. There is a strong need to propose a customized and improved
persuasive system design model for each category to overcome the issue. This study evaluates
the PSD model and finds persuasive gaps in users of the Mobile Health Monitoring application,
developed by following the PSD model. Furthermore, this study finds that users misunderstand
health-related problems when using such apps. A misunderstanding of this nature can have serious
consequences for the user’s life in some cases.

Keywords: big data; human-computer interaction; persuasive technologies; mobile health monitoring
apps; persuasive system design model

1. Introduction

Modern technologies that are designed to change the attitudes or behaviors of the
users through persuasion and social influence and not through force are considered per-
suasive technologies. Such technologies are heavily used in trade, negotiation, politics,
religion, military training, public health, and management, as well as in various areas of
human-to-human or human-to-computer communication. Mobile applications are very
effective tools that promote health, better attitudes, and good behavior in their users. As the
number of smartphone users is rapidly increasing day by day, the number of applications
is also increasing in smartphone app stores. Therefore, it is very important to build bridges
between mobile Human-Computer Interactions (HCIs) and persuasive technologies as
well as health psychology [1]. To influence the attitudes or behavior of users, persuasive
technologies are used in different mobile applications. A framework introduced by re-
searchers, known as the PSD Model [2], strongly influences the behaviors and attitudes
of the user. Evaluation of the current state of mobile applications through persuasion to
promote physical activity by changing the behavior of the user is very necessary. The
PSD Model also helps to evaluate persuasive features in mobile applications [3]. The
increasing influence of mobile health applications in the current technological era cannot be
underestimated because they inform, educate, and persuade consumers. The current era of
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mobile applications enables a user to access suitable health education from different reliable
sources. It is the will of researchers to ensure that this expanding field will reach its greatest
potential, so it is necessary to understand the current mobile technology resources which
can be used to improve the wellbeing of people. It is also very important for governments
to introduce design principles that influence the usefulness of persuasive technologies to
be understood [3]. This research work endorses all basic categories for persuasive system
design principles, i.e., Primary Task Support, Dialogue Support, System Credibility Sup-
port, and Social Support of the PSD. This study emphasizes that Health Monitoring Apps
(HMA) must provide results and recommendations for the user by keeping emotional and
mental values in view. As we all know, HMAs are directly linked with a user’s life. Any
misunderstanding or mistake can even be a threat to the user’s life. This research work
recommends that there is a strong need to develop a customized Persuasive System Design
model for HMAs.

The rest of the article is organized as follows: Section 2 elaborates on the literature
survey. Section 3 contains a description of the Persuasive System Design (PSD) Model.
Section 4 describes a summary of the PSD model. Section 5 elaborates on some current
research work in the field of study. Section 6 describes the user studies, results, and the
actual problem statement and research objectives. Finally, Section 7 concludes the article
with research contributions and future work.

2. Literature Review

Mobile applications are very effective tools that promote health, better attitudes, and
behavior in their users. According to [4], 12 out of 57 studies show that self-monitoring
was the most common behavior change technique. As the number of smartphone users
is rapidly increasing day by day, the number of applications is also increasing in the app
stores of smartphones. Therefore, it is very important to bridge the gap between mobile
HCI and persuasive technologies as well as health psychology. Principles and theories must
be considered in designing persuasive mobile apps for health and safety promotion, and
on how to rigorously extend Mobile HCI evaluation methods to measure the effectiveness
of such apps [1]. The lack of appropriate human behavior causes the degradation of the
environment, but social societies try their best to overcome the issues for the sake of human
wellbeing. They develop and maintain the world we live in. Ref. [5] describes good behav-
ior, named pro-environmental behavior (PEB), which leads to benefits for the environment.
The popular thesis on human behavior, known as the theory of planned behavior (TPB),
describes that “an individual’s intention towards behavior, subjective norms, and perceived
control over his/her behavior together leads to intentions and behavior”. In the presence of
the generalized PSD Model, for designing and analyzing persuasive technologies, Ref. [5]
suggested and proposed a specialized model for developing pro-environmental behavior.
Ref. [6] conducted a review of current persuasive technology design strategies and gath-
ered the frequency of each strategy being studied by the researchers. However, there is a
strong need for user studies to be performed with the actual end-users of HMA, so that
we can observe the persuasive gaps and analyze the results in light of existing persuasive
principles. What are the troubles and hardships facing the end-users of mobile HMAs? In
light of the above facts, there is a need for a specialized persuasive design model for health
monitoring apps. Because mobile HMAs are directly linked with the user’s life, these apps
need special attention during the design process. Mobile health apps named Sehha and
Mawid were developed by following the basic principles of the PSD model by the health
ministry of the Saudi Arabia Government [7]. The Sehha and Mawid apps were found to
lack social support. The study guesses about doubtful results of application social support,
either due to a lack of developers’ knowledge or the nature of the application. However,
the study [7] endorses that the mobile health apps (Sehha and Mawid) had been developed
by following the PSD model. The above facts also lead to work on the PSD model and need
to be examined.
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2.1. Persuasive Technologies

All the interactive information technologies which are designed for changing users’
attitudes or behaviors are known as persuasive technologies [2]. Ref. [8] Persuasive tech-
nologies are defined as “an attempt to shape, reinforce, or change behaviors, feelings, or
thoughts about an issue, object, or action”. To determine and identify the behavior change
applications, a study was conducted in 2018 [9] by researchers which found 212,352 apps.
A total of 5018 apps remained after applying the filter criteria. Out of the total, only
344 applications were found to be persuasive (behavior change) applications [9]. That
study [9] recommended improvements in the designing of apps to help users adopt a
justifiable and substantial lifestyle.

2.2. Persuasion in Mobile Health Apps

All mobile applications are designed to influence the attitudes and behaviors of the
human being. The main objective behind the scene is to convince them to buy the product.
Ref. [10] suggests that “smartphone applications have shown promise in supporting people
to adopt healthy lifestyles”. Various human health-related mobile apps are easily available
to every smartphone user. Ref. [11] A usable application can be designed and developed
with the help of HCI modeling. Mental health care and suicide prevention inequities may
also be effectively recognized, acknowledged, and addressed. A digital therapeutic alliance
might also benefit from it.

2.3. Health Monitoring Apps

Applications that are dedicated to monitoring health problems and self-assistance
to adopt a healthy lifestyle are considered health monitoring apps. The following are
examples of health monitoring apps.

• iCare Health Monitor (Figure 1)
• Wii Fit
• Wii Zumba Fitness or Wii Sports Resort

 

Figure 1. iCare Health Monitor (HMA).
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Runtastic—Laufen and Fitness Fit4Life [12] In the literature, there are various theo-
ries and frameworks [13] centered around designing a persuasive system or technology,
such as:

• Theory of Reasoned Action/Theory of Planned Behavior
• Reasoned Action Approach
• Technology Acceptance Model
• Information Processing Model
• Captology [6]
• Principles of Influence
• Persuasive Systems Design (PSD) Model
• Virtual Narrator [14].

Mobile health apps that track the symptoms of the patient were examined in a sys-
tematic review [15]. They have used the words cancer, oncology, and symptom tracker to
search relevant apps in the iOS App Store and Android Google Play. Patients with cancer
could record their symptoms and PROs by utilizing apps that included a symptom-tracking
feature. A mobile app rating scale was used to assess each app’s engagement, functionality,
aesthetics, information, and subjective quality. After screening the titles and descriptions,
101 apps were found to be eligible out of a total of 1189 apps after the initial search. That
study included 41 apps that met the eligibility criteria. A single cancer patient-friendly
app has been tested in their review study [15]. The above facts from existing knowledge
determine that there is a strong need for interactive and persuasive designing strategies
to develop HMAs. The PSD model is also providing design strategies for designing such
apps, so this study focuses on the evaluation of the PSD model.

3. The Persuasive System Design (PSD) Model

A model named PSD [16] was proposed which discusses the process of designing
and evaluating persuasive systems and describes what kind of content and software
functionality may be found in the final product. It also highlights seven underlying
postulates behind persuasive systems and ways to analyze the persuasion context (the
intent, the event, and the strategy). In light of the PSD model, Ref. [2] lists 28 design
principles for persuasive system content and functionality, describing example software
requirements and implementations. The basic design principles consist of four categories.
These categories are primary task, dialogue, system credibility, and social support. For a
better representation of the model, we have designed Figure 2 which will help the audience
to easily understand the principles of the PSD Model.

 
Figure 2. Basic Principles of the PSD Model.

Each category for the PSD principle has seven postulates. This study presents all
twenty-eight postulates for a better understanding of the literature [3].

69



Information 2023, 14, 412

3.1. Primary Task Support

Primary task support facilitates users to interact with a system and helps them to
track their performance through features such as self-monitoring. The design principles in
primary task support are as below:

i. Reduction: Making simpler tasks by reducing the complexity of the system design.
ii. Tunneling: Guiding users through a process or experience.
iii. Tailoring: The system must provide appropriate information for its user groups.
iv. Personalization: The system must offer personalized content and services for

its users.
v. Self-monitoring: The system must provide means for users to track their routine

or status.
vi. Simulation: Immediately observe the link between cause and effect.
vii. Rehearsal: The system must offer means to practice.

3.2. Dialogue Support

Dialogue support features improve dialogue between the user and the system, espe-
cially in terms of system feedback to better guide the user through the intended behav-
ior/attitude change process. The seven design principles in system dialogue support are
as follows:

i. Praise: The system must allow for criticism in order to have user feedback.
ii. Rewards: Providing a virtual environment to give credit for performing target behavior.
iii. Reminders: Reminders should be allowed to achieve targeted behavior.
iv. Suggestions: The system should suggest that users carry out behaviors during the

system use process.
v. Similarity: The system must follow its users by some particular method.
vi. Liking: Visually attractive content that feels appealing to its users.
vii. Social support: The system should adopt a social role to provide a virtual environment.

3.3. System Credibility Support

Features such as authority, expertise, a real-world feel, and verifiability promote the
credibility of a persuasive system.

i. Trustworthiness: The system must provide information that is true, fair, and unbiased.
ii. Expertise: Must provide knowledge, experience, and competence.
iii. Surface credibility: This should be a firsthand inspection.
iv. Real-world feel: The system must provide information about the organization and/or

actual people behind its content and services.
v. Authority: the system should refer the inquiries to authorized powers.
vi. Third-party endorsements: Feedback from well-known and credible sources.
vii. Verifiability: Must offer means to verify the accuracy of system content via out-

side sources.

3.4. Social Support

Social support features foster user motivation through components such as coopera-
tion, normative influence, social comparison, and social learning.

i. Social learning: The system must offer to have information from others.
ii. Social comparison: The system must offer an element of comparison on soc-

ial forums.
iii. Normative influence: The system must gather peoples who have the same goals.
iv. Social facilitation: The system should provide means for recognizing other users who

are performing the same behavior.
v. Cooperation: The system should offer a cooperative platform.
vi. Competition: The system should provide means for competing with other users.
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vii. Recognition: The system should provide public recognition for users who perform
their target behavior.

4. Short Summary of the PSD Model

Heading III summarizes the PSD Model, persuasive technologies, and health moni-
toring apps in light of the existing literature. The principles of the PSD model have been
focused on. Each category of PSD principle has seven sub-principles. All twenty-eight
principles are used to design a persuasive system. From the literature, it has been derived
that information technology is never neutral. People like to share their views about the
world for organizing and improving the promotion of their products. The hidden agenda
behind persuasion is to gain maximum benefit from the targeted audience. Therefore, it
will never be affordable for persuasive system developers to evaluate health monitoring
technologies with the same generalized model which is designed to gain users’ attention
to adopting the system. During the design and analysis of any health-related application,
developers should adopt moderate and selected principles to persuade users. Because
these types of applications are directly involved in human life, any unintentional usage of
health-related apps can even threaten the user’s life.

5. Design and Extension of the PSD Model

During the writing of this study, a conference paper has been published in “Proceedings
of the 2021 International Symposium on Human Factors and Ergonomics in Health Care” [17]
that claims that users of fitness apps belong to different social and cultural involvements.
That empirical study [17] focuses on two different social and cultural groups, which are
discussed below.

5.1. Individualist

The Individualist group preferred more Primary Task Support, focusing on the basic
targeted objectives of fitness apps which are Self-Monitoring and Goal Setting.

5.2. Collectivist

The collectivist group preferred more Dialogue Support which focuses on the basic
targeted objectives of fitness apps, which are Reminders and Suggestions.

That study also recommends presenting an extended PSD model by including the
following additional features for fitness application development.

• Goal Setting
• Verbal Persuasion

In 2019, the “Gallup Global Emotions Report” showed that 55 percent of America’s
population is observing stress, which is the highest stress level in the world. In addition,
the same issue is observed in 35 percent of the world [18]. That study also recommends that
design strategies can improve persuasiveness and ultimately increase the positive effects of
stress management among users of HMAs [18].

The above [17,18] study endorses the need for improvements in the PSD model, but
this study specifically evaluates the PSD model and elaborates on the need for presenting
customized persuasive models for each category of applications. In addition, this study
highlights the sensitivity of mobile health apps and the importance of the provision of
moral support to users through mobile health apps.

6. User Studies

The results and findings have been presented from three consecutive user studies.
Considering the length and conciseness of this paper, only the pertinent findings of the
studies have been incorporated. The targeted study area is persuasion in mobile HMAs
and smartphone users. These are planned user studies to extract appropriate data for
further analysis. User studies have been conducted using the questionnaire method. The
questionnaires have been designed according to the design rules of a popular HCI book,
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“Human-Computer Interaction An Empirical Research Perspective” [19]. There are four major
portions in each user study. Detailed descriptions regarding these user studies are described
on page eight. The four major parts of the studies are:

• Consent Form
• Pre-Study Questionnaire
• Tasks to be performed
• Post-study Questionnaire

In this paper, the results of the user study are included based on the researcher’s
observation to present the evaluation of the PSD model.

6.1. Introduction to User Study

The purpose of this study is to determine users’ motivation and behavior by analyzing
the PSD model and to evaluate HMA. The case study is based on a mobile health monitoring
app (iCare Health Monitor). The iCare Health Monitor (Figure 1) is a mobile health
monitoring app available in the Play Store for smartphone users which can be used as a
health assistant. A questionnaire was used to generate quantitative results from participants
after using this app. This mobile health app is recommended to users, and they are
encouraged to perform some specific tasks and evaluate the system by answering questions.
Users are also encouraged to share their points of view regarding system design and their
behavior/motivation level after using the application.

The following basic tasks/tests were given to participants:

1. Vision test
2. Hearing test
3. Blood pressure test
4. Psychological test, etc.

6.2. Background

It is a mobile health monitoring system that uses wireless body sensors and smart-
phones to monitor the health of commoners and the elderly for general wellbeing. The
system enables the user to check their health conditions at any time from anywhere. The
system is also enabled with tailored functions like a vise for each individual. The system is a
real-time living assistant which can help users to live a convenient and comfortable life [20].
If we look at mobile applications, the most important thing with the respective user is per-
suasion. How many users are persuaded by the use of the application? This is the key thing
for the success of the developer as well as the authority of that application. Either the user’s
behavior is changed or not. If it is changed what is the level of behavioral/motivational
change? All these things are the ultimate demands of persuasive applications. This study
aims to improve the healthcare system of the current world. Preventing health monitoring
systems from persuasion will be a big failure of the research, developers, and health service
providers, as it is already proven that a framework PSD model provides theories and
methods to analyze the persuasive contents of technologies [2].

After investigation, Ref. [21] declared that persuasive technologies are supposed to
change the behavior of patients with the help of technology available at home. The basic
reason behind this is that those investigated technologies have incompetent persuasive
design considerations. Our selected persuasive application is named the iCare Health
Monitor (Figure 1) for health care and is a popular and well-known health monitoring
technology that is web-based and available on smartphone application-based platforms
like the Play Store, etc. [20]. To check the success level of designers concerning persuasion,
it is necessary to check persuasive features in such a specific, highly available, and used
app in the current era of ubiquitous computing and technology.

As the PSD Model is a well-known and recent persuasive design model [13], the iCare
Health Monitor is designed to keep the PSD model in view [20]. In light of the above facts,
investigating real-time users of iCare can be the most credible study for the evaluation of
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the PSD Model as well as persuasive principles. Why do users quit the application or why
is the user not ready/motivated to use such apps in practical life? Of course, a very big
population uses these applications, but the aim of the research, and specifically this user
study, is to take the technology to the level where it actually should be. While conducting
and designing a research study on HCI, it is very important to keep the persuasive context
(the event, intent, and persuasive strategy) in view [2].

It is a basic characteristic of persuasive technology to influence the behavior of users
through information and feedback [22]. All smartphone applications that are designed to
change the attitudes or behaviors of their users through persuasion and social influence
rather than force are termed persuasive technologies.

Mobile health is the creative use of emerging mobile devices to deliver and improve
healthcare, health delivery, health communication, public health, health promotion, and
self-management [23]. The terms mHealth, eHealth, and digital health are directly or
indirectly linked with the smart technologies and tools which help users with real-time
health management and monitoring.

According to [23], there are currently more than 165,000 mobile health applications
(apps) publicly available in major app stores.

There is a strong need for the perfect integration of persuasive features for improving
the usefulness of mobile health (mHealth) results [24]. Therefore, it remains a perpetually
challenging task for mobile health application developers to balance the required persuasive
features in health monitoring apps. For the ease of developers, a review study of four
persuasive design models was previously conducted.

The following four models are taken by [25] in his review process:

1. Persuasive Systems Design (PSD) Process Model [2]
2. Design with Intent (DwI) Method
3. Behavior Wizard Model
4. Eight-Step Design Process

All the above models are generalized. Designers/developers of applications face
tremendous problems attempting to maximize persuasion because of their general princi-
ples. For example, the expectations and needs of different categories/application users are
never the same. There is a strong need for time to categorize applications with respective
users’ needs/expectations. There is also a need for time to develop specialized persuasive
design models for each category by focusing on the expectations of users. For example,
the needs and expectations of social media application (Facebook, Instagram, Twitter) are
different from respective health monitoring application (iCare Health Monitor, Connected
Living, CureDiva) users. We kept some questions for future researchers to answer, such
as “How can designers embed arguments into designs? And if they are not embedding
arguments, how can we speak of persuasion? None of the analyzed PD models for good
reasons—help us answer these problems”. To answer the above question [25], a user study
has been planned. For this purpose, we designed a questionnaire by which questions were
asked of the targeted users of one category as there is a need for proper categorization
of applications. Questions are related to the needs and expectations of the selected ap-
plication/technology/smartphone app and the targeted user. During the design of the
questionnaire, the twenty-eight basic principles of the PSD model have been kept in view.

Questionnaires are the primary instrument for survey research, a form of research
seeking to solicit a large number of people for their opinions and behaviors on a subject
such as politics, spending habits, or the use of technology [19].

6.3. Problem Statement and Research Objectives

The PSD model is found to be the most recent and precise model with respect to the
other frameworks for persuasive design. At the same time, [26] states that the “PSD model
does not yet provide a comprehensive list of persuasive features”. The facts motivated me
to work on the PSD model for determining more persuasive features. That was the problem
specification stage of research. The following are the main objectives of this research study:
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• To find persuasion gaps in health monitoring apps.
• To overcome persuasion gaps in HMAs.

6.4. Methodology

For the sake of gathering appropriate research data for quantitative analysis, a hy-
pothesis questionnaire is used as a key tool in this study. Questions have been derived
from the literature and different research articles [10]. To measure and analyze the end-user
persuasive level of any specific application, it is necessary to provide an environment
where users can use an application in a free and unbiased way so that he/she can share
his/her experience of behavior change regarding the application. The ultimate goal of
gathering quantitative data through this questionnaire is to reach a decision to present
any improved (specialized) PSD model for health monitoring apps. The PSD Model is
the generalized model and, as discussed earlier, specialized models for each application
category or targeted group of users need to be presented. The generated set of numerical
data has been used for validating and upgrading the model.

The participants are workers in IT, professionals, and students. Keeping this in mind,
we tried to get positive feedback by asking one qualitative question as well.

6.5. Study Design

The questionnaire of each study has six steps/parts as described below. Study two
is discussed in detail but only the relevant results from the first and third studies have
been included.

i. Consent form
ii. Pre-study questionnaire
iii. Installation of a smartphone application (iCare Health Monitor) (Figure 1)
iv. Specific tasks to be performed
v. Post-study questionnaire
vi. Questions regarding system design
vii. Questions regarding the user’s persuasion level/behavior
viii. Feedback from participants/users’ opinions

There are eleven questions in the pre-study questionnaire and the post-study ques-
tionnaire consists of twelve questions. Questions are designed by keeping the persuasive
principles in mind. The personal data and feedback regarding the persuasion level of
the user have been gathered through a questionnaire. The Likert-scale mechanism has
been adopted to answer the post-study questions. The very last question aimed to get
suggestions/feedback from users as suggestions/feedback will be helpful to analyze the
overall persuasion level of participants.

6.6. Study Participants

As detailed in Section 6, our research encompassed a series of three user studies. Each
study contains twenty-six participants. For study two and study three, we purposefully
selected random participants from diverse age groups and educational backgrounds to
ensure comprehensive insights into the effectiveness of our research. In the interest of
clarity and focus, we have decided to provide a more in-depth elaboration of the design
and procedure of user study two. This allows us to offer a comprehensive understanding of
the conduct, planning, and findings of the whole user study. By judiciously presenting the
details of user study two, we aim to convey a clear and concise message about our research
methodology and acknowledge the relevance and significance of the other two studies
within the broader context of our investigation. In the second user study, a total of twenty-
six participants were involved, with an equal gender distribution of thirteen males and
thirteen females. The study aimed to evaluate the participants’ level of persuasion toward
health monitoring apps. We have selected well-educated participants purposefully in the
first user study who are familiar with the proper and effective usage of smartphones and
applications. Notably, in the second study, 74% of the participants held graduate degrees,
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while the remaining 27% possessed higher educational qualifications such as MS/M-Phil
degrees. It is worth mentioning that almost all participants in study one reported being
daily users of the Internet, indicating their familiarity with digital technologies. Figure 3
provides a visual representation of this observation, reaffirming the widespread use of
the Internet among the study participants. These factors collectively contribute to a well-
informed and engaged participant group, ensuring valuable insights into their attitudes
and responses toward health monitoring applications. All the participants of the three user
studies are general users of smartphones who use mobile HMA for self-health monitoring.

 

Figure 3. Participants’ Internet Usage Level.

We have purposefully selected participants who frequently use the Internet as well as
mHealth applications.

A total of 19 (73%) are IT professionals who now work in different organizations, and
7 (27%) of them are students. All of them have been using computers for more than ten
years and smartphones for more than five years. All of them are using the Internet for
education, jobs, social media, health, and news. More interestingly, Figure 4 shows that all
participants are already aware of health monitoring apps.

 
Figure 4. Participant App Usage Duration.

A total of 65% of participants use the app sometimes when needed. Collected data
show that 23% of participants used these apps for a few years and 12% of participants used
these apps for a few months.

6.7. Experimental Study Design

To obtain exact data, a sound and peaceful environment was provided for the duration
of the study. A proper introduction to the application (iCare Health Monitor) was given
to participants (Figure 1). During usage of the app, no time frame was defined. The user
was open to taking his time accordingly. To aid with the research process and for the sake
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of contribution to the body of knowledge, a humble request was made to participants
regarding their moral duties.

6.8. Study Procedure

First of all, the questionnaire was provided to the participant. After showing willing-
ness, participants signed the consent form to become part of this research user study. After
that, they filled out the pre-study questionnaire, which is about their personal information
regarding their profession, education, age group, Internet usage, smartphone usage, the
purpose of using the Internet, how long he is using Internet services, for what purpose
he/she is using the Internet, etc. After that, participants were asked to download the app
(iCare Health Monitor). If he is aware of the smartphone health monitoring app, then
he/she had to perform different tasks using the app. Next, they filled out the post-study
questionnaire. Suggestions/feedback regarding the app was also taken from participants.
All participants are aware of health monitoring apps, while the specific app is new for
various users. He/she is requested to fill out the post-study questionnaire followed by a
five-point Likert scale. Finally, written feedback/suggestions were taken from the user to
check the general persuasion level. The feedback question is about the worst feature of the
app and any features they thought would be a necessary part of the app.

6.9. Data Analysis

There is a total of 26 participants who participated in this user study. There are
13 male and 13 female participants. Concerning their qualifications, seven out of 26 hold
MS/MPhil/Ph.D. degrees, and 19 out of 26 are graduates. Almost all participants belong
to the same age group, (20–35). Nineteen participants are students, while the remaining
seven are professionals in different departments. Almost all participants are daily (regular)
users of the Internet (Figure 3). The purpose of using the Internet has been observed
for different needs accordingly, such as education, social networking, news, jobs, health,
and entertainment purposes. All the participants are regular users of smartphones and
have been using smartphones for more than five years and computer technology for more
than ten years. Figure 5 illustrates that all the participants are already aware of health
monitoring apps.

 

Figure 5. Purpose of using the Internet.

Figure 5 of this study shows that almost all participants are using the Internet for
adopting a healthy lifestyle and looking at health-related problems.

The description of HMA usage duration (Figure 4) for participants is as follows: 65%
of participants use mobile HMAs sometimes when needed, while 23% of participants used
mobile HMAs for a few months and 12% of participants used mobile HMAs for years.
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6.10. Results and Discussion

The mean and SD of the post-study questions are shown in Figure 6. As the study
questions are divided into two categories, the first four questions are about system de-
sign and the next eight questions are about the impact of the application on the user’s
behavior/persuasion/motivation level. The means and SDs of the post-study questions are
shown in Figure 6. The questions help us to decide whether the PSD strategy has been fol-
lowed or not. There is a total of twelve questions, which have been asked of the participants
by keeping the basic principles of persuasion in mind. The current technological hike gives
rise to new potentials in developing more progressive and improved medical equipment as
well as health applications. If we look at the rapidly growing population of elderly people,
there is a strong need for time to develop a more advanced and personalized medical
system that can be equally applicable for each individual to adopt a healthy life [27]. The
division of the post-study questionnaire is as follows:

• Questions regarding PSD
• Questions regarding participant’s behavior change
• Feedback/Suggestions from the participant

• Result of Questions Regarding System Design

 
Figure 6. Post-Study Result of System Design.

The graph of basic PSD principles with respective SDs and means is shown below
in Figure 6. The graph of basic PSD principles with respective Likert scales is also shown
below in Figure 7.

 
Figure 7. Likert-Scale Graph of System Design.

a. SD and Mean Graph of System Design

The results of the system design support questions are shown in Figure 6. The first
question is about system primary task support, with a mean= 3.92 and SD= 0.89. The
second question is about system dialogue support, with a mean = 4.00 and SD = 0.94. The
third question is about system credibility support, with a mean = 3.58 and SD = 0.99. The
fourth question is about system social support, with a mean = 3.42 and SD = 0.64.

The mean and SD of questions regarding PSD basic principles are almost strongly
agreed by participants, which indicates that the app design is proper and not questionable
in light of the PSD model.
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• Liker-Scale Graph of System Design

Figure 7 shows the verbal response of participants using an interval scale (Likert scale).
The result of questions regarding system design support has been presented graphically.

In Figures 6 and 7, the results of questions regarding system design have been shown.
The values of the SD and mean in Figure 6 show that the system has been designed by
following the PSD model. Figure 7 (Likert-Scale Graph of System Design) also illustrates
that the system design seems to be effective with respect to the PSD model.

The results in Table 1 show that the app has been designed by following PSD model
strategies. Social support must be included more but as per the author’s observation, the
app must persuade the user in a better way. Primary Task Support and Dialogue Support
have high performance. A total of 2 out of 26 (7.69%) participants raised a question on
systems credibility and 8 out of 26 (30.76%) participants showed a neutral response to
the system credibility question. It means that 30.76% are not sure whether the system is
credible or not.

Table 1. App Test Results in the Context of the PSD Model.

Questions about Application Test

Q. No Questions 1. Strongly Disagree 2.Disagree 3.Neutral 4.Agree Strongly Agree

Q.1 Primary Task support 1 0 5 14 6

Q.2 Dialog Support 1 0 5 12 8

Q.3 Credibility Support 2 0 8 13 3

Q.4 Social Support 0 1 14 10 1

Sum 4 1 32 49 18

• Results of Questions Regarding Participants’ Behavior

Results of questions regarding participants’ behavior levels after using the application
are shown in Figures 8 and 9.

Figure 8. SD and Mean of User Behavior.

 
Figure 9. Likert-Scale Graph of Participant’s Behavior Change.
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b. SD and Mean Graph of Participants’ Behavior

The first question is about misunderstandings, where the mean = 3.62, SD = 1.02. The
second question is about errors, where the mean = 3.46, and SD = 0.76. The third question
is about following the recommendations of the app, where the mean = 3.5, SD = 1.06. The
fourth question is about motivation, where the mean = 3.73, SD = 0.87. The fifth question is
about the importance of HMAs, where the mean = 4.23, SD = 0.86. The sixth question is
about tailoring, where the mean = 2.92, SD = 0.8, and the seventh question is about instant
response, where the mean = 2.38 and SD = 0.94.

Figure 8 illustrates that participants observing that app can lead to misunderstand-
ings regarding self-health management and monitoring. In addition, participants faced
low instant responses. However, the participants showed great interest in following the
recommendations of the app. It means that the user does not get any moral support from
the app.

c. Likert-Scale Graph of Participants’ Behavioral Change

Figure 9 shows the verbal responses of participants using an interval scale (Likert
scale). These are the results (Figure 9) of questions regarding participants’ behavioral
changes after using the app.

Figure 10 from the first user study shows the post-study results regarding the partici-
pant’s level of behavioral change, which have been described below.

Figure 10. Likert-Scale Result of Questions Regarding Participant’s Behavior Change.

1. Participants showed interest in using the application and also recommended it
to others.

2. In some cases, participants preferred to use the app when visiting the doctor and in
their practical life, along with following the recommendations of the app.

The above results show that the application has a great influence on the user’s life but
Figure 11 shows that, in the third user study, the application also creates misunderstandings
regarding health-related problems. The results also show that app design can be improved
and suggested that some results of health-related problems should be hidden from the user
for the sake of his/her safety. Therefore, the results of such problems could be appropriately
given to users so that he/she can be focused on adopting a healthy lifestyle instead of being
disturbed by harsh results.
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Figure 11. SD and Mean Graph of Questions Regarding User’s Behavior.

Figure 11, from the third user study, shows that users have been asked some questions
to learn about the actual problems behind persuasion gaps in health monitoring applica-
tions. They have also been asked about possible remedies to improve the effectiveness and
usefulness of such apps.

During study two, we discovered that the application was designed with enough
consideration of the PSD model’s basic principles. However, the post-study results of
question three in Figure 11 show some evidence that the app design can be improved. The
results of post-study questions five and six reflect that this improvement can be added to
the apps through providing moral support for users by hiding some particular types of test
results from users, keeping his/her safety in mind. Essentially, not every result of the test
should be displayed directly to the user.

6.11. Feedback/Suggestions from Participants

Fourteen participants (53.84%) out of twenty-six provided feedback/suggestions.
That was a good sign because all the participants are well educated, and their sugges-
tions/feedback will be highly encouraged. The feedback/suggestions regarding users’
overall experience of the app are also shown below in Table 2.

Table 2. Participants’ Feedback/Suggestions.

S No Feedback/Suggestions of Participants after 2nd User Study

1 The app must be linked with well-known health experts.

2 For system credibility, there must be a linkage with some real-time health centers.

3
The system provides feedback on the user’s interaction while the system is unaware
of the user’s previous health records.

4
Who is the owner of the app? For system credibility, it is very important to know
who the owner is.
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Table 2. Cont.

S No Feedback/Suggestions of Participants after 2nd User Study

5
General tips for a healthy life are appreciable but monitoring any real health issue
may not be possible.

6
Sometimes systems offer irrelevant predictions. To improve, the system should
record all previous health records first.

7 The system should be linked with any hospital.

8
Some people have psychological problems. We should hide their issues in front of
them but this app gives results directly.

9
The app should hide the direct result of psychological problems but, provide tips, on
how to get rid of issues.

10
The app should advise on a healthy lifestyle. Giving direct feedback to the
psychological user is not a good sign.

11
I look at these applications neutrally, but these apps could be more helpful if they
help users subconsciously.

12 Some people have issues, but the app treats everyone equally.

13 Good application.

14 Personalized behavior is necessary for women.

7. Conclusions and Future Work

Although the PSD model provides a comprehensive framework for designing and
evaluating persuasive systems and describes the content and software functionality, it does
not provide specific guidance on how to balance the need for persuasion with the need
to respect users’ autonomy and privacy. The model assumes that persuasion is always a
positive force and does not consider the potential negative consequences of persuasive
systems. The model is relatively complex and may be difficult to apply in practice without
significant expertise in persuasive design. This study analyzes and evaluates the user’s
behavior change level and system design in the context of mobile health monitoring app
users. According to the post-study results, some system designing features do not align
with the user’s motivation level. These studies find that users face misunderstandings
regarding health-related problems. According to Figure 8, the application’s social support
is low, and the application can create misunderstandings regarding health-related issues.
Furthermore, Figure 11 illustrates that the recommendations and test results of users should
be presented differently and not show serious harmful results regarding life directly to
users. Instead of this, the app must suggest excellent healthcare techniques which can
help the user to get out of the situation. The application must hide some results for the
sake of user safety and must provide moral support to seek medical attention immediately
to ensure that the user receives the proper care and treatment to manage the condition.
Figures 6 and 7 and Table 1 demonstrate that the application’s design adheres to the PSD
model without any problems. Therefore, we can say that either the design of the application
is wrong or the PSD model fails to provide the perfect persuasive design strategies for users
of the application. On the other hand, Figure 8 shows that users strongly agreed to follow
the recommendations of the app regarding their health-related issues. However, the basic
principles of the PSD model have been followed with enough consideration by designers.
This means that the app does not provide any moral support to users while using the app.
Despite this, HMAs need more steps to improve user behavior and motivational levels. As
mentioned previously, the majority of the participants in the first study are HCI researchers
and the rest are well-educated. With this in mind, the feedback and suggestions provided
by participants after the study are also not ignorable. A tailored persuasive system design
model for HMAs must be presented to analyze and assess the user’s behavior change level
and system design principles in the context of the user’s point of view. This study also
investigated how mHealth apps can address the widespread issues of the emotional and

81



Information 2023, 14, 412

mental health of users. The study also recommends designing an improved PSD model
for each category of persuasive technologies so that it will be possible to get maximum
reliable results and feedback. To develop a benchmark persuasive framework for HMAs,
a special study is needed. As a result of the PSD model’s generalized design strategies,
we cannot promote these strategies for medical and health-related applications. These
types of applications are directly related to human life, so any misunderstanding can affect
human life. This study suggests that mHealth apps must provide moral support for their
users. In short, this study has found that the PSD model fails to provide moral support for
their users and strongly recommends that “technology must provide moral support for
their users”.
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Abstract: The popularity of blockchain technology stems largely from its association with cryptocur-
rencies, but its potential applications extend beyond this. Fungible tokens, which are interchangeable,
can facilitate value transactions, while smart contracts using non-fungible tokens enable the exchange
of digital assets. Utilizing blockchain technology, tokenized platforms can create virtual markets
that operate without the need for a central authority. In principle, blockchain technology provides
these markets with a high degree of security, trustworthiness, and dependability. This article surveys
recent developments in these areas, including examples of architectures, designs, challenges, and best
practices (case studies) for the design and implementation of tokenized platforms for exchanging
digital assets.

Keywords: blockchain; tokenized markets; tokenized platforms; digital assets; cybersecurity; virtual
economy; European dataspace; extended reality

1. Introduction

A blockchain is a sequence of interconnected blocks that contain data with digital
signatures within a decentralized and distributed network. As these blockchains are man-
aged by a group of nodes in a decentralized network, they form a public and decentralized
digital ledger (or record book) that is difficult for any one node to corrupt or influence.
This creates a secure method for peer-to-peer transfer of digital assets without the need
for a central authority or intermediary [1]. The chain of blocks continuously grows as new
blocks are appended to the existing chain. Although cryptocurrencies are the most widely
known application of blockchain technology, it has numerous other applications. Surveys
exploring these applications, challenges, opportunities, and cryptocurrencies based on
blockchain technology have been done [2–4]. This article focuses on one of these alternative
applications, which involves using blockchain technology to create virtual markets where
individuals can exchange tokenized digital assets.

Utilizing the public, decentralized, and distributed ledger that is provided by a
blockchain, it is possible to create virtual representations of nearly any physical asset,
such as a house, painting, or jewel. This process, known as asset tokenization or digitiza-
tion, involves transforming asset rights into digital tokens that, in theory, can be securely
and reliably bought, sold, and traded using blockchain technology. However, in practice,
significant challenges remain in the development of these “tokenized virtual markets”,
such as cybersecurity threats and the absence of government and industry regulation. The
tokenization process involves four primary steps [5]: (i) identifying the physical asset to be
tokenized; (ii) assessing the asset’s true value; (iii) determining the parameters that define
the tokenized asset, such as the number and value of tokens; and (iv) creating and auditing
smart contracts that govern the exchange of tokenized assets.
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The Ethereum token standards ERC-20 and ERC-721 created two types of tokens on
the blockchain (Figure 1): (i) fungible tokens that are identical and can be replaced (such as
cryptocurrencies and carbon credits), and (ii) non-fungible tokens (NFTs) that represent
a unique asset and cannot be easily exchanged for other tokens (such as music files or
copyright certificates). NFTs are like digital IDs registered on the blockchain and cannot be
divided further. Despite this, they can be traded using smart contracts on the blockchain,
which supports decentralized and secure virtual markets.

Figure 1. Fungible tokens vs. NFTs.

In this paper, we examine recent developments related to the design and implemen-
tation of tokenized platforms for exchanging digital assets. The paper covers a variety of
topics, such as architectures, designs, challenges, and best practices (case studies). It is
organized into several sections for easy reading. Section 2 provides an introduction to the
basic concepts of tokenized platforms, using diagrams and other visual aids to make the
material more accessible to non-experts. Section 3 outlines the methodology we used to
conduct our review. Section 4 reviews recent research on the design of tokenized platforms
for exchanging digital assets. Section 5 discusses the latest research on distributed data
management infrastructure, with a focus on the European data strategy. Section 6 presents
best practices for implementing tokenized platforms. Section 7 explores how artificial
intelligence (AI) can be used to detect and combat cyber threats. Section 8 presents two
case studies of platforms that use the blockchain and NFTs. Finally, Section 9 provides an
overview of the key trends and challenges facing tokenized markets.

2. Basic Concepts and Conceptual Schemas

This section is intended to provide non-expert readers with a basic understanding of
some technical concepts that will be discussed throughout the manuscript. The overview is
designed to be accessible and avoids unnecessary technical details while providing all the
necessary information to fully comprehend the rest of the paper.

2.1. Blockchain

As explained in Section 1, a blockchain is a chain of linked blocks in a distributed and
decentralized network. Each block contains data associated with a transaction operation, a
cryptographic hash of the previous block (a unique identifier generated using advanced
cryptographic methods), and a timestamp of the operation (Figure 2). Since each new
block is linked to the previous one, the data in any registered block cannot be changed
without affecting its hash code, which would break the link connection with the next block,
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rendering the change invalid to other nodes in the distributed network. Consequently, a
blockchain constitutes a secure and public digital ledger.

Figure 2. A blockchain as a series of linked blocks.

The process of how blockchain technology works is illustrated in Figure 3. When a
new transaction request is made (step 1), a new block containing the transaction data is
created (step 2). To be registered in the public ledger, the block must first undergo a process
called “proof of work” (PoW) in some blockchains (e.g., Bitcoin-like ones) and “proof of
stake” (PoS) in others (e.g., Ethereum-like ones), which involves analysis by the nodes in
the distributed network (step 3). Nodes that successfully complete the PoW/PoS process
receive a reward in the form of cryptocurrencies. The block must then be validated by
achieving consensus among the nodes in the network (step 4). If a block is found to be
invalid or modified, it will not be added to the blockchain, as it would differ from the
copy of the valid blockchain that each node stores. The combination of secure hashing,
a PoW/PoS process, and a consensus mechanism in a peer-to-peer network makes it
extremely difficult to alter a block within a blockchain. Once validated, the new block
is added to the blockchain and distributed throughout the network (step 5), and the
transaction is considered completed (step 6).

Figure 3. A 6-step process summarizing how blockchain works.
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2.2. Smart Contracts and Tokenization

A smart contract is a type of digital contract that is securely and immutably stored
within a blockchain network. It contains pre-agreed clauses and conditions that are auto-
matically executed when specific predetermined criteria are met. This distributed nature of
the smart contract ensures that it is secure and transparent for all parties involved.

The concept of ‘tokenization’ is the process of representing an asset (either digital or
physical) with digital tokens that can be bought, sold, and traded on blockchains using
smart contracts [6,7]. This process involves first creating a digital representation of the
asset and then splitting it into individual and non-divisible parts called tokens. Virtually
every physical asset could be tokenized, from a house to a boat or a painting. Ownership
or other property rights over the asset can be transferred between parties without the
participation of intermediaries or central authorities when a digital token is exchanged via
a smart contract. However, legal issues may need to be addressed before these transactions
can take place in a digital market [8].

3. Review Methodology

The use of blockchain technology is a promising approach to maintaining the trace-
ability and immutability of data. This study aims to answer a series of questions about
using blockchain technology in tokenized platforms. To achieve this, we followed the pre-
ferred reporting items for systematic reviews and meta-analyses (PRISMA) methodology, a
well-established approach for conducting systematic reviews. The PRISMA methodology
involves a comprehensive checklist of elements, such as search strategy, study selection
criteria, data extraction, and risk of bias assessment, which ensures that systematic reviews
are conducted consistently and transparently. By adhering to this methodology, researchers
can enhance the quality and credibility of their findings [9].

We simplified and applied the PRISMA methodology to investigate questions pertain-
ing to tokenized platforms. Our approach involved defining research questions, selecting
inclusion and exclusion criteria, conducting a thorough search of pertinent databases,
screening search results, extracting data from relevant studies, evaluating study quality,
synthesizing results, and presenting findings according to PRISMA guidelines.

Our search strategy was designed to identify the latest and most relevant research
on blockchain-based markets and their efficiency and included three major databases:
Web of Science, Scopus, and IEEE Xplore. We limited our inclusion criteria to English-
language documents published between 2013 and 2023, ensuring that our review included
the most up-to-date and comprehensive research. We focused on identifying relevant books,
journal articles, and conference proceedings, both final and in press, to provide a broad
and accurate view of the topic. Following our search strategy, we found 1527 articles that
contain the keywords “blockchain” and “tokens” in their title or abstract. The vast number
of articles makes it difficult to review them manually, so we utilized state-of-the-art topic
modeling techniques to automatically extract a selection of topics from this collection of
documents (corpus). Specifically, we used the Non-negative Matrix Factorization (NMF)
algorithm [10], one of the most popular approaches in topic modeling, to gain a better
understanding of the underlying themes and patterns present within the corpus, which
can be used for further analysis or generate new insights. Figures 4–6 graphically represent
the information related to this first step of the content analysis of the literature review.

We set the number of selected topics to four. The ten most weighted descriptors of
the four topics identified by the NMF model from the abstracts of the selected papers
are: (i) blockchain, token, smart, system, technology, based, Ethereum, transaction, paper,
platform; (ii) data, access, IoT, scheme, based, authentication, security, privacy, control,
system; (iii) NFT, non, fungible, digital, art, ownership, asset, metaverse, data, research;
and (iv) ICO, crypto, coin, initial, financial, offering, market, regulation, legal, investor.

Based on the identified topics, Topic 1 seems to focus on the technology behind
blockchain and tokens, while Topic 2 is related to security and privacy. Topic 3 is related to
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non-fungible tokens (NFTs) and their applications, and Topic 4 is related to the financial
aspect of blockchain and tokens.

Figure 4. Annual distribution of publications.

Figure 5. Articles per journal.
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Figure 6. Article types.

To narrow down the scope of our research, we formulated five specific research
questions and established corresponding criteria for each one. These questions center
around the advantages and disadvantages of using tokenized platforms for digital asset
exchange, the essential elements of the decentralized data management infrastructure, the
optimal approaches for implementing tokenized platforms, the techniques for mitigating
cybersecurity threats, and the principal developments and difficulties in tokenized markets.
Additionally, for each question, its corresponding semantic fields are defined. Semantic
fields refer to clusters of words or phrases that share a common meaning and are commonly
used within a particular context or subject matter. These semantic fields are tailored to each
research question in order to facilitate the discovery of relevant answers. Thus, the main
questions and semantic fields employed in our review are provided next:

• What are the benefits and drawbacks of tokenized platforms for exchanging digital
assets? Semantic fields: Design, token, digital assets.

• What are the key factors of a distributed data management infrastructure? Semantic
fields: Data management, distributed systems, infrastructure.

• What are the best practices associated with the implementation of tokenized platforms?
Semantic fields: Implementation, tokenization, best practices.

• What are the tools for fighting cyber threats? Semantic fields: Machine learning,
cyber-threat detection, cybersecurity tools.

• What are the main trends and challenges associated with tokenized markets? Semantic
fields: Market trends, tokenization, challenges.

Our focus was on tokenized platforms, which simplify the exchange and trade of
tokens and have a significant impact on the liquidity and accessibility of tokenized assets.
Through a comprehensive search and screening process, we identified a number of studies
that met our inclusion criteria. These studies covered a broad range of topics related
to blockchain technology’s use in market tokenization, including its impact on market
efficiency, challenges, opportunities, and emerging trends. We conducted a systematic
review that followed PRISMA guidelines, ensuring that the findings were reliable and valid.
Our study provides valuable insights and data-driven recommendations for researchers
interested in understanding tokenized markets’ mechanics and identifying opportunities
for further research in this fast-evolving field.
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4. Design of Tokenized Platforms for Exchange of Digital Assets

As already mentioned, tokenization is the conversion of an asset or its ownership rights
into unique units called tokens. This term is often associated with blockchain technology,
where tokens are utilized to represent the ownership of valuable assets. Various tokenized
platforms exist, and a few examples are provided below:

• Bitbond (https://www.bitbond.com/, accessed on 2 May 2023): A peer-to-peer lend-
ing platform that uses blockchain technology to facilitate cross-border lending. It
allows borrowers to access loans from investors globally using digital currencies such
as Bitcoin.

• TrustToken (https://www.trusttoken.com/, accessed on 2 May 2023): A platform that
enables the creation of asset-backed tokens. These tokens are backed by real-world
assets, such as currencies or commodities, and can be traded on various exchanges.

• Harbor (https://goharbor.io/, accessed on 2 May 2023): A platform that streamlines
the process of investing in private securities by using blockchain technology. It allows
issuers to digitize their securities and investors to access and trade these securities in
a secure and compliant manner.

• Polymath (https://polymath.network/, accessed on 2 May 2023): A platform that en-
ables the creation of security tokens, which are digital tokens that represent ownership
of a traditional security, such as stocks or bonds. It provides tools for issuers to create,
issue, and manage security tokens in compliance with relevant regulations.

• Securitize (https://securitize.io/, accessed on 2 May 2023): A platform that specializes
in the issuance and management of security tokens. It enables issuers to create and
manage compliant security tokens and provides investors with a transparent and
secure platform to buy and sell these tokens.

These platforms allow people and companies to establish a digital record of ownership
for tangible assets that are easily tradable, such as real estate or funds. The tokens that
represent these assets are distinct from security tokens because they represent actual capital
and liquid value. The concept of tokenization has become a crucial topic in blockchain
technology. By using blockchain, assets or rights can be tokenized and represented on
a digital ledger. This connection between the off-chain and on-chain world is explored
in Heines et al. [11]. Tokenization leverages blockchain technology to securitize both traded
and non-traded assets, providing benefits such as increased liquidity, faster settlement,
lower costs, and bolstered risk management, as explained in another article [11]. J.P.
Morgan’s Onyx Digital Assets is an example of a tokenization platform that aims to bring
traditional assets into the blockchain ecosystem [11]. In the design field, design tokens have
been introduced as a new paradigm for design deliverables, creating more efficient and
consistent design systems, as described in Freni et al. [12] and Guggenberger et al. [13].

Tokenized platforms have emerged as a solution to the need for secure, transparent,
and efficient methods of exchanging value. These platforms allow for the exchange of
various types of digital assets, including cryptocurrencies, securities, and real-world assets,
in a peer-to-peer manner, without intermediaries. These platforms have several advantages
over traditional exchange platforms, including increased transparency and security. This is
due to the use of blockchain technology, which records every transaction on a decentralized
ledger accessible to all participants, ensuring that all transactions are secure, tamper-
proof, and transparent. Another key feature of tokenized platforms is the use of smart
contracts, which automatically enforce the terms of a transaction, enabling users to exchange
digital assets in a trustless manner without the need for intermediaries such as banks.
Smart contracts can also be customized to include various conditions, such as price limits,
expiration dates, and other terms, providing a high degree of flexibility and control to
users. However, designing a tokenized platform is challenging, as it requires careful
consideration of various factors, such as security, scalability, and user experience. One
of the main challenges is ensuring the platform is secure and resistant to attacks, which
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involves implementing various security measures, such as multi-factor authentication,
encryption, and other mechanisms to prevent unauthorized access.

Designing a tokenized platform involves several critical factors, including scalability,
security, and user experience. Scalability is vital as the platform should be able to handle a
vast number of transactions without experiencing performance issues. High-performance
computing infrastructure, such as cloud computing services and efficient consensus algo-
rithms such as proof-of-stake or sharding are crucial in achieving this. Moreover, creating a
user-centric design is essential to provide an intuitive, easy-to-use, and accessible platform
for a wide range of users. This requires conducting user research, creating user personas,
and implementing user feedback. In conclusion, building tokenized platforms to exchange
digital assets is a complex task that demands careful consideration of various factors. Still,
with blockchain technology, smart contracts, and advanced technologies, it is possible
to develop secure, efficient, and transparent platforms that facilitate peer-to-peer asset
exchange without intermediaries.

5. Distributed Data Management Infrastructure

In order to handle databases associated with real systems, scalable data models
that can utilize distributed systems are required [14]. A distributed system is a collec-
tion of autonomous computing elements that appears to its users as a single coherent
system [15] (p. 2). For these systems, an effective distributed data management system
is necessary to manage, store, and process data across different locations. According
to Moysiadis et al. [16], such systems must guarantee no loss of stored data in case of
failure, process data from different sources (heterogeneity), be scalable, adaptive in band-
width consumption, have low latency, be efficient in energy consumption, and comply with
security and privacy standards.

To establish a distributed data management infrastructure, various frameworks such
as Apache Hadoop, Apache Spark, and Apache Cassandra can be adopted. These frame-
works provide fundamental tools, such as file systems and data processing engines, that
are necessary for managing data across different locations. For example, the Hadoop
distributed file system (HDFS) is used to store data as different blocks. Apache Hadoop
and Spark are suitable for handling big data, and they rely on HDFS and MapReduce. In
this system, the files are stored as small blocks at different nodes, classified as data nodes
and master nodes. The master nodes request permission to access a file and receive a list
of data nodes that store the different blocks of the file. MapReduce is used to split files
into blocks. According to Ahmed et al. [17], Spark outperforms Hadoop in word count
work and is more stable and faster. This advantage is due to the processing of data in
memory before storage, although this performance degrades with large amounts of input
data. On the other hand, Apache Cassandra has no defined master or data nodes, and
all nodes in the network are equal. This framework has high update throughput and low
latency, but it does not support privacy [16]. In general, when establishing a distributed
data management system, it is crucial to use a framework that is scalable, adaptable in
bandwidth consumption, efficient in energy consumption, and compliant with security
and privacy standards while ensuring no loss of stored data in case of failure.

The European Union has initiated the European Dataspace for Digital Assets (EDSA)
to enable the secure sharing and exchange of data, including digital assets, across Europe.
As discussed by Scerri et al. [18], the establishment of a European digital market presents
opportunities for businesses, citizens, science, and government to improve services and
collect real-time statistics. However, technical, legal compliance, organizational, and
national challenges must also be addressed, including issues related to data protection and
digital transformation. The data strategy aims to facilitate the flow of data across different
sectors in the EU while ensuring high-quality data and compliance with European rules and
values, as well as fair and practical rules for accessing, sharing, and using the data. As a way
to promote the EDSA, various measures have been proposed for establishing a common
data space in the EU [19]. The aim is to unlock the potential benefits of the data economy
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and innovation opportunities while respecting European values and rules. The proposed
actions include securing access to health data, promoting research, empowering citizens,
and achieving person-centered care. The common data space is based on two types of
data: public and publicly funded data and private sector data. For private sector data, key
principles for contractual agreements have been defined, including transparency, shared
value creation, respect for commercial interests, undistorted competition, and minimizing
data lock-in, especially for business-to-business sharing.

6. Implementing Tokenized Platforms: Best Practices

Tokenization using blockchain technology and smart contracts enables any type of
asset, including physical, intellectual, and creative property, to be converted into digital
assets. This globalizes liquidity for all assets by creating a platform where these assets can
be exchanged without the need for a central authority. However, it is crucial to design and
implement these platforms with great care. To ensure the best practices for implementing
such platforms, it is important to review case studies from the literature that illustrate the
design and deployment of tokenized platforms.

In their article, Khan et al. [20] provided an exploratory analysis of the tokenization of
sukuk, a financial instrument similar to bonds. The authors discussed the challenges in-
volved in issuing sukuk and how blockchain technology can be used to resolve them. They
reviewed different blockchain architectures and implemented a basic smart contract for
Sukuk al-Murabaha on Ethereum. Finally, they conducted a cost-benefit analysis comparing
conventional sukuk issuance to sukuk tokenization. Meanwhile, Tian et al. [21] explored
how asset tokenization can create a new economic model that integrates non-financial
values, such as social and environmental impacts, into tradable tokens. They analyzed
SolarCoin, WePower Token, and ZiyenCoin as examples of how blockchain-enabled asset
tokenization can be applied to support the economy and build social resilience. The authors
identified that tokenization promoted inclusiveness and sustainability through shareholder
empowerment, incentive monetization, and finance optimization, and they discussed ob-
stacles to broader adoption and policy implications. Zarifis and Cheng [22] studied the
business models focused on NFTs and identified four NFT business models, including
NFT creator, NFT marketplace, a company offering their own NFT, and a computer game
with NFT sales. Finally, Calandra et al. [23] took a multiple case study approach to explore
the relationship between blockchain technology and sustainable business models (SBMs).
Through an analysis of various databases, the authors demonstrated how blockchain could
be used for environmental management and highlighted the main application of blockchain
in relation to SBMs, which is supply chain cost reduction.

Recent case studies suggest some best practices for implementing asset tokenization
platforms. Firstly, tokenized platforms must comply with relevant securities laws and
regulations, including conducting KYC and AML checks on investors and ensuring proper
classification of tokens as securities or utility tokens [24]. Secondly, these platforms rely on
smart contracts to manage ownership and transfer of tokens, which requires careful design
to protect against potential hacks or exploits. Using established standards such as ERC-20
for security tokens or ERC-721 for non-fungible tokens is recommended [25]. Thirdly,
tokenized platforms must be scalable to handle large volumes of transactions, which can
be achieved through selecting appropriate consensus mechanisms such as PoW or PoS,
implementing off-chain solutions such as sidechains or state channels, and optimizing
transaction fees to pay network validators for their services to the blockchain [26]. Lastly,
tokenized platforms must be user-friendly and accessible to a broad range of investors. This
requires a well-designed user interface, clear instructions for buying and selling tokens, and
adequate support for investors and issuers [27]. Table 1 identifies which of the inferred best
practices follow the tokenization platforms listed in Section 4. Based on publicly available
information, it appears that all of these tokenized platforms follow the best practices listed
in the table: require users to undergo KYC/AML checks in order to participate in token
offerings on their platforms, use Ethereum-based smart contract standards such as ERC-20
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and ERC-721 to create and manage tokens, use proof-of-stake (PoS) as their consensus
mechanism, and offer user-friendly interfaces and resources, such as documentation and
support, to help users participate in token offerings on their platforms. Additionally, some
of these platforms offer features that make it easy for users to invest in tokens, such as
integration with popular wallets or investor portals.

Table 1. Summary of best practices provided tokenized platforms.

Tokenized
Platform

Compliance Contract
Standards

Consensus User
Experience

Bitbond � � PoS �
TrustToken � � PoS �

Harbor � � PoS �
Polymath � � PoS �
Securitize � � PoS �

By examining recent case studies, best practices for developing asset tokenization plat-
forms have been identified. These practices include ensuring compliance with regulations,
carefully designing smart contracts, scaling the platform appropriately, and prioritizing
user experience [24–27]. Asset tokenization platforms hold significant potential as a use
case for blockchain technology.

7. AI Tools for Cyber-Threat Detection

Today’s interconnected world faces increasing worry with the rise of cyber threats.
Businesses, organizations, and individuals are at a greater risk of cyber attacks, which can
lead to severe consequences such as sensitive data theft, critical infrastructure disruption,
and financial loss. Cybersecurity or cyber-threat detection has emerged to address this
concern, aiming to develop effective tools and methods to identify potential cyber threats
and prevent them from causing damage. However, traditional approaches such as signature-
based detection and rule-based systems are losing their effectiveness as cyber threats
become more complex, serious, and sophisticated [28]. The exponential growth of data in
cyberspace and the increasing computing power have made machine learning (ML) the
most efficient and essential approach to counter cyber threats and overcome the restrictions
of traditional security systems. Various ML techniques have been implemented to detect
and categorize different types of cyber threats, including decision trees, ensemble methods,
Bayesian networks, support vector machines, K-nearest neighbor (k-NN), and artificial
neural networks. These are just a few examples of commonly used ML algorithms in
cybersecurity, as documented by research surveys [29,30].

ML has been widely used in cybersecurity, particularly in applications such as intru-
sion detection, malware analysis, and spam detection [31]. Intrusion detection involves
monitoring a network or computer system for unauthorized access or harmful activities,
aiming to identify potential security breaches so that necessary measures can be taken to
prevent damage. Malware analysis, on the other hand, entails examining malicious soft-
ware to understand its behavior, purpose, and potential impact on a system or network. It
is the responsibility of security researchers to conduct malware analysis to develop effective
defenses against further infection or damage. Spam detection is a critical component of
email and messaging security, which involves distinguishing and filtering unwanted or
unsolicited messages from legitimate ones, such as those promoting a product or service,
distributing malware, or phishing for sensitive information. Numerous ML algorithms,
including random forest [32,33], support vector machine [34–36], and k-NN [37–40], have
been investigated in the literature for developing intrusion detection models, malware
analysis, and spam detection.

Over the past twenty years, ML has played an increasingly crucial role in the battle
against cyber attacks. However, ML is not a panacea in cybersecurity. Cyber attackers are
constantly evolving their methods and tactics, requiring ML algorithms to be retrained
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continuously on constantly changing data to keep up with these changes. Moreover, ML
algorithms are also being employed for malicious purposes, such as developing more
sophisticated and convincing social engineering attacks, creating malware that is harder
to detect and analyze, and automating the process of identifying and exploiting system
and network vulnerabilities. A study by Kaloudi and Li [41] examined prior research
on AI-based cyber attacks and proposed a framework for categorizing several aspects of
malicious AI use throughout the cyber attack life cycle, providing a basis for detecting
and predicting future threats. For a more comprehensive review of ML for cybersecurity,
interested readers can refer to [29,42,43].

8. Case Study: Axie Infinity and Solbeatz—Leveraging Blockchain Technology for
Tokenized Markets

This case study explores the applications and recent developments of blockchain-based
tokenized markets by examining two promising platforms: Axie Infinity (https://axieinfinity.
com/, accessed on 2 May 2023) in the gaming industry and Solbeatz (https://www.solbeatz.
xyz/, accessed on 2 May 2023) in the music industry. Axie Infinity, founded in 2018, is a
pioneering play-to-earn gaming platform that has gained significant popularity. Solbeatz, on
the other hand, is a recently founded platform with early access, showing promising potential
in revolutionizing the music industry through tokenization.

The traditional music industry has long faced issues such as limited access for inde-
pendent artists, and a lack of transparency in the revenue system. Solbeatz, founded in
2022, aims to address these issues by leveraging blockchain and tokenization. By utilizing
the decentralized nature of blockchain and creating a marketplace for music creators and
consumers, Solbeatz provides a transparent and fair ecosystem that empowers artists and
rewards creativity. It connects music creators directly with their audience, enabling them to
share their music, collaborate, and monetize their work. Artists can tokenize their music
and associated rights, creating unique digital assets that can be bought, sold, and traded
on the Solbeatz marketplace. Users can purchase and stream music using cryptocurrency,
providing a seamless and transparent transaction experience.

Axie Infinity, on the other hand, is currently the most popular play-to-earn gaming
platform that occupies a large portion of the online gaming market [44]. Axie Infinity is
a game centered around digital creatures called Axies, which are unique NFTs that can
be bought, sold, and bred on the Ethereum blockchain. Each Axie possesses different
traits and abilities, players can build a team of Axies and engage in strategic battles with
other players, earning in-game tokens called Smooth Love Potions (SLP) and Axie Infinity
Shards (AXS). By combining elements of gaming, NFTs, and decentralized finance, Axie
Infinity has created an innovative ecosystem that enables players to earn real money from
their gameplay. Through its marketplace and breeding mechanics, Axie Infinity facilitates
the buying, selling, and trading of NFTs, enabling players to build valuable collections
and participate in a vibrant secondary market. The platform’s success demonstrates the
potential for tokenization to revolutionize the gaming industry, providing players with
true ownership, transparent money exchange, and new economic opportunities.

The success of Axie Infinity and the emergence of Solbeatz showcase the potential of
blockchain-based tokenized markets in different sectors. Axie Infinity provides players
with economic opportunities and genuine ownership of their in-game assets by integrating
tokenization, play-to-earn mechanics, and a thriving NFT marketplace. On the other hand,
Solbeatz empowers artists in the music industry by enabling them to tokenize their music
and associated rights. Artists have control over pricing, fan interactions, and royalties,
fostering a direct and transparent connection between artists and their audience. Table 2
illustrates the main characteristics of Axie Infinity and Solbeatz. By leveraging blockchain
technology and embracing tokenization, these platforms redefine traditional industries,
offering participants enhanced ownership, transparent value exchange, and innovative
economic models. As the blockchain landscape matures, the ongoing exploration and im-
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plementation of tokenized markets will likely unlock new frontiers, transforming industries
and fostering novel possibilities within the global economy.

Table 2. Comparative table of Axie Infinity and Solbeatz.

Aspect Axie Infinity Solbeatz

Founding Year 2018 2022
Industry Gaming Music
Technology Blockchain Blockchain
Tokenization Game creatures (Axies), SLP, AXS Music and associated rights
Use Cases Play-to-earn gaming, NFT marketplace Tokenized music marketplace
Economic Model In-game cryptocurrency rewards Music rights transactions
User Community Global community of players Global community of artists and audience
Main Features Collectible digital creatures, battles, marketplace Tokenized music
Primary Focus Gaming and play-to-earn model Music industry disruption

9. Trends and Challenges of Tokenized Markets

Tokenized markets create and trade digital tokens representing a variety of assets,
including real estate, commodities, currencies, and more. These markets offer numerous
potential use cases:

• Real estate: Tokenized real estate allows for fractional ownership of property, in-
creasing liquidity for an otherwise non-liquid asset. By buying and selling tokens
representing a share of the property, investors can bypass intermediaries such as
brokers and reduce transaction costs.

• Commodities: Tokenized commodities enable investors to trade fractions of assets
such as gold, silver, and oil, providing easier exposure to these assets without the need
for physical ownership.

• Currencies: Tokenized currencies represent fiat currencies in digital form and can
be used for cross-border payments, reducing the time and costs associated with
traditional currency exchanges.

• Loyalty programs: Loyalty programs can use blockchain to offer more flexible and
valuable rewards, such as those offered by Loyyal (https://loyyal.com/, accessed on
2 May 2023). Tokens allow customers to use their points across multiple programs
and earn rewards beyond just purchases.

• Identity verification: Civic’s blockchain platform (https://www.civic.com/, accessed
on 2 May 2023) allows individuals to securely prove their identity without sharing sen-
sitive information with third parties. This has the potential to revolutionize industries
such as finance, healthcare, and government.

• Digital gold: Platforms such as Rush Gold (https://rush.gold/, accessed on 2 May
2023) use blockchain to enable users to invest in digital gold, offering a secure and
transparent way to invest in this traditional store of value and hedge against inflation.

Overall, tokenized markets have the potential to democratize access to assets and
markets, increase transparency, and reduce transaction costs. However, as with any new
technology, there are potential risks and challenges, such as regulatory uncertainty and
technical issues with blockchain implementations.

10. Conclusions and Future Work

Blockchain technology has enabled secure and decentralized peer-to-peer transfer of
digital assets without intermediaries, and asset tokenization has opened up opportunities
for virtual markets. Li et al. [45] found that fintechs that use big data, cloud computing,
blockchain, and other technical innovations can simplify consumer financial transactions,
increase user satisfaction, and enhance enterprise marketing, especially on user word
of mouth communication and promotion of the platform. However, challenges such
as cybersecurity threats and the lack of government and industry regulation must be
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addressed. Tokenized platforms have advantages over traditional exchange platforms, such
as increased transparency and security, using blockchain technology to record transactions
on a decentralized ledger. Designing a tokenized platform requires consideration of security,
scalability, and user experience.

Frameworks such as Apache Hadoop, Apache Spark, and Apache Cassandra can be
adopted to manage distributed data for handling databases associated with real systems.
The European dataspace for digital assets has been initiated to facilitate the secure sharing
and exchange of data across Europe while ensuring high-quality data and compliance
with European rules and values. Machine learning has become an effective approach to
counter cyber threats, but attackers are constantly evolving their methods, requiring ML
algorithms to be retrained continuously. Tokenized markets allow for the creation and
trading of digital tokens representing various assets, providing benefits such as fractional
ownership, cross-border payments, and flexible loyalty program rewards. However, as
tokenized platforms continue to evolve, regulatory uncertainty and technical issues with
blockchain implementations must be considered, and mechanisms to strike a balance
between innovation and consumer protection, ensuring fair and transparent operations
within tokenized markets, should also be studied. Additionally, to mitigate the massive
energy consumed by blockchain operations, scalable blockchain solutions, such as sharding
and layer-two protocols, and other energy-efficient consensus mechanisms to minimize the
environmental impact of blockchain operations need to be explored.

Future research should focus on developing and implementing blockchain-based tok-
enized platforms that securely and efficiently exchange digital assets, improving distributed
data management systems, continued research and development of machine learning tech-
niques to detect and categorize cyber threats, and exploring the potential benefits and
risks of tokenized markets for various asset types. Furthermore, while the initial focus of
blockchain technology has been on cryptocurrencies and financial assets, there is significant
potential for its application across various industries, such as supply chain management,
intellectual property rights, healthcare, and voting systems.

Overall, future research should continue to explore the potential benefits and risks
associated with tokenized markets for various asset types and industries. By address-
ing these research areas, we can unlock the full potential of blockchain-based tokenized
platforms, enabling the secure, transparent, and efficient exchange of digital assets while
promoting economic growth, innovation, and compliance with legal and ethical standards
across industries.
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Abstract: The prompt and accurate identification of the causes of pneumonia is necessary to imple-
ment rapid treatment and preventative approaches, reduce the burden of infections, and develop
more successful intervention strategies. There has been an increase in the number of new pneumonia
cases and diseases known as acute respiratory distress syndrome (ARDS) as a direct consequence of
the spread of COVID-19. Chest radiography has evolved to the point that it is now an indispensable
diagnostic tool for COVID-19 infection pneumonia in hospitals. To fully exploit the technique, it
is crucial to design a computer-aided diagnostic (CAD) system to assist doctors and other medical
professionals in establishing an accurate and rapid diagnosis of pneumonia. This article presents a
robust hybrid deep convolutional neural network (DCNN) for rapidly identifying three categories
(normal, COVID-19 and pneumonia (viral or bacterial)) using X-ray image data sourced from the
COVID-QU-Ex dataset. The proposed approach on the test set achieved a rate of 99.25% accuracy,
99.10% Kappa-score, 99.43% AUC, 99.24% F1-score, 99.25% recall, and 99.23% precision, respectively.
The outcomes of the experiments demonstrate that the presented hybrid DCNN mechanism for
identifying three categories utilising X-ray images is robust and effective.

Keywords: hybrid DCNN mechanism; diagnosis; chest X-ray images; radiography images; lung
opacity; pneumonia; COVID-19

1. Introduction

The COVID-19 pandemic has led to a considerable increase in pneumonia patients
worldwide. The most prominent indications and symptoms of COVID-19 are chest dis-
comfort, cough, sore throat, fever, and shortness of breath, similar to other pneumonia
types. COVID-19 pneumonia presents unique challenges as it can cause severe respiratory
distress, which can advance rapidly to acute respiratory distress syndrome (ARDS) [1].
So, to successfully combat the disease and implement preventative measures, it is neces-
sary to differentiate between COVID-19 infection and other bacterial or viral pneumonias.
A delay in treatment may result in mortality, or other problems, including impaired lung
function and chronic non-communicable respiratory infections, such as asthma or chronic
obstructive pulmonary disease (COPD) [2,3].

In diagnosing a broad range of lung-related disorders, chest X-rays (CXR) are often
used as one of the diagnostic techniques [4]. Chest X-rays are inexpensive, widely available,
and can be performed quickly, making them an effective diagnostic tool for pneumonia. In
contrast, computed tomography (CT) and magnetic resonance imaging (MRI) are higher-
cost techniques and require more time. For this reason, chest radiography has developed
into an important diagnostic technique for COVID-19 infection pneumonia in hospitals.
However, when performing chest X-rays in the early stages of pneumonia, the radiographic
features may not be distinct, making their interpretation more difficult. As a result, es-
pecially during the COVID-19 pandemic, using a CAD system for pneumonia diagnosis
can help to manage the high volume of patients presenting with respiratory symptoms [5].
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Consequently, designing a computer-aided diagnostic (CAD) system has become essential
in supporting medical practitioners in establishing an accurate diagnosis of pneumonia on
time [6,7].

Lately, increased attention has been paid to deep learning (DL) methods, particularly
deep convolutional neural networks (DCNNs), in CAD systems based on computer vision
methodologies so as to identify diseases using chest X-ray images. The use of DCNNs in
chest X-rays for COVID-19 detection has gained significant traction due to its potential
to provide a fast and accurate diagnosis, which is crucial for handling the COVID-19
pandemic [8]. DCNNs are a kind of artificial intelligence (AI) often utilised in image
categorisation tasks because they can extract characteristics from images and categorise
them based on these features. In the medical imaging domain [9], it has been shown that
identifying DCNNs in chest X-rays plays a crucial role in diagnosing bacterial pneumonia,
viral pneumonia, and other chest disorders. Therefore, the development of such models
to identify radiographs contaminated with COVID-19 is urgently required to be able to
make suitable clinical decisions to assist radiologists, medical experts, practitioners and
doctors [10,11].

This work proposes a CAD system with a hybrid identification strategy that uses
chest X-ray image data to categorize three distinct diseases that might cause pneumonia.
The hybrid DCNN consists of a combination of VGG [12] blocks and an inception [13,14]
module. Compared to previous methods that have already been established, our novel
network achieves a higher rate of accurate identification using a large collection. Thus,
by employing X-ray images, this image-based pneumonia disease diagnosis method will
assist medical professionals in the early and rapid identification of pneumonia.

The most significant contributions of this work are as follows:

• The identification of pneumonia is performed using a hybrid DCNN mechanism.
The modified VGG19 model includes two inception blocks to take advantage of
simultaneous feature extraction capabilities. The hybrid DCNN is equipped with
powerful feature extraction capabilities.

• We conducted exhaustive high-level simulations to assess the effectiveness of the
presented hybrid DCNN. The proposed hybrid DCNN mechanism findings were
compared to those obtained from the most current and advanced networks.

The remaining structure of this work is as follows: In Section 2, we address similar
articles on pneumonia and the diagnosis of COVID-19 that have been published in the
literature. Section 3 analyzes the materials and methods used in our experimental work. The
experiment outcomes are discussed in Section 4, along with assessment metrics, and then
the accuracy rate is compared with existing identification techniques. Finally, the study’s
conclusion is in presented in Section 5, which includes some predictions for the future.

2. Related Work

The automated investigation and analysis of an extensive collection of image data
create new and exciting challenges that call for state-of-the-art computational strategies
and classic machine learning (ML), deep learning (DL), or computational intelligence (CI)
approaches that can provide high-performance and specialized medical services [15]. In
the last two years, a significant number of investigators from all over the world have
developed and published many studies to detect and slow the spread of the COVID-19
virus. A substantial number of these researchers have used a variety of AI methodologies
to analyze and diagnose X-ray images to identify various diseases. The capacity of DL
techniques [16] to generate better results than typical ML approaches has made them the
most popular methods for identifying images. In this part, we will concentrate on research
that uses novel methodologies to identify COVID-19 based on DL methods.

COVID-AleXception is proposed in [17], which is a concatenation of the features
from two pre-trained CNN methods, Xception and AlexNet. The dataset comprises
15,153 X-ray images (1345 pneumonia, 3616 COVID-19 and 10,192 normal). Each CNN
method was trained for 100 epochs with the Adam optimisation algorithm. The COVID-
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AleXception method achieved an identification accuracy rate of 98.68% over Xception
and AlexNet, which yielded an identification accuracy of 95.63% and 94.86%, respectively.
Hafeez et al. [18] designed a customised CNN prediction system for chest X-rays and
compared it with two pre-trained CNN methods (VGG16 and AlexNet). The accuracy of
the proposed system for the three categories (normal, COVID-19, and virus bacteria) is
89.855%, 89.015% for VGG16 and 89.155% for AlexNet.

In [19], the authors suggested a lightweight CNN technique for COVID-19 identi-
fication utilising X-ray images and evaluated it with seven pre-trained CNN systems
(InceptionV3, Xception, ResNet50V2, MobileNetV2, DenseNet121, EfficientNet-B0, and Ef-
ficientNetV2). The dataset comprised 600 COVID-19, 600 normal, and 600 pneumonia
images. Each CNN method was trained for 50 epochs. The rate of the accuracy of the
proposed method for the three categories is 98.33% and 97.73% from EfficientNetV2. Coro-
Net is proposed in [20], based on the Xception method. The utilised collection comprised
330 bacterial pneumonia, 327 viral pneumonia, 284 COVID-19, and 310 normal X-ray im-
ages. The CoroNet method was trained for 80 epochs, and four categories reached a rate of
accuracy of 89.60%.

Ghose et al. [21] designed a customised CNN automatic diagnosis system. The dataset
comprises 10,293 X-ray images, including 4200 pneumonia, 2875 COVID-19, and 3218 nor-
mal images. The customised CNN was trained for 25 epochs with the Adam optimisation
algorithm. The proposed method attained 98.50% accuracy, a 98.30% F1-score, and 99.20%
precision. In [22], the authors suggested a DL diagnosis system to quickly detect pneumo-
nia using X-ray images. They compare the VGG19 and ResNet50 methods for three distinct
diseases of lung detection. The dataset comprises 11,263 pneumonia, 11,956 COVID-19 and
10,701 normal images. Each CNN method was trained for 180 epochs. The accuracy of the
proposed diagnosis system for the three categories is 96.60% for the VGG19 method and
95.80% for ResNet50.

Furthermore, in [23], the authors compare four DL methods (VGG16, ResNet50,
DenseNet121, and VGG19) to diagnose X-ray images as COVID-19 or normal. The dataset
comprises 1592 X-ray images (802 normal, 790 COVID-19). Each CNN method was trained
for 30 epochs. The VGG16 method for the two categories achieved an accuracy rate of
99.33%, ResNet50 achieved 97.00%, DenseNet121 achieved 96.66%, and VGG19 achieved
96.66%. In [24], the authors suggested a DL model based on MobileNetV2 to identify
COVID-19 infection. The dataset comprises 1576 normal, 3616 COVID-19 and 4265 pneu-
monia X-ray images. Each CNN strategy was trained for 80 epochs. The accuracy rate of
the suggested diagnosis approach for the three categories is 97.61%.

Nayak et al. [25] designed a CNN technique called LW-CORONet. The suggested method
is evaluated by employing two datasets where dataset-1 has 2250 images (750 pneumonia,
750 normal, and 750 COVID-19) and dataset-2 has 15,999 images (5575 pneumonia, 8066 normal,
and 2358 COVID-19). The customised CNN was trained for 100 epochs with the Adam optimi-
sation algorithm. The identification accuracy obtained is 98.67% on dataset-1 and 95.67% on
dataset-2 for three category cases, respectively. In [26], the authors suggested a CNN model for
medical diagnostic image analysis to identify COVID-19. The proposed approach is based on the
MobileNetV2 method. The dataset comprises 10.192 normal, 3616 COVID-19, 6012 lung opacity
and 1345 viral pneumonia images. The proposed diagnosis method achieves an identification
accuracy rate of 95.80%.

Most researchers fed their identification networks with data from relatively small
collections. Consequently, most of the networks reached high levels of accuracy; however,
the prediction results based on those networks cannot be generalised owing to the small
number of image data on which the networks were trained [27]. Table 1 presents a compre-
hensive description of the categorisation of the above systems for identifying COVID-19
and analyzes the model employed and the accuracy rate achieved.

In our work, the collection included 33,920 chest X-ray image data, balanced with
around 10,500 images belonging to each category. Thus, a hybrid DCNN identification
mechanism was created for diagnosing pneumonia and COVID-19 disease based on image
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evidence from a much larger collection. Our suggested design has a primary key goal to
improve disease detection accuracy and reduce the frequency of inaccurate identifications.
The hybrid DCNN network was trained and tested using X-ray image data that included
three distinct types of pneumonia. According to the experiments’ findings, the model’s
categorization accuracy is 99.23%. Since it has a high accuracy rate, the recommended
strategy may be of assistance to those operating in the medical industry.

Table 1. A summary of studies using CNN methods for COVID-19 identification.

Study Best Method Accuracy (%)

[17] COVID-AleXception 98.68
[18] Custom CNN 89.855
[19] Lightweight CNN 98.33
[20] CoroNet 89.60
[21] Custom CNN 98.50
[22] VGG19 96.60
[23] VGG16 99.33
[24] MobileNetV2 97.61
[25] LW-CORONet 98.67
[26] MobileNetV2 95.80

3. Materials and Methods

3.1. Dataset Collection

There are 33,920 chest X-ray image data in the collection COVID-QU-Ex [28], all of
which are available to the public.

The COVID-QU-Ex collection consists of three categories: normal, non-COVID in-
fection, and COVID-19. Patients with normal (healthy) situations represent 32% of the
total collection with 10,701 instances, non-COVID infection situations represent 33% with
11,263 instances, and COVID-19 situations represent 35% with 11,956 instances. These
images represent two different diseases and one healthy state. Each image’s resolution in
the collection, which is in a PNG file format, is 256 pixels per flank. Figure 1 illustrates a
sample of a normal instance and two distinct disorders that may damage the lungs. Since
the collection is already large and relatively well-balanced, as shown in Figure 2, there is
no need to use data augmentation techniques to make it more balanced.

From the radiographic findings in Figure 1, a normal lung X-ray typically shows clear
lung fields without any significant opacities or abnormalities. The lung markings appear
normal, with the blood vessels and airway passages clearly visible. In cases of viral or
bacterial pneumonia, the X-ray image often reveals areas of opacity or consolidation. These
areas appear as dense, cloudy regions within the lung fields, indicating the presence of
inflammation, fluid, or pus. The opacities can be patchy, focal, or lobar, depending on the
severity and extent of the infection. X-ray findings in COVID-19 pneumonia show ground
glass opacities (blurry areas) in multiple areas of the lungs. These opacities often have a
peripheral distribution and can affect both lungs symmetrically [29,30].
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Figure 1. X-ray samples by category from the COVID-QU-Ex collection (the white markers indicate
infected areas).

Figure 2. The allocation of X-ray image data per category from the COVID-QU-Ex collection is
balanced; thus, no augmentation techniques are required.

3.2. Split Collection

In DCNN, a collection is divided into three parts: training/validation/testing. So,
the training set optimizes the network’s weights by reducing the predicted and actual
output differences. The validation set is utilised to estimate the network’s effectiveness on
unknown data during training to enhance the network’s performance. The test set provides
a final, objective assessment of the network’s performance after training on unseen data [31].
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The COVID-QU-Ex collection split ratio is 80:20 for train and test objectives. Ad-
ditionally, 20% of training images were used as validation data for the network during
the training phase. This rate is typically used when there is a large collection, adequate
data is available to train stage the network, and sufficient image data remains for vali-
dation and testing of the network [32]. The number of image data per type utilized for
training/validation/testing is outlined in Table 2.

Table 2. Number of image data per type for training/validation/testing in the COVID-QU-Ex collection.

Category Number of
Images

Training
Images

Validation
Images

Test
Images

Normal (Healthy) 10,701 6849 1712 2140
Non-COVID infections
(Viral or Bacterial Pneumonia) 11,263 7208 1802 2253

COVID-19 11,956 7658 1903 2395
Total 33,920 21,715 5417 6788

3.3. Hybrid DCNN for Diagnosing Pneumonia and COVID-19 Disease

We developed a hybrid DCNN mechanism that is effective in distinguishing between
the three distinct categories that have the potential to have an impact on the lungs. The hy-
brid DCNN network was based on combining VGG blocks and the inception module.
So, combining VGG19 with the inception module increases accuracy, improves feature
extraction, and improves computing efficiency.

The VGG19 [12] network comprises a total of 19 layers, 16 of which are convolutional
layers and 3 of which are completely connected. It was developed specifically to perform
well on image categorization tasks, making it a popular option for various computer vision
applications due to its architecture. The 16 convolutional layers are separated into five
blocks of two or three convolutional layers followed by a max pooling layer. Additionally,
the blocks use small filters (3 × 3) with a stride of 1, and as the network becomes deeper,
the number of filters gradually increases. Each of the three fully connected layers has
4096 neurons and uses a softmax activation function to perform the final categorization.

The inception [13] module is composed of several parallel branches that each have a
different size filter, including: Convolutional layers use filters of varying sizes to extract
characteristics from the input image 224 × 224 × 3. The max pooling layer minimizes
the spatial dimensionality of the feature maps generated by convolutional layers. The
concatenation layer merges the outputs from multiple branches of the inception module
into a single multi-scale representation of the input image. The inception module is widely
employed in modern DCNN designs for computer vision and has demonstrated exemplary
performance in various image category tasks.

The hybrid DCNN mechanism for COVID-19 disease identification has the following
elements: ten convolutional layers for feature extraction, four max-pooling layers for spatial
dimension of the feature maps, two inception modules, a global average pooling (GAP)
layer and a fully connected (FC) layer to conduct the categorization. The hybrid DCNN
mechanism takes an input size image (224, 224, 3) and passes it through the network to
identify the disease categories in the image. The initial VGG block utilizes 64 filters, which
results in a feature map that is (224, 224, 64) in size. The output shape produced as a
consequence of this process is (112, 112, 64). The second VGG block utilizes 128 filters and
produces a feature map that is (112, 112, 128) in size, and the resulting shape of the output
is (56, 56, 128). The following third VGG block utilizes 256 filters and generates a feature
map (56, 56, 256) in size; the output shape this creates is a rectangle (28, 28, 256). The final
VGG block utilizes 512 filters and generates a feature map with dimensions of (28, 28, 512),
and the shape of the output is (14, 14, 512). The first inception module utilizes 512 filters,
and the shape of the output produced as a consequence is (7, 7, 512). The second inception
module utilizes 512 filters, and the shape of the output that this generates is (7, 7, 512).
An output shape is possessed by the GAP layer (1, 1, 512). Finally, the FC layer has an
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output shape that consists of (1, 1, 3). Figure 3 depicts the diagram of the inception module,
whereas Figure 4 illustrates the hybrid DCNN mechanism diagram.

Our hybrid DCNN approach combines the strengths of the VGG19 architecture and the
inception module to achieve improved accuracy and speed while reducing computational
complexity over existing methods. Specifically, the first four blocks of the VGG19 architec-
ture form the backbone of our network, which are highly efficient in extracting low-level
features in images. However, the later blocks of VGG19 are computationally expensive, par-
ticularly when working with large datasets. To address this, we add two inception modules
of the VGG19 architecture to improve the network’s ability to learn more valuable features,
leading to an even higher accuracy. The inclusion of two inception modules provides
additional flexibility and complexity in the network, enabling it to capture a broader range
of image features. So, by combining these two architectures, we leverage both strengths to
achieve improved accuracy and speed while reducing computational complexity.

Figure 3. The block diagram of the inception module.
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Figure 4. The block diagram of proposed hybrid DCNN for COVID-19 disease identification.
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3.4. Implementation Description

All experimentations were performed utilizing a GPU (NVIDIA RTX 3050 with 8 GB
RAM). Python 3, CUDA, the Keras package, CuDNN, Matplotlib and NumPy were the
main libraries used to implement all networks. All networks were optimized using the
Adam [33] optimizer with a learning rate of 0.0001, a number of epochs of 30 and categorical
cross-entropy as a loss function. Table 3 displays the specific training parameters for
all networks.

Table 3. Configurations of the training parameters for all networks.

Name of Parameter Value for Training

Optimizer Adam
Number of epochs 30
Learning rate 0.0001
Mini batch size 32
Loss function Cross-entropy

3.5. Performance Measures

Accuracy, precision (specificity), recall (sensitivity), and F1-score are the most popular
measures to evaluate deep learning networks [34]. In addition, the Kappa score [35]
coefficient is used to assess the level of agreement between the predicted labels and the
actual labels in the test data. Consequently, these measures were selected for this work.
All measures are based on the number of true negative (TN), true positive (TP), false
positive (FP), and false negative (FN) cases. Furthermore, the confusion matrix is used
to evaluate the performance of networks during categorization tasks. Finally, the ROC
curve demonstrates how effectively the network can discriminate between various kinds
of image data; when the indicator is increased, the network can satisfactorily distinguish
between the type with the infection and without infection. The formulas for the measures
above are provided using Equations (1)–(6):

Accuracy = ((TP + TN)/(TP + FN + TN + FP))× 100% (1)

Precision = (TP/(TP + FP))× 100% (2)

Recall = (TP/(TP + FN))× 100% (3)

F1-score = 2 × ((Precision × Recall)/(Precision + Recall))× 100% (4)

Random Accuracy = (((TN + FP)× (TN + FN) + (FN + TP)× (FP + TP))/

((TP + FN + TN + FP)× (TP + FN + TN + FP)))× 100%
(5)

Kappa-score = (( Accuracy − Random Accuracy )/(1 − Random Accuracy ))× 100% (6)

4. Experimental Results

The immediate purpose of our suggested network is to sweeten the identification
accuracy of the COVID-19 disease and reduce miscategorization. Figures 5 and 6 illustrate
the accuracy and loss curves for 30 epochs during the training and validation stages. The
highest training and validation accuracy is shown in the hybrid DCNN with 99.32% and
97.60%, and loss is 0.1062 and 0.9260. On the contrary, the lowest training and validation
accuracy is obtained at 98.97% and 91.57%, and loss is 0.1548 and 0.9157 for the ResNet50
network. Analyzing the accuracy curve, it is seen that the accuracy values of the hybrid
DCNN are statable without showing overfitting over the other networks.
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As can be seen in Figure 5, the Hybrid DCNN outperforms the other popular CNN
architectures, starting from more than 0.85 when epochs are 0. The main reason for
the superior performance is that the proposed approach uses the generic characteristics
of images extracted from the ImageNet [36] dataset by the VGG19. So, our model has
already learned to recognize a great deal of visually valuable elements, such as edges,
textures, and shapes, which can be used for identification, and learns specific features of the
COVID-19 disease identification task due to the two newly added inception modules. On
the other hand, the other CNN architectures are also initialized with pre-trained weights
from ImageNet, but they do not achieve optimal results for the COVID-19 identification
task. Thus, the Hybrid DCNN is a powerful model that combines the advantages of both
generic and specific feature extraction capabilities, resulting in top performance for the
COVID-19 identification task.

Figure 5. Comparison plot of the accuracy curves of the training/validation for each network.

Figure 6. Comparison plot of the loss curves of the training/validation for each network.
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Figures 7–11, demonstrate the confusion matrix and ROC curve plots for all networks.
Among the 6788 instances, 51 were miscategorised by the proposed hybrid DCNN, the VGG19
with one inception module miscategorised 96, the VGG19 network miscategorised 124,
the VGG16 network miscategorised 181, and the ResNet50 network misclassified 241 instances.

Figure 7. Results of the confusion matrix and ROC curve for the hybrid DCNN on the test dataset.

Figure 8. Results of the confusion matrix and ROC curve for the VGG19 with one inception module
on the test dataset.

Figure 9. Results of the confusion matrix and ROC curve for the VGG19 network on the test dataset.
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Figure 10. Results of the confusion matrix and ROC curve for the VGG16 network on the test dataset.

Figure 11. Results of the confusion matrix and ROC curve for the ResNet50 network on the
test dataset.

The performance of the five networks is outlined in Table 4; the standard deviation is
included in parentheses. The proposed hybrid DCNN mechanism has the best performance
with 99.25% accuracy, 99.23% precision, 99.25% recall, a 99.24% F1-score, 99.43% AUC,
and 99.10% Kappa score. On the contrary, a comparatively low performance was obtained
by the ResNet50 network with 96.45% accuracy, 96.41% precision, 96.41% recall, 96.40%
F1-score, 97.32% AUC, and 95.17% Kappa score. Hence, as shown in Table 5, it was revealed
that the proposed hybrid DCNN is superior to other networks.

Figure 12 shows results from the hybrid DCNN mechanism on some sample instances
from the test set. For example, the proper category kind, shown in Figure 12a top/bottom,
is accurately diagnosed with a probability greater than 98.82% as “Normal”. Moreover,
the suggested strategy accurately identifies each instance in Figure 12b (top/bottom images).
The proposed mechanism is accurately identified, as shown in the top image of Figure 12c.
In contrast, the irregular opacity of the lungs affects the feature extraction process. So,
erroneous lung disease identifications may arise, as illustrated in Figure 12c (bottom
image). Considering the outcomes, it can be deduced that the recommended hybrid
DCNN mechanism enhances the accuracy of COVID-19 disease identification. Specifically,
combining the highly effective first four blocks of the VGG19 architecture with the efficient
inception modules allows our network to capture useful features missed by other methods,
thereby reducing the frequency of inaccurate identifications.
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Figure 12. Indicative instances evaluated by hybrid DCNN mechanism.

Table 4. Performance measures of five networks, standard deviation included in parentheses.

Network
Accuracy

(%)
Precision

(%)
Recall

(%)
F1-Score

(%)
AUC
(%)

Kappa-Score
(%)

Hybrid DCNN 99.25
(0.0254)

99.23
(0.0270)

99.25
(0.0295)

99.24
(0.0307)

99.43
(0.0354)

99.10
(0.0386)

VGG19 with
one inception

module

98.59
(0.0427)

98.55
(0.0454)

98.59
(0.0458)

98.56
(0.0507)

98.94
(0.0492)

98.45
(0.0471)

VGG19 98.17
(0.0474)

98.13
(0.0432)

98.18
(0.0481)

98.15
(0.0507)

98.63
(0.0531)

97.84
(0.0516)

VGG16 97.33
(0.0706)

97.31
(0.0732)

97.28
(0.0713)

97.30
(0.0634)

97.97
(0.0642)

96.61
(0.0770)

ResNet50 96.45
(0.0552)

96.41
(0.0507)

96.41
(0.0587)

96.40
(0.0602)

97.32
(0.0580)

95.17
(0.0524)
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Table 5. Performance evaluation of five networks.

Network Categories Precision Recall F1-Score

Hybrid DCNN
COVID-19 0.9983 0.9933 0.9958
Non-COVID 0.9902 0.9916 0.9909
Normal 0.9884 0.9925 0.9904

VGG19 with one inception module
COVID-19 0.9972 0.9901 0.9948
Non-COVID 0.9901 0.9734 0.9819
Normal 0.9668 0.9919 0.9802

VGG19
COVID-19 0.9962 0.9833 0.9897
Non-COVID 0.9804 0.9751 0.9777
Normal 0.9675 0.9869 0.9771

VGG16
COVID-19 0.9777 0.9891 0.9834
Non-COVID 0.9727 0.9654 0.9690
Normal 0.9690 0.9640 0.9665

ResNet50
COVID-19 0.9827 0.9737 0.9782
Non-COVID 0.9541 0.9685 0.9612
Normal 0.9554 0.9500 0.9527

5. Conclusions and Future Work

The COVID-19 pandemic has created a global health concern, with millions of indi-
viduals infected worldwide. The rapid spread of the disease has made early detection
and accurate diagnosis crucial to prevent its further spread. This work presents a CAD
system with a hybrid identification strategy that uses chest X-ray image data to categorize
three distinct diseases. The hybrid DCNN identification mechanism consists of a combi-
nation of VGG blocks and three inception modules. Our network mechanism achieves
99.25% accuracy, a 99.10% Kappa score, 99.43% AUC, and 99.24% F1-score. These results
demonstrate that the proposed strategy can effectively distinguish between pneumonia,
COVID-19, and typical chest X-ray images. In further research, the diagnostic accuracy of
large-scale medical datasets has to be investigated, and appropriate experiments must be
conducted to verify our hybrid DCNN identification strategy in specialized services such
as service-oriented networks (SONs).
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Abbreviations

The following abbreviations are used in this manuscript:

AI Artificial Intelligence
ARDS Acute Respiratory Distress Syndrome
CAD Computer-Aided Diagnostic
COPD Chronic Obstructive Pulmonary Disease
CT Computed Tomography
CXR Chest X-Ray
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DCNN Deep Convolutional Neural Network
DL Deep Learning
GPU Graphics processing unit
ML Machine Learning
MRI Magnetic Resonance Imaging
ReLU Rectified linear unit
SONs Service-Oriented Networks
VGG Visual geometry group
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Abstract: The brain is the organ most studied using Magnetic Resonance (MR). The emergence of
7T scanners has increased MR imaging resolution to a sub-millimeter level. However, there is a lack
of automatic segmentation techniques for 7T MR volumes. This research aims to develop a novel
deep learning-based algorithm for on-cloud brain extraction and multi-structure segmentation from
unenhanced 7T MR volumes. To this aim, a double-stage 3D U-Net was implemented in a cloud
service, directing its first stage to the automatic extraction of the brain and its second stage to the
automatic segmentation of the grey matter, basal ganglia, white matter, ventricles, cerebellum, and
brain stem. The training was performed on the 90% (the 10% of which served for validation) and the
test on the 10% of the Glasgow database. A mean test Dice Similarity Coefficient (DSC) of 96.33% was
achieved for the brain class. Mean test DSCs of 90.24%, 87.55%, 93.82%, 85.77%, 91.53%, and 89.95%
were achieved for the brain structure classes, respectively. Therefore, the proposed double-stage 3D
U-Net is effective in brain extraction and multi-structure segmentation from 7T MR volumes without
any preprocessing and training data augmentation strategy while ensuring its machine-independent
reproducibility.

Keywords: brain extraction; brain multi-structure segmentation; cloud computing; deep learning;
double-stage 3D U-Net; neuroradiology; 7T magnetic resonance; volume measure analysis

1. Introduction

Magnetic Resonance (MR) is a radiological imaging modality of pivotal importance in
diagnostics. The brain is the organ most frequently studied by MR, as it allows to obtain the
greatest sensitivity for the characterization of brain structures by combining radio waves
and strong magnetic fields [1,2]. MR imaging is an effective way to diagnose neurological
diseases and conditions by detecting structural or connectivity alterations, such as the Grey
Matter (GM) atrophy in Alzheimer’s disease, the shrinkage of the Brain Stem (BS) structures
(e.g., substantia nigra) in Parkinson’s disease, the presence of lesions in the White Matter
(WM) in multiple sclerosis and the abnormal connectivity of the cortico-cerebellar-striatal-
thalamic loop in schizophrenia [2,3]. Nowadays, the advancements in instrumentation
technology join improved acquisition methodologies. The emergence of 7T scanners, in
particular, has increased the MR imaging resolution to a sub-millimeter level, making the
visualization of such brain structures more evident [4,5]. Despite the potentialities, these
innovative technologies come with new technical challenges, such as more pronounced
radiofrequency field non-uniformities, larger spatial distortion near air-tissue interfaces,
and more susceptibility artifacts.

Brain structure segmentation is an important step in MR imaging diagnostics for
monitoring the presence of anatomical alterations by isolating specific brain areas and,
thus, allowing a region-by-region quantitative analysis [2]. Manual segmentation is the
gold standard for brain structure segmentation in MR [6]. It is necessary for providing
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the Ground Truth (GT), requiring experienced operators to first define the region of in-
terest and then draw boundaries surrounding it [7]. Although being the most accurate,
manual segmentation is only feasible for small collections of data, as it is time-consuming,
because performed slice-by-slice, and labor-intensive, due to the noisy yet complex tissue
edges [8]. Moreover, its results are difficult to reproduce, as even experienced operators
exhibit significant variability with respect to their previous delineations [6,9]. It may also
happen that high-resolution MR images, such as 7T ones, no longer have a crisp boundary
of the region of interest. As a consequence, slight variations in the selection of pixels may
lead to errors [7]. Automatic segmentation techniques have recently aroused great interest
for their use in both research and clinical applications. However, most such techniques
require labeled MR images obtained through manual segmentation and, thus, experience
similar constraints as mentioned earlier. Additional challenges with automatic segmen-
tation techniques include the poor contrast between brain areas, the complex anatomical
environment of the brain, and the wide variations in size, shape, and texture found in the
brain tissue of subjects. Lack of consistency in source data acquisition may also result in
such variations. Consequently, most existing approaches based on clustering, watershed,
and machine learning share the problem of a lack of global applicability, which limits
their usage to a limited number of applications. Deep Learning (DL)-based algorithms are
capable of processing unenhanced data by extracting the salient features automatically,
thus eliminating the need for manually-extracted features [10]. DL-based brain structure
segmentation seems to be currently the most promising, thanks to the rapid increase of
hardware capabilities together with computational and memory resources that have largely
reduced the execution time [7,9].

Over the past few years, researchers have reported in the literature on various brain
structure automatic segmentation techniques of different accuracy and degrees of com-
plexity [6,8,11–13]. Some researchers, in particular, developed DL-based algorithms for
brain structure segmentation from 1.5T and 3T MR volumes, and 3D Convolutional Neu-
ral Network (CNN) was the neural architecture used most predominantly. In 2019, Sun
et al. [14] proposed a spatially-weighted 3D U-Net for the automatic segmentation of the
brain structures into WM, GM, and cerebrospinal fluid from T1-weighted MR volumes of
the MRBrainS13 and MALC12 databases, then extended to multi-modal MR volumes. In
the same year, Wang et al. [15] proposed a 3D CNN including recursive residual blocks
and a pyramid pooling module for the automatic segmentation of the brain structures
into WM, GM, and cerebrospinal fluid from T1-weighted MR volumes of the CANDI and
IBSR databases. One year later, Bontempi et al. [16] proposed a 3D CNN trained in a
weakly-supervised fashion by exploiting a large database collected from the Centre for
Cognitive Neuroimaging of the University of Glasgow and composed of T1-weighted MR
volumes. Again in 2020, Ramzan et al. [17] proposed a 3D CNN with residual learning and
dilated convolution operations for the automatic segmentation of the brain structures into
nine different classes, including WM, GM, and cerebrospinal fluid from T1-weighted MR
volumes of the ADNI, MRBrainS18, and MICCAI 2012 databases. In 2022, Laiton-Bonadiez
et al. [18] injected T1-weighted MR sub-volumes of the Mindboggle-101 database into a set
of successive 3D CNN layers free of pooling operations for extracting the local information.
Later, they sent the resulting feature maps to successive self-attention layers for obtaining
the global context, whose output was later dispatched to the decoder composed mostly
of up-sampling layers. However, there is still a severe lack of brain structure automatic
segmentation techniques for 7T MR volumes compared to lower field MR volumes. To
the authors’ best knowledge, the only DL-based algorithm for brain structure segmenta-
tion from unenhanced 7T MR volumes is the one proposed by Svanera et al. [19]. They
pretrained a 3D CNN on the Glasgow database in a weakly-supervised fashion by taking
advantage of training data augmentation strategies. Additionally, they took into account
two different collections of data for exploring the condition of limited data availability.
However, they directed their research to focus more on the demonstration of the practical
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portability of a pretrained neural architecture with a fine-tuning procedure involving very
few MR volumes rather than on effective performance evaluation and analysis.

Thus, the focus of this research is on developing a novel DL-based algorithm for
on-cloud brain extraction and multi-structure segmentation from 7T MR volumes without
any preprocessing and training data augmentation strategy. To this aim, a double-stage 3D
U-Net was designed and implemented in a scalable GPU cloud service, directing its first
stage to the automatic extraction of the brain by removing the background and stripping
the skull, and its second stage to the automatic segmentation of the GM, Basal Ganglia
(BG), WM, VENtricles (VEN), CereBellum (CB), and BS.

2. Data and Methodology

2.1. Data Labeling and Division

Data used in this research come from the Glasgow database (https://search.kg.ebrains.
eu/instances/Dataset/2b24466d-f1cd-4b66-afa8-d70a6755ebea, accessed on 2 January
2023), which was collected at the Imaging Centre of Excellence of the Queen Elizabeth
University Hospital in Glasgow and publicly released by Svanera et al. [19]. The database
includes 142 out-of-the-scanner T1-weighted MR volumes of 256 × 352 × 224 mm3, ob-
tained with an MP2RAGE sequence at 0:63 mm3 isotropic resolution, acquired by a Siemens
7T Terra Magnetom scanner with a 32-channel head coil, and belonging to 76 healthy
subjects. Neck cropping was the only preprocessing performed by the data providers using
the INV2 volume obtained during the acquisition. Together with MR volumes, a multi-class
segmentation mask is also included in the database. The segmented classes are (0, 1, 2,
3, 4, 5, 6) for, respectively, the background, GM, BG, WM, VEN, CB, and BS [19]. Once
selected, all MR volumes were stored as compressed NIFTI files without applying any
further preprocessing.

Due to the considerable time cost and expertise required to produce manual anno-
tations on such a database, the inaccurate GTs (iGTs), made available together with MR
volumes by Svanera et al. [19], were exploited, and corrections were then applied. The
automatic data labeling procedure accounts for an upper branch dealing with GM and WM
automatic segmentation, and a lower branch dealing with BG, VEN, CB, and BS automatic
segmentation. In the upper branch, AFNI-3dSeg proposed by Cox et al. [20] was used,
followed by geometric and clustering techniques as seen in Fracasso et al.’s [21] research.
In the lower branch, FreeSurfer v6 proposed by Fischl et al. [22] was used, with preliminary
denoising of MR volumes as in O’Brien et al. [23]. Then, the two branches were combined,
and a manual correction was carried out to reduce the major errors (e.g., CB wrongly
labeled as GM) using ITK-SNAP as in Yushkevich et al. [24]. In those cases in which the
iGTs came with black holes (Figure 1) due to inaccuracies in the automatic data labeling
procedure, an additional correction was performed by applying a morphological operation,
called dilation, to both increase the object area and fill the black holes. The appropriateness
of such a correction was confirmed by an expert neurosurgeon.

Data division was performed not from a data-level perspective but from a subject-level
one, being careful not to include data belonging to the same subject in training, validation,
and test sets, in order to avoid a biased prediction. Thus, MR volumes were partitioned
into 90% (128 MR volumes, 62 subjects) for training, 10% of which served for validation,
and the remaining 10% (14 MR volumes, 14 subjects) for testing.
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Original MR volume iGT with black hole

Figure 1. Example of one inaccurate Ground Truth (iGT) with a black hole (pointed out by the red
arrow) to be corrected.

2.2. Double-Stage 3D U-Net

Entire unenhanced 7T MR volumes were processed to take advantage of both the
global and local spatial information of MR, conducting the analysis in two learning stages,
both accomplished by the same neural architecture, as displayed in Figure 2.

The first learning stage is directed to the automatic extraction of the brain by removing
the background and stripping the skull. To fulfill this learning stage, the multi-class
segmentation mask was adjusted by giving the background the value of 0 and giving all
six brain structures the value of 1. Then, the original MR volumes were injected into the
double-stage 3D U-Net.

The second learning stage is directed to the automatic segmentation of the brain
structures into GM, BG, WM, VEN, CB, and BS at once. To accomplish this learning stage,
the multi-class segmentation mask was kept unaltered. The original MR volumes were
multiplied with the predicted masks obtained from the first learning stage, and the resulting
brain MR volumes were later injected into the double-stage 3D U-Net.

Original MR volume Prediction

Brain MR volumePrediction

Double-stage
3D U-Net

Figure 2. Workflow of the double-stage 3D U-Net.

2.2.1. Neural Architecture

A double-stage 3D U-Net based on the standard U-Net neural architecture proposed
by Ronneberger et al. [25] was designed. Architecturally, it consists of a down-sampling
path and an up-sampling path, as depicted in Figure 3. The down-sampling path is made up
of five stadiums. The first stadium consists of two 3 × 3 × 3 Convolution (Conv3D) layers
with Rectified Linear Unit (ReLU) activation function followed by a Batch Normalization
(BN) layer, used to accelerate the training by reducing the internal covariate shift [26]. The
second stadium consists of a 3D Average Pooling (AvgPool3D) layer with a stride of 2, used
to look at the complete extent of the input by smoothing it out, thus smoothly extracting the
features. The third stadium consists of two Conv3D layers with a ReLU activation function
followed by a BN layer. The fourth and fifth stadiums are analogous to the second and third
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ones with the only addition of a 3D Spatial Dropout (SpatialDrop3D) layer with a dropout
rate of 0.5, in order to reduce the overfitting effect. A SpatialDrop3D layer was introduced
in the neural architecture because of the reduced training size, in order to improve the
generalization performance by preventing activations from becoming strongly correlated
and, thus, avoiding overtraining. The SpatialDrop3D layer, indeed, drops entire 3D feature
maps in place of individual elements. If adjacent voxels within 3D feature maps are strongly
correlated, a 3D regular dropout will not regularize the activations. The SpatialDrop3D,
instead, will help promote the independence between 3D feature maps. The filter sizes of
the Conv3D layers in each stadium of the down-sampling path are 8, 16, 32, 64, and 128,
respectively. The up-sampling path is made up of five stadiums as well. Differently from
the standard U-Net neural architecture of [25], in the first four stadiums, a 3D Transposed
Convolution (TransposeConv3D) layer was used in place of the 3D up-sampling layer,
followed by one Conv3D layer with ReLU activation function. The TransposeConv3D layer
served to up-sample the volumes by increasing the size, height, and width of their inputs.
Then, a Concatenation (Concat) layer was added for skip connections, followed by two
Conv3D layers with ReLU activation function and a BN layer. The last stadium consists of
a Conv3D layer with Softmax activation function, as it assigns probabilities to each class by
squashing the outputs to real values between 0 and 1, with a sum of 1 [27]. It has 2 (i.e.,
[0, 1]) and 7 (i.e., [0, 1, 2, 3, 4, 5, 6]) output neurons for, respectively, the first and second
learning stage of the double-stage 3D U-Net. Details of the double-stage 3D U-Net neural
architecture are also summarized in Table 1.

(256, 352, 224, 1)
(256, 352, 224, 8)

(128, 176, 112, 16)

(64, 88, 56, 32)

(32, 44, 28, 64)

(16, 22, 14, 128)

(32, 44, 28, 64)

(64, 88, 56, 32)

(128, 176, 112, 16)

(256, 352, 224, 8)
(256, 352, 224, 1)

Original/
brain 
MR volume

Prediction

2× Conv3D + BN

AvgPool3D + 2× Conv3D + BN

AvgPool3D + 2× Conv3D + BN + SpatialDrop3D Skip connections

TransposeConv3D + Conv3D + 
Concat + 2× Conv3D + BN

Conv3D

Figure 3. Neural architecture of the double-stage 3D U-Net. Conv3D refers to 3D Convolution layer,
BN refers to Batch Normalization layer, AvgPool3D refers to 3D Average Pooling layer, SpatialDrop3D
refers to 3D Spatial Dropout layer, TransposeConv3D refers to 3D Transposed Convolution layer, and
Concat refers to Concatenation layer.
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Table 1. Details of the double-stage 3D U-Net neural architecture. Conv3D refers to the 3D Con-
volution layer, BN refers to the Batch Normalization layer, AvgPool3D refers to the 3D Average
Pooling layer, SpatialDrop3D refers to the 3D Spatial Dropout layer, TransposeConv3D refers to the
3D Transposed Convolution layer, and Concat refers to the Concatenation layer.

Layer Output Shape Number of Parameters

Input (None, 256, 352, 2, 24, 1) 0
Conv3D (None, 256, 352, 22, 4, 8) 224
Conv3D (None, 256, 352, 22, 4, 8) 1736

BN (None, 256, 352, 22, 4, 8) 32
AvgPool3D (None, 128, 176, 11, 2, 8) 0

Conv3D (None, 128, 176, 11, 2, 16) 3472
Conv3D (None, 128, 176, 11, 2, 16) 6928

BN (None, 128, 176, 11, 2, 16) 64
AvgPool3D (None, 64, 88, 56, 16) 0

Conv3D (None, 64, 88, 56, 32) 13,856
Conv3D (None, 64, 88, 56, 32) 27,680

BN (None, 64, 88, 56, 32) 128
AvgPool3D (None, 32, 44, 28, 32) 0

Conv3D (None, 32, 44, 28, 64) 55,360
Conv3D (None, 32, 44, 28, 64) 110,656

BN (None, 32, 44, 28, 64) 256
SpatialDrop3D (None, 32, 44, 28, 64) 0

AvgPool3D (None, 16, 22, 14, 64) 0
Conv3D (None, 16, 22, 14, 128) 221,312
Conv3D (None, 16, 22, 14, 128) 442,496

BN (None, 16, 22, 14, 128) 512
SpatialDrop3D (None, 16, 22, 14, 128) 0

TransposeConv3D (None, 32, 44, 28, 64) 65,600
Conv3D (None, 32, 44, 28, 64) 32,832
Concat (None, 32, 44, 28, 128) 0

Conv3D (None, 32, 44, 28, 64) 221,248
Conv3D (None, 32, 44, 28, 64) 110,656

BN (None, 32, 44, 28, 64) 256
TransposeConv3D (None, 64, 88, 56, 32) 16,416

Conv3D (None, 64, 88, 56, 32) 8224
Concat (None, 64, 88, 56, 64) 0

Conv3D (None, 64, 88, 56, 32) 55,328
Conv3D (None, 64, 88, 56, 32) 27,680

BN (None, 64, 88, 56, 32) 128
TransposeConv3D (None, 128, 176, 11, 2, 16) 4112

Conv3D (None, 128, 176, 11, 2, 16) 2064
Concat (None, 128, 176, 11, 2, 32) 0

Conv3D (None, 128, 176, 11, 2, 16) 13,840
Conv3D (None, 128, 176, 11, 2, 16) 6928

BN (None, 128, 176, 11, 2, 16) 64
TransposeConv3D (None, 256, 352, 22, 4, 8) 1032

Conv3D (None, 256, 352, 22, 4, 8) 520
Concat (None, 256, 352, 22, 4, 16) 0

Conv3D (None, 256, 352, 22, 4, 8) 3464
Conv3D (None, 256, 352, 22, 4, 8) 1736

BN (None, 256, 352, 22, 4, 8) 32
Conv3D (None, 256, 352, 22, 4, 2/7) 18/63

Total: 1,456,890/1,456,935
Trainable: 1,456,154/1,456,199

Non-trainable: 736

2.2.2. Experimental Setup and Learning Process

The double-stage 3D U-Net was developed in Python, exploiting the Pro version
of Google Colab to take advantage of the cloud storage and computing power of the
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Google servers. The GPU hardware acceleration (NVIDIA Tesla P100 with 16 GB of video
RAM) and high system RAM (34 GB) settings were chosen. The Keras library built on a
TensorFlow backend was also used.

The combination of both neural network and training parameters that led to the
best performance on validation data was considered. Thus, the double-stage 3D U-Net
was trained by scratch for 50 epochs, fixing the batch size to 1 and the learning rate to
0.001. The RMSprop was utilized as an optimizer because, during training, it uses an
adaptive mini-batch learning rate that changes over time. A combination of Weighted
Dice Loss (WDL) and Categorical Cross Entropy (CCE) was used as loss function. The
combination of WDL, which is a region-based loss, and CCE, which is a distribution-based
loss, allows to simultaneously minimize dissimilarities between two distributions while
minimizing the mismatch or maximizing the overlapping regions between desired and
predicted outputs [12,28]. Multiple loss functions and a weighting strategy were used here
to minimize the problems coming from the highly imbalanced sizes of brain structures.
The early stopping callback with a patience of 5 was also used to further minimize the
overfitting effect. The weights that led to the lowest validation loss were saved and then
used to evaluate the performance of the double-stage 3D U-Net on test data.

2.3. Performance Evaluation and Volume Measure Analysis

A comparison between iGTs and predictions was performed to evaluate the perfor-
mance of the double-stage 3D U-Net on test data. In this guise, the three metrics adopted
by the MICCAI MRBrainS18 Challenge were taken into account, being the most commonly
used in the context of semantic segmentation, namely Dice Similarity Coefficient (DSC),
Volumetric Similarity (VS), and Hausdorff Distance 95% percentile (HD95). In addition to
the DSC, the ACCuracy (ACC), loss, weighted DSC, and mean DSC were monitored in
both training and validation phases to provide a better perspective on the behavior of the
double-stage 3D U-Net throughout the learning process. Focusing on DSC, VS, and HD95,
DSC is an overlap-based metric useful to predict the similarity index between iGTs and
predictions by comparing the pixel-wise agreement between the couple. It is also used as an
index of spatial overlap, where a value of 1 indicates the perfect overlap [13]. It is computed
as in Equation (1), where L refers to the iGT pixels, and S refers to the prediction pixels:

DSC(S, L) =
|S ∩ L|
|S|+ |L| . (1)

VS is not an overlap-based metric but rather a measure that considers the volumes of the
segments to indicate the similarity [29]. Despite there are several definitions for this metric,
VS is typically defined as 1−VD, where VD is the Volumetric Distance. Mathematically, VS
is defined as the absolute volume difference divided by the sum of the compared volumes,
as reported in Equation (2), where FN stands for False Negative, FP stands for False Positive,
and TP stands for True Positive:

VS = 1 − |FN − FP|
2TP + FP + FN

. (2)

HD95 is one of the most commonly used boundary-base metrics, essential for calculating the
distance between iGTs and predictions. Basically, it calculates the maximum of all shortest
distances for all points from one object boundary to the other. Small values represent a high
segmentation accuracy. Specifically, 0 refers to a perfect segmentation (distance of 0 to the
reference boundary), and no fixed upper bound exists. It is computed as in Equation (3),
where L refers to the iGT and S refers to the prediction [29]:

HD95 = max{Kth
s∈S min

l∈L
‖ S − L ‖, Kth

s∈S min
l∈L

‖ L − S ‖}. (3)

In addition, the volume measures of each prediction and corresponding iGT were
analyzed for evaluating the goodness of the predictions of the double-stage 3D U-Net
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on test data. To do so, the volumes (volumees) of each prediction and corresponding
iGT were calculated by automatically counting the number of voxels (numbervox) inside,
respectively, the brain, GM, BG, WM, VEN, CB, and BS, and multiplying it by the voxel
volume (volumevox), expressed in cm3, according to Equation (4):

volumees = numbervox × volumevox. (4)

A comparison between the volume distributions computed by the iGT and the prediction
related to the same subject was also performed. Specifically, the volume distributions
computed by iGTs and predictions were calculated and reported in terms of 50th (median)
[25th; 75th] percentiles. Then, non-normal volume distributions computed by iGTs and
predictions were statistically compared by means of Mean Absolute Error (MAE, %) and
paired Wilcoxon rank-sum test, setting 0.05 as the statistical level of significance (P).

3. Results

The behavior of the double-stage 3D U-Net throughout the learning process is reported
in Table 2, in terms of ACC, loss, weighted DSC, mean DSC, and DSC (computed for each
brain structure class). The trend of ACC and loss across the epochs in both training and
validation phases is also depicted in Figure 4 for the first learning stage and in Figure 5
for the second learning stage. For the first learning stage, the lowest validation loss value
(0.043) was reached in the 44th epoch. For the second learning stage, the lowest validation
loss value (0.075) was reached in the 33rd epoch. Due to the highly imbalanced sizes of
brain structures in the second learning stage, the trend of weighted DSC and mean DSC
across the epochs in both training and validation phases was also monitored, and it is
displayed in Figure 6.

Table 2. Behavior of the double-stage 3D U-Net in both training and validation phases, in terms of
ACCuracy (ACC), loss, weighted Dice Score Coefficient (DSC), mean DSC, and DSC (computed for
each brain structure class). GM refers to Grey Matter, BG refers to Basal Ganglia, WM refers to White
Matter, VEN refers to VENtricles, CB refers to CereBellum, and BS refers to Brain Stem.

First Learning Stage Second Learning Stage
Metrics Class Training Validation Training Validation

ACC (%) All 98.31 98.24 96.95 96.93
Loss (−) All 0.04 0.04 0.08 0.08

Weighted DSC (%) All - - 79.41 79.09
Mean DSC (%) All - - 87.63 87.91

DSC (%)

GM
BG

WM
VEN
CB
BS

-
-
-
-
-
-

-
-
-
-
-
-

86.62
80.42
91.46
82.22
88.81
87.09

87.46
80.54
92.53
82.05
88.48
86.55
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Figure 4. Trend of ACCuracy (ACC) and loss across the epochs in both training and validation phases
of the first learning stage.
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Figure 5. Trend of ACCuracy (ACC) and loss across the epochs in both training and validation phases
of the second learning stage.
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Figure 6. Trend of weighted Dice Score Coefficient (DSC) and mean DSC across the epochs in both
training and validation phases of the second learning stage.

The test performance of the double-stage 3D U-Net in the automatic extraction of the
brain (i.e., first learning stage) and segmentation of the brain structures into six different
classes at once (i.e., second learning stage) is reported in Table 3. Since unenhanced 7T
MR volumes reserved for testing are the same 14 for both learning stages, DSC, VS, and
HD95 values of the eight total classes (background, brain, GM, BG, WM, VEN, CB, and BS)
were computed and expressed as mean ± standard deviation. The qualitative outcome of
the double-stage 3D U-Net in the automatic extraction of the brain and segmentation of
the brain structures into GM, BG, WM, VEN, CB, and BS at once is provided in Figure 7
and Figure 8, respectively. The qualitative outcome of the double-stage 3D U-Net in the
automatic segmentation of the above-mentioned brain structure classes is also displayed in
Figure 9, with a different color for each predicted class. Eventually, the volume measures of
each prediction and corresponding iGT are reported in Table 4, together with the volume
distributions computed by the iGT and the prediction related to the same subject.
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Table 3. Test performance of the double-stage 3D U-Net in automatically extracting the brain and
segmenting its structures into Grey Matter (GM), Basal Ganglia (BG), White Matter (WM), VENtricles
(VEN), CereBellum (CB), and Brain Stem (BS) at once, in terms of Dice Score Coefficient (DSC),
Volumetric Similarity (VS), and Hausdorff Distance 95% percentile (HD95). Values are reported as
mean ± standard deviation.

Class Learning Stage DSC (%) VS (%) HD95 (mm)

Background First 98.78 ± 0.22 99.75 ± 0.25 2.74 ± 0.68
Brain First 96.33 ± 0.51 99.27 ± 0.67 3.36 ± 0.54
GM Second 90.24 ± 1.04 98.61 ± 1.33 1.15 ± 0.21
BG Second 87.55 ± 0.83 94.88 ± 1.82 2.94 ± 0.31

WM Second 93.82 ± 0.87 98.38 ± 1.51 1.03 ± 0.11
VEN Second 85.77 ± 4.16 96.91 ± 2.11 2.15 ± 0.94
CB Second 91.53 ± 1.96 96.87 ± 2.05 5.93 ± 1.73
BS Second 89.95 ± 2.63 97.46 ± 1.36 2.92 ± 0.91

Original MR volume iGT Prediction

a

b

c

Figure 7. Qualitative outcome of the double-stage 3D U-Net in the automatic extraction of the
brain. Mid-axial (a), mid-coronal (b), and mid-sagittal (c) slices of original MR volume together with
corresponding inaccurate Ground Truth (iGT) and prediction are reported.

Table 4. Measures of the automatically extracted volume of the brain and segmented volumes of the
Grey Matter (GM), Basal Ganglia (BG), White Matter (WM), VENtricles (VEN), CereBellum (CB), and
Brain Stem (BS) in terms of 50th (median) [25th; 75th] percentiles. The Mean Absolute Error (MAE, %)
between distributions of volumes computed by prediction and corresponding iGT is also reported.

Class Learning Stage iGT (cm3) Prediction (cm3) MAE (%)

Brain First 1269 [1152; 1312] 1253 [1162; 1313] 1.02 [0.83; 1.73]
GM Second 624 [581; 663] 630 [589; 672] 2.11 [0.55; 3.66]
BG Second 46 [42; 47] 50 [48; 54] * 11.72 [8.69; 14.29]

WM Second 444 [385; 461] 421 [386; 446] 2.45 [1.28; 4.39]
VEN Second 16 [15; 21] 16 [15; 21] 6.56 [0; 8]
CB Second 109 [104; 115] 110 [106; 113] 5.83 [4.27; 10]
BS Second 17 [16; 18] 17 [16; 18] 5.72 [5.26; 7.14]

*: p < 0.05 (paired Wilcoxon rank-sum test).
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a

b

c

iGT PredictionBrain MR volume

Figure 8. Qualitative outcome of the double-stage 3D U-Net in the automatic segmentation of the
brain structures into six different classes at once. Mid-axial (a), mid-coronal (b), and mid-sagittal
(c) slices of original MR volume together with corresponding inaccurate Ground Truth (iGT) and
prediction are reported.

BS
CBGM WM

BG VEN

Figure 9. Qualitative outcome of the double-stage 3D U-Net in the automatic segmentation of the
Grey Matter (GM), Basal Ganglia (BG), White Matter (WM), VENtricles (VEN), CereBellum (CB), and
Brain Stem (BS), with a different color for each predicted class, on a bunch of axial MR slices (15 out
of total 224) of the same MR volume.

4. Discussion

In this research, a novel DL-based algorithm for on-cloud brain extraction and multi-
structure segmentation from unenhanced 7T MR volumes was developed by taking ad-
vantage of a double-stage 3D U-Net, the first stage of which was directed to automatically
extract the brain by removing the background and stripping the skull, and the second
served for the automatic segmentation of the GM, BG, WM, VEN, CB, and BS.

During the learning process, the ACC increased smoothly till it reached a value above
98% (first learning stage) and 97% (second learning stage) while the loss decreased steadily
and under a value of 0.04 and 0.08 in both training and validation phases of the double-
stage 3D U-Net without going to either overfitting or underfitting (Table 2, Figures 4 and 5).

125



Information 2023, 14, 282

The reasons for the small decrease in both training and validation ACC (Table 2) from,
respectively, 98.31% and 98.24% (first learning stage) to, respectively, 96.95% and 96.93%
(second learning stage) rely on the different segmentation tasks. In the first learning
stage of the double-stage 3D U-Net, the task was to automatically extract the brain, thus
automatically segmenting the entire MR volume into two major classes (background and
brain). In the second learning stage of the double-stage 3D U-Net, instead, the task was to
automatically segment the entire brain volume (as extracted in the first learning stage) into
six further brain structures (GM, BG, WM, VEN, CB, and BS). Here, the complexity of the
six brain structures, due to both overlapping and interference, made their segmentation
much harder, especially at the boundaries and edges, which led to an expected yet quite low
decrease in both training and validation ACC (−1.38% and −1.33%, respectively). Because
of imbalanced data, the trend in weighted DSC and mean DSC was also monitored for the
second learning stage (Table 2 and Figure 6). When monitoring weighted DSC and mean
DSC in both training and validation phases of the double-stage 3D U-Net, the DSC of the
GM, BG, WM, VEN, CB, and BS were also taken into account to make sure that all six brain
structures were getting automatically segmented properly. All six brain structures were
automatically segmented with a DSC higher than 80%, and the brain structures with the
highest DSC are the WM, CB, and GM in both training and validation phases of the double-
stage 3D U-Net (Table 2). These three brain structures are the ones that were segmented
with the highest DSC also in the test phase of the double-stage 3D U-Net (Table 3). All eight
total classes achieved DSCs higher than 86%, VS values higher than 95%, and HD95 values
lower than 6 mm, and the brain structures with the highest DSC, highest VS, and lowest
HD95 in the test phase of the double-stage 3D U-Net are the WM and GM (Table 3). The
reason may rely on the fact that the strong T1 contrast that is present between fluid and
more solid anatomical structures is likely to make the delineation of brain structures such
as WM and GM easier [27,30]. Eventually, the analysis of volumes revealed the goodness
of the predictions of the double-stage 3D U-Net, considering that all classes (except for the
BG class) present volume distributions computed by predictions that are not statistically
different from volume distributions computed by iGTs, with median MAE lower than 10%.
As for the BG class, the reason for the statistical difference between volume distributions
computed by predictions and corresponding iGTs may rely on its complex structure and
specific location in the brain, which makes its delineation challenging. Moreover, in high-
resolution MR images like 7T ones, BG no longer has a crisp boundary and, thus, slight
voxel variations may lead to errors [7]. However, the associated median MAE is lower than
12% and, thus, still very close to 10%.

The proposed double-stage 3D U-Net for on-cloud brain extraction and multi-structure
segmentation digests entire 7T MR volumes at once, avoiding the drawbacks of the tiling
process. Moreover, it preserves the two-scale (i.e., global and local) analysis (that is a
peculiar characteristic of manual segmentation [19]). Instead, the publicly-available non-DL
tools for brain structure automatic segmentation, such as Statistical Parametric Mapping 12
(SPM12, www.fil.ion.ucl.ac.uk/spm accessed on 31 March 2023) [31] and FMRIB Software
Library (FSL, www.fmrib.ox.ac.uk/fsl accessed on 31 March 2023) [32], emulate these
two steps using atlases to gain global clues and, for most of them, gradient methods for
the local processing. In SPM12, the brightness information and position of voxels, along
with tissue probability maps, are considered, and the construction of appropriate priors is
recommended. In FSL, the GM, WM, and cerebrospinal fluid segmentation is performed
using an FMRIB Automated Segmentation Tool, which works on the extracted brain and
uses the Markov random field model along with the expectation-maximization algorithm.
Instead, the subcortical segmentation is performed using an FMRIB Integrated Registration
and Segmentation Tool, which provides a deformation model-based segmentation. SPM12
and FSL are sufficiently resilient with respect to noise and artifacts introduced at the
acquisition stage, and have performed consistently across different collections of data [6,8].
However, they are still far from being accepted at par with manual segmentation. Firstly,
the quality of these approaches is limited by the accuracy of the pairwise registration
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method [8]. Secondly, image contrast, gross morphological deviation, high noise levels, and
high spatial signal bias may lead to erroneous segmentation of brain structures [6]. Relying
on priors, SPM12 and FSL are prone to erroneous results or simply fail in the presence of
abnormal contrast or gross morphological alterations [8]. Thirdly, image artifacts due to
poor subject compliance may systematically skew the results [8]. Eventually, despite the
fact that such automated tools return a higher number of brain structures, it is often the
case that, depending on the final application, having too many labels is not always useful,
thus re-clustering is needed. Moreover, the higher the number of labels, the less accurate
the available segmentation. Therefore, DL-based brain structure segmentation turns out to
be more useful for MR protocols that are missing proper anatomical data or in those cases
in which it is difficult to achieve high-quality anatomical structure registration, thanks to
its applicability directly to data together with its property to automatically and adaptively
learn spatial hierarchies of image features from low- to high-level patterns [33].

In the literature, Svanera et al. [19] were the only researchers to develop a DL-based
algorithm for brain structure segmentation from unenhanced 7T MR volumes, as addressed
in Section 1. Since they mentioned the results only graphically while reporting the overall
test performance across the classes and used a different data division protocol, a fair quan-
titative comparison between their findings and the ones achieved in this research could not
be provided, but a methodological comparison could be performed. Like Svanera et al. [19],
a neural architecture able to deal with the full spatial information contained in the analyzed
data was designed in this research, as 3D neural architectures can find voxel relationships
in the three anatomical planes, thus maximizing the use of the intrinsic spatial nature
of MR imaging. The Glasgow database was considered, and entire unenhanced 7T MR
volumes, instead of sub-volumes, were processed. Additionally, the iGT automatic pro-
cedure was exploited for data labeling, although an additional neurosurgeon-approved
correction was performed in this research to eliminate the inaccuracies (i.e., black holes).
Differently from Svanera et al. [19], who pretrained a 3D CNN on the Glasgow database
in a weakly-supervised fashion to demonstrate its practical portability with a fine-tuning
procedure involving very few MR volumes of two different collections of data, this research
was directed toward the effective performance evaluation and analysis of the proposed
double-stage 3D U-Net by monitoring its behavior throughout the learning process (Table 2,
Figures 4–6), assessing its test performance on eight total classes (Table 3, Figures 7–9),
and evaluating the goodness of the predictions by means of a volume measure analysis
(Table 4). The 3D U-Net was called ’double-stage’ because the analysis was conducted
in two learning stages for the automatic extraction of the brain and segmentation of the
brain structures into six different classes at once, respectively. The 3D U-Net was also
customized with respect to the standard 3D U-Net neural architecture of Ronneberger
et al. [25] by adding two SpatialDrop3D layers in the fourth and fifth stadiums of the
down-sampling path, in order to lift the generalization performance. It has been found that
the SpatialDrop3D layer contributed to improving the performance without the need for
any training data augmentation strategy by extending the dropout value across the entire
feature map. Moreover, a TransposeConv3D layer was used in the first four stadiums of
the up-sampling path because it is a convolution layer and, thus, it has trainable kernels.
It has also been found that the combination of WDL and CCE as loss functions helped in
overcoming the problem of data imbalance. In addition, the proposed double-stage 3D
U-Net was developed in a scalable GPU service running entirely in the cloud. To allow so, a
publicly-available database, already compliant with ethical and regulatory issues, was used.
The uploading of entire 7T MR volumes in the compressed NIFTI format took just a few
seconds. Although the training of the proposed double-stage 3D U-Net took approximately
6 hours to be completed, only 10 to 20 s served to generate the predictions on test data,
which is a perfectly acceptable time in terms of execution efficiency. Moreover, no special
network bandwidth requirements were necessary for on-cloud training, validating, testing,
and visualizing. Cloud computing was chosen in this research because one of the main chal-
lenges facing radiological imaging analysis is the development of benchmarks that allow
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methodologies to be compared under common standards and measures. Thus, the cloud
can contribute to creating such benchmarks [34]. Additionally, the scalable and distributed
computational resources of cloud computing have the potential to increase the execution
speed while keeping the costs low [35]. The pivotal component of the cloud, in fact, is the
analysis platform, which supports a wide spectrum of data queries and cost-effectiveness
solutions without the surcharge of purchasing and maintaining additional setups. In case
the proposed double-stage 3D U-Net would need to be tested on a private collection of
data, the neural network weights could be exploited to produce predictions in a local
environment, with no need for defacing data/anonymizing facial features. Furthermore,
if more brain structures other than the ones segmented in this research would need to be
analyzed, the training of only the second learning stage of the proposed double-stage 3D
U-Net could be re-performed after simply modifying the number of output classes (and,
eventually, the loss function weights).

In this research, unenhanced 7T MR volumes were processed by performing no
preliminary quality check, and the proposed double-stage 3D U-Net was demonstrated
to be effective in brain extraction and multi-structure segmentation from raw, noisy input
data. Accordingly, it can be assumed that it is highly generalizable to the quality of data,
even though this cannot yet be demonstrated due to the lack of availability of suitable
MR volumes.

In fact, MR volumes with annotations of seven classes are really difficult to achieve,
and the results found can state only to the treated database. However, being a DL-based
brain extraction and multi-structure segmentation algorithm, it is likely to generalize well
to heterogeneous data coming from scanners of different manufacturers and/or acquired
with 3T and lower field strengths, as DL is able to adaptively learn directly from data (i.e., it
is fully data-driven). Moreover, in case of such heterogeneity, preliminary scan registration
and intensity normalization may be enclosed in the pipeline, in order to align multiple
brain structures for verifying their spatial correlation in anatomical terms and reduce the
intensity variation caused by the use of different scanners [27].

One limitation is that, due to the unavailability of other openly-accessible collections
of 7T MR volumes, performance was evaluated using test data selected from the same
database used for training and validation. However, as mentioned before, we were careful
not to mix data belonging to the same subject to avoid a biased prediction, which frequently
happens when data belonging to the same subject end up in training, validation, and
test sets.

Another limitation is that the choice to analyze entire unenhanced 7T MR volumes
made it impossible to increase the batch size to a value greater than 1 because of the
technical constraints linked to the hardware capabilities. This resulted in undercutting the
advantages that larger batch sizes (without exceeding, otherwise the generalization may
decrease) could carry, such as faster convergence. However, hardware capabilities are now
experiencing rapid empowerment, so it will soon be possible to manage this limitation. A
further limitation relies on the choice to investigate only one sequence. This choice, however,
not only limited the scanning time but also avoided the need for sequence alignment while
reducing distortion. Moreover, T1-weighted MR imaging is extremely useful in analyzing
brain structures from an anatomical point of view [30]. For instance, the presence of brain
shrinkage and anomalies on subcortical structures caused by neurodegeneration can be
appreciated easily from a T1-weighted MR volume [27].

In the future, therefore, further analysis on the effective reproducibility of the pro-
posed double-stage 3D U-Net for multi-site data will be conducted. In addition, future
investigations would also demonstrate an optimization in the delineation of BG boundaries
and edges. Eventually, it might be appropriate to extend the analysis to pathological MR
volumes to monitor the anatomical abnormalities of the brain structures involved the most
in neurological pathologies, especially neurodegenerative ones.
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5. Conclusions

The double-stage optimized 3D U-Net proposed in this research is powerful for
use in brain extraction and multi-structure segmentation from 7T MR volumes without
any preprocessing and training data augmentation strategy. Furthermore, it ensures a
machine-independent reproducibility of its implementation and has the potential to be
integrated into any decision-support system, thanks to the cloud nature and, thus, machine-
independent reproducibility.
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Abstract: This research proposes a new approach to improve information retrieval systems based on a
multinomial naive Bayes classifier (MNBC), Bayesian networks (BNs), and a multi-terminology which
includes MeSH thesaurus (Medical Subject Headings) and SNOMED CT (Systematized Nomenclature
of Medicine of Clinical Terms). Our approach, which is entitled improving semantic information
retrieval (IMSIR), extracts and disambiguates concepts and retrieves documents. Relevant concepts of
ambiguous terms were selected using probability measures and biomedical terminologies. Concepts
are also extracted using an MNBC. The UMLS (Unified Medical Language System) thesaurus was
then used to filter and rank concepts. Finally, we exploited a Bayesian network to match documents
and queries using a conceptual representation. Our main contribution in this paper is to combine a
supervised method (MNBC) and an unsupervised method (BN) to extract concepts from documents
and queries. We also propose filtering the extracted concepts in order to keep relevant ones. Exper-
iments of IMSIR using the two corpora, the OHSUMED corpus and the Clinical Trial (CT) corpus,
were interesting because their results outperformed those of the baseline: the P@50 improvement rate
was +36.5% over the baseline when the CT corpus was used.

Keywords: information retrieval; biomedical terminologies; multinomial naive Bayesian classifier;
Bayesian networks

1. Introduction

The amount of data and information on the web is permanently increasing. Indeed,
the web represents the most important source of knowledge and information that is quick
and easy to access. Several information retrieval systems (IRSs) are available to users. An
IRS’s task is to identify the information most relevant to a user’s query. This information
can be a document, an image, a video, etc. In this paper, we focus especially on retrieving
documents. A query is a set of words that represents a user’s need for information. The two
main tasks that characterize an IRS are the indexing task (documents and the query) and the
matching task between the index documents and the index of the query. Indexing consists
of extracting the most representative terms of the document (or of a query) that allows for
an IRS to select a set of documents to respond to the users’ queries. Term disambiguation is
an essential step to improve the performance of an IRS, given the use of multi-terminologies
for indexing. In multi-terminologies, a term may be related to more than one concept, so it
is ambiguous. For example, “implantation procedure” and “implantation in uterus” are two
different SNOMED-CT concepts that have the same term: “implantation, nos”. This study
proposes a new approach to improve information retrieval (IR) called “improving semantic
information retrieval” (IMSIR). Our main contribution is to combine an unsupervised
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method (BN) and a supervised method (MNBC) to extract concepts and then filter the
results using semantic information provided by the Unified Medical Language System
(UMLS). The role of the filtering step is to retain the relevant concepts. We also exploited
multi-terminologies instead of one terminology. The use of multi-terminologies has had
good results in indexing biomedical documents [1], allowing IRSs to extract more concepts
that are relevant to the user’s query. Our approach exploits the structure of biomedical
terminologies and the semantic information that these terminologies provide. In addition,
IMSIR is based on the mechanism of inference which characterizes a Bayesian network
(BN) to disambiguate terms and extract concepts and to match documents and queries.
A BN is a graph that exploits a robust inference process for reasoning under uncertainty.
The BN exploited by IMSIR performs a partial match that allows it to extract concepts that
occur in the documents as well as concepts that partially occur in the documents. Moreover,
IMSIR uses a multinomial naive Bayes classifier (MNBC) to extract concepts. The MNBC
allows the IMSIR to enrich the index with new concepts whose terms do not occur in the
documents [2]. For example, the concept “Bronchodilator Agents” belongs to the index
of the document having the PMID = 11115306, although this concept does not occur in
the document. In fact, experts can judge that concepts are relevant even when they do
not occur in the document or in the query because they correspond to the context of the
document or the query. Due to the fact that MNBC exploits features, these concepts can be
extracted using MNBC. Machine learning is an efficient method for classification and its
exploitation has led to good results [3], especially naive Bayes, which has been exploited in
different works [4–7].

2. Related Work

In this section, we highlight the main approaches that have been proposed an IRS.
The proposed approaches for IR that we cite are divided into unsupervised approaches
and supervised approaches. We can cite some unsupervised approaches. In the work
of Salton et al. [8], a similarity is computed using a vector space model (VSM) between
the indexing terms of the query and the indexing terms of the documents. Based on a
mathematical model, the authors of [9] proposed a probabilistic model that computes
the likelihood of a document’s relevance for a query [10]. These two IR models [8,9] do
not use semantic resources, which leads to less precision. The possibility and necessity
measures are used to map the query to the documents [2]. For document ranking, Ref. [11]
suggested a generalized ensemble model (gEnM) that linearly merges numerous rankers.
The authors in [12] proposed the matching of concepts and queries with a possibilistic
network (PN) that is also used to match concepts and documents and to retrieve and rank
documents. To retrieve documents, Ensan and Bagheri [13] presented a cross-language
information retrieval approach using a language different from the one used by the user
when writing the query. The work reported in [14] performed a new approach that exploited
the proximity and co-occurrence of query terms in the document. Moreover, VSM is used to
retrieve documents. The work in [15] proposed an unsupervised neural vector space model
(NVSM) that defined representations of documents. NVSM learns document and word
representations and rank documents based on their similarity to query representations. To
improve IRS, the authors in [16] propose enriching the query by combining domain-specific
and global ontologies. The authors computed weights for both semantic relationships
and the occurrence of each concept. To evaluate the query expansion process, this was
integrated into current search engines. The results showed an improvement of 10% in terms
of precision. A user’s profile and the context of their web history were exploited in [17] to
improve IR.

We can site also some proposed supervised approaches for IR. The work in [18]
defined relevance between a keyword style query and a document using a new deep
learning model. The next and final step was a deep convolution stage, where, in order to
compute the relevance, a deep feed-forward network is defined. The major limitation of
this work is the small amount of training data used. The work described in [19] proposed
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the use of multinomial naive Bayes to improve IRS. The authors enriched the user’s query
using the following process: after retrieving documents for a user’s query, the multinomial
naive Bayes is exploited to extract relevant terms from retrieved documents. The document
corpus is then processed and indexed. A limitation of this approach is that it depends
on text and does not use semantic knowledge, which leads to low accuracy. The authors
in [20] presented a neural semi-supervised framework to improve information retrieval.
The framework is composed of two neural networks: an unsupervised network, which is a
self-attention convolutional encoder–decoder network, and a supervised and sentence-level
attention scientific literature retrieval network. The aim of combining the two networks
is to detect the semantic information and learn the semantic representations in scientific
literature datasets. Experiments using two datasets have shown encouraging results. The
work of Prasath, Sarkar, and O’Reilly [21] proposed a supervised method to improve users’
queries and ranking candidates’ terms for indexing the query. The proposed framework
is composed of two steps: the training stage and the testing stage. Pseudo-relevance
feedback is used to have a set of candidates’ terms. These are illustrated as a feature vector.
These vectors contain the extracted context-based feature and the extracted resource-based
features. A supervised method is exploited to refine and rank terms.

According to their theoretical methods and also when analyzing the index of docu-
ments and queries, we can conclude that the proposed unsupervised methods for IR ignore
relevant concepts that do not occur in the documents [2]. In fact, these approaches extract
only concepts that occur or partially occur in the document. The missed concepts can be
extracted using supervised methods. The proposed supervised methods for IR suffer from
low performance in indexing biomedical documents due to the lack of efficient features
and a training corpus. To deal with the limitations of both supervised and unsupervised
methods, we propose combining both using a BN that shows a good performance in in-
dexing biomedical documents [22] and a MNBC that allows the extraction of new relevant
concepts. The results are then filtered using UMLS [23].

To further improve an IRS, especially when using multi-terminologies, it is essential
to include a word sense disambiguation (WSD) step. We can classify the WSD approaches
as either supervised, external resource-based approaches [24] or free-knowledge and un-
supervised approaches. We now describe some knowledge-based approaches. The work
reported in [25] proposed implementing a supervised WSD using two deep learning-based
models. The first model is dependent on a bi-directional long short-term memory (BiLSTM)
network. The second is a neural network model with an appropriate top-layer structure.
The authors in [26] developed an approach called deepBioWSD. It takes advantage of
current deep learning and UMLS breakthroughs to build a model that exploits one single
BiLSTM network. The proposed model produces a logical prediction for any ambiguous
phrase. These embeddings were used to initialize a network to be trained. According to
the experiments, WSD approaches based on supervised methods outperform other ap-
proaches. However, developing a distinct classifier for each ambiguous phrase necessitates
a large amount of training data, which may not be available. The work described in [27]
builds concept embeddings using recent approaches in neural word embeddings. Cosine
similarity combined with the embeddings and an external-based method is exploited to
find the correct meaning of a word, leading to high accuracy. The probability measure
used by the naive Bayes was exploited in work [28], which evaluated the context of an
ambiguous word. The relevant concept with the highest score was kept to represent the
sense of the polysemic word. A similarity was computed in [29] between the description of
the candidates’ concepts and the context of the ambiguous word. [30] maps the documents
to WordNet synsets. Definitions of UMLS [1] concepts were combined with word represen-
tations created on large corpora [31] to create a conceptual representation. The description
of ambiguous terms’ context was compared to the conceptual representation. However, a
large training set is needed to test the method. Machine learning is an efficient approach
exploited for classification in different fields
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3. Materials and Method

The process of our information retrieval system IMSIR is composed of the following
steps, as illustrated in Figure 1:

(1) Document, query and term pretreatment [12,32]
(2) Concept extraction using a multinomial naive Bayes classifier (MNBC)
(3) Term and concept extraction and disambiguation using a Bayesian network
(4) Filtering concepts
(5) Final indexes
(6) Matching queries and documents

Let us consider a document denoted dj, a concept denoted c f , and a term denoted
tj. di is a document that belongs to the corpus of documents that will be indexed, a dj ∈
{d1. . .dU}, and U is the number of documents in the corpus. A c f ∈ {c1. . .cM} with M as
the number of concepts in UMLS that correspond to MeSH descriptors and SNOMED-CT
concepts. A concept is composed of a set of terms, for example, “Abortion, induced” is a
concept and its terms are, respectively, “Abortion, induced”, “Abortion, Rivanol”, “Fertility
Control, Post conception”, “Abortion Failure”, and “Adverse effects” [2]. A ti ∈ {t1. . .tP}
with P is the number of terms that belong to all the concepts. A term can be composed of
one or more than one word. A word wk ∈ {w1. . .wL}, L is the number of words that belong
to terms and documents. A query is denoted qh and qh ∈ {q1. . .qA}, A being the number of
queries. First of all, documents, queries, and terms are pretreated. The pretreatment step
consists of removing punctuation, pruning stop words, stemming the text, and dividing
phrases into words. Then, the concepts are extracted using MNBC. The outputs of this step
are concepts (classes) mapped to documents. In the next step, terms are extracted using BN,
and the concepts are assigned and disambiguated. The output of this step is the indexes of
the concepts. The two indexes of each document are merged and filtered. Thus, we obtain
a final index for each query and document. Finally, documents are retrieved for each query
by matching a query to each index of document and documents are ranked according to
the score Equation (17).

Figure 1. The process of IMSIR.

3.1. Concept Extraction Using a Multinomial Naïve Bayes Classifier

In this step, we use the MNBC to map concepts with documents with the aim of
obtaining an index of concepts that represent the document. An MNBC is exploited for
document classification [33], which consists of mapping classes and documents, using
the statistical analysis of their contents. The classification is performed based on the
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documents that have already been classified. MNBC assumes the independence of variables
and exploits probabilistic measures. It is characterized by the fact that the occurrence of
one feature does not affect the probability of the occurrence of the other feature that
characterized that category. A main advantage of MNBC is that it considers the Goss
frequency, which is the frequency of the word and not the binary occurrence (whether the
word occurs or not). The process of concept extraction using the MNBC is composed of the
following steps (Figure 2): the training step and the classification step. The inputs of the
training step are the already indexed documents and a set of classes C = {c1, c2, . . . . , cM}
that corresponds to the set of MeSH and SNOMED CT concepts. The documents of the
training set (d1, . . ., dv) (v is the number of documents) were indexed manually by experts
with concepts that represent the classes of the document. The outputs of the training step
are the probabilities P(dj|c f ). The probabilities, a test corpus, and the set of classes are
the inputs of the classification step. A set of classified documents is the output of the last
step (Equation (3)). The concepts (classes) are assigned to documents by computing the
probabilities of documents knowing concepts P(dj|c f ), which is based on the probability
that a word belongs to a given class (concept), also called likelihood. P(dj|c f ) is calculated
as follows (Equations (1) and (2)) [19]:

P(dj|c f ) =
L

∏
t=1

p(wt | c f ) (1)

p(wt | c f ) is the probability of a word wt that occurs in a class c f in the training
documents.

nb(wt, c f ) is the number of occurrences of wt in the class c f . nb(c f ) is the total number
of words in the class c f .

L = |T| is the length of the vocabulary,

p(wt | c f ) =
1 + nb(wt, c f )

L + nb(c f )
(2)

The concept that will index a query or a document is selected using the maximizing
function (Equation (3)):

c∗(dj) = argmaxc f P(c f )
L

∏
k=1

p(wt | c f ) (3)

Figure 2. The process of concept extraction using MNBC.

3.2. Concept Extraction Using BN

To extract concepts, we employ a three-layer Bayesian network [22] (Figure 3). The
network represents the following nodes: (i) the document to be indexed dj (ii) a word of
the document and of the term wk, (iii) the term ti and (iv) the dependency relationships
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that exist between the nodes. A document di belongs to the set of documents that will be
indexed using our approach {d1, d2, . . . . , dU} (U is the number of documents that will be
indexed). A term ti belongs to the set of terms of MeSH and Snomed CT {t1, t2, . . . . , tP} (P
is the number of terms).

Figure 3. The BN for term extraction.

3.2.1. Evaluation of a Term

A term ti is evaluated through the propagation of information given by the indexing
term in the network once it is instantiated. Edges are activated by instantiating the term
to the document. For each node, the conditional and marginal posterior probability are
calculated given the conditional and marginal prior probability calculated according to
Equations (4) and (5). According to the topology of the graph [22], we have:

P(ti|dj) = ∑
θr∈θr

P(ti|θr)P(θr|dj)× a (4)

P(θr|dj) = Πwk∈w(t)∧w(d)(P(wk|dj)) (5)

θW represents the set of possible configurations of the parents of the instantiated term
ti. θw is a possible configuration in θW .

θW = {w1, w2}, {w1,¬w2}, {¬w1, w2}, {¬w1,¬w2} are the possible configurations of
the words {w1, w2}o f aterm (the parents of t).

a is a coefficient whose values are included in the interval [0, 1] with a < 1 if the words
of a term are not in the same sentence. In the case where the words of a term are not in the
same sentence, the coefficient a was tuned. W(d): is the set of words of the document D.
W(t): is the set of words of the term T.

3.2.2. Computing the Weight of the Arc P(wk|dj)

To weigh the arc that links the nodes words to the document that will be indexed, we used
the word frequency-inverse document frequency (w f /id f ) measure. Thus, (Equations (6)–(8)) :

P(wk|dj) = w fkj × id fk (6)

w fkj =
f reqkj

maxr:1→p( f reqrj)
(7)

id f = log
Nu
ndk

(8)

Nu is the number of documents in the corpus test. ndk is the number of documents
in which the word k appears. In addition, m denotes the total number of words in the
document. Finally, f reqkj is the number of times the word k appears in the document dj. p
is the number of words in the document that will be indexed. f reqkj is the frequency of the
word k in the document dj .
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3.2.3. Aggregation of Words of Terms P(ti|θr)

In our model, we adopted the five canonical forms proposed by Turtle in their Bayesian
network Information Retrieval (IR) model for each type of search [34]. In fact, we replaced
the query by an indexing term. Thus, an indexing term can be aggregated by a probabilistic
sum or a Boolean operator (OR, AND, NOT) or one of its variations, the weighted sum.
The aggregations are defined in Equations (9)–(13) to evaluate the conditional probabilities
P(T | θ) ( θ is all the set of parents of T) of a node T having n parents (n words) θ1, . . ., θn
and P(θ1 = w1) = p1, . . . . , P(θn = wn) = pn

Por(T | θt) = 1 − (1 − p1)− . . . − (1 − pn) (9)

Pand(T | θt) = p1 × . . . × pn (10)

PNot(T | θt
1) = 1 − p1 (11)

PSum(T | θt) =
p1 + . . . + pn

n
(12)

PWeightedsum(T | θ) =
(l1 p1 + . . . + ln pn)lt

l1 + . . . . + ln
(13)

The weight of the term and the word are denoted by lt, ln, respectively. A partial
match between documents and terms is performed using our method. As a result, we
used the disjunction to solve P(te|θr). If we consider a term te as a disjunctive Boolean
query, candidate terms are those that have at least one word in the document dj. However,
te = w1 ∨ w2 ∨ . . . . ∨ wp is the formula for a phrase te with p words.

3.2.4. Concept Assignment and Terms Disambiguation

To assign concepts to the terms, we compute the following Equation (Equation (14))

Sim(dj, c f ) = Sim(dj, ti) = maxti∈t(c f )
(P(ti|dj)) (14)

With T(c f ) as a set of terms of a concept c f .
The score of the sense of an ambiguous term Tj is computed as follows (Equation (15))

C∗
f = argmaxCs∈C(ti)

(Sim(dj, Cs)) (15)

3.3. Filtering Based on UMLS

We merge the two indexes that are composed of concepts from both methods (BN
and MNBC), putting the concepts with the highest scores in the first ranks, and we delete
the duplicated concepts. Then, the UMLS is exploited to filter the concepts extracted in
the previous step while keeping the relevant ones. Both the MNBC and BN methods can
produce irrelevant concepts that contain a part of the words of their terms or all the words
of their terms (in the case of using MNBC) and do not occur in the document. To deal with
this limitation, we divide the set of concepts into two indexes: the secondary index (SI) and
main index (MI). The MI is a set of concepts that have at least one term that has all of its
words occurring in the document. The SI is a set of concepts where the words of all of their
terms do not occur in the document.

MI = {MC1, . . . , MCp, . . . MCv}, MCp is a main concept. v is the number of MC. SI =
{SC1, . . . , SCf , . . . SCk}, SCf is a secondary concept. K is the number of SC.

The SCs are then ranked according to the score computed in Equation (16). We
hypothesize that if an SC is co-occurring and has semantic links (according to the UMLS)
with the MI’s L-initial MCs, it is more likely to be relevant. Finally, the n concepts with the
highest scores are kept for indexing documents (n is tuned).
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For example, the MeSH concepts “imaging, Three-Dimensional” and “coronary artery
disease” are linked with the semantic relation “diagnoses”, and the MeSH concept “Endo-
carditis, Bacterial” co-occurs 100 times with the MeSH concept “Penicillins” in MEDLINE.

The number of semantic relations is expressed by NR, and the frequency of co-
occurrence is CF. z is the total number of co-occurrences between all MC and all SC.
s is the total number of semantic relations between all MC and all SC.

3.4. Computing a Similarity between Queries and Documents sim(qh, dj)

We computed the similarity between a query and a document using a Bayesian network.

Sim(qh, dj) = P(qh/dj) (16)

Thus, we computed P(qh/dj) using Equation (4) by replacing a term with a query. To
compute p(qh/dj) we used P(di/cq), which is computed using P(cq/dj) and the Bayes rule
as follows:

P(cq/dj) =
P(dj/cq)P(cq)

p(dj)
(17)

4. Results

Two corpora were used to evaluate our IR approach:

(1) OHSUMED (https://trec.nist.gov/ (Hersh et al., 1994) accessed on 23 April 2023), is a
document collection that was used for the TREC-9 filtering track. This corpus is the
same as that used in [12]. Details on this corpus are presented in [12].

(2) The Clinical Trial corpus 2021, which is composed of topics (descriptions of the user
needs), clinical documents, and relevance judgments evaluated by experts. The topics
correspond to the queries. This is the link to the corpus: http://www.trec-cds.org
accessed on 12 May 2022.

We chose these two corpora because the first one is characterized by short queries and
the second is characterized by long queries, which allowed us to test the performance of
IMSIR using the two types of queries. Below is an example of a topic (query) in Clinical
Trial corpus :

<topics task=“2021 TREC Clinical Trials”>
<topic number=“-1”>
A 2-year-old boy is brought to the emergency department by
their parents for 5 days of high fever
and irritability. . .
< /topic>
< /topics>

To test our approach, we indexed queries and documents using IMSIR and we com-
puted the score (Equation (16)) between each query and document. The documents were
then retrieved and ranked according to the score (Equation (16)) as a response to the query.

To evaluate our proposed information retrieval approach, we opted for the mean
precision (MAP) (Equation (18)). We also computed the precision at ranks 5, 20, and 50. We
compared the performance of our approach that exploits MNBC with the performance of
our approach using a support vector machine (SVM) or a random forest classifier (RFC)
instead of MNBC (Table 1). In addition, we computed the improvement rate (�MAP) (19)),
which highlights the added value of our contributions compared to a baseline, which is the
work of [35] (Tables 2 and 3). This is a recent approach that exploits supervised methods
and terminologies to improve the IRS. We also compared our work that exploits BN to
match queries and documents with our work that exploits BM25 or VSM (vector space
model) instead of BN (Tables 2 and 3) and with the approach of Mingying et al. [20], which
is a recent approach that exploits a semi-supervised method. We also tested CIRM [12]
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(Tables 2 and 3). Moreover, we computed Students’ t-tests between the ranks (P@10, P@20,
P@50, and MAP) obtained by each method tested and the baseline.

MAP =
1
N

n

∑
i=1

P@i × R(i) (18)

The total number of documents is n. The number of relevant documents is N. In
addition, P@i indicates the accuracy of document retrieval. Finally, if the document is not
relevant, then R(i) is equal to 0 and if it is relevant, then R(i) is equal to 1.

�MAP =
MAPmethode − MAPbaseline

MAPbaseline
× 100 (19)

Table 1. Evaluation of IMSIR using different supervised methods when the corpus OHSUMED
is exploited.

Approach MAP P@5 P@10 P@20 P@50

IMSIR-SVM 0.63 0.72 0.63 0.61 0.57

IMSIR-RFC 0.59 0.71 0.63 0.58 0.52

IMSIR-
MNBC 0.67 0.75 0.62 0.60 0.56

Table 2. Evaluation of IMSIR when the corpus OHSUMED is exploited.

Approach MAP P@5 P@10 P@20 P@50

CIRM [12] 0.63
(+43.18%)

0.72
(+33.33%)

0.63
(+28.57%)

0.61
(+28.57%)

+0.57
(32.55%)

Baseline [35] 0.44 0.54 0.49 0.45 0.43

Mingying
et al. [20]

0.65
(+47.72%)

0.70
(+29.62%)

0.6
(+22.44%)1

0.59
(+31.11%)

0.53
(+23.25%)

IMSIR-VSM 0.59
(+34.09%)

0.71
(+31.48%)

0.63
(+28.57%)

0.58
(+28.57%)

0.52
(+20.93%)

IMSIR-BM25 0.62
(+40.90%)

0.71
(+31.48%)

0.62
(+26.53%)

0.54
(+28.57%)

0.51
(+18.60%)

IMSIR-BN 0.67
(+52.27%) *

0.75
(+38.88%) *

0.62
(+26.53%) *

0.60
(+33.33%)

0.56
(+30.23%) *

* a substantial difference at p < 0.05.

As shown in Tables 1–3, the performance of our information retrieval system (IM-
SIR) is better than the baseline and the approach of [20] in terms of MAP and precision
in different ranks of documents. Moreover, our proposed approach shows comparable
results with CIRM. Furthermore, compared to the baseline, IMSIR is statistically significant.
These results highlight the interest in the similarities proposed in IMSIR, which exploits a
statistical and semantic weight for ranking concepts and proves that the structure of RB and
the information propagation mechanism are adequate for controlled indexing. In addition,
MNBC brings new relevant concepts, especially those whose terms do not occur in the doc-
ument or in the query. The combination of BNs, a BNC, and the use of UMLS for filtering
contributes to the retaining of relevant concepts and improvement of extraction and ranking
of concepts. Table 4 shows the interest in using the filtering step in the process of IMSIR. In
fact, the performance of IMSIR becomes greater when applying the filtering step. Using the
co-occurrences and semantic relations provided by UMLS allows for the deletion of irrele-
vant concepts, especially those where a part of their words do not occur in the document or
all of their words do not occur in the document. It is also clear also that IMSIR performs
better when using the Clinical Trial corpus (CTC) than when using the OHSUMED corpus
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(Table 2). These results are explained by the fact that IMSIR exploits statistic measures
that demonstrate good results when using long queries. Moreover, according to Table 1,
our approach returns better results when using the supervised method MNBC than when
using SVM or RFC. Tables 2 and 3 also highlight the use of BN to match queries, as the
performance of IMSIR-BN outperforms those of IMSIR-VSM and IMSIR-BM25. Moreover,
IMSIR-BN achieved better performance when NC = 5 (Table 5 and Figure 4).

Table 3. Evaluation of IMSIR when the Clinical Trial corpus is exploited.

Approach MAP P@5 P@10 P@20 P@50

CIRM [12] 0.61
(+35.55%)

0.74
(+32.14%)

0.65
(+25%)

0.62
(+%)

0.60
(+33.33%)

Baseline [35] 0.45 0.56 0.50 0.47 0.45

Mingying
et al. [20]

0.65
(44.44%)

0.76
(35.71%)

0.61
(22.00%)

0.60
(26.65%)

0.56
(24.44%)

IMSIR-VSM 0.62
(+37.77%)

0.74
(+32.14%)

0.64
(+23.07%)

0.60
(+21.66%)

0.55
(+22.22%)

IMSIR-BM25 0.65
(+44.44%)

0.73
(+30.35%)

0.63
(+21.15%)

0.59
(+20.33%)

0.54
(+20%)

IMSIR-BN 0.69
(+53.33%) *

0.78
(+39.28%) *

0.65
(+25%) *

0.63
(+36.50%)

0.59
(+31.11%) *

* a substantial difference at p < 0.05. IMSIR-VSM: VSM was used to perform IMSIR when matching queries and
documents. IMSIR-BM25: BM25 was used to perform IMSIR when matching queries and documents. IMSIR-BN:
BN was used to perform IMSIR when matching queries and documents.

Figure 4. Tuning the value of NC. C is a concept, Ti is a term, Wk is a word belonging to a document
or to a term, and Dj is a document.

Table 4. Evaluation of IMSIR with and without the step of filtering.

Approach MAP P@5 P@10 P@50

IMSIR-BN * 0.49 0.46 0.32 0.27

IMSIR-BN 0.69 0.78 0.65 0.59
IMSIR-BN *: is IMSIR-BN without the step of filtering. The performance of IMSIR-BN was tested with a different
number of concepts (NC) in the indexes of the queries (NC) (Table 3) in order to keep the right NC.
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Table 5. The performance of IMSIR-BN using different values of NC.

Rank NC = 2 NC = 3 NC = 4 NC = 5 NC = 6

MAP 0.21 0.38 0.53 0.67 0.56
NDCG 0.27 0.42 0.61 0.65 0.63
P@5 0.21 0.39 0.63 0.75 0.62
P@20 0.19 0.39 0.59 0.62 0.53
P@50 0.21 0.32 0.51 0.56 0.53

5. Conclusions

This study developed a novel IRS called IMSIR that allows the improvement of the
process of indexing documents and queries by adding new relevant concepts to the indexes.
In fact, our approach combines a BN with three layers, MNBC, and terminologies to extract,
disambiguate, and rank concepts. The BN allows extraction of concepts that occur and
partially occur in the documents, and MNBC allows for enrichment of the index with
relevant concepts that do not occur in the document. A semantic method is also exploited
in IMSIR by using the terminologies; in fact, concepts are extracted when their terms occur
in the documents or queries. An added value of our approach is the filtering step after
the extraction of concepts using the supervised and the unsupervised methods. These
methods do not perform an exact match; thus, irrelevant concepts may be extracted, and a
filtering step is required in order to keep relevant concepts. This step exploits the properties
of UMLS which are semantic relations and co-occurrences. In addition, IMSIR aims to
enhance the ranking of retrieved unstructured documents in an IRS by using an efficient
score to rank documents. Moreover, the experiments with IMSIR using the Clinical Trial
corpus highlighted the added value of combining the inference mechanism of BN, MNBC,
and the biomedical terminologies’ structure and their semantics to extract, disambiguate,
and rank concepts and documents. Furthermore, the experiments allowed us to determine
how many concepts were used to index the queries. In the future, we aim to use the same
methods described in this paper to enhance IRS through query expansion. In addition, we
intend to employ more terminologies, as it will obtain a performance increase over the
use of one terminology alone. Moreover, we aim to improve the ranking of concepts step
after filtering.
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Abstract: The increasing complexity of vehicle design, the use of new engine types and fuels, and
the increasing intelligence of automobiles are making it increasingly difficult to ensure trouble-free
operation. Finding faulty parts quickly and accurately is becoming increasingly difficult, as the
diagnostic process requires analyzing a great amount of information. Therefore, we propose an
approach based on association rules, a machine learning technique, to simplify the defect detection
process. To facilitate its use in a real repair company environment, we have developed a web service
that allows a repairman to simultaneously identify nodes with a high probability of failure. We have
described the structure and working principles of the developed web service, as well as the procedure
for its application, which resulted in the discovery of several useful non-trivial rules. We have
presented several rules resulting from the use of this interactive tool, which allow repairers to detect
possible defects in the relevant components, during the diagnostic process, quickly and easily. These
rules are also well supported and can be used by procurement departments to make tactical decisions
when selecting the most promising suppliers and manufacturers. The methodology developed allows
the evaluation of the effectiveness of changes in the design and technology for the manufacture
and operation of individual vehicle components, analyzing the change in the composition of parts
combinations over time.

Keywords: association rules; defect analysis; automobile repair; decision support; web service

1. Introduction

Today, the growing sophistication of vehicle construction, the introduction of modern
engine types, the transition to alternative fuels, and the growing share of electrical and
electronic equipment complicates the process ensuring consumers experience trouble-free
operation of their vehicles. Diagnostic work includes an increasing proportion of repair
and maintenance work and requires a certain level of expertise. Troubleshooting faults
during diagnosis quickly and accurately is becoming increasingly difficult, due to the great
volume of information to be processed, but it is necessary to restore vehicle performance
quickly and accurately. Because a vehicle is a complex technical system consisting of
some interacting elements, intelligent analysis methods and instruments are needed to
identify complex relationships, determine the most critical components, and establish
repair sequences.

At the same time, the likelihood of unmanned vehicles entering public roads around
the world is increasing. In this regard, the service concept will change: if for traditional
vehicles, on-demand repairs when a malfunction is detected and periodic technical main-
tenance are accepted, then for unmanned vehicles, daily pre-trip inspections are more
appropriate. This change is due to the fact that in the vehicle–driver system for unmanned
vehicles the role of the driver is excluded, but indirect signs (smell, sound, noise, vibration)
can be used to identify an existing malfunction and predict a possible failure in the near
future. Depending on the ability to perform its functions and on compliance with the
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requirements established by the normative-technical and design documentation, an object
can be in good, fault, and inoperable states. When the limiting state is reached, the object is
removed from operation (Figure 1). The complexity of vehicle troubleshooting also lies in
the fact that not all malfunctions lead to a fault state in vehicles.

 

Figure 1. Scheme of vehicle states and their corresponding events: 1—damage; 2—failure;
3—marginal failure; 4—restoration; 5—overhaul.

In this case, defective parts affect other joint parts and can lead to a faulty state,
resulting in the inoperable state of the entire vehicle. This type of failure is called dependent.
This is a failure that occurs as a result of a change in the reliability characteristics of other
elements. Thus, being operable at the time of the check, the vehicle may fail suddenly and,
as a result, create a potential safety hazard for both the passengers in the vehicle and other
road users. These situations can be avoided if all the defective parts are identified in time.
Through external manifestation, one can single out explicit failures and implicit (hard to
detect) failures, for the identification of which special means are used. In this regard, the
urgency of the problem of identifying defective technical systems components increases.

A lot of research on investigating methods to analyze technical systems reliability
has been conducted. Typical examples include fault tree analysis [1], logical probabilistic
methods [2], failure and effects analysis [3], multivariate failure analysis [4], fuzzy logic [5],
failure distribution function construction [6,7], and equipment diagnostic methods [8].
However, these methods have several limitations. Moreover, the first three methods require
in-depth system knowledge of the system structure and the processes that occur. The others
cannot take into account the interaction of the joint or cooperating components.

Machine learning methods have come to occupy an important place in artificial intel-
ligence engineering research. It has become a powerful tool for developing efficient and
accurate solutions to many decision-making and optimization problems, based on accumu-
lated data [9,10]. In particular, decision trees have been used to diagnose malfunctions in
traditional vehicles [11], for unmanned vehicles researchers have used the support vector
machine [12], neural networks [13], the prediction of the unmanned vehicles’ behavior
has been carried out using the support vector machine [14], decision trees [15], and neural
networks [16].

Machine learning does not have a high barrier to entry and the analyst does not need
to be a highly skilled expert in automotive design.

We hypothesize that the use of machine learning methods for automotive repair post
diagnostics will improve customer service by simultaneously identifying assemblies with a
high likelihood of failure.
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2. Application of Association Rules: A Literature Review

Association rules are one of the machine learning methods, which identify a set of
frequent items from a large data set.

Association rules have been used successfully in the past to predict customer purchas-
ing behavior [17,18], analyze bank customer deposit data, analyze school entry scores and
three-year average grades [19], predict software failures [20], and identify factors affecting
the probability and severity of traffic accidents [21]. The main advantage of association
rules is that they can be easily understood and interpreted in programming languages [22].

Because of their ease of interpretation, association rules are widely used as a method
of intelligent analysis in a variety of fields. Typical examples include the study of shopping
patterns [19], the identification of factors affecting the outcome of accidents [23], disease
outbreaks [24], the evaluation of suppliers [25] and software reliability [26], risk prediction
for marine logistics services [27], construction of automobile insurance recommendation
systems [28,29], and the formation of options combinations chosen when buying cars [30].

It has also been applied in studying the reliability of complex technical systems. Thus,
in [31,32], the authors proposed to study the failure correlation coefficients between types of
failures and their causes based on failure data of computer numerical control systems with
lifetime data using association rules. In [33], rules were used in the detection of anomalous
performance of process monitoring systems, such as fluid level monitoring systems; in [34],
rules were used for evaluating the reliability of an electric power system. Moreover, ref. [35]
was devoted to established fuzzy association rules built for explaining the relationship
between the characteristics which can be measured and the failure of an industrial boiler.
The authors of [36] used association rules and principal component analysis or support
vector data description for finding anomalous performance in an unmanned aerial vehicle
system. The authors of [37] proposed, for the first time, to use communication data mining
to detect abnormal or malicious vehicle operation.

A structure for mining consistent samples of vehicle maintenance behavior from
historical repair records under predefined support and thresholds was proposed in the
study by [38]. A rule-based procedure was offered to predict the next maintenance interval
and provide necessary information about spare parts. The proposed procedure can be
extended for exploring repair actions and conducting root cause analysis to provide main-
tenance managers with more valuable recommendations on corrective actions to be taken
to avoid further breakdown. The timestamp information can also be used to prioritize
maintenance activities.

In [39], a correlation analysis was derived from the relationships among the default
components, the time of manufacture, the place of operation, and the vehicle type. The
researchers used SPSS Clementine with a minimum support value of 0.2% and a minimum
confidence level of 20%.

In [40], a power system control device recorded a number of diesel engine thermal
parameters, including the master cylinder exhaust temperature, the average exhaust tem-
perature, the scavenging air temperature, the main bearing oil outlet temperature, and
the cylinder coolant outlet temperature. Using MATLAB rules, the linking system failures
(nozzle, air cooler, oil system, cooling system) and the thermal characteristics connected
with engine defaults were created.

Warranty data is a crucial factor in vehicle improvement issues. For example, in [41]
the authors used failure statistics accumulated over the last three years on a warranty
for heavy excavator equipment and diesel engines to identify correlation patterns be-
tween the manufacturing process, the defaults that occurred during the guarantee period,
and the subsequent failure series. They used SAS Enterprise Miner 6.2 software to find
these patterns.

The algorithm in [42] used the concept of basis sets and database manipulation tech-
niques to establish meaningful associations between vehicle characteristics and failure
causes. The association rule represents these relationships, where the first part of the rule
contains a set of attributes representing the data about vehicles (production date, repair
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date, mileage, transmission, engine type) and the second part of the rule contains the data
representing the fault codes associated with failures. Because consistent exploration of
warranty data can be very useful for product manufacturers, the authors went further and
used association rules in their next study to look for patterns and correlations between
follow-up requests to warranty service centers [43].

The future of the automotive industry is linked to the development of smart connected
cars, with different reliability requirements than classic cars. As a result, more information
in the form of fault codes can be stored in the vehicle’s onboard systems. In [44], the authors
used the Apriori intelligent association rule analysis algorithm to find and improve the
reliability of the fault code rules that result in component failures. Additionally in [45], the
authors used association rules to establish the relationship between the diagnostic trouble
codes generated during the car’s operation and stored in the memory bus, and the codes
for repair actions that were taken to eliminate the malfunctions. Previously, they cleared the
initial array of training data from anomalous records data on repairs either with a duration
that far exceeded the standards, or that provoked repeated visits to service enterprises
due to poor-quality troubleshooting, or was associated with unreasonable overspending of
spare parts. They implemented their methodology in the prototype of the system, which
used a distributed web client-server architecture. We observed the development of this
work in [46]. It presented a system of ontology built on the basis of association rules that
were applied not only to the database of encoded data on diagnostic faults codes and the
date of their fixation, and the work performed, but also to a textual description of the repair,
including complaints from the client, regarding used spare parts. The author built three
groups of rules: combinations of failed parts, combinations of observed failures symptoms
and detected defective parts, and combinations of failure signs for the parts and repair
methods applied.

Thus, in many cases, the researchers aimed to find sequential patterns that were
designed to identify the relationship between the production conditions and failures and
to determine the failures series. However, insufficient consideration has been paid to the
diagnostic process, which involves identifying the subcomponents that are likely to fail
simultaneously, when examining the interaction of the joint components. Furthermore,
when analyzing the works, the researcher only used statistical and analytical platforms to
obtain and derive the dependencies, making it difficult to apply the obtained results to real
service company situations.

In [47], the authors developed a desktop application in Visual Studio IDE that used,
for the analytical process, data on the vehicle name, the vehicle part code, and the faulty
part code. These association rules explained some extent the intrinsic correlation between
the vehicle assembly components and the faulty parts, but they are not applicable to direct
vehicle diagnosis. Therefore, the goal of this study is to develop an artificial intelligence-
based methodology that can identify possible failures in the assembled parts, in a timely
manner, for direct diagnosis by a repairman.

To achieve this goal, the following issues needed to be addressed:

• Select quality criteria and a rule generation algorithm, determine the requirements
for the input data structure and prepare statistical data on the technical defects in the
vehicles, including information on the defective parts;

• Design and develop a component reliability analysis web service that allows the
generation of association rules interactively and generates a list of parts to be inspected;

• Generate association rules and analyze their quality.

3. Materials and Methods

3.1. The Essence of the Association Rules Method and Selected Quality Criteria

As applied to our subject area, associative rules are sets of vehicle parts and compo-
nents that often turn out to be defective together. The simultaneity of the failure is fixed at
the time the vehicle enters the service center and is registered with a specific document: a
reclamation act if the vehicle is under warranty, and a work order if the vehicle is in the
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post-warranty period. The goal of an association rules is to find all frequent sets of parts
above a user-defined support threshold and to generate all association rules above different
confidence thresholds. The result is a set of related entities called condition M (antecedent)
and result N (consequent), written M→N (“M follows N”). Thus, an association rule is
expressed in the form “If a condition–default part, then the result–default part is”. The
quality of each rule is evaluated by its degree of support, confidence, and lift. This choice of
criteria was due to the capabilities of the Accord.NET machine learning framework, which
was used to develop the module for generating association rules.

The support is defined as the ratio of the number of transactions in which the condition
(M) and the result (N) of the rule occur simultaneously to the total number of transactions
in the database (W):

S(M→N) = Number (M ∩ N)/W (1)

In our case, a transaction is understood as a document containing information about
the identified defective parts (reclamation act or work order). The degree of support can
take values from 0 to 1.0, which is equivalent to a range of 0–100%. If the support value is
S(M→N) = X%, it means that X% of the documents in the database contain a combination
of M and N. Thus, the higher the support value, the more often the rule occurs. However,
it should be borne in mind that the database usually contains a large number of documents
(from several thousand to millions). Therefore, even a small value of support (tenths or
hundredths of a percent) is equivalent to a significant value of the absolute number of
documents: tens, hundreds, and thousands of examples of the simultaneous appearance of
a condition and a result.

The confidence is the ratio of the number of documents containing the condition and
the result is the number of documents containing only the condition:

C(M→N) = P (M ∩ N)/P(M) (2)

The confidence level can also take values from 0 to 1.0, which is equivalent to a range
of 0–100%. If the support value is C(M→N) = Y%, this means that the document containing
the condition M also contains the consequence N in Y% of cases.

The lift is the ratio of the product of the frequency with which a condition and result
occur simultaneously and the frequency with which they occur separately:

L(M→N) = P (M ∩ N)/(P(M)·P(N)) (3)

The lift over 1 is an indication that conditions and results are more likely to occur
together in the document than independently. That means, the occurrence of the condition
default part in a given claim is more likely to lead to the result default part, and vice versa.
If the value of the lift is L = Z, this means that in the document containing the condition
M, the result N will occur Z times more often than any other component. A rule with a
lift value higher than 1 may be regarded as significant. The lift below 1 is an indication
that conditions and results occur individually more often than they occur together in a
transaction. In other words, in this case, there is an “anti-rule” where the occurrence
of a condition has a negative impact on the occurrence of the outcome. Finally, a high
value close to 1 indicates that the conditions and outcomes occur together with the same
frequency as they occur separately in a transaction. This implies that the conditions and
outcomes do not affect each other’s occurrences.

3.2. Algorithm for Generating Association Rules

The general approach to generating association rules consists of two enlarged steps.
During the first step, sets that occur with a frequency that belongs to the range
(supportminimum, supportmaximum) are formed. During the second step, those sets whose
confidence and lift do not belong to the ranges (confidenceminimum, confidencemaximum)
and [liftminimum, liftmaximum) are deleted.
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The ancestor of rule extraction algorithms is the Apriori algorithm [48]. A significant
drawback is its low productivity. A complete enumeration of combinations requires a large
amount of computational resources and does not allow the quick generation of rules that
satisfy the given hyperparameters. Therefore, subsequently researchers have proposed
various modifications to this algorithm (AprioriTID and AprioriHybrid) and other methods
(FP growth [49], ECLAT [50]) to build efficient processes for extracting frequent sets of
elements for association rules.

The work [51], presents the UniqAR algorithm, which allows the generation of unique
classification association rules that allow one single class label to be generated and, thus,
has 100% confidence. However, as noted in the book [52], “strong rules are not necessarily
interesting”. After the elimination of rules lower than the given level of support and confi-
dence, we get the so-called strong rules. Indeed, at high levels of support and confidence
the resulting rules are generally trivial, and the resulting combinations are well known to
the road transport operating specialist. Therefore, the task of selecting the minimum and
maximum levels of support, confidence and lift is, in fact, an additional research task in
finding the optimal hyperparameters of the association rules algorithm.

Another hyperparameter that affects the speed of work and the composition of the
resulting association rules is the power of the rule. This is the number of objects (in our
case, parts) that are included in the rule. High values of power, support, confidence, lift, on
the one hand, provide the generation of more rules and, on the other hand, require more
computing resources, so it is necessary to find a balance between the values of the rule
quality indicators and the speed. Moreover, as mentioned above, more rules do not mean
they are better.

For our research, we decided to use the Apriori algorithm, which is built into the
Accord.NET machine learning framework. On the one hand, it has simplicity, on the other
hand, there is no reason to reject it at the beginning of the development of a method for
generating combinations of vehicle parts that fail together.

3.3. Technique for Detecting Joint Defective Parts

To achieve the research goal, a methodology for detecting and using defective joint
components based on association rules was developed. To generate association rules using
the Apriori algorithm, it is necessary to prepare a data set for training. This data set should
contain records in the form presented in Table 1.

Table 1. Structure of the initial data.

ID DEFECTED_DETAIL

CLAIM _1 DEFECTED_DETAIL_1
CLAIM _1 DEFECTED_DETAIL_2
CLAIM _1 DEFECTED_DETAIL_3

. . . . . .
CLAIM _J DEFECTED_DETAIL_1
CLAIM _J DEFECTED_DETAIL_2
CLAIM _J . . .
CLAIM _J DEFECTED_DETAIL_I

CLAIM is understood as the number of the document that includes the results of
diagnosing a vehicle when it is contacted by a service center (reclamation report or work
order). In fact, such a structure of initial data is easy to obtain from the information system
database of a vehicle service enterprise, where information about customer requests and
repair results is entered.

Further training is carried out, as a result of which an array of rules is obtained. The
structure of the rules array with a power equal to two has the form presented in Table 2.
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Table 2. Structure of the resulting association rules.

ANTECEDENT CONSEQUENT SUPPORT, pcs. SUPPORT*, % CONFIDENCE, % LIFT

DEFECTED_DETAIL_1 DEFECTED_DETAIL_2 S1 S*1 C1 L1

DEFECTED_DETAIL_2 DEFECTED_DETAIL_4 S2 S*2 C2 L2

DEFECTED_DETAIL_3 DEFECTED_DETAIL_1 S3 S*3 C3 L3

. . . . . . . . . . . . . . . . . .

After the formation of such a rule base, it can be used as a recommendation system.
When the client enters, the diagnostician starts the inspection and discovers the defective
part. Then the rule base is searched for matches with the ANTECEDENT column and
one or more rule consequences that include this part as an antecedent are returned. After
evaluating the quality criteria, the service specialist can rank the order for the further
checking of parts from this list according to descending quality indicators. Thus, the
probability that all the defective parts will be detected increases, and the time of the
defective process is also reduced.

4. Results

4.1. The Structure and Algorithms of the Recommendation Web Service

We have developed an AutoAnalytics web service for facilitating the validation of the
proposed methodology. It uses a knowledge base of patterns obtained by applying the
association rules method to vehicle failure statistics.

The following components were created for the web service:

• A rule generation component that runs in the background on a schedule;
• A component that implements the proposed recommendation mechanism in the form

of a preliminary list of faults.

Association rule generation is computationally intensive and, therefore, runs in the
background on a schedule.

To generate association rules, data from tables, such as part numbers, work orders,
claim reports, etc., are needed. The CLAIM_NUMBER field is used as the transaction
(event) number. The DETAIL field is used as data for analysis (Figure 2). The rules are
generated according to the methodology described in Section 3.3.

 
Figure 2. Block diagram of the knowledge base generation module.

To extract recommendations, we needed information about the claim and its defective
parts, as well as data obtained from the database tables: nomenclature, association Rules
(Figure 3). Users send the identifier of the found defective part in a request to the application
server, which searches in the records of the association rules table filled in after the work of
the previous module, where this part is included as a condition, and gives the client a list
of selected parts that are included in the rules as consequences.
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Figure 3. Block diagram of the generating recommendations module.

An appropriate database schema was developed (Figure 4) to store the generated
association rules, for the purpose of analyzing the dynamics of changes in combinations of
defective assemblies, taking into account the type of vehicle and operating zone. For this,
the regions_id, model_id fields and the region and model tables are provided.

Figure 4. Database schema.

The solution was built using a three-tier architecture: database, server, and user
interface (Figure 5). As a database management system, we chose PostgreSQL, which
is open source and distributed free of charge. We also chose a combination of C# and
ASP.NET frameworks because of their suitability for quickly building web applications.
Entity Framework Core was used to speed up the development, and simplify and speed up
the database operations. When implementing the front-end of the site, HTML and CSS were
involved. In addition, JavaScript was used for the site dynamics. To implement association
rules, we used the Accord.NET framework, a machine learning platform written entirely in
C#. This library allowed us to integrate most of the business logic into the application itself,
which made the service architecture easier and simpler.
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Figure 5. Web service architecture and technology stack.

When a fault is detected, the employee enters the corresponding node into the fault
list and a list of nodes that are recommended to be checked will be available. For the conve-
nience of the user, a three-stage input of already detected defective parts is implemented:
first, the group to which the part belongs should be selected, then the subgroup, and only
then the part itself should be selected. For example, if it was found that the pressure sensor
is faulty, then, accordingly, we must first select the devices group and the pressure gauges
subgroup. The list of parts recommended for inspection is displayed in a similar way. This
mechanism is similar to the hierarchical way of organizing the nomenclature directory and
is familiar to a warehouse or car service worker. Several assemblies can be added to the set
of faults. A list of parts recommended for inspection is sorted according to descending rule
validity, where the detected defective parts are listed as “antecedent“ (Figure 6). The set of
recommended parts is updated as they are added.

By implementing this tool as a web service adapted to mobile platforms, we enable
maintenance professionals to use their mobile devices to obtain up-to-date information as
they work.
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Figure 6. AutoAnalytics web service interface.

4.2. Testing a Web Recommendation Service: Derived Association Rules

To test this technique, we used real failure statistics for the years 2008–2009, containing
3126 records of failed parts in vehicles that were under warranty service and had a mileage
of 1000 km to 10,000 km. This fleet of vehicles operated on the territory of the second
category of operating conditions (R1-T4, R2-T1, T2, T3, T4, R3-T1, T2, T3), which means:

Road surfaces:

• R1—improved capital cement concrete, monolithic, reinforced concrete or reinforced
prefabricated, asphalt concrete, paving stones and mosaics on a concrete base;

• R2—improved lightweight from crushed stone, gravel and sand treated with binders
from cold asphalt concrete;

• R3—transitional crushed stone and gravel.

Terrain type (determined by height above sea level):

• T1—flat, up to 200 m;
• T2—slightly hilly, over 200 to 300 m;
• T3—hilly, over 300 to 1000 m;
• T4—mountainous, over 1000 to 2000 m.
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As a result, we obtained a number of non-trivial useful rules. They included rules
linking the components of the brake system and transmission system, the electrical system,
the electrical system and brake system, and the engine cooling system (Table 3). The
confidence level of these rules was high and reached 77%. Although some rules have a 20%
confidence level, the high level of lift, which is significantly higher than 1, allowed us to
talk about the usefulness of these rules.

Table 3. Obtained meaningful association rules.

Rule
Number

Antecedent, Group Antecedent, Subgroup Antecedent, Detail Support,
%

Confidence Lift
Consequent, Group Consequent, Subgroup Consequent, Detail

1
Brake system Front working brake and brake drum Cover

0.61 76.9 52.5
Front axle Front axle and steering knuckle Support bearing disc

2
Front axle Front axle and steering knuckle Support bearing disc

0.61 41.7 52.5
Brake system Front working brake and brake drum Cover

3
Brake system Bypass brake valve Dual-magister valve

0.26 26 9.8
Devices Oil pressure gauge Gauge

4
Devices Tyre pressure gauge Pressure gauge

0.14 21.2 8
Devices Pressure gauge Gauge

5
Electrical equipment Generator Relay regulator

0.10 41.7 28.8
Devices VK403B Reversing light switch

6
Cooling system Fan and its drive Electromagnetic clutch

engagement sensor 0.08 26.6 17.2
Cooling system Thermostat Thermostat

The wear of the brake system components leads to the appearance of vibrations during
braking. In this case, there is accelerated wear of the mating elements of the suspension
and steering of the vehicle, namely, as follows from rule 1, the support bearing disc. Rule
2 is a mirror of rule 1, which confirms the relationship between the brake system and the
running gear.

The analysis of rule 4 did not reveal the relationship between the elements, even
indirectly. During troubleshooting, it was revealed that the air pressure drop indicator
in the third circuit was on. Inspection of the electrical circuit indicated a failure in the
emergency air drop sensor. At the same time, the emergency oil pressure alarm in the
engine was constantly on due to a failure in the emergency oil pressure sensor. In both
cases, the sensors were found to be replaceable.

According to rule 3, there should have been a connection between the failure of the
dual-magister valve, which was detected in the slow release of the parking brake system,
and the failure of the emergency oil pressure gauge, which manifested itself in the constant
burning of the emergency oil pressure alarm in the engine. However, the analysis of the
design does not provide for the identification of patterns between them.

A malfunction in the relay regulator in the generator often contributes to an increase
in the voltage of the onboard electrical network, which in turn leads to accelerated wear
of its electrical components. This explains the high reliability of rule 5, which in this case
was 41.7%, this is the proportion of cases when the relay regulator fails, the reversing light
switch is found to be defective.

If the electromagnetic clutch engagement sensor fails, the temperature regime of
the engine increases, and the likelihood of it overheating increases. This can explain the
accelerated degradation of the thermostat element and rule 6.

Thus, the selected composition of transactions does not allow us to explain the patterns
found in all cases. This can be explained either by the absence of such a relationship or
by the need to include additional information about both the failures themselves and the
vehicles, and the characteristics of the components.
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The described method is designed primarily for staff in vehicle repair and maintenance
posts. Its use can accelerate the vehicle diagnostic process by providing employees with
recommended vehicle parts to check.

It also allows purchasing departments to use well supported rules to select the most
promising suppliers and manufacturers, and to develop tactical solutions to eliminate less
reliable part suppliers. In addition, the structure of the association rules themselves can
be dynamically analyzed to assess the impact of changes made to the design of individual
vehicle model parts, as well as the design and manufacture of technology.

5. Conclusions

Manufacturers of modern intelligent vehicles are forced to look for new tools and tech-
niques for ensuring the smooth operation of their customers’ automobiles. The diagnostic
decision support methodology described, based on the relationships obtained, can be used
by workers with little experience or qualifications. During the next visit by the vehicle to
the service center for maintenance or repair, the employee enters default parts and receives
a set of parts made by the application for checking. The aforementioned methodology and
the web application developed will improve the quality of and speed up the diagnostics.
In addition, designers and engineers can use association rules to analyze possible causes
of defective parts based on defects that commonly occur. Automotive manufacturers’
purchasing departments can also use such a rules base to select parts suppliers.

Future research will focus on developing the proposed methodology to update the
rules base in real-time after each repair and to provide information on the results of defect
inspection and the process of repairing the vehicle. Obviously, it needs to investigate the
speed of different algorithms for generating association rules.
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Abstract: Recently, federated learning (FL) has gradually become an important research topic in
machine learning and information theory. FL emphasizes that clients jointly engage in solving
learning tasks. In addition to data security issues, fundamental challenges in this type of learning
include the imbalance and non-IID among clients’ data and the unreliable connections between
devices due to limited communication bandwidths. The above issues are intractable to FL. This study
starts from the uncertainty analysis of deep neural networks (DNNs) to evaluate the effectiveness of
FL, and proposes a new architecture for model aggregation. Our scheme improves FL’s performance
by applying knowledge distillation and the DNN’s uncertainty quantification methods. A series of
experiments on the image classification task confirms that our proposed model aggregation scheme
can effectively solve the problem of non-IID data, especially when affordable transmission costs
are limited.

Keywords: federated learning; model aggregation; knowledge distillation; uncertainty in deep
neural networks

1. Introduction

The concept of FL was proposed by McMahan et al. in 2016 [1]. Its goal is to complete
the training of a global model when target datasets are distributed to different devices (or
clients), and the sensitivity of each dataset is of grave concern. In addition, the authors [1]
also proposed a federated averaging (FedAvg) algorithm to complete the task of global
aggregation, so that each client can complete the model training and keep their data
locally. FedAvg prevents users from transmitting sensitive data from their side to the server
by uploading the client-side’s model gradients to the server instead. Then, the server
aggregates the uploaded gradients to build a new global model to protect the privacy and
security of every client’s local data.

Although FedAvg claims to be able to deal with non-IID data, many studies have
pointed out that the accuracy of FedAvg seriously drops if the processed data are non-
IID [2,3]. The main reason for the performance degradation is that the non-IID data will
cause the weights of the local models to diverge. More precisely, since the loss function
of a regular neural network (NN) is non-convex, if FedAvg obtains the global model by
conducting the mean operations, it will continuously increase the gap between the obtained
result and the ideal model obtained by training on ideal IID datasets, which in turn makes
the ensemble unable to converge, and deteriorates the learning performances [4]. In
addition, FedAvg cannot fully utilize all of the information provided by clients, such as the
inter-client gradient variations.

Currently, the primary methods for dealing with the problem of non-IID data can
be divided into three categories: data-based, system-based, and algorithm-based [5]. The
data-based category solves the non-IID problem directly and effectively through data
sharing [3,6] or data augmentation [7] techniques. However, such methods often violate
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the spirit of FL because there is a risk of data privacy leakage due to the inability to practice
data decentralization securely. In contrast, system-based methods usually use clustering
techniques to cluster users for the construction of multi-centric frameworks [8,9], and users
in the same group will have similar training data. The adopted data similarity estimation
methods can be further divided into two types: estimating the similarity of the loss values
and estimating the similarity of the user-end model weights. The realization of algorithm-
based methods are very diverse and include regularization [10,11], fine-tuning [12], and
personalization layers [13], and these are introduced in user-end training. There are also
some standard techniques in machine learning, such as multi-task learning [14], lifelong
learning [15], and knowledge distillation [16–20].

Guha et al. proposed DOSFL [16] as a “one-shot” FL architecture. Unlike the model
distillation method, this architecture uses the dataset distillation method, in which the
client distills the local data and uploads the synthetic data and learning rate to the server.
The server combines the synthetic data from the users to train a global model. Jeong et al.
proposed the federated distillation (FD) architecture [17], in which users upload the per-
label mean logit vectors for each label to speed up communications. In addition, for facing
non-IID problems, a federated augmentation (FAug) [17] algorithm is proposed to deal with
them. FAug will ask all users to inform the server of the samples they lack, the algorithm
will let the server train a GAN, and then then allow the user to download the GAN to
expand their local data into IID patterns. Compared with FedAvg, FD, and DOSFL, FAug
can significantly reduce communication costs, but the associated accuracy performance is
somewhat poor. The architecture of FedMD [18], proposed by Li et al., requires a public
dataset. The user first uses the public dataset for general training and the local private data
for customized training. In the communication stage, the user uploads the logarithmic
probability calculated from the public dataset, and the server averages the logarithmic
probability uploaded by all users before learning. Compared with FedMD, FedDF [19]
proposed by Lin et al. uses unlabeled data for distillation and transfers the distillation
task from the user to the server side. The results show that FedDF has a better robustness
in selecting distillation datasets and is suitable for the context of FL. Figure 1 shows the
block diagram and information flow of FedDF, which is chosen as the major benchmark for
our newly proposed work. Each of the indicated functional modules of Figure 1 will be
detailed in the next Section. Chen et al. proposed FedBE [20]. The architecture of FedBE
is based on FedDF, and it introduces the Bayesian inference for sampling more models,
and applies Bayesian ensembles to obtain better global models. FedBE has been proven
effective for resolving non-IID problems, and is compatible with other architectures that
normalize user-side models.

As mentioned above, our work was developed based on the architecture of FedDF,
but with the following notable characteristics:

1. The server quantifies the network’s uncertainty of the uploading client, which serves
as the basis for building a more adaptable aggregation scheme to deal with the
inhomogeneity of client side models;

2. The server introduces the sample’s quality evaluation to effectively sieve through
samples to suppress the influences of data uncertainty and improve learning efficiency;

3. As a knowledge distillation aggregation architecture, our work can effectively separate
the information of uncertainty and inter-class relationships. This separation helps
solve the non-IID data issue and provides a good learning performance while limiting
the transmission costs.
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Figure 1. The schematic diagram and information flow of FedDF [19] (The green-color arrows
indicates the forward training direction and the blue arrow the backward training one).

2. Preliminary Backgrounds

2.1. Knowledge Distillation

Initially, knowledge distillation was proposed to be applied for model compres-
sion [21], where the goal was to compress one or more large models (teacher models)
into small models (student models). The resultant small models could effectively learn
the so-called “important knowledge” from the pre-trained large models, allowing them to
enhance a certain level of effectiveness associated with a specific requirement. Knowledge
distillation is generally used to make small models have a better generalization ability. For
example, as shown in Figure 2, a knowledge distillation-based classifier can effectively
learn inter-class relations (a.k.a. dark knowledge) by regulating the distillation temperature
in classification problems.

Knowledge distillation is a promising idea for federated learning. There are two
practical reasons to support the above claims: First, it can alleviate over-fitting on the user
side: In the context of FL, if users cannot perform model aggregation frequently due to
the communication limitation, the differences in models among users will continue to
accumulate, and the user model will learn too many useless local data features, compared
to the general global IID data assumption in the server, those useless features behave like
redundant noises, which in turn handicap the final aggregation result to approximate that
of the ideal model. Applying knowledge distillation in the aggregation stage helps the
global model sift through informative and valuable information for learning; therefore, it
can alleviate the bias caused by incomplete or overtrained data that often occurs on the
user side in FL.

As addressed above, knowledge distillation enables the global model to learn the inter-
class relationship, which helps transfer the knowledge learned for a general multi-purposed
model to a specific target-oriented model; this is the second reason for using knowledge
distillation in FL. To dive into the reasoning of this claim in more detail: when the data
are not independently and identically distributed, the inter-class relationship learned
by the local model may be incomplete and inconsistent. An inappropriate aggregation
scheme may not effectively transfer the genuine inter-class relationship to the global model.
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Of course, effectively identifying the inter-class relationships suitable for FL becomes a
research topic worthy of deeper investigation.

 

Figure 2. An illustrative example of learning dark knowledge through a knowledgeable teacher
model in image classification problems. In this example, although we know that the input image
falls in the cat category, we also know that the input has a higher probability of falling into the
dog category than into the bird category. The pre-described classification order is the so-called
“inter-class relationship”.

However, the current distillation-based federated learning architectures have yet
to effectively consider all of the advantages mentioned above. The uncertainty-aware
distillation-based federated learning (shortened as FedUA) scheme proposed in this paper
aims to provide a possible solution to improve the learning effect when both the non-IID
data and the limited communication capacity occur at the same time.

2.2. Uncertainties in DNNs

General DNNs cannot express confidence levels; however, displaying confidence lev-
els is increasingly essential for specific application domains, such as safety-critical tasks and
medical applications. Therefore, studies on the uncertainty of NNs have also been investi-
gated, including defining the sources of uncertainties in DNNs, quantifying uncertainties
through various measures, and constructing correction networks, to name a few.

Generally speaking, the uncertainties of NNs can be divided into the following
three types:

1. Data uncertainty—the uncertainty inherent in the data; even with a well-calibrated
model, such an uncertainty still exists;

2. Model uncertainty—the model needs to be built with more knowledge. Generally
speaking, this kind of uncertainty can be suppressed by improving the training process
or calibrating the model;

3. Distributional uncertainty—the uncertainty of the distribution prediction itself. From
another viewpoint, such an uncertainty can be an essential basis for out-of-distribution
detection [22–25]. Figure 3 shows the classification of the uncertainties of NNs. We
refer interested readers to find the detailed definition of each uncertainty class in [22].

Data uncertainty will manifest in the final forecast, such as estimating the outputs
of a normalized exponential function (a.k.a. the Softmax output) for a classification task
or the standard deviation of the predictions for a regression task. However, studies have
found that NNs often suffer from overconfidence, and the normalized exponential function
output is often poorly calibrated [26–28], resulting in imprecise uncertain estimates.
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Figure 3. The Classification of the uncertainties of neural networks.

For FL, the adverse effects are more pronounced and trickier when the client data
causes distributional uncertainty. Therefore, quantifying uncertainty is undoubtedly a
critical information basis for model aggregation. This work investigates an FL architecture
based on knowledge distillation (cf. Figure 4). We use the logarithmic probability extracted
by the teacher model as the primary basis (i.e., the confidence measure) for the training
process of the student model. If the confidence of the current sample can be effectively
calculated under the multi-teacher structure, a more flexible and efficient knowledge
transfer can be made successfully. Our proposed FedUA considers the influences of the
uncertainties mentioned above and adds uncertainty quantification steps to clarify the
global model’s training objectives in the aggregation stage.

Data/Model in 
the client side 

Data/Model in 
the server 

Figure 4. NN Uncertainties under the structure of federated learning.

3. The Proposed Method: FedUA

We designed our FL framework based on the so-called knowledge distillation-aware
aggregation scheme to conquer the challenges of non-IID client data and the restricted
communication between clients and the server. We add two core functional modules: the
uncertainty measurement and the sample quality evaluator to enhance the overall system
performance. The following subsections will describe these two modules’ operations and
architectures in detail.
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3.1. Uncertainty Measurement

Due to the settings of FL, each client uses local data as the training dataset of the NN,
resulting in a regional model; even under the same training parameters, the same data input
may still produce highly inconsistent losses and predictions during the testing phase. The
server side is decentralized in data, making it impossible to spy on or dig out which kind
of data prediction the user model is good at. We bring the uncertainty measurement into
the DNN as a vital basis for conducting the model aggregation process so that the server
side can catch the confidence level of each participating user in the prediction generated by
the specific input data to generate the subsequent integration results and strengthen the
reliability of the global model.

Considering the knowledge distillation-based FL architectures, it is expected that in
the aggregation stage, one can use referential information to approach the outcome of
an ideal teacher model to perfect the knowledge inheritance. According to the model
uncertainty, if an enormous amount of input data belongs to a specific object category in
the model learning stage, the trained model should produce higher confidence concerning
the output of this category in the inference stage. Regarding the distribution uncertainty,
through practical measurements, all of the teacher models can participate in teaching the
student models by “making use of their strengths and circumventing their weaknesses,”
which further enables the server side student models to have a more comprehensive
classification ability.

To accommodate the variations of each client’s data, we use the Gaussian discriminant
analysis for each client to establish a Gaussian mixture model of its characteristic spatial
density. Given a set of (X, Y), the establishment method is as follows:

for each class c with samples Xc ⊂ X do

wc ← |Xc|
|X| (1a)

μc ← 1
|Xc| ∑Xc

fw(Xc) (1b)

σc ← 1
|Xc| ( fw(Xc)− μc) ( fw(Xc)− μc)

T (1c)

Prior to the model aggregation, a Gaussian mixture model is used to quantify the
epistemic uncertainty of the current sample for a specific user-end model. The process is
as follows:

z ← fw(x) ( f : a f eature extractor) (2a)

p(z) ← ∑c wc N(z; μc; σc) ( N : Gaussian model) (2b)

For a given user-end model, we input sample x into feature extraction function f to
obtain feature vector Z and its corresponding p(z). The feature space density probability of
the server side samples associated with the current client side model can now be calculated.

At this time, the uncertainty measurement method we adopted is called the single
deterministic model, that aims to reduce the computational burden of the model during
training and testing. In addition, we used feature space as the quantization objective
instead of the normalized exponential function (i.e., the SoftMax). The reason for this is
because under the knowledge distillation-based FL architecture, the inter-class correlation
of the data is beneficial to the aggregation model, and this relationship is reflected in the
aleatoric uncertainty. Therefore, the aggregation process can exclude the influence of this
factor to avoid the occurrence of an objective mismatch. Because of this consideration, we
also made a comparative analysis in our experiment.
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3.2. Sample Assessment

For typical knowledge distillation, the training data of the student and the teacher
models are independently and identically distributed so that the two can achieve an efficient
and stable knowledge inheritance. However, considering the situation of many teachers
under the structure of FL, the teacher model uploaded by a client is prone to overfitting the
local data. We hope that the server aggregation stage can effectively bring the global model
towards a more generalized direction to eliminate this shortage.

To achieve the above purpose, we should carefully select the students’ training data,
so we include a sample evaluator in FedUA (cf. Figure 5) to be responsible for the sample
evaluation task. At this stage, we followed the spirit of active learning and select samples
with high epistemic uncertainty as the training data for the teacher model. We adopted
the Bayesian active learning by disagreement (BALD) technique [29], that quantifies the
uncertainty of the samples based on the Bayesian viewpoint, and mathematically it can be
written as:

I(y; w|x, D) = H(y|x, D)− Ep(w|D)[H(y|x, w, D)], (3)

where H (x|y) denotes the conditional entropy of x given y, and I (x, y|z) represents the
conditional mutual information between x and y given z, respectively.

Figure 5. The effects of the sample evaluator (with the aid of knowledge distillation and measurement
of data uncertainty).

In other words, we aim to find samples x, that maximize the mutual information
between model output y and the model parameters {x, D}. From an information-theoretical
point of view, the qualified samples should meet the following conditions: (1) Low con-
fidence in average model output and (2) high confidence in a single sampling model
output. Based on the above, for the samples with more prominent mutual information, it is
harder to achieve consensus on the outputs between the models; therefore, they are what
we are seeking.
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In practice, the well-known Monte Carlo approximation can simplify the computation
of the conditional mutual information in the above equation. That is,

I(y; w|x, D) ≈ −∑c(
1
T ∑t pt

c) log
(

1
T ∑t pt

c

)
+

1
T ∑c,t pt

c log
(

pt
c
)
, (4)

where pt
c denotes the output probability of class C for model T.

When applied to FL, as pre-described, we can comprehend the distillation process
(cf. Equation (3)) as “samples that do not reach consensus among local models”, should be
taken with higher priority.

Samples with this characteristic will have a considerable divergence in the direction
of model convergence during the training phase. Hence, they are more important for
optimizing the global model on the server side. In our realization, the samples generated
values computed from Equation (4) that are higher than a given threshold will be denoted as
high-priority samples for optimization. Of course, the threshold value is accuracy-sensitive
and is application dependent. In our experiments, this is empirically determined during
the simulation iteration.

3.3. Overall Architecture

Under the mechanism of knowledge distillation, we hope that the student model can
learn the inter-class relation of the ideal model well to suppress the adverse effects of data
uncertainty. However, if the adopted uncertainty measurement is highly susceptible to
data inhomogeneity, it will also be a disadvantage for the proposed FedUA. For example,
suppose there is a sample with high data uncertainty from the viewpoint of the ideal model.
For such a sample, the associated uncertainty measurement will output a low confidence.
In contrast, from the perspective of class distinguishability, the more representative client
(who can demonstrate a better interclass relation) will show a decrease in confidence
value for this sample due to its native data uncertainty. This fact will degrade the overall
performance of our FedUA. We found this problem when we tried to add the uncertainty
measurement to the knowledge distillation-based FL, where the entropy of Softmax outputs
of the NNs is applied to measure the data uncertainty. This finding explains why in our
realization, we replace the Softmax entropy with its feature space density’s counterpart
(cf. Equation (2a)). Moreover, our experimental results, as illustrated in the next Section,
will also justify that feature space density is less affected by the samples’ native data
uncertainty than that of the Softmax outputs of the NNs.

Figure 6 shows the schematic diagram of the overall architecture of our proposed
FedUA. FedUA comprises two main boxes: the server box and the client box. As shown
in the upper portion of Figure 6, the server box consists of five functional modules: the
teacher evaluation, the sample assessment, the uncertainty measurement, the logits compu-
tation, and the student learning modules (note that the brown-colored arrows indicate the
respective information flows of each functional module).

In each round, the server regards all user-end models uploaded in this round as the
teacher model. When performing the teacher model evaluation, we capture the forward
pass outputs of a specific NN layer and send them to the sample assessment and the
uncertainty measurement modules for further analyses. The uncertainty measurement
uses the selected features of the user-end model to represent the model outputs’ weights.
Instead of the original FedDF averaging operation in the logits combination module, we
apply those weights to calculate the combined logarithmic probabilities (a.k.a. the ensemble
logits). At the same time, the user-end model’s prediction values are used for the sample
quality evaluation, and the qualified samples (with prediction values more prominent than
a pre-defined threshold) will be chosen as the training data of the teacher model. Then, after
performing these preprocesses, the average parameters of the teacher models (computed
through FedAvg) will be treated as the initial parameters of the student model. Then, we
can perform the subsequent knowledge distillation (as indicated in the student learning
module of Figure 6, we use the Kl-divergence to complete the corresponding calculation).
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Following the end of the knowledge distillation, the trained student model will be sent back
to the users as the global model for conducting the following local training (as indicated in
the client box at the bottom of Figure 6).

Figure 6. The schematic diagram and the information flow of our proposed FedUA.

4. Experiments

To verify the effectiveness of the adopted core methods, we conduct ablation analyses
on the uncertainty measurement and sample evaluation, respectively. All experiments are
repeated more than five times. The statistical average and variances will be reported as our
experimental results.

4.1. Experimental Settings

(a) Datasets and Network Models

We examined the proposed FedUA architecture in an image classification application.
We selected ResNet-32 as the benchmarking neural network architecture and CIFAR-10 as
the training dataset. We randomly picked 40,000 images from the training data as label data
for local training on the client side. The remaining 10,000 images were used as unlabeled
data for the server side distillation aggregation.

For the label data used for client training, we used the step method [20] as the baseline
to achieve the goal of non-IID, and the Dirichlet to make different types of non-IID patterns.
Under the step method, each client had many images of two specific categories and a
few pictures of the remaining eight categories. The Dirichlet method uses a concentration
parameter α (a.k.a. the concentration parameter), to regulate the Dirichlet distribution to
produce data with different degrees of dispersion.

CIFAR-10 comprised ten categories of data composed of various vehicles and animals.
The existence of inter-category relationships is beneficial for us to explore the correlations
between the knowledge distillation, the uncertainty measurement, and the federated
learning architecture. The obtained correlations helped to confirm the ability to learn the
relationship between the classes and judge the effectiveness of the teacher model in the
aggregation stage of federated learning.
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(b) Detailed Processes

In order to facilitate comparisons and consider the parameter settings concerning
related works, we set 40 rounds as the upper limit. The number of clients was assumed to
be 10, and the reporting fraction was initialized to 1.0. The reporting fraction determines
the number of randomly selected customers in each round, representing the proportion of
models uploaded for subsequent aggregation.

Each round of local or server side training consisted of 20 epochs and applied the
commonly adopted stochastic gradient descent method. We set the batch size to 32 on
the local side and 128 on the server side. In addition, to adapt to knowledge distillation,
relative entropy (i.e., the KL divergence) was used on the server side, and this is different
from using cross entropy as the loss function on the local side.

4.2. Results and Analyses
4.2.1. Ablation Analysis

(a) The Impact of the Sample Assessment

In the ablation analysis of the sample assessment, we verified the effectiveness of
Bayesian active learning by disagreement (BALD) first. Then, we considered the impact of
the different sample ratios (SRs) on the unlabeled data.

We used random batch sampling as the benchmarking target for a fair comparison.
Table 1 presents the relevant results of this examination, where we only depict the portions
with a fixed unlabeled data sampling ratio because our experimental results demonstrate
that BALD performs better under the condition associated with the same unlabeled data
sampling ratio. Moreover, the results listed in Table 1 confirm that using BALD to screen
out sample batches demonstrates a better meaning in learning, and therefore performance
in accuracy, for the global model’s optimization than using random batches traditionally.

Table 1. The performances under different settings in the sample assessment test. (Benchmark NN
architecture: ResNet-32, training dataset: CIFAR-10, SR: sample ratio).

SR = 0.2 SR = 0.4 SR = 0.6 SR = 0.8 SR = 1.0

Random 71.5 ± 0.61 71.3 ± 0.78 71.8 ± 0.66 72.3 ± 0.66 72.1 ± 0.55

BALD 72.0 ± 0.24 72.5 ± 0.36 73.9 ± 0.46 73.7 ± 0.33 73.2 ± 0.48

Interestingly, we also found that regardless of which filtering method was adopted,
the best performance in some cases (other than iterative training) occurred with a complete
dataset. For example, the best-performed SR setting for random and BLAD filtering is 0.8
and 0.6, respectively (cf. the boldfaced items in Table 1). A smaller sample ratio stands for
less induced computational loads.

In conclusion, adding our proposed sample evaluation mechanism is beneficial, not
only for the performance of distillation federated learning, but also helpful in reducing the
computational burden on the server side.

(b) The Impact of the Uncertainty Measurement

In the rest of this subsection, we focus on the effectiveness of the uncertainty measure-
ment. We calculate and compare the entropy of the feature space density outputs and the
Softmax outputs in the inference mode when clients learn with non-IID data under the
original learning settings.

CIFAR-10 has a high degree of data uncertainty because there is a specific correlation
among the animal classes, and the same is valid for the vehicle data. Due to the assumptions
of non-independence, we should pay attention to both model effects and distribution
uncertainties. The former is because the data imbalance at the category level will affect
the local model. The latter comes from the distribution uncertainty when the uploaded
local model is compared with the ideal global model, that unavoidably has a distribution
difference between the training and actual samples.
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We take the example of a non-IID in Figure 7 for illustration. Client numbers 0, 2, 3,
5, 6, and 7 contain many images in two categories: vehicles and animals, so these clients
should behave in a superior manner in the coarse-grained classification task. In contrast,
clients numbers 1, 8, and 9 contain many images in two animal classes, and client number 4
contains many images in two vehicle classes. These clients tend to have specific behaviors
in fine-grained classification associated with their highly correlated classes.

 

Class Number 0 1 2 3 4 5 6 7 8 9 

Images Airplane Automobile Bird cat Deer Dog Frog Horse Ship Truck 

Figure 7. An example of non-IID training data distribution (horizontal-axis: client number and
vertical-axis: image class number).

For example, when the input sample belongs to the animal category, the No. 4 teacher
model incorrectly classifies coarse-grained and fine-grained animal categories. Therefore,
we should suppress the degree of the student model’s referencing to the No. 4 teacher
model. In addition, promoting the fine-grained ability of teacher models 1, 8, and 9 for
animal classes is crucial in improving the student model’s training effects for the later
stages. Conversely, if the input sample belongs to the transportation category, we should
lower the influences of No. 1, 8, and 9 teacher models. At the same time, the impact of the
No. 4 teacher model should be increased in the aggregation stage.

Figures 8 and 9 show the distributions of the top-1 outputs’ entropy of Softmax and
feature space density, respectively. For ease of comprehension, we respectively illustrate
the mean entropy values of Figures 8 and 9 in Figures 10 and 11. To emphasize the
different behaviors of the two distributions in real applications, say out-of-distribution
(OoD) detection as an example, let us explore the two-dimensional distribution patterns of
the two in detail, as indicated in the red-colored rectangular boxes in Figure 12. Clearly,
from Figure 12, the latter is a better choice than the former due to its higher sparsity
in distribution.

168



Information 2023, 14, 234

 
Figure 8. The statistical distribution of the top-1 SoftMax outputs’ entropy.

Figure 9. The statistical distribution of the top-1 feature space density’s entropy.
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Figure 10. The mean of the entropy values obtained in Figure 8.

Figure 11. The mean of the entropy values obtained in Figure 9.

From the observations of the distributions and the mean values depicted in Figures 8–11,
it is justified that both the proposed normalization function and the feature space density
method enhance the classification performance under data and model uncertainties. More-
over, if we focus on the issue of distribution uncertainty in federated learning, the results
associated with the feature space become more informative. That is, we can determine the
correct classes from the darkness of the colors in Figure 11 as much more accessible than in
Figure 10. This explains why our FedUA ultimately uses the feature space density method.
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Figure 12. The sparsity comparison between the top-1 SoftMax outputs’ entropy and the top-1 feature
space density’s entropy.

4.2.2. Performance Comparisons among the Benchmarked Works

(a) Learning Behaviors of the Different FL-schemes on Non-IID Data

As addressed in Section 4.1. we implement FedUA based on the pre-described settings
and use the step method [20] to find its effectiveness on non-IID data. Of course, we
investigate the learning behaviors of competing aggregation approaches for comparison
purposes. Figure 13 shows the learning curves of FedUA, FedDF, and FedAvg, where
the vertical axis denotes the accuracy percentage and the horizontal axis stands for the
round number.

Figure 13. The learning curves of FedUA, FedDF, and FedAvg (horizontal-axis: the round number
and vertical-axis: the accuracy percentage).

As shown in Figure 13, in the early stage, benefiting from knowledge distillation, the
accuracy of the global models of FedUA and FedDF was significantly better than that of
FedAvg. The performance-enhancing speed of the three is close, and it begins to slow
down and converges to an upper limit after 14 rounds. In the end, both FedUA and FedDF
outperform FedAvg, and the accuracy of FedUA is about 2–3% better than FedDF when
the data distribution is non-IID.
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(b) The Impact of Different Non-IID Data Partitions

To dive into the effects of non-IID data on various FL schemes, in this subsection, we
examine the performances of FedUA, FedDF, and FedAvg under different non-IID settings.
Figure 14, from left to right, shows the other non-IID data corresponding to the step method,
the Dirichlet with α = 0.1, and the Dirichlet with α = 0.5. Table 2 compares the obtained
classification accuracy among the benchmarked outcomes. The boldfaced items in Table 2
show that FedUA performs the best among the three.

Figure 14. The distributions under different non-IID data settings.

Table 2. The performances of FedAvg, FedDF, and FedUA under different non-IID data. Settings
illustrated in Figure 14. (Fed-α-Step and FedUA-FedAvg denote the Percentages of Accuracy Change
vs. Parameter α when we take the Step method’s and FedAvg’s results as the reference, respectively.)

Classification Accuracy vs. Parameter α

Step Method [20] Dirichlet (α = 0.1) Dirichlet (α = 0.5)

FedAvg
62.6 ± 0.23

1
1

59.6 ± 1.03
−4.7%

1

80.1 ± 0.45
+28%

1

FedDF
FedDF-α-Step

FedDF-FedAvg

72.3 ± 0.49
1

15.5 %

64.4 ± 0.93
−11%
8.0%

82.8 ± 0.47
+14.5%

3.4%

FedUA
FedUA-α-Step

FedUA-FedAvg

74.8 ± 0.45
1

19.5%

65.3 ± 0.78
−12.7%

9.6%

83.4 ± 0.24
+11.5%

4.1%

More specifically, from Figure 14, we observed a more severe data imbalance and
distribution uncertainty between clients under the Dirichlet (α = 0.1) setting. The advan-
tages of the FedUA core method are less prominent than the step method, which is only
about 1.6% growth in accuracy compared with the counterpart of FedDF (cf. Table 2).
Nevertheless, there is still a meaningful improvement in knowledge distillation compared
to FedAvg. For the settings under Dirichlet (α = 0.5), the client’s data is closer to IID, and
both FedUA and FedDF behaved normally and better than FedAvg. The reason is that
under the data segmentation of Dirichlet, a more serious data imbalance and more complex
feature space density patterns are derived, resulting in more difficulty in model uncertainty
and distribution uncertainty estimation. Fortunately, considering the real-world usage
of federated learning nowadays, the local data distribution between devices should tend
to the step method, which embraces the adaptation of the proposed FedAU in federated
machine learning.

(c) The Effects of Limited Allowable Communication Capacity

Finally, we consider the limited communication cost scenario faced by federated
learning practices. Finding enough computational resources and large datasets to con-
duct accurate and concrete experiments is challenging in academia. To face this reality,
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we designed our simulations concerning the effects of limited allowable communication
capacity by adjusting the clients’ participation ratio (denoted by C) uploaded to the server
for each round. We set different participation ratios and observed the corresponding results
(cf. Table 3).

Table 3. The performances of FedAvg, FedDF, and FedUA under different participation ratios.
(Accur-drop denotes the percentage of accuracy drop by taking C = 1.0 as the reference.)

Classification Accuracy vs. Participation Ratio

C = 1.0 C = 0.7 C = 0.4

FedAvg
Accur-drop

62.6 ± 0.23
1

61.3 ± 0.35
2.1%

58.1 ± 0.26
7.2%

FedDF
Accur-drop

72.3 ± 0.49
1

68.1 ± 0.61
5.9%

63.8 ± 1.03
11.8

FedUA
Accur-drop

74.8 ± 0.45
1

71.8 ± 0.56
4.0%

68.3 ± 0.85
8.7%

From Table 3, our proposed FedUA performed the best concerning absolute classifi-
cation accuracy. Moreover, Table 3 also indicates that the accuracy drop of FedAvg does
not decline significantly if the participation ratio is lowered below the 0.7 settings, but that
of FedDF declines the most of the three (ranges from 6% to 12%, approximately). While
FedUA behaves in between with an accuracy drop ranging from 4% to about 9%.

When the participation ratio of the native distillation-based federated learning de-
creases, the function of the teacher model is insufficient. That is, knowledge deficiency has
occurred, which may make the unlabeled data used in the server aggregation stage find no
correct learning objectives. As a result, FedDF relies heavily on the client to participate in
the aggregation stably. However, by introducing the sample evaluation and uncertainty
measurement, FedUA somehow mitigates the impact of the above shortages and avoids
the damage caused to the student model when meaningless or even erroneous learning
mode scenarios occur. We can justify the above arguments from the experimental results
obtained in Table 3.

5. Discussions and Conclusions

5.1. Current Progress in FL Dealing with Non-IID Data

Regarding the challenges faced in FL, people in different fields will have different
perspectives. This paper focuses on the countermeasures we can take when the data distri-
butions in FL are heterogeneous. One of the anonymous reviewers suggested lots of related
literature [19,30–35] and asked us to make some focused summaries and comparisons
among them. Therefore, before concluding our work, this section briefly summarizes
various researchers’ current efforts.

Smietanka et al. [30] briefly surveyed privacy-preserving techniques and applications
concerning FL. Technique-wise, three kinds of data access-related security protection meth-
ods were discussed: differential privacy, secure multiparty computation, and homomorphic
encryption. At the same time, FL-related applications in Google Gboard, Health, Retail,
Finance, and Insurance were addressed as illustrative examples.

To combine the advantages of cloud-based and edge-based FL for speeding up the
model training and improving the communication-computation trade-offs, ref. [31] pro-
posed a hierarchical FL architecture using multiple edge servers to perform partial model
aggregation before communicating with the cloud parameter server. Empirical experiments
verified the analysis and demonstrated the benefits of this hierarchical architecture in differ-
ent data distribution scenarios. In other words, introducing the intermediate edge servers
can simultaneously reduce the end devices’ model training time and energy consumption
compared to cloud-based federated learning. However, ref. [31] ignored the effects of
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heterogeneous communication conditions and computing resources on different clients.
Moreover, the performance-sensitive parameters need to be tuned empirically.

The authors of [32] pointed out that to train statistical models in a massive and
heterogeneous network, naively minimizing an aggregate loss function may only benefit
some involved devices. To face this shortage, ref. [32] proposed the so-called q-fair federated
learning (q-FFL), that encourages a fairer (specifically, more uniform) accuracy distribution
across devices in FL networks. Moreover, experimental results showed that with the
aid of the newly devised aggregation mechanism q-FedAvg, q-FFL outperforms existing
benchmarks regarding fairness, flexibility, and efficiency. Nevertheless, q-FFL increases the
accuracy of poor-performing devices by sacrificing better-performing ones. This approach
may not be suitable for performance-critical applications. Moreover, we need to determine
the control parameter in advance again.

Tao et al. [19] proposed using ensemble distillation for model fusion, i.e., training the
central classifier through unlabeled data on the outputs of the models from the clients. The
authors claimed that the knowledge distillation technique would mitigate privacy risk and
cost to the same extent as the baseline FL algorithms, but allowed flexible aggregation
over heterogeneous client models that differed in size, numerical precision, or structure.
They justified their claims through extensive empirical experiments on various CV/NLP
datasets (CIFAR-10/100, ImageNet, AG News, SST2) and settings (heterogeneous mod-
els/data) by showing that the server model can be trained much faster, requiring fewer
communication rounds than any existing FL technique known to them. Actually, ref. [19]
inspired our work a lot.

Giovanni Paragliola and Antonio Coronato contributed a series of three papers [33–35]
founded on the same kernel skills, targeting reducing communication costs in a federated
healthcare environment. The inputs of the learning system were ECG waveforms of patients
with various levels of risk associated with hypertension. The proposed FL framework
comprised different learning strategies (varying in the numbers of cascaded dense layers
and shared parameters).

To reduce the required communication costs in FL, ref. [33] presented an FL algorithm,
TFedAvg, to train a time series (TS)-based model for the early identification of the level
of risk associated with patients with hypertension in a federated healthcare environment.
The primary framework of [33] consisted of two learning strategies, The FullNet Strategy
and the PartialNet Strategy, for which TFedAVG exploits the whole model and a portion of
the model to both guarantee the privacy and security of healthcare data, and reduce the
communication costs between clients and aggregation server, respectively. Under three
split local datasets conditions, ref. [33] presented two different settings concerning the types
of data distribution across the regional nodes: (1) an IID setting where each node had 33%
of the total samples, (2) a non-IID setting in which one of the nodes had 50% of the total
samples while the other two nodes only had 25% each. Experimental results showed that
the proposed approach improved from 3.01% to 11.09% in terms of classification accuracy
and with a reduction of about 34% in terms of communication costs compared to the
benchmarked works. Another contribution from [33] came from its summarization and
comparative analyses of recent FL-related research statuses: Table 1 of [33] summarizes the
studies on federated learning published between 2018 and 2022 regarding applications,
adopted approaches, pros, and cons.

Yoshida et al. [6] continued and extended the discussion initiated in [33] concerning
reducing the communication overhead with a further analysis, evaluating the trade-off
between the performance and the communication costs. Such an analysis suggested a
new learning strategy (LS) to reduce the total number of parameters shared during the FL
process. The basic idea of [34] was to exploit subparts of the model in [33] by measuring the
contribution of a subset of layers defining an ML model during the training process instead
of the whole set of layers. To estimate the weight and the contribution of each layer, ref. [6]
defined seven different learning strategies (LSs) aimed at selecting which parameters to
transmit to the central server for the aggregation process, such that a trade-off between the
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requirement to bring down communication costs and the need to guarantee the highest
classification performance could be reached. Compared with Google’s FedAvg algorithm,
experimental results show that the accuracy of the approach proposed in [34] ranges from
89.25% to 96.6%. In comparison, the improvements in reducing communication overheads
range from 95.64% to 6%.

The catastrophic forgetting (CF) phenomenon occurs during an ML training process
when the characteristics or distribution of new input instances differ significantly from
previously observed ones. CF-induced new information may overwrite the previously
learned knowledge of a neural network. A similar situation might occur in FL when the
local data of each client cannot be considered representative of the overall data distribu-
tion due to class imbalance, distribution imbalance, and size imbalance, that causes the
well-known non-IID data challenge to FL. By successfully transferring the problem of
analyzing the occurrence of CF in FL as the analysis of the DNNs’ training in a federated
environment when dealing with non-stationary data, ref. [35] extended the use case sce-
nario in [6] for evaluating the nature of CF events, and provided a quantification of when
and how a CF event may happen during an FL process. Finally, the experimental results
in [35] depicted an improvement in accuracy ranging from 2% to 28% among local clients
affected by a CF event.

5.2. Conclusions and Possible Contributions of This Work

Federated learning, constrained by security and communication costs, has flourished
recently. As the above section addresses, obtaining a standard solution for various and
complex Non-IID types is still challenging and worthy of further exploration.

In practice in the past, the federated learning architecture that adopted knowledge
distillation usually caused incomplete interclass relationships learned by the local model
due to the imbalance of local training data, which in turn made the global model learning
in the aggregation stage preliminary. Therefore, we started from the uncertainty analysis
of DNNs, evaluated their effects on FL, and proposed a new architecture for model aggre-
gation. The proposed scheme improves FL’s performance by combining the knowledge
distillation and the DNN’s uncertainty quantification methods. A series of experiments on
the image classification task confirms that our proposed model aggregation scheme can
effectively solve the problem of non-IID data, especially when the affordable transmission
cost is limited.

The possible contributions of our work can be summarized as follows:

1. We built an effective, adaptable aggregation scheme to deal with the inhomogeneity
of client side models based on the proposed quantifiable network uncertainty of the
uploading client;

2. Based on the evaluated sample quality, we introduced an effective sample sieve
scheme to the server to suppress the influences of data uncertainty and improve the
learning efficiency;

3. As a knowledge distillation aggregation architecture, our work can effectively separate
the information of uncertainty and the inter-class relationships. This separation helps
solve the non-IID data issue and provides a good learning performance while limiting
the transmission cost;

4. Through a series of experiments on the image classification task, we confirmed that the
proposed model aggregation scheme could effectively solve the problem of non-IID
data, especially when the affordable transmission cost is limited.

In summary, in handling the problem of Non-IID, we hope that the uncertainty
measurement and sample evaluation we propose can help consider real-world user data.
They provide more information in the aggregation stage and make learning more effective.
However, our current discussion only applies to the task of image classification. Moreover,
lacking enough computing resources and practical use cases are difficult to find, we have
yet to be able to experiment with more complex image datasets. Nevertheless, it may
be possible to combine the advantages of the uncertainty method and distillation-based
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federated learning to create different collaboration models, that will be the main direction
of our future efforts.
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Abstract: Traffic forecasting has been an important area of research for several decades, with signifi-
cant implications for urban traffic planning, management, and control. In recent years, deep-learning
models, such as graph neural networks (GNN), have shown great promise in traffic forecasting due to
their ability to capture complex spatio–temporal dependencies within traffic networks. Additionally,
public authorities around the world have started providing real-time traffic data as open-government
data (OGD). This large volume of dynamic and high-value data can open new avenues for creating
innovative algorithms, services, and applications. In this paper, we investigate the use of traffic OGD
with advanced deep-learning algorithms. Specifically, we deploy two GNN models—the Temporal
Graph Convolutional Network and Diffusion Convolutional Recurrent Neural Network—to predict
traffic flow based on real-time traffic OGD. Our evaluation of the forecasting models shows that
both GNN models outperform the two baseline models—Historical Average and Autoregressive
Integrated Moving Average—in terms of prediction performance. We anticipate that the exploitation
of OGD in deep-learning scenarios will contribute to the development of more robust and reliable
traffic-forecasting algorithms, as well as provide innovative and efficient public services for citizens
and businesses.

Keywords: traffic flow forecasting; deep learning; graph neural networks; Artificial Intelligence; high-
value data; open-government data

1. Introduction

Traffic forecasting, which is an important component of intelligent transportation sys-
tems, assists policymakers and public authorities to design and manage transportation
systems that are efficient, safe, environmentally friendly, and cost-effective [1]. Traffic fore-
casts can be used to anticipate future needs and allocate resources accordingly, such as
managing traffic lights [2,3], opening or closing lanes, estimating travel time [4], and miti-
gating traffic congestion [5–7]. The prediction of future traffic states based on historical or
real-time traffic data can contribute to reducing the impact of negative effects on citizens
such as health problems brought on by air pollution, and economic costs such as increased
travel time spent, and wasted fuels, with a detrimental effect on both the environment and
the quality of citizens’ lives [8–11].

However, traffic forecasting is a challenging field due to the complex spatio–temporal
dependencies that occur in the road network. Literature usually exploits three types of tech-
niques to forecast future traffic conditions based on historical observations of traffic data;
(i) traditional parametric methods including stochastic and temporal methods (e.g., Autore-
gressive Integrated Moving Average—ARIMA [12]); (ii) machine learning (e.g., Support
Vector Machine [5]); and (iii) deep learning [11,13–15]. Artificial Intelligence approaches
outperform parametric approaches due to their ability to deal with large quantities of
data [16,17]. In addition, the parametric models fail to provide accurate results due to the
stochastic and non-linear nature of traffic flow [18].
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Recently, a significant number of research papers have explored the effectiveness of
deep-learning algorithms on urban traffic forecasting, especially graph neural networks
(GNNs) (e.g., [19–22]). These models manage to capture the complex topology of a road
network, by extending the convolution operation from Euclidean to non-Euclidean space,
while dynamic temporal dependencies are captured by the integration of recurrent units.

The rapid development of the Internet of Things (IoT) can significantly facilitate traffic
forecasting by providing data sources (e.g., sensors), which generate large quantities of
traffic data that can be analyzed to forecast the volume and density of traffic flow. Dynamic
(or real-time) data with traffic-related information (e.g., counted number of vehicles, av-
erage speed) that are generated by sensors have only recently started being provided as
open-government data (OGD) [23–25] available for free access and reuse. Dynamic OGD
are suitable for creating value-added services, applications and high-quality and decent
jobs, and are, hence, characterized as high-value data (HVD), with substantial societal,
environmental, and financial advantages [26]. However, collecting and reusing this type of
data requires addressing various challenges. For example, dynamic data are known for
their high variability and quick obsolescence and should, hence, be immediately available
and regularly updated to develop added-value services and applications. In addition,
a recent work [27] showed that dynamic traffic data confront major quality challenges.
These challenges are often caused by sensor malfunctions, e.g., brought on by bad climatic
conditions [28].

This paper aims to investigate the exploitation of traffic OGD using state-of-the-art
deep-learning algorithms. Specifically, we use two widely used and open-source GNN
algorithms, namely Temporal Graph Convolutional Network (TGCN) and Diffusion Con-
volutional Recurrent Neural Network (DCRNN), and real-time traffic data from the Greek
open-data portal to create models that accurately forecast traffic flow. The models forecast
traffic flow in three time horizons, i.e., in the next 3 (short-term prediction), 6 (middle-term
prediction), and 9 (long-term prediction) time steps (hours). The Greek data portal was
selected for this work since it provides an Application Programming Interface (API) to ac-
cess traffic data. We anticipate that the exploitation of OGD in deep-learning scenarios will
contribute towards both (a) the development of more robust and reliable traffic-forecasting
deep-learning algorithms and (b) the provision of innovative and efficient public services
to citizens and businesses alike.

The rest of this paper is organized as follows. Section 2 presents related work describ-
ing traffic-forecasting, deep-learning approaches, and graph neural networks for traffic
forecasting. Section 3 presents background knowledge regarding the two GNN algorithms
employed in this work. Thereafter, Section 4 describes in detail the specific steps followed
in this research. In addition, Sections 5 and 6 present the case study by first describing
the collection of the traffic data from the Greek open-data portal (Section 5), and the
pre-processing of the traffic data (Section 6), and then the creation and evaluation of the
forecasting model (Section 7). Finally, Section 8 discusses the results of this paper and
Section 9 concludes this paper.

2. Related Work

This section presents a review of the previous work in traffic forecasting, deep-learning
approaches, and graph neural networks for traffic forecasting to facilitate readers’ quick
understanding of the key aspects of this work.

2.1. Traffic Forecasting

Intelligent Transportation Systems (ITS) aim to improve the operational efficiency of
transportation networks by gathering, processing and analyzing massive amounts of traffic
information [29]. This information is produced by sensors (e.g., loop detectors), traffic
surveillance videos or Bluetooth devices that are in several control points of the transporta-
tion network such as roadways, highways, terminals, etc. In the rapid development of
intelligent transportation systems, traffic forecasting has been considered a very important
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and developing area for both research and business applications, with a large range of
published articles in the field [31]. Traffic forecasting is the process of estimating future
traffic states given a continuum of historical traffic data. Moreover, it is one of the most
challenging tasks among other time-series prediction problems because it involves huge
amounts of data that have both complex spatial and temporal dependencies. In the con-
text of traffic-forecasting problems, spatial dependencies of traffic time series, refer to the
topological information of the transportation network and its effects on adjacent or distant
traffic measurement points [32]. For instance, the traffic state in a particular location may
(or not) be affected by traffic on nearby roads. Furthermore, complex temporal dynamics
may include seasonality, periodicity, trend and other unexpected random events that may
occur in a transportation network, such as accidents, construction sites and weather.

Data-driven traffic-forecasting modeling has been at the center of transportation re-
search activity and efforts during the last three decades [1]. Most of the existing literature
focuses on the prediction of three main traffic states, namely traffic flow (vehicles/time
unit), average speed, and density (vehicles/distance). Many existing forecasting methods
consider temporal dependence based on classic statistics such as Autoregressive Integrated
Moving Average and its variants [33], and more complex machine-learning methods includ-
ing Support Vector regression machine method [34], K-nearest neighbor models [35,36],
and Bayesian networks [37]. Although both statistical and machine-learning models effec-
tively consider the dynamic temporal features of past traffic conditions, they fail to extract
spatial dependence.

2.2. Deep-Learning Approaches

Recently, the emerging development of deep-learning and neural networks has achieved
significant success in traffic-forecasting tasks [13,14]. To model the temporal non-linear
dependency, researchers proposed Recurrent Neural Networks (RNN) and their variants.
RNNs are deep neural network models that manage to adapt sequential data but suffer
from exploding and vanishing gradients during back propagation [38]. To mitigate these
effects during training of such models, numerous research studies proposed alternative
architectures based on RNNs, such as Long Short Memory networks (LSTM) and Gated Re-
current Units (GRU) [39–41]. These variants of RNNs use gated mechanisms to memorize
long-term dependencies in sequence-based data including historical traffic information [42].
Their structure consists of various forget units that determine which information could
be excluded from the prediction output, thus determining the optimal time windows [40].
GRUs are similar architectures to LSTMs, but they have a simpler structure being computa-
tionally efficient during training and their cells consist of two main gates, namely the reset
gate and the update gate [40]. Similar to the traditional statistical and machine-learning
models, the recurrent-based models ignore the spatial information that is hidden in traffic
data, failing to adapt the road network topology. To this end, many research efforts fo-
cused on improving the prediction accuracy by considering temporal, as well as spatial
features. An approach to capture the spatial relations among the traffic network is the use
of convolutional neural networks (CNNs) combined with recurrent neural networks (RNN)
for temporal modeling. For example, Ref. [43] proposed a 1-dimension CNN to capture
spatial information of traffic flow combined with two LSTMs to adapt short-term variability
and various periodicities of traffic flow. Another attempt to align spatial and temporal
patterns is made by [44], proposing a convolutional LSTM that models a spatial region with
a grid, extending the convolution operations applied on grid structures (e.g., images). Fur-
thermore, Ref. [45] deployed deep convolutional networks to capture spatial relationships
among traffic links. In this study the network topology is represented by a grid box, where
near and far dependencies are captured at each convolutional operation. These spatial
convolutions are then combined with LSTM networks that adapt temporal information.

In recent years, a significant amount of research papers have focused on embedding
spatial information into traffic-forecasting models [14,21]. However, methods that use
convolutional neural networks (CNNs) are limited to cases where the data have a Euclidean
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structure, thus they cannot fully capture the complex topological structure of transportation
networks, such as subways or road networks. Graph Neural Networks (GNNs) have become
the frontier of deep-learning research in graph representation learning, demonstrating state-
of-the-art performance in a variety of applications [46]. They can effectively model spatial
dependencies that are represented by non-Euclidean graph structures. To this end, they
are ideally suited for traffic-forecasting problems because a road network can be naturally
represented as a graph, with intersections modeled as graph nodes and roads as edges.

2.3. Graph Neural Networks for Traffic Forecasting

Deep-learning algorithms including convolutional neural networks (CNNs) and re-
current neural networks (RNNs) have significantly contributed to the progress of many
machine-learning tasks such as object detection, speech recognition, and natural language
processing [47–49]. These models can extract latent representations from Euclidean data
such as images, audio, and text. For example, an image can be represented as a regular
grid in Euclidean space, where a CNN can extract several meaningful features by identify-
ing the topological structure of the image. Although neural networks effectively capture
hidden patterns in Euclidean data, they cannot handle the arbitrary structure of graphs or
networks [50]. There is an increasing number of applications where data are represented as
graphs, such as social networks [51], networks in physics [52], and molecular graphs [53].
Traffic graphs are constructed based on traffic sensor data where each sensor is a node and
edges are connections (roads) between sensors.

A traffic graph is defined as G = (V, E, A), where V is the set of nodes that contains
the historical traffic states for each sensor, E is the set of edges between nodes (sensors)
and A the adjacency matrix. Recently, numerous graph neural network models have
been developed in the traffic-forecasting domain, which effectively consider the spatial
correlations between traffic sensors. They also integrate different sequence-based models,
leveraging the RNN architecture to model the temporal dependency.

Graph Convolutional Networks (GCN) are variants of convolutional neural networks
that operate directly on graphs [19,54] defining the representation of each node by ag-
gregating features from the adjacent nodes. Graph convolutions play a central role in
many GNN-based traffic-forecasting applications [20,55–57]. For example, Ref. [58] pro-
posed the Spatio–Temporal Graph Convolutional Network model that introduces a graph
convolution operator using spectral techniques by computing graph signals with Fourier
transformations. In this study, researchers propose two spatio–temporal convolutional
blocks by integrating graph convolutions and gated temporal convolutions to accurately
predict traffic speed outperforming other baseline models. Moreover, Ref. [22] proposed
the Temporal Graph Convolutional Network that also uses graph convolutions and spectral
filters to acquire the spatial dependency while temporal dynamics are captured using
the gated recurrent unit. In this study [54] authors proposed Graph WaveNet, a GNN
model that captures spatial dependencies with graph convolutions and the construction of
an adaptive adjacency matrix that learns spatial patterns directly from the data. Another
technique that models spatial dependency initially proposed by [59], defines convolution
operations as a diffusion process for each node in the input graph. Towards this direction,
diffusion convolutional recurrent neural network (DCRNN) [60] manages to capture traffic
spatial information using random walks in the traffic graph, while temporal dependency is
modeled with an encoder-decoder RNN technique.

Besides the mentioned spatio–temporal convolutional models, there has been an in-
creased interest in attention-based models in traffic-forecasting problems. Attention mecha-
nisms are originally used in natural language processing, speech recognition, and computer
vision tasks. They are also applied on graph-structured data as initially suggested by [57] as
well as time-series problems [61]. The objective of the attention mechanism is to select the
information that influences the prediction task most. In traffic forecasting, this information
may be included in daily periodic or weekly periodic dependencies. For example, the
authors in [62] deployed the Attention-Based Spatial–Temporal Graph Convolutional Net-
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work (ASTGCN) that simultaneously employs spatio–temporal attention mechanisms and
spatial graph convolutions along with temporal convolutions for traffic flow forecasting.
Towards this direction, there are many attention-based GNNs considered in the literature
that accurately predict traffic states, being suitable for traffic datasets as they manage to
assign larger weights to more important nodes of the graph [63–66].

3. Background

This section presents the background knowledge on the two types of graph neural
network (GNN) algorithms that are employed in this work to forecast traffic flow, namely
Temporal Graph Convolutional Networks (TGCN) and Diffusion Convolutional Recur-
rent Neural Networks (DCRNN). All notations and symbols utilized in this study are
comprehensively listed in Table A1 of the Appendix A.

3.1. Temporal Graph Convolutional Network

In dynamic data produced by sensors, the Temporal Graph Convolutional Network
(TGCN) algorithm [22] uses graph convolutions to capture the topological structure of the
sensor network to acquire spatial embeddings of each node. Then the obtained time series
with the spatial features are used as input into the Gated Recurrent Unit (GRU), which
models the temporal features. The graph convolution encodes the topological structure
of the sensor network and defines the spatial features of a target node also obtaining the
attributes of the adjacent sensors. Following the spectral transformations of graph signals
as proposed by [22,58,67,68], two graph convolution layers are defined as:

f0(X, A) = Relu(W0(D−1/2 ÂD−1/2)X), (1)

f1(X, A) = σ(W1(D−1/2 ÂD−1/2) f0), (2)

where X is the feature matrix with the obtained traffic flows, A is the adjacency matrix,
W0, W1 are the learnable weight matrices in the first and second layers, D is the degree
matrix, Â = A + IN is the self-connection matrix, and σ(), Relu() represent the non-linear
activation functions.

The output of the spatial information is fed into a GRU network [22]. The gated unit
captures temporal dependency by initially calculating the reset gate rt and update gate ut,
which are then fed in a memory cell ct. The final output of the unified spatio–temporal
block ht at time t takes as input the hidden traffic state at time t − 1 updating the current
information with the previous time step, along with the current traffic information:

ht = ut ∗ ht−1 + (1 − ut) ∗ ct (3)

3.2. Diffusion Convolutional Recurrent Neural Network

The Diffusion Convolutional Recurrent Neural Network (DCRNN) algorithm [60]
uses a different graph convolution approach to model spatial dependencies. The model
captures spatial information using a diffusion process by generating random walks on
sensor graph G with a restart probability a ∈ [0, 1]. In summary, the diffusion convolution
over a graph signal x as presented by the authors of DCRNN is defined as follows:

f ∗ x =
K

∑
k=0

(θk,1(D−1
0 A)k + θk,2(D−1

I Aτ)k)x (4)

where k is the diffusion step, D−1
0 A, D−1

I Aτ denote the transition and reverse matrices of
the diffusion process, respectively, and θk are the parameters of the filter.

For the modeling of temporal dynamics, the framework also adapts the GRU archi-
tecture using an encoder-decoder method. Precisely, the historical traffic states are fed
into the encoder and the decoder is responsible for the final prediction of the model. Both
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encoder and decoder combine the diffusion convolutions along with the GRUs, while the
architecture of GRU is similar to the TGCN implementation.

4. Research Approach

The research approach of this work uses four steps, namely (1) data collection (Section 4.1);
(2) data pre-processing (Section 4.2); (3) forecasting model creation (Section 4.3); and (4) fore-
casting model evaluation (Section 4.4). Python was used throughout the entire approach.

4.1. Data Collection

In this step available traffic data from data.gov.gr (accessed on 27 March 2023) are
collected using the data.gov.gr (accessed on 27 March 2023) API. These data have been pro-
duced by sensors that are positioned in the Attica region in Greece. In addition, the position
of the sensors is specified and mapped to latitude and longitude geographic coordinators.

4.2. Data Pre-Processing

This step aims to prepare the dataset for being used as an input for the creation of
the two GNN models. Specifically, observations coming from unreliable sensors as well
as anomalous observations are identified and removed. Towards this end, this step first
explores the InterQuartile Range (IQR) of the vehicles measured by each sensor. IQR
measures the spread of the middle half of the data by calculating the difference between the
first and third quartiles and can help identify abnormal behaviors of sensors (e.g., sensors
that repeatedly generate similar values). The first quartile (Q1), is the value in the data set
that holds 25% of the values below it, while the third quartile (Q3), is the value in the data
set that holds 25% of the values above it. IQR is then calculated as follows:

IQR = Q3 − Q1 (5)

Thereafter, the missing observations of the dataset are identified. Missing observations
are common in traffic data since they are dynamic data collected by sensors due to reasons
such as failures of sensors, network faults, and other issues. Missing observations from the
traffic data are identified and analyzed based on two dimensions; (i) the time dimension,
where missing observations per day are calculated, and (ii) the sensors, where the total
number of missing values per sensor is calculated. For the first case, the number of available
observations is found and then subtracted from the number of observations that should be
available for all sensors. For the second case, statistical analyses are employed to explore the
distribution of the sensors’ missing observations. Observations generated by sensors with
large quantities of missing observations are removed. Finally, in this step, the anomalies
per sensor are calculated. Specifically, we use the flow-speed correlation analysis to find
anomalies in the measurements of the data. This kind of analysis relies on the fact that the
number of vehicles counted by a sensor and their average speed are strongly correlated.
Specifically, considering that each sensor measures data that pass from one or more lanes,
the maximum number of vehicles that can pass in all lanes in one hour can be calculated
as [69]:

number_o f _vehicles =
average_speed ∗ 1000

average_vehicle_length +
average_speed

3.6

∗ number_o f _lanes (6)

where average_speed is the average speed provided by the sensors measured in km per
hour and average_vehicle_length is the average length of the different types of vehicles,
the fraction average_speed/3.6 represents the “safe driving distance” that should be kept
between vehicles and is based on the vehicle speed, and number_of_lanes is the number of
lanes in the road each sensor is positioned. The value of average_vehicle_length is set to 4.
When the number of vehicles measured by a sensor in an hour is higher than this value,
then the measurement is considered an anomaly and is removed from the dataset.
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4.3. Forecasting Model Creation

This work uses two types of widely used and open-source GNN algorithms to fore-
cast traffic flow, namely Temporal Graph Convolutional Network (TGCN) and Diffusion
Convolutional Recurrent Neural Network (DCRNN). The two forecasting GNN models are
created based on the preprocessed dataset of the previous step. Towards this end, the input
traffic flow data are normalized to the interval [0, 1] using the min-max scaling technique.
Moreover, the missing values are imputed using linear interpolation. In addition, 70% of
the data are used for training, 20% for testing, and 10% for validation. The training and
validation parts of the dataset were used to train and fine-tune the two GNN models, while
the test part was to evaluate the created models. For each model, an adjacency matrix of the
sensor graph is created based on the distances dij between the 406 sensors similar to most

related studies using thresholded Gaussian kernel. Aij = 1 if exp(− d2
ij

σ2 ) >= ε, otherwise
Aij = 0. σ2, ε are thresholds that determine the distribution and sparsity of the matrix and
are set to 10 and 0.5, respectively. The proposed algorithms use 12 past observations to
forecast traffic flow in the next 3 (short-term prediction), 6 (middle-term prediction), and 9
(long-term prediction) time steps (hours). The created models were fine-tuned to determine
the optimal values of the hyperparameters.

4.4. Forecasting Model Evaluation

The performance of both the created forecasting models was measured using three
metrics, namely Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean
Absolute Percentage Error (MAPE). These metrics are computed as follows:

RMSE =

√
1
n

n

∑
i=1

(yt − ŷt)2 (7)

MAE =
1
n

n

∑
i=1

|yt − ŷt| (8)

MAPE =
1
n

n

∑
i=1

|yt − ŷt|
yt

∗ 100 (9)

where yt denotes the real traffic flow and ŷt the corresponding predicted value.
Thereafter, the performance of the models was compared against the performance of

two baseline models, i.e., Historical Average (HA) and Autoregressive Integrated Moving
Average (ARIMA) that were created using the same dataset.

5. Data Collection

Data.gov.gr is the official Greek data portal for open-government data (OGD). The lat-
est intorsion of the data portal was released in 2020 and provides access to 49 datasets
published by the central government, local authorities, or other Greek public bodies classi-
fied in ten thematic areas including environment, economy, and transportation.

The major update and innovation of the latest version of the Greek OGD portal was
the introduction of an Application Programming Interface (API) that enables accessing
and retrieving the data through either a graphical interface or code. The API is freely
provided and can be employed to develop various products and services including data
intelligence applications. Acquiring a token is needed to use the API by completing a
registration process. This process requires providing personal information (i.e., name,
email, and organization) as well as the reason for using the API.

The introduction of the API enables the timely provision of dynamic data that are
frequently updated. The API can be used, for example, to retrieve datasets describing data
related to a variety of transportation systems (e.g., road traffic for the Attica region, ticket
validation of Attica’s Urban Rail Transport, and route information and passenger counts of
Greek shipping companies). The frequency of data update varies.
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The traffic data for the Attica region in Greece were collected from traffic sensors,
which periodically transmit traffic information regarding the number of vehicles on specific
roads of Attica along with their speed. The data are hourly aggregated to avoid raising
privacy issues. Data are updated hourly with only one hour delay.

We used the API provided by data.gov.gr and collected 1,311,608 records for five
months, specifically, from 2 August 2022 to 17 December 2022 (138 days). Figure 1 presents
a snapshot of the traffic data. Each record includes (a) the unique identifier of the sen-
sor (“deviceid”) (e.g., “MS834”); (b) the road in which the sensor is located along with
(“road_name”); (c) a detailed text description of its position (“road_info”); (d) the date
and time of the measurement (“appprocesstime”); (e) the absolute number of the vehicles
detected by the sensor during the hour of measurement (“countedcars”); and (f) their
average speed in km per hour (“average_speed”). The exact position of the sensor is a text
description in Greek language and usually provides details including whether the sensor is
located on a main or side road, or on an exit or entrance ramp, the direction of the road (e.g.,
direction to center), and the distance to main roads (e.g., “200 m from Kifisias avenue”).

Figure 1. A snapshot of the traffic data from data.gov.gr.

6. Data Pre-Processing

The traffic data that were retrieved by the Greek open-data portal were produced by
428 sensors. We manually translated the text description of the position of the sensors
to latitude and longitude geographic coordinators to be able to present data in a map
visualization. Specific position details are missing for one sensor (i.e., the sensor with
identifier “MS339”) making it impossible to find its exact coordinates. The sensors are
positioned on 93 main roads of the region of Attica.

We then calculated the InterQuartile Range (IQR) of the counted vehicles measured by
each sensor to understand the spread of the values. The IQR for each sensor ranges from 0
to 2985.5, while the mean IQR is 826.46. There are eight sensors with IQR equal to 0, which
reveals an abnormal behavior since it means that the first and third percentiles are the same
and that all the measurements of these sensors are very similar.

Thereafter, we searched for observations that are missing from the traffic data based
on two dimensions; (i) the time, where we calculate the missing values per day; and
(ii) the sensors, where the missing values per sensor are calculated. Given all the sensor
measurements collected and that the traffic data are hourly aggregated, the total number
of observations that would have been made by the 428 sensors over the course of the
138 days would be 1,417,536. However, 105,928 observations (or 7.47%) are missing. This
number is significantly better than the 20.16% of missing values we discovered in our
earlier work that analyzed traffic data collected from data.gov.gr from November of 2020 to
June of 2022 [27]. Figure 2 presents the number of missing observations per day for the two
different time periods.
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(a) (b)

Figure 2. Number of observations that are missing per day for: (a) 2 August 2022 to 17 December
2022; and (b) 5 November 2020 to 31 June 2022.

We also calculate the percentage of missing observations for each sensor from 2 August
2022 to 17 December 2022. The median percent of missing observations is 33.1% meaning
that half of the sensors have less than or equal percentages of missing observations to
the median, and half of the sensors have greater than or equal percentages of missing
observations to it. The 50% of the sensors have a percentage of missing observations in
the range 3–5% (interquartile range box). In addition, according to the whiskers of the
boxplot (bottom 25% and top 25% of the data values, excluding outliers), the percentage of
missing observations of each sensor may be as low as 3% and as high as 7%. Furthermore,
the absolute majority of the sensors (i.e., 85.5%) have less than 10% missing observations.
Finally, only five sensors have more than 90% of missing observations and 22 sensors have
more than 25% missing values. For the creation of the forecasting models we removed
these 22 sensors.

Furthermore, we calculate the number and percentages of anomalies per sensor based
on the flow-speed correlation analysis described in Section 3. In order to be able to calculate
the number of vehicles that can pass in all lanes, we manually found the number of lanes
that each sensor tracks and mapped them to the records. We discovered only 58 records
generated by 26 sensors that count more vehicles than the number calculated by the flow-
speed correlation analysis. This number is significantly lower compared to the 59.4% of
anomalies found in our earlier work. These anomalous measurements relate to only 18 days,
which is also a significant improvement related to the analysis of the traffic data from earlier
dates when anomalies were generated almost throughout the entire time period. We also
calculated the number of anomalies per sensor. This number ranges from 0 to 23 anomalies,
while the mean number of detected anomalies per sensor is 0.13 anomalies. In order to
create the forecasting model, anomalous observations were removed from the dataset.

7. Forecasting Traffic Flow

The creation and evaluation of the forecasting GNN models are based on the pre-
processed dataset of the previous step. Specifically, 1,354,416 observations generated by
406 sensors were used to create the Temporal Graph Convolutional Network (TGCN) and
Diffusion Convolutional Recurrent Neural Network (DCRNN) models and evaluate them
against two baseline models, i.e., Historical Average (HA) and Autoregressive Integrated
Moving Average (ARIMA).

Table 1 presents the results of the fine-tuning for both GNN models. More precisely,
the learning rate is set to 0.001 for both GNN algorithms as well as a batch size of 50.
The training process is deployed using the Adam optimizer for both algorithms. TGCN is
trained for 100 epochs and DCRNN for 200 epochs. For the TGCN algorithm the graph
convolution layer sizes are set to 64 and 10 units, respectively, while the two GRU layers
consist of 256 units. Regarding DCRNN both the encoder and decoder consist of two
recurrent layers with 64 units each. Following the paper definition, the maximum steps K
of random walks on the graph for the diffusion process is set to 3.
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Table 1. Optimal hyper-parameter values for the two forecasting models.

TGCN DCRNN

Learning rate 0.001 0.001

Batch size 50 50

Epochs 100 200

GCN layer sizes (1st/2nd layer) 64/10 -

GRU layer sizes (1st/2nd layer) 256/256 64/64

max steps of random walks - 3

The performance of the GNN-based algorithms is compared with the performance of
two baseline methods: Historical Average (HA) and Autoregressive Integrated Moving
Average (ARIMA). Table 2 shows the comparison of the performance of different algorithms
for three forecasting horizons. All the error metrics are calculated by computing the mean
error of each sensor and then averaging it over all 406 sensors. Thus, the evaluation
metrics presented in Table 2 represent the overall prediction performance of the proposed
algorithms considering the three error metrics among the three forecasting horizons.

Table 2. Performance comparison for GNN and baseline models on the Greek OGD dataset.

Forecasting Horizon Metric HA ARIMA TGCN DCRNN

3

RMSE 757.58 534.51 222.2 244.58

MAE 556.35 466.47 125.12 151.10

MAPE 7.06% 4.33% 3.98% 6.39%

6

RMSE 757.58 582.33 260.42 331.04

MAE 556.35 501.13 146.73 212.52

MAPE 7.06% 7.02% 3.96% 7.664%

9

RMSE 757.58 690.12 267.88 398.31

MAE 556.35 589.98 156.06 263.54

MAPE 7.06% 6.98% 4.01% 7.8%

Specifically, the two GNN algorithms that emphasize the modeling of spatial depen-
dence perform better in terms of prediction precision compared to the baselines. The results
show that the TGCN algorithm outperforms all the other methods regarding all the error
metrics for all prediction horizons. For the 3 time steps forecasting horizon, the RMSE error
of TGCN and DCRNN is decreased by 58.42% and 54.24% compared with ARIMA model,
respectively, and by 70.66% and 67.77% compared with HA. Although the error metrics
of all models are increased towards the 6 and 9 time steps horizons, GNN models main-
tain better prediction results compared with the baselines. To verify which GNN model
captures more effectively the spatial–temporal dependencies of traffic flow, we compare
the results of TGCN and DCRNN. According to Table 2, the TGCN model demonstrates
the best prediction performance among all prediction steps, being able to capture not only
short-term, but also long-term spatial–temporal dependencies of the traffic network. This
indicates that, for the specific case study, where the traffic flow measurements come from
an urban environment where sensors are located close to each other, the graph convolution
operation of TGCN captures the complex topology of the sensor network better than the
diffusion process of the DCRNN model. Since both models use a similar architecture to
model the temporal traffic information with gated recurrent units (GRUs), TGCN effectively
captures the spatial dependencies of traffic flows that are obtained from a dense, complex
sensor network.

To diagnose the behavior of the proposed models, we created two learning curves (per
model) that are calculated based on the metric by which the parameters of the model are
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optimized, in our case the loss function. To this end, a training learning curve, which is
calculated from the loss of the training dataset, and a validation curve, which is calculated
from the validation dataset were created. Figure 3 depicts the learning curves of the two
GNN models with the number of training epochs in x-axis and scaled MAE in y-axis.
TGCN algorithm achieves the lowest validation and training error suggesting superior
performance during the training process. Moreover, both validation and training losses
regarding the two models, decrease to a point of stability. In addition, Figures 4 and 5 show
visualization results of the two GNN algorithms for the 3 h forecasting horizon, for sensors
MS109 and MS985, between 16 December 2022 and 17 December 2022. It is observed that
TGCN predicts traffic flow slightly better than DCRNN, specifically in high peaks of traffic
flow. Therefore, TGCN is more likely to accurately predict abrupt changes in the traffic flow.

(a) (b)
Figure 3. Learning curves with training and validation error for: (a) Temporal Graph Convolutional
networks (TGCN), and (b) Diffusion Convolutional Recurrent Neural Network (DCRNN).

(a) (b)
Figure 4. Visualizations of prediction results for the forecasting horizon of 3 h for sensor MS109:
(a) Temporal Graph Convolutional networks (TGCN), and (b) Diffusion Convolutional Recurrent
Neural Network (DCRNN).

(a) (b)
Figure 5. Visualizations of prediction results for the forecasting horizon of 3 h for sensor MS985:
(a) Temporal Graph Convolutional networks (TGCN), and (b) Diffusion Convolutional Recurrent
Neural Network (DCRNN).
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8. Discussion

Traffic forecasting is a crucial component of modern intelligent transportation systems,
which aim to improve traffic management and public safety [39,70,71]. However, it remains a
challenging problem, as several traffic states are influenced by a multitude of complex factors,
such as the spatial dependence of intricate urban road networks and complex temporal
dynamics. In the literature, many studies have employed graph neural networks (GNNs)
which have achieved state-of-the-art performance in traffic forecasting due to their pow-
erful ability to extract spatial information from non-Euclidean structured data commonly
encountered in the field of mobility data. The complex spatial dependency of traffic networks
can be captured using graph convolutional aggregators on the input graph, while temporal
dynamics can be extracted through the integration of recurrent sequential models.

Accessing historical traffic data is essential for deploying models in traffic forecasting. How-
ever, obtaining such data can be challenging due to privacy concerns, transmission, and storage
restrictions. Most research studies on traffic forecasting using GNNs [19,20,22,58,60,62,65,66]
have used open traffic data that are already cleansed and preprocessed, including METR-
LA, a traffic speed dataset from the highway system of Los Angeles County containing
data from 207 sensors during 4 months in 2012 preprocessed by [60], and Performance
Measurement System (PeMS) Data (https://pems.dot.ca.gov/(accessed on 3 January 2023))
consisting of several subsets of sensor-generated data across metropolitan areas of Califor-
nia. Although these datasets are often used for benchmarking and comparing the prediction
performance of various models, it is important to note that they may not reflect current
traffic patterns. This is because traffic data are collected from a past period (e.g., in the case
of METR-LA from 2012) and a specific geographical area, such as a highway system, rather
than a densely populated urban environment, as typically found in cities.

In recent years, governments and the public sector have started to publish dynamic
open-government data (e.g., traffic, environmental, satellite, and meteorological data)
freely accessible and reusable on their portals [23–25]. This type of data can potentially
facilitate the implementation of innovative machine-learning applications [72,73], including
state-of-the-art algorithms in traffic forecasting. For instance, the Swiss OGD (https://
opentransportdata.swiss/en/ (accessed on 1 November 2022)) portal provides real-time
streaming traffic data that is updated every minute. The significance of dynamic open-
government data for the deployment of graph neural networks (GNNs) in traffic forecasting
cannot be overstated. First, these data sources are open and easily accessible through
Application Programming Interfaces (APIs), enabling researchers to retrieve the necessary
traffic information without undergoing procedures that include restricted authorization
protocols. Furthermore, these data sources are often updated in real time, providing up-to-
date traffic information for analysis and prediction. Second, the availability of such data
allows for the evaluation and experimentation of relevant GNN models that are currently
applied on commonly used benchmarking preprocessed datasets. Therefore, the use of
dynamic open-government data has the potential to enhance the accuracy and efficiency of
GNN-based traffic-forecasting models.

In this study, two well-known GNN variants, namely Temporal Graph Convolutional
Networks (TGCN) and Diffusion Convolutional Recurrent Neural Networks (DCRNN),
were used to forecast traffic flow. Specifically, the models were trained on the Greek OGD
dataset, and following related literature, 12 past observations, equivalent to 12 past hours,
were used to predict traffic flow in the next 3, 6, and 9 h. Before deploying the two models,
the OGD traffic dataset underwent pre-processing to address missing observations and
anomalies. As a result, sensors with more than 25% missing values and traffic observations
detected as anomalies through flow-speed correlation analysis were excluded from the
experiments. To model the network topology, a 406 × 406 adjacency matrix was created
based on pairwise distances between traffic sensors.

Both GNN models achieved better prediction performance across all prediction hori-
zons and among all error metrics (RMSE, MAE, MAPE) compared with the two baseline
models. Overall, TGCN achieves the best prediction results compared with DCRNN and
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baselines. For this specific case study, TGCN captures spatial dependencies using graph
convolutions from spectral theory, outperforms the DCRNN model that on the other hand,
and captures spatial information using bidirectional random walks on the sensor graph
with a diffusion process. In summary, both GNN-based models manage to efficiently cap-
ture the topological structure of the sensor graph, as well as complex temporal dynamics
compared with traditional baselines that only handle time-related features (HA, ARIMA).

The traffic data used to forecast traffic flow in the region of Attica were retrieved by the
Greek data portal using the provided API. The data include traffic measurements for the
time period 2 August 2022 to 17 December 2022. The exploration of the data showed that
the major quality difficulties, including a lot of missing observations as well as anomalous
observations, found in the authors’ earlier research [27] have been resolved to a large extent.
As a result, these data can be used as a trusted source to make accurate predictions and,
thereafter, take informed decisions.

9. Conclusions

The findings of this study demonstrate that open-government data (OGD) is an in-
valuable resource that can be leveraged by researchers to develop and train more advanced
graph neural network (GNN) algorithms. However, the performance of GNNs is highly
dependent on the quality and quantity of the data on which they are trained. OGD provides
a unique opportunity for researchers to access vast amounts of data from various sources.
These data can be used to train GNN models to generalize across a broad range of traffic
datasets, resulting in more accurate predictions. Furthermore, the availability of OGD from
multiple countries and governments can enable the development of more comprehensive
models that can be used to forecast traffic patterns in different regions and under varying
conditions. Finally, most studies in the field of traffic forecasting use historical traffic data
on small intervals, typically 5 or 15 min. However, this study focuses on the case of the
Greek OGD traffic data, which stores traffic data in one-hour intervals. To this end, we plan
to conduct further research in dynamic data from other OGD portals that contain datasets
of higher quality and smaller aggregated time intervals. In any case, we believe that by
continuing to investigate the potential of OGD datasets, will advance the field of traffic
forecasting and contribute to the development of more accurate and comprehensive models
for predicting traffic patterns.
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Abbreviations

The following abbreviations are used in this manuscript:

ITS Intelligent Transportation System
OGD Open-Government Data
API Application Programming Interface
JSON JavaScript Object Notation
XML eXtensible Markup Language
GNN Graph Neural Networks
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ARIMA Autoregressive Integrated Moving Average
HA Historical Average
SVR Support Vector Regression
KNN K-Nearest Neighbor
RNN Recurrent Neural Network
GRU Gated Recurrent Unit
LSTM Long Short Memory
CNN Convolutional Neural Network
GCN Graph Convolutional Network
TGCN Temporal Graph Convolutional Network
DCRNN Diffusion Convolutional Recurrent Neural Network
ASTGCN Attention-based Spatial–Temporal Graph Convolutional Network
IQR InterQuartile Range
RMSE Root Mean Squared Error
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error

Appendix A

Table A1. Table of notations and symbols used in this paper.

Notation Description

G A graph

V The set of nodes of a graph V = {v1, v2, . . . , vn}
E The set of edges of a graph E = {(vi, vj)|vi, vj ∈ V}
A The adjacency matrix of a graph

Â, IN Self-connection adjacency matrix and Identity matrix

D The degree matrix

X The feature matrix consisting of historical traffic flows

f0, f1 First and second graph convolutional layers

W0, W1 Weight matrices of first and second layers

σ A non-linear activation function

ReLu The Rectified Linear Unit for an input x: ReLu(x) = max(0, x)

ht, ht−1 The output layer of a recurrent unit at time t, t − 1

rt, ut The reset and update gates of a GRU at time t

ct The memory cell of a GRU at time t

f ∗ x A diffusion convolution f over a graph signal x

θk The parameters of a diffusion convolutional layer

DI , DO Input and output degree matrices of the DCRNN model

IQR the discrepancy between the 75th and 25th percentiles of the data Q3 − Q1
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Abstract: This study proposes the integration of attention modules, feature-fusion blocks, and
baseline convolutional neural networks for developing a robust multi-path network that leverages its
multiple feature-extraction blocks for non-hierarchical mining of important medical image-related
features. The network is evaluated using 10-fold cross-validation on large-scale magnetic resonance
imaging datasets involving brain tumor classification, brain disorder classification, and dementia
grading tasks. The Attention Feature Fusion VGG19 (AFF-VGG19) network demonstrates superiority
against state-of-the-art networks and attains an accuracy of 0.9353 in distinguishing between three
brain tumor classes, an accuracy of 0.9565 in distinguishing between Alzheimer’s and Parkinson’s
diseases, and an accuracy of 0.9497 in grading cases of dementia.

Keywords: artificial intelligence; deep learning; attention module; feature fusion; magnetic
resonance imaging

1. Introduction

Deep learning (DL) [1] is a subset of artificial intelligence (A.I.) methods that has been
gaining popularity in recent years, and it has been applied to various fields, including
medical imaging, such as magnetic resonance imaging (MRI). MRI is a non-invasive imag-
ing technique that uses a magnetic field and radio waves to produce detailed images of
the body’s internal structures [2]. The technique provides high-resolution images and can
diagnose a wide range of conditions.

DL algorithms have been used to improve the diagnostic accuracy and efficiency of
MRI by automating the analysis of images and identifying patterns that are not visible to
the human eye [3]. The algorithms can be trained to recognize specific patterns, such as
tumors or abnormal brain structures, which can aid in diagnosing diseases [4].

One of the main advantages of using DL in MRI is that it can analyze large amounts
of data quickly and accurately [5]. Traditional image analysis methods require manual
interpretation by radiologists, which can be time-consuming and subjective. DL algorithms can
be trained to analyze images, automatically saving time and improving diagnostic accuracy.

One of the main applications of DL in MRI is analyzing brain images [6]. Algorithms
have been developed to detect and diagnose brain tumors, identify brain structures, and
predict the progression of diseases such as Alzheimer’s [7]. This can aid in the early
detection and treatment of brain diseases, leading to better patient outcomes. Another
application of DL in MRI is the analysis of cardiac images [8]. Algorithms have been
developed to detect and diagnose heart conditions, such as heart failure and arrhythmia.
This can aid in the early detection and treatment of heart diseases.

DL algorithms have also been used to improve the diagnostic accuracy and efficiency
of MRI in analyzing images of the prostate, liver, and pancreas; and to detect and diagnose
prostate cancer, liver fibrosis, and pancreatic cancer [9].
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One of the main challenges of using DL in MRI is the limited availability of labelled
data. MRI images are often difficult to obtain and expensive to acquire, making it chal-
lenging to train DL algorithms. Additionally, the images can be of poor quality, making it
difficult to detect specific patterns.

Another challenge is the variability in the MRI images. They can vary depending on
the imaging protocol and the acquisition parameters. This can make it non-trivial to train
generalized DL algorithms able to cope with variations in acquisition parameters.

Recent advances in the architecture and functions of convolutional neural networks
(CNNs) [10] have allowed for a dramatic improvement in the performance of these mod-
els. Attention mechanisms [11] are a popular addition to CNNs, allowing for adaptive
refinement of the feature maps to identify essential components of the image. Optimization
strategies [12] such as batch normalization and dropout have enabled faster convergence
and higher accuracy when applied to CNNs. In addition, feature fusion techniques such as
sparse coding, autoencoders, and multi-resolution processing have been used to combine
the strengths of multiple feature maps and have been shown to significantly improve the
accuracy of CNNs.

The study proposes an innovative modification of a well-established CNN developed
by the Virtual Geometry Group (VGG) [13] and named after it. We propose the integration
of feature-fusion blocks and attention models to enrich the encapsulation of important
image features that lead to more precise image classification. This network is employed to
classify brain MRI images in brain tumor classification and brain disorder discrimination
and grading.

The paper is structured as follows: In Section 2, we briefly describe the entities of DL, the
attention modules, and feature-fusion blocks. The proposed network is described in detail. In
addition, the employed datasets are presented. In the Section 3, the results of the study are
presented. Discussion and concluding remarks take place in Sections 5 and 6, respectively.

2. Related Work

Sadad et al. [14] utilized the Unet architecture with ResNet50 as a backbone to perform
segmentation on the Figshare dataset, achieving an impressive intersection over union
(IoU) score of 0.9504. The researchers also employed preprocessing and data augmentation
techniques to improve classification accuracy. They used evolutionary algorithms and rein-
forcement learning in transfer learning to perform multi-classification of brain tumors. The
study compared the performance of different DL models, such as ResNet50, DenseNet201,
MobileNet V2, and InceptionV3; and demonstrated that the proposed framework out-
performed the state-of-the-art methods. The study also applied various CNN models to
classify brain tumors, including MobileNet V2, Inception V3, ResNet50, DenseNet201, and
NASNet, achieving accuracies of 91.8%, 92.8%, 92.9%, 93.1%, and 99.6%, respectively. The
NASNet model showed the highest accuracy among all the models.

Allah et al. [15] investigated the effectiveness of a novel approach to classify brain
tumor MRI images using a VGG19 feature extractor and one of three different types of
classifiers. To address the shortage of images needed for deep learning, the study employed
a progressive, growing generative adversarial network (PGGAN) augmentation model to
generate “realistic” brain tumor MRI images. The findings demonstrated that the proposed
framework outperformed previous studies in accurately classifying gliomas, meningiomas,
and pituitary tumors, achieving an accuracy rate of 98.54%.

In [16], a novel hybrid CNN-based architecture was proposed to classify three types
of brain tumors using MRI images. The approach involves utilizing two methods of hybrid
deep learning classification based on CNN. The first method combines a pre-trained Google-
Net model of the CNN algorithm for feature extraction with SVM for pattern classification,
while the second method integrates a finely tuned Google-Net with a soft-max classifier.
The performance of the proposed approach was evaluated on a dataset containing a total of
1426 glioma images, 708 meningioma images, 930 pituitary tumor images, and 396 normal
brain images. The results revealed that the finely tuned Google-Net model achieved an
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accuracy of 93.1%. However, the accuracy was improved to 98.1% when the Google-Net
was combined with an SVM classifier as a feature extractor.

Kang et al. [17] applied transfer learning and utilized pre-trained deep convolutional
neural networks to extract deep features from MRI images of the brain. These extracted
features were evaluated using various machine learning classifiers, and the top three
performing features were selected and combined to form an ensemble of deep features.
This ensemble was then used as input to several machine learning classifiers to predict the
final output. We evaluated the effectiveness of different pre-trained models as deep feature
extractors, various machine learning classifiers, and the impact of the ensemble of deep
features for brain tumor classification using three openly accessible brain MRI datasets.
The experimental results revealed that using an ensemble of deep features significantly
improved performance, and SVM with radial basis function kernel outperformed other
machine learning classifiers, particularly for large datasets.

Sivaranjini et al. [18] used a DL neural network to classify MRI images of healthy
individuals and those with Parkinson’s disease (PD). The researchers utilized the AlexNet
convolutional neural network architecture to improve the accuracy of Parkinson’s disease
diagnosis. By training the network with MRI images and testing it, the system was able to
achieve an accuracy rate of 88.9%. This demonstrates that deep learning models can aid
clinicians in diagnosing PD more objectively and accurately in the future.

Bhan et al. [19] successfully diagnosed PD from MRI images. The LeNet-5 architecture
and a dropout algorithm achieved 97.92% accuracy using batch normalization on a large
dataset consisting of 10,548 images. This method has the potential to accurately diagnose
various stages of PD.

Hussain et al. [20] presented a 12-layer CNN for binary classification and detection
of Alzheimer’s disease using brain MRI data. The proposed model’s performance is
evaluated and compared to existing CNN models based on accuracy, precision, recall, F1
score, and receiver operating characteristic (ROC) curve using the open access series of
imaging studies (OASIS) dataset. The model attained an accuracy of 97.75%, higher than
any previously published CNN models on this dataset.

Salehi et al. [21] used to detect and classify Alzheimer’s Disease (AD) at an early stage
by analyzing MRI images from the ADNI database. The dataset consisted of 1512 mild,
2633 normal, and 2480 AD images. The CNN model achieved a remarkable accuracy of
99%, surpassing the performance of several other studies.

3. Materials and Methods

3.1. Deep Learning

DL is a branch of machine learning that uses neural networks with many layers to
learn patterns and features from data [10]. It is based on the idea that a neural network can
learn to recognize data patterns like a human brain does [1].

DL algorithms comprise multiple layers of artificial neural networks, interconnected layers
of nodes, or artificial neurons. These layers work together to extract features from the data and
make predictions. The first layer of a DL network is typically responsible for recognizing simple
features, such as edges or shapes, while the last layer makes the final prediction.

DL networks are trained using large amounts of data, fed into the network, and used
to adjust the weights and biases of the artificial neurons. The goal is to adjust these weights
and biases, so the network can correctly classify or predict the output for new input data.
This process is known as supervised learning, where the network is trained on labelled
data [22].

DL networks are also used in unsupervised learning, where the network is not pro-
vided with labelled data and has to find patterns and features on its own. This can be
useful for image compression, anomaly detection, and generative models.
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3.2. Attention Feature-Fusion VGG19

The study proposes an innovative expansion of the baseline VGG19 network. It
circumvents the baseline’s hierarchical feature extraction method using handcrafted feature
fusion blocks and feature concatenation. The latter modification led to the creation of the
Feature-Fusion VGG19 network [23]. Here, we propose an extension of this network that
leverages the attention modules. The components of the Attention Feature-Fusion VGG19
(AFF-VGG19) network are analytically described below.

3.2.1. Virtual Geometry Group

VGG19 is a CNN architecture developed by the Visual Geometry Group (VGG) at the
University of Oxford in 2014 [13]. It is a deeper version of the VGG16 architecture known
for its excellent performance in image classification tasks.

The VGG19 network architecture comprises 19 layers, including 16 convolutional
layers and three fully connected layers. The convolutional layers extract features from the
input image, while the fully connected layers are used for classification. The architecture
uses a small 3 × 3 convolutional kernel size, which allows for a deeper architecture with
more layers.

One of the critical features of the VGG19 architecture is its use of tiny convolutional
filters, which allows the network to learn more fine-grained features from the input im-
age [13]. Additionally, the network uses many filters in each convolutional layer, which
allows it to learn many features from the input image.

The VGG19 network was trained on the ImageNet dataset, a large dataset of images
labelled with one of 1000 different classes. The network was trained using the stochastic
gradient descent (SGD) optimization algorithm with a batch size of 128 and a learning rate
of 0.001.

The VGG19 network achieved state-of-the-art performance on the ImageNet dataset [24],
with an accuracy of 92.7% on the validation set. This made it one of the most accurate CNNs
at its release, and it is still considered a very accurate network today.

Training VGG19 from scratch involves learning 143 million parameters, a colossal
number for small-scale datasets. Supplying such a network with inadequate amounts of
data results in underfitting. Therefore, we considered the fine-tuning option, which borrows
the architecture and some pre-assigned conditions to reduce the number of trainable
parameters. The initial network training defined the untrainable weights, which were
defined using the ImageNet database [24]. Though the latter dataset consists of irrelevant
images (non-medical), successful training helps the network learn how to extract low-level
image features (e.g., edges, shapes), which are met in medical images also. Therefore, it is
fair to transfer this knowledge to other domains [25–27].

We propose that the VGG19 network of the study is fine-tuned to extract approximately
5 million trainable parameters to circumvent underfitting. We selected to train the deep
convolutional layers and freeze the first ones because abstract and high-level features are
learned from the deeper convolutional layers of the network.

3.2.2. Feature Fusion Modification

Feature fusion is a modification to the traditional CNN architecture that allows for
extracting features from an input image in a non-hierarchical way. This modification is
used to improve the performance of CNNs in tasks, such as image classification, object
detection, and semantic segmentation.

In traditional CNNs, features are extracted hierarchically. Lower-level features are
learned in the earlier layers, and higher-level features are learned in the later layers. How-
ever, feature fusion CNNs extract features from multiple layers simultaneously and combine
to form a single set of features. This allows for extracting low-level and high-level features
in a non-hierarchical way.

There are several different ways to implement feature fusion in a CNN. One standard
method combines different layers, such as convolutional layers, pooling layers, and fully
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connected layers. These layers are trained to extract features from the input image at
different levels of abstraction. The features from each layer are then combined to form a
single set of features.

Another method is to use feature pyramid networks (FPN), which combines features
from different layers of a CNN in a pyramid-like structure. This allows for the extraction of
features at different scales, which can be helpful in tasks such as object detection, where the
size of the object can vary greatly.

A third method is to use an attention-based feature fusion technique, which uses an
attention mechanism to selectively focus on different regions of the input image when
extracting features. This allows the network to pay more attention to the regions of the
image that are most important for the task at hand.

We propose using simple feature-fusion blocks that solely connect the output of the
convolutional blocks directly to the top of the network (Figure 1). A feature-fusion block
involves a batch normalization, dropout, and global average pooling layers. These layers do
not extract additional features. The feature-fusion blocks are placed after the second, third,
and fourth convolutional groups and are connected to the output of the max pooling layers
that follow (Figure 1). In this way, the extorted image features of each convolutional group
are connected directly to the classification layer at the top of the network, ensuring that no
further processing is applied. Therefore, the feature-fusion blocks negate the hierarchical
feature-extraction manner of the VGG19.

 

Figure 1. Attention Feature-Fusion VGG19 network.

3.2.3. Attention Mechanism

The attention mechanism is a technique used in convolutional neural networks (CNNs)
to focus on the essential parts of an image when making predictions. It allows the network
to selectively attend to different regions of the input image rather than treating the entire
image as a single input.
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The attention mechanism is typically implemented as an additional layer in the CNN,
which is trained to learn the importance of different input image regions. This layer is often
referred to as the attention layer. The attention layer is trained to learn a weighting for each
region of the input image, which is used to determine the importance of that region when
making predictions.

There are different attention mechanisms, but one of the most widely used is the “soft
attention” mechanism. It is a different form of attention, which means it can be trained
with backpropagation. This is accomplished by computing a set of attention weights for
each region of the input image and then using these weights to weight the contributions of
each region to the final prediction.

The attention mechanism can be applied differently in CNNs depending on the task. For
instance, in image captioning, attention can focus selectively on different regions of an image
when generating a text description of the image. In image classification, attention can be used
to focus on specific regions of an image that are most relevant to the class of interest.

We propose using five-layered attention modules located after the second, third, and
fourth convolutional groups and connected to the output of the following max pooling
layers. The first layer is a batch normalization layer. The second, third, fourth, and fifth
layers are convolutional operations utilizing 64, 16, 1, and x filters of 1 × 1 kernel size. The
x number depends on the convolution group to which the attention module belongs. The
attention module in the second group has an x of 128. Accordingly, the third and fourth
groups have an x of 256 and 512, respectively. The extracted features are multiplied with
the output of the convolutional group and connected to the network’s top.

3.3. Datasets of the Study

The study enrols three classification datasets derived from four repositories, as pre-
sented in Table 1.

Table 1. Study’s datasets overview.

Dataset Source (s) Number of Images

Brain Tumors Dataset

https://www.kaggle.com/datasets/adityakomaravolu/
brain-tumor-mri-images (accessed on 24 November 2022).

https://www.kaggle.com/datasets/roroyaseen/brain-
tumor-data-mri (accessed on 24 November 2022).

7023 and 19,226.
Total 26,249

Brain Disorders Dataset https://www.kaggle.com/datasets/farjanakabirsamanta/
alzheimer-diseases-3-class (accessed on 24 November 2022). 7756

Dementia Grading Dataset https://www.kaggle.com/datasets/sachinkumar413
/alzheimer-mri-dataset (accessed on 24 November 2022). 6400

3.3.1. Brain Tumors Dataset

Glioma is a type of brain tumor that arises from glial cells, which are the supporting
cells of the nervous system [28]. They can be benign or malignant, and the malignant
forms can be very aggressive. Symptoms can include headaches, seizures, and changes in
cognitive function. Meningioma is a type of brain tumor arising from the meninges, the
protective membranes covering the brain, and spinal cord [28]. They are generally benign
tumors, but can cause symptoms such as headaches, seizures, and changes in cognitive
function. Pituitary tumors develop in the pituitary gland, a small gland located at the base
of the brain that produces hormones that regulate growth, metabolism, and other bodily
functions [28]. Pituitary tumors can be benign or malignant and can cause symptoms such
as headaches, vision problems, and changes in hormone levels.

In the present study, the final brain tumors dataset combines two publicly available
datasets (Table 1). The datasets contain MRI images of glioma (8208 images), meningioma
(7866 images), pituitary tumors (8175 images), and controls (2000). Henceforth, the classes
are addressed as follows: glioma (G), meningioma (M), and pituitary (P).

The images are preprocessed and converted into JPEG format. The dataset is suitable
for training DL networks for discriminating the classes.
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3.3.2. Brain Disorders Dataset

AD is a progressive brain disorder that affects memory, thinking and behavior [29]. It
is the most common cause of dementia, a general term for a decline in cognitive function
severe enough to interfere with daily life. AD symptoms typically develop slowly and
worsen over time, eventually leading to severe cognitive impairment and the inability to
carry out daily activities [29]. The cause of AD is not fully understood. However, it is
thought to be related to genetic, lifestyle, and environmental factors.

PD is a progressive nervous system disorder that affects movement [29]. It is caused
by the loss of dopamine-producing cells in the brain, leading to symptoms such as tremors,
stiffness, slow movement, and difficulty with balance and coordination. Parkinson’s disease
can also cause non-motor symptoms such as depression, anxiety, and cognitive impairment.
The cause of PD is not fully understood. However, it involves a combination of genetic and
environmental factors. There is no cure for PD, but medications and other treatments can
help manage symptoms.

The study’s dataset contains 7756 MRI images separated into three classes: PD with
906 images, AD with 3200 images, and controls with 3650 images. All the images are
176 × 208 pixels in size and come in JPEG format. This dataset is used to teach the network
to distinguish between these classes.

3.3.3. Dementia Grading Dataset

Dementia is a general term for a decline in cognitive function severe enough to interfere
with daily life. The severity of dementia can be graded or classified in various ways, but
the most widely used system is the clinical dementia rating (CDR) scale [30,31]. The CDR
scale ranges from 0 to 3, with 0 indicating no dementia, 1 indicating very mild dementia,
2 indicating mild dementia, and 3 indicating moderate to severe dementia.

The CDR scale assesses six areas of cognitive function: memory, orientation, judgment
and problem solving, community affairs, home and hobbies, and personal care. The score
in each area is used to determine the overall CDR score.

The CDR scale is a widely used and accepted tool for evaluating the severity of
dementia and tracking its progression over time. Other scales used to grade dementia are
the global deterioration scale (GDS) and the global clinical impression of change (GCIC).

It is important to note that while grading or classifying the severity of dementia can be
helpful for research and tracking the progression of the disease, it is not always a definitive
measure of an individual’s cognitive or functional abilities.

The dataset of the particular study is collected from several websites/hospitals/public
repositories and consists of MRI images of 128 × 128 pixel size. The total number of images
is 6400. The distribution between classes is as follows: mildly demented (896 images),
moderately demented (64 images), non-demented (3200 images), and very mildly demented
(2240 images). Henceforth, the above classes are addressed as: mildly demented (Mi),
moderately demented (Mo), and very mildly demented (VMi).

The images are preprocessed and converted into JPEG format.

3.4. Experiment Setup

The experiments were conducted on a workstation featuring an 11th Gen Intel®Core™
i9-11900KF @3.50GHz processor, an NVIDIA GeForce RTX 3080 Ti GPU and 64 GB of RAM,
running a 64-bit operating system. Tensorflow 2.9.0 and Sklearn 1.0.2 were used during the
experiments, both written in Python 3.9.

The assessment of the models was conducted using 10-fold cross-validation. During
each fold, the accuracy (ACC), sensitivity (SEN), specificity (SPE), positive predicted value
(PPV), negative predicting value (NPV), false positive rate (FPR), false negative rate (FNR),
F-1 score (F1) of the run were calculated based on the recorded true positives (T.P.), false
positives (FP), true negatives (TN), and false negatives (FN) of each class. In addition, from
the predicted probabilities, we computed the area under curve score (AUC).
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4. Results

Section 4.1 describes the classification performance of the AFF-VGG19 network on the
brain tumor dataset. Section 4.2. presents the results of the network when classifying the
brain disorders dataset. Accordingly, in Section 4.3., the performance of AFF-VGG19 in the
dementia grading dataset is presented. Finally, Section 4.4. presents comparisons between
the proposed AFF-VGG19 network and alternative state-of-the-art networks.

4.1. Brain Tumor Classification

The proposed network achieves an aggregated accuracy of 0.9353, computed based
on the total true positives between the classes. The model shows excellent performance in
distinguishing between tumor and non-tumor MRI images. Specifically, the network exhibits
an accuracy of 0.9795 in the control class, with a very small FPR (0.0219), as Table 2 presents.

Table 2. Performance metrics of AFF-VGG19 on the brain tumor dataset. G stands for glioma, M for
meningioma, P for pituitary.

ACC SEN SPE PPV NPV FPR FNR F1 AUC

G 0.9505 0.9676 0.9427 0.8849 0.9846 0.0573 0.0324 0.9244 0.9552
M 0.9304 0.9062 0.9408 0.8675 0.9591 0.0592 0.0938 0.8864 0.9235
P 0.9572 0.9161 0.9758 0.9449 0.9626 0.0242 0.0839 0.9303 0.9460

Control 0.9795 0.9960 0.9781 0.7895 0.9997 0.0219 0.0040 0.8808 0.9871

For the G class, the network achieves an accuracy of 0.9505, a sensitivity of 0.9676, and
a specificity of 0.9427. The AUC score reaches 0.9552. For the M class, the network achieves
an accuracy of 0.9304, a sensitivity of 0.9062, and a specificity of 0.9408. The AUC score
reaches 0.9235. Accordingly, for the P class, the network achieves an accuracy of 0.9572, a
sensitivity of 0.9161, and a specificity of 0.9758. The AUC score reaches 0.9460.

The relatively large FNR (0.0938) and accuracy (0.9304) in the M class indicate that
the network performs sub-optimally in the discrimination of the M class from the rest
(M versus ALL classification).

4.2. Brain Disorders Classification

AFF-VGG19 achieves an aggregated accuracy of 0.9565. The model shows excellent
performance in distinguishing between AD-PD and control MRI images. Specifically, the
network exhibits an accuracy of 0.9621 in the control class, with a very small FPR (0.0375),
as Table 3 presents.

Table 3. Performance metrics of AFF-VGG19 on the brain disorders dataset. AD stands for
Alzheimer’s disease and PD for Parkinson’s disease.

ACC SEN SPE PPV NPV FPR FNR F1 AUC

AD 0.9409 0.9222 0.9541 0.9339 0.9458 0.0459 0.0778 0.9280 0.9382
PD 0.9489 0.9860 0.9160 0.9125 0.9866 0.0840 0.0140 0.9479 0.9510

Control 0.9621 0.9592 0.9625 0.7718 0.9944 0.0375 0.0408 0.8553 0.9608

For the AD class, the network achieves an accuracy of 0.9409, a sensitivity of 0.9222,
and a specificity of 0.9541. The AUC score reaches 0.9382. For the PD class, the network
achieves an accuracy of 0.9489, a sensitivity of 0.9860, and a specificity of 0.9160. The AUC
score reaches 0.9510.

AFF-VGG19 yields a relatively high FPR in PD detection and a larger FNR in AD
detection (0.0840 and 0.0778, respectively).

4.3. Dementia Grading

AFF-VGG19 achieves an aggregated accuracy of 0.9497. The model shows excellent
performance in distinguishing between Mo-Mi-VMi and control MRI images. Specifically,
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the network exhibits an accuracy of 0.9769 in the control class, with a very small FPR
(0.0394), as Table 4 presents. In addition, a very low FNR is recorded (0.0069).

Table 4. Performance metrics of AFF-VGG19 on the dementia grading dataset. Mo stands for
moderate, Mi for mild, and VMi for very mild.

ACC SEN SPE PPV NPV FPR FNR F1 AUC

Mo 0.9670 0.9531 0.9672 0.2268 0.9995 0.0328 0.0469 0.3664 0.9601
Mi 0.9264 0.8281 0.9424 0.7007 0.9712 0.0576 0.1719 0.7591 0.8853

VMi 0.9539 0.9362 0.9635 0.9324 0.9656 0.0365 0.0638 0.9343 0.9498
Control 0.9769 0.9931 0.9606 0.9619 0.9929 0.0394 0.0069 0.9772 0.9769

For the Mo class, the network achieves an accuracy of 0.9670, a sensitivity of 0.9531,
and a specificity of 0.9672. The AUC score reaches 0.9601. For the Mi class, the network
achieves an accuracy of 0.9264, a sensitivity of 0.8281, and a specificity of 0.9424. The
AUC score reaches 0.8853. For the VMi class, the network yields an accuracy of 0.9539, a
sensitivity of 0.9362, a specificity of 0.9635, and an AUC of 0.9498.

Figure 2 summarizes the performance of AFF-VGG19. Figure 2 presents the ROC
curve, and the training and validation accuracy and loss for the brain tumor and brain
disorder datasets.

 

Figure 2. Training–validation accuracy–losses and ROC curve of AFF-VGG19.
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4.4. Comparison with The State-Of-The-Art

AFF-VGG19 obtains the highest aggregated accuracy in every dataset (Table 5) com-
pared to state-of-the-art CNNs, which do not use attention modules. In addition, the
baseline VGG19 network stands out among its competitors when comparing non-attention-
based models. Specifically, VGG19 exhibits the best accuracy in the brain tumor dataset
(accuracy of 0.9108), the best accuracy in the brain disorder dataset (accuracy of 0.8981),
and the fourth-best accuracy in the dementia grading dataset (accuracy of 0.9022).

Table 5. Accuracy of 17 state-of-the-art networks on the three datasets of the study.

Brain Tumor Brain Disorder Dementia Grading

Xception 0.8850 0.8925 0.8786
VGG16 0.8897 0.8704 0.9088
VGG19 0.9108 0.8981 0.9022

ResNet152 0.8600 0.8646 0.8983
ResNet152V2 0.8801 0.8613 0.8984
InceptionV3 0.8713 0.8657 0.8961

InceptionResNetV2 0.8848 0.8605 0.8872
MobileNet 0.8689 0.8511 0.9091

MobileNetV2 0.8512 0.8312 0.9150
DenseNet169 0.8732 0.8442 0.9066
DenseNet201 0.8715 0.8495 0.8891

NASNetMobile 0.8594 0.8695 0.9011
EfficientNetB6 0.8734 0.8726 0.8975
EfficientNetB7 0.8606 0.8717 0.8892

EfficientNetV2B3 0.8804 0.8693 0.8814
ConvNeXtLarge 0.8732 0.8463 0.9095

ConvNeXtXLarge 0.8702 0.8422 0.8898
ATT-FF-VGG19 0.9353 0.9565 0.9497

The results of Table 5 justify the selection of the baseline VGG19 as the main component
for an attention-based feature-fusion network.

The study compares the proposed method and methods presented by recent related
works on similar datasets. Table 6 summarizes the results.

Table 6. Comparisons with related research.

First Author Ref. No. Test Data Size Classes Method ACC SEN SPE

Sadad [14] 612
slices G-M-P NASNet 0.996 - -

Allah [15] 460
slices G-M-P VGG19

G: 0.9854
M: 0.9857

P: 1

G: 0.9777
M: 0.9804

P: 1

G: 0.9914
M: 0.9871

P: 1

Rasool [16] 692
slices G-M-P-controls Google-Net 0.981

G: 0.978
M: 0.973
P: 0.989
N: 0.987

Kang [17] 692
slices DenseNet-169 0.9204 - -

This study 26,249
slices G-M-P-controls AFF-VGG19

G: 0.9505
M: 0.9304
P: 0.9572

G: 9676
M: 0.9062
P: 0.9161

G: 0.9427
M: 0.9062
P: 0.9758

Bhan [19] 1055
Slices PD-controls LeNet-5 0.9792 - -

Sivaranjini [18] 36
patients PD-controls AlexNet 0.889 - -

Hussain [20] 11
patients AD-controls CNN 0.9775 AD: 0.92

C: 1 -
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Table 6. Cont.

First Author Ref. No. Test Data Size Classes Method ACC SEN SPE

This study 7756
slices PD-AD-controls AFF-VGG19 PD: 0.9409

AD: 0.9489
PD: 0.9222
AD: 0.9860

PD: 0.9541
AD: 0.9160

Salehi [21] 7635
slices Mi-VMi-controls CNN 0.99 - -

Mohammed [32] 6400
slices Mi-VMi-Mo-controls AlexNet 94.8 93 97.75

This study 6400
slices Mi-VMi-Mo-controls AFF-VGG19

Mo: 0.967
Mi: 0.9264

VMi: 0.9539

Mo: 0.9531
Mi: 0.8281

VMi: 0.9362

Mo: 0.9672
Mi: 0.9424

VMi: 0.9635

Compared to recent literature, the present study utilized large-scale data (brain tumor
and brain disorders datasets). Still, the results are consistent with the literature and verify
that the proposed methodology is robust for big-data classification.

4.5. Reproducibility

This section presents the results of statistical significance tests to verify the reproducibility
of the experiments and the stability of the proposed approach. For this purpose, AFF-VGG19
was trained and validated under a 10-fold cross-validation on each dataset 20 times, and a
T-test was performed. The results verify that the model produces consistent outcomes without
statistically significant deviations from the initially reported accuracy (Table 7).

Table 7. Statistical significance test results.

Brain Tumor Brain Disorder Dementia Grading

Mean 0.9355 0.9558 0.9491
Standard Deviation 0.002 0.002 0.001

t-statistic 0.4 −1.09 −1.9
Null Hypothesis Mean = 0.9355 Mean = 0.9565 Mean = 0.9497

Result

At the 0.05 level, the
population mean is
NOT significantly

different from the test
mean (0.9353).

At the 0.05 level, the
population mean is
NOT significantly

different from the test
mean (0.9565).

At the 0.05 level, the
population mean is
NOT significantly

different from the test
mean (0.9497).

5. Discussion

DL will likely play an important role in disease diagnosis and classification from MRI
images. With the ability to detect subtle changes in MRI images, accurately diagnose and
classify diseases, detect and segment lesions, identify biomarkers, develop personalized
medicine, and develop new diagnostic tools and therapies, deep learning has the potential
to revolutionize medical imaging and improve patient outcomes.

The study proposed a modification of the baseline VGG19 network that improves its
feature-extraction capabilities. Integrating the feature-fusion block and attention module
avoided the hierarchical nature of the baseline model and improved the classification
accuracy. The model was evaluated using three MRI datasets related to brain tumor
discrimination, brain disorder classification, and dementia grading. The AFF-VGG19
network demonstrates superiority against state-of-the-art networks. It attains an accuracy
of 0.9353 in distinguishing between three brain tumor classes, an accuracy of 0.9565 in
distinguishing between AD and PD, and an accuracy of 0.9497 in grading cases of dementia.
The high FPR in PD detection and high FNR in AD detection may have their cause in
the fact that these two classes may give similar findings and patterns in specific parts of
the image, such that they confuse the model as there are no distinct differences. For this
purpose, it would be useful in future research to also consider clinical data that would
probably help to better and more accurately determine the image classes.
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Without integrating the attention and feature-fusion blocks, the baseline VGG19
network proved superior to the rest of the pretrained networks (Table 5). Therefore,
the attention and feature-fusion blocks were implemented using the baseline VGG19
architecture as the main feature-extraction pipeline.

The study has limitations that the authors aim to tackle in the future. Firstly, the pro-
posed network needs further evaluation using more MRI datasets to verify its effectiveness.
Secondly, more fine-tuning and hyper-parameter tuning may be required depending on the
particular dataset and classification task. In the present study, the same parameters were
used for each dataset, which may decrease the efficiency. Thirdly, the attention modules
can be further improved and attached to other state-of-the-art networks.

A CNN can be trained to identify features such as edges, textures, and shapes in an
image associated with a particular disease or abnormality. By visualizing the intermediate
representations of the network, medical experts can gain insights into which features the
network is using to make its predictions. This can help to validate the network’s predictions
and provide additional information that can be used to support medical decision-making.
In this context, the lack of post-hoc explainability-enhancing algorithms in the present
study is a limitation and an opportunity for future studies.

Nevertheless, the proposed network achieves a top accuracy in every task. It proves
to be superior to the baseline VGG19 model and other pretrained networks.

6. Conclusions

Recent advances in the architecture and functions of CNNs have allowed for a dramatic
improvement in the performance of these models. The study proposes an innovative
modification of VGG19 with integration of feature-fusion blocks and attention models
to enrich the encapsulation of important image features that lead to more precise image
classification. The AFF-VGG19 network demonstrated obtained an accuracy of 0.9353 in
distinguishing between three brain tumor classes, an accuracy of 0.9565 in distinguishing
between AD and PD, and an accuracy of 0.9497 in grading cases of dementia from MRI
images. Future research should focus on evaluating the network using more datasets,
enhancing the explainability of the framework, and tuning the attention modules to obtain
more precise results.
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