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[^0]In 1999, Naftali Tishby et al. introduced a powerful information theoretical framework called the information bottleneck method [1]. Conceptually, the aim of this method was to obtain a compressed representation $T$ of an observed random variable $Y$ by mapping $Y$ onto $T$. In this setup, compression is caused by the rate-distortion concept of minimizing the mutual information $I(Y ; T)$. The plain minimization of $I(Y ; T)$, however, would destroy all information stored in Y . While classical rate-distortion theory defines limits on a distortion measure, typically with respect to the observation $Y$, the information bottleneck method introduces the concept of relevant information. Therefore, the fundamental idea of the information bottleneck method is to determine which information should be preserved under the invoked compression. This relevant information is defined through another random variable $X$. Hence, preserving the mutual information $I(X ; T)$ while minimizing $I(Y ; T)$ is the fundamental principle of the information bottleneck method.

The seemingly theoretical setup was proven to be very useful for various practical applications over the last few years. Its utilization evolved and covers too many different fields to list them here exhaustively. Examples include machine learning, deep learning, neuroscience, multimedia and image processing, data processing, source coding, channel coding and information processing. In addition, the theoretical backgrounds of the method, its generalizations and algorithms to find optimum mappings of $Y$ onto $T$ have become fruitful research topics. It should be noted that similar problems have been previously treated by Witsenhausen, Wyner and Ziv in the 1970s. However, this was on a rather abstract level and the information bottleneck with the involved mutual information measures as presented by Tishby and his colleagues was not as clearly carved out.

Today, more than 20 years after the publication of [1], researchers still conduct very promising research on the theory and the applications of the information bottleneck method in various disciplines of science and engineering. In light of this, we initiated a Special Issue to enrich the literature with topical theoretical and applied works oriented around the information bottleneck method. Therefore, we encouraged authors to submit their latest results on the theory and the applications of the information bottleneck method. We intentionally did not narrow the scope to a certain field of science or engineering. As a result, our Special Issue impressively illustrates the extensive theory and broad applicability of the information bottleneck framework.

In the following, we provide an overview of the published articles:

- Motivated by the information bottleneck and information-distortion systems, Parker and Dimitrov study the mathematical structure of information-based distortionannealing problems in contribution 1. They investigate the bifurcations of solutions of certain degenerate constrained optimization problems related to the information bottleneck setup. Similarly, contribution 1 contributes to characterizing the local bifurcation structure of information bottleneck-type problems.
- Agmon leverages the information bottleneck's relations with the rate-distortion theory to provide deep insights into its general solution structure in contribution 2. Suboptimal solutions are seen to collide or exchange optimality at bifurcations of the
rate-information curve. By exploiting the dynamics of the optimal trade-off curve, a means to classify and handle bifurcations is presented. This understanding of bifurcations is used to propose a novel and surprisingly accurate numerical information bottleneck algorithm.
- Charvin, Volpi and Polani investigate the extent to which one can use existing compressed information bottleneck representations to produce new ones with a different granularity in contribution 3. First, they consider the notion of successive refinement, where no information needs to be discarded for this transition. For some specific information bottleneck problems, they derive successive refinability analytically and provide a tool to investigate it for discrete variables. Going further, they also quantify the loss of information optimality induced by several-stage processing in information bottleneck setups.
- Dikshtein, Ordentlich and Shamai introduce and study the double-sided information bottleneck problem in contribution 4, which is closely related to the biclustering domain. For jointly Gaussian and doubly symmetric binary sources in the doublesided information bottleneck setup, they provide insights on optimum solutions. They also explore a Blahut-Arimoto-like alternating maximization algorithm to find solutions for double-sided information bottleneck problems.
- Deng and Jia use the information bottleneck concept to deal with out-of-distribution generalization for classification tasks in contribution 5. In this context, they analyze failure situations of the information bottleneck invariant risk minimization principle and propose a new method, termed the counterfactual supervision-based information bottleneck, to overcome them. The effectiveness of their method is demonstrated empirically.
- Lyu, Aminian and Rodrigues use information bottleneck-inspired techniques to investigate the learning process of neural networks in contribution 6. They argue that the mutual information measures involved in the information bottleneck setup are difficult to estimate in this context. Therefore, they replace them with more tractable ones, i.e., the mean-squared error and the cross entropy. The resulting information bottleneckinspired principle is used to study the learning dynamics of neural networks.
- Moldoveanu and Zaidi study distributed inference and learning over networks in contribution 7. They develop a framework to combine the information of observed features in a distributed information bottleneck setup with distributed observed nodes and a fusion node that conduct inference. Their experiments underline the advantages of their proposed scheme with respect to other distributed learning techniques.
- Steiner, Aminu and Kühn consider the optimization of distributed source coding in sensor networks in contribution 8 . They investigate communication protocols in an extension of the so-called "extended chief executive officer problem setup". In this extension, the involved sensor nodes are allowed to communicate. The sensor nodes are optimized greedily and it is shown that their cooperation improves the performance significantly.
- Toledo, Venezian and Slonim revisit the sequential information information bottleneck (sIB) algorithm in contribution 9. Implementation aspects are discussed and the performance of their optimized information bottleneck algorithm is evaluated. The proposed implementation provides a trade-off between quality and speed that outperforms the considered reference algorithms. The novel sIB implementation is publicly available to ease further research on the information bottleneck method.
- Monsees, Griebel, Herrmann, Wübben, Dekorsy and Wehn study quantized decoders for low-density parity-check codes which are designed using the information bottleneck principle of maximizing the preserved relevant information under quantization in contribution 10. Such decoders allow for coarse quantization with minimum performance losses. A novel criterion for the required bit resolution in reconstruction-computation-quantization decoders is derived. Moreover, a comparison with a minsum decoder implementation for throughput towards $1 \mathrm{~Tb} / \mathrm{s}$ in fully depleted silicon-on-insulator technology is carried out.
- Contribution 11 describes the application of the information bottleneck method to quantized signal processing problems in communication receivers. For this purpose, contribution 11 summarizes recent ideas from various works to use the method for low-complexity quantized channel decoding, detection and channel estimation. In addition, novel results on a strongly quantized receiver chain, including channel estimation, detection and channel decoding, illustrate the ability to achieve optimum performance despite strong quantization with the proposed information bottleneck receiver design.
We would like to thank all of the aforementioned authors for their outstanding contributions to this Special Issue. We are also especially grateful to the reviewers. The articles in this Special Issue illustrate the current, highly versatile research directions related to the information bottleneck method, from relatively mathematical concepts and theories to their applications in practical engineering. We believe that research on the information bottleneck method will continue to play a very important role in the future. We look forward to further research work related to this fascinating method.
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#### Abstract

In this paper, we investigate the bifurcations of solutions to a class of degenerate constrained optimization problems. This study was motivated by the Information Bottleneck and Information Distortion problems, which have been used to successfully cluster data in many different applications. In the problems we discuss in this paper, the distortion function is not a linear function of the quantizer. This leads to a challenging annealing optimization problem, which we recast as a fixed-point dynamics problem of a gradient flow of a related dynamical system. The gradient system possesses an $S_{N}$ symmetry due to its invariance in relabeling representative classes. Its flow hence passes through a series of bifurcations with specific symmetry breaks. Here, we show that the dynamical system related to the Information Bottleneck problem has an additional spurious symmetry that requires more-challenging analysis of the symmetry-breaking bifurcation. For the Information Bottleneck, we determine that when bifurcations occur, they are only of pitchfork type, and we give conditions that determine the stability of the bifurcating branches. We relate the existence of subcritical bifurcations to the existence of first-order phase transitions in the corresponding distortion function as a function of the annealing parameter, and provide criteria with which to detect such transitions.


Keywords: information bottleneck; optimization; annealing; gradient flow; bifurcations; symmetry

## 1. Introduction

This paper analyzes bifurcations of solutions to constrained optimization problems of the form

$$
\begin{equation*}
\max _{q \in \Delta} F(q, \beta)=\max _{q \in \Delta}\left(\sum_{i=1}^{N} f\left(q^{i}, \beta\right)\right) \tag{1}
\end{equation*}
$$

as a function of a scalar parameter $\beta$ and a quantizer or classifier $q=\left(q^{1}, \ldots, q^{N}\right)$ with $q^{i} \in \Re^{K}$. The real-valued function $f$ is sufficiently smooth, and $\Delta$ is the constraint space of valid quantizers, a convex set of discrete probabilities (simplices).

This type of problem arises in Rate Distortion Theory [1,2], Deterministic Annealing [3] and biclustering [4]. The specific motivations for the abstract problem formulation given in (1) are the Information Bottleneck [5] and Information Distortion [6] functions

$$
\begin{equation*}
\max _{q \in \Delta} F(q, \beta)=\max _{q \in \Delta}(D(q)-\beta I(Y ; T)) . \tag{2}
\end{equation*}
$$

These were proposed in [5,7] to analyze the Markov chain $X \rightarrow Y \rightarrow T$ in which $X \rightarrow$ $Y$, characterized by a probability $p(X, Y)$, is the original system of interest, characterized by its mutual information $I(X ; Y)$, and $T$ is a simplification (quantized version of) $Y$. Here we work mainly with discrete versions of $Y$ and $T$, with cardinalities $|Y|=K$ and $|T|=N$. Typically $N \ll K . I(Y ; T)$ is the mutual information between the $K$ objects in $Y$ and the
$N$ clusters in $T$. The goal is to cluster $K$ objects in $Y$ into $N$ clusters in $T$ given inputs $X$ such that the function $F$ is maximized in $\left[q^{i}\right]_{j}$; the probability that the $j$ th element of $Y$ is classified as being a member of the cluster with label $i \in T$. We call such a set of conditional probabilities a stochastic quantizer, or just a quantizer, to relate to the vector quantization literature [8]. The annealing parameter $\beta \in[0, \infty)$.

It has been shown that finding hard-clustering solutions to (2) is NP-complete (combinatorial search) when $D(q)$ is the mutual information $I(X ; T)$ [9], as in the Information Bottleneck [5,10,11] and the Information Distortion [7,12,13] methods. Information Bottleneck (IB) approaches are gaining in penetration into multiple scientific and engineering domains [14-18]. As they typically involve the nonlinear optimization problem (2), there is need for optimization methods for such problems that can avoid the rise in complexity implied by the NP-complete hard-clustering solutions [9]. Originally, Tishby et al. [5] approached this problem with an algorithm inspired by the Blahut-Arimoto approach to solving Rate-Distortion types of problems ([2], Chapter 10). The "self-consistent" equations in [5] optimize both the quantizer and the "relevance" distribution $p(x \mid t)$. However, unlike the classic Blahut-Arimoto algorithm, which can guarantee convergence to a unique solution to its iterative scheme because of the convex geometry of the two state spaces, the "self-consistent" equations have no such guarantee due to the more-complicated geometry of three convex sets over which the optimization is performed, as also noted in [5]. Accordingly, in this work, we use the original optimization problem (2) over a single variable: the quantizer (conditional probability) $q(t \mid y)$. It may be possible that a related Blahut-Arimoto style optimization coupled to the bifurcation structure of its gradient flow discussed here can lead to additional insights into this problem, but we consider this beyond the scope of this particular manuscript.

We have investigated the structure of soft-clustering annealing-type methods that reach the hard-clustering solution in the limit of the annealing parameter [19,20] through a series of bifurcations. A bifurcation in this context is a point that is a solution $\left(q^{*}, \beta^{*}\right)$ to (2) such that the number of solutions to (2) changes in a small neighborhood of $\left(q^{*}, \beta^{*}\right)$. Because a bifurcation corresponds to a point at which some of the objects $Y$ have just been classified, in the IB literature, a bifurcation is usually referred to as a phase transition. One of the goals of this and related work is to understand why annealing-type algorithms, such as the original optimization heuristics in $[5,10]$, work as well as they do. This can help with designing further optimization heuristics and can assess how close those can get to the global solutions to IB problems. We believe that this amalgamation of optimization theory and dynamical systems theory, as stated in $[19,20]$, can provide a solid foundation with which to address such optimization challenges.

Because of the form (1) of $F$, it possesses certain symmetries. That is, the value of $F(q, \beta)$ does not change (is invariant) under arbitrary permutations of the vectors $q^{i}$. In other words, $F$ is $S_{N}$-invariant. The form (1) further implies that the Hessian $d_{q}^{2} F(q)$ is block diagonal with blocks $\left\{d_{q^{i}}^{2} f\left(q^{i}\right)\right\}_{i=1}^{N}$. These conditions are met by the Information Distortion function [6],

$$
\begin{equation*}
F_{H}(q, \beta)=H(T \mid Y)+\beta I(X, T), \tag{3}
\end{equation*}
$$

where $H(T \mid Y)$ is the entropy, and by the cost function used in the original IB method [5],

$$
\begin{equation*}
F_{I B}(q, \beta)=-I(Y, T)+\beta I(X, T) \tag{4}
\end{equation*}
$$

which is the focus of this manuscript. Both the Information Distortion and Informaton Bottleneck problems have the form given in (1) and (2). Importantly, $d^{2} F_{I B}(q)$ has a "perpetual kernel" since each block $d^{2} f\left(q^{i}\right)$ has the eigenpair ( $0, q^{i}$ ) for every $q$ [20]. In other words, the Hessian $d^{2} F$ is singular for every $q$ and every value of $\beta$. This makes bifurcation detection challenging because bifurcations can usually be detected by identifying isolated singularities of $d^{2} F$. This degeneracy is a consequence of the translational symmetry of
$F_{I B}:$ if $\boldsymbol{k} \in \operatorname{ker} d_{q}^{2} F_{I B}\left(q^{*}\right)$, then $F_{I B}\left(q^{*}\right)=F_{I B}\left(q^{*}+t \boldsymbol{k}\right)$ for all $t \in \Re$ such that $q^{*}+t \boldsymbol{k} \in \Delta$. At bifurcations of solutions to (4), the translational symmetry never breaks.

To better understand bifurcations of solutions to problems of the form (1), which includes the problems (3) and (4), we consider the gradient flow

$$
\binom{\dot{q}}{\dot{\lambda}}=\nabla \mathcal{L}(q, \lambda, \beta)
$$

Equilibria of this flow correspond to critical points of (1), where $\mathcal{L}$ is the Lagrangian with respect to the constraints imposed by $\Delta$, and $\lambda$ is the vector of Lagrange multipliers.

Previous work showed that when $d^{2} F$ is generically non-singular, as occurs for the Information Distortion (3), then there are isolated singularities of $d^{2} \mathcal{L}$ that indicate possible bifurcations of solutions to (1). In this case, an $M>1$-dimensional ker $d^{2} F$ necessitates an $M$ - 1-dimensional ker $d^{2} \mathcal{L}$, which admits a bifurcation of solutions to (1) where symmetry breaks from $S_{M}$ to $S_{m} \times S_{n}$ for every $m, n>0$ such that $m+n=M$ [21].

Here we allow $d^{2} F$ and $d^{2} \mathcal{L}$ to be singular for every $q \in \Delta$, as occurs for the Information Bottleneck (4). That is, the perpetual kernel for $d^{2} F$ implies that $d^{2} \mathcal{L}$ also has a perpetual kernel $\operatorname{ker} d^{2} \mathcal{L}=\mathcal{K}_{p}(q)$, which means that the eigenvalue crossing condition that must occur at a bifurcation (i.e., $d^{2} \mathcal{L}$ must have a zero eigenvalue at a bifurcation) [20] is never satisfied in $\mathcal{K}_{p}$. There are a few challenges due to the existence of the perpetual kernel (i.e., degeneracy) of the Information Bottleneck that we address in this paper. First, detecting bifurcations may be problematic because one cannot simply monitor the determinant of either $d^{2} F$ or $d^{2} \mathcal{L}$. Second, the standard theory that assures the existence of bifurcating branches, the Equivariance Branching Lemma, cannot be applied directly. Lastly, the spaces that contain the bifurcating solutions are always at least two-dimensional, which makes tracking the bifurcating solutions problematic.

Here we address two of these three challenges. We show that at a bifurcation, new eigenvalue(s) of $d^{2} F_{I B}$ and $d^{2} \mathcal{L}$ must cross zero, causing ker $d^{2} \mathcal{L}$ to expand so that $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}_{p} \cup \mathcal{K}^{*}$, where $\mathcal{K}^{*}$ is the span of the eigenvectors with crossing eigenvalues. Instead of detecting bifurcations by the expensive process of monitoring the expansion of $\operatorname{ker} d^{2} \mathcal{L}$ (from $\mathcal{K}_{p}$ to $\mathcal{K}_{p} \cup \mathcal{K}^{*}$ ), we give a simple way to check the eigenvalue crossing condition for annealing problems $F=G(q)+\beta D(q)$ as in (2) [20]. We prove the existence of the bifurcating branches by adapting the standard proof for the Equivariant Branching Lemma. This newly developed theory guarantees that bifurcating branches exist in $\mathcal{K}^{*}$, are generically pitchforks, and that symmetry breaks from $S_{M}$ to $S_{m} \times S_{n}$. Additionally, we give conditions to check whether the pitchforks are subcritical or supercritical, and how stability of the bifurcating branches relates to optimality in the optimization problem (1).

## 2. Bifurcation Analysis

### 2.1. Equivariant Branching Lemma

The Equivariant Branching Lemma relates the subgroup structure of a symmetry group $\Gamma$ with the existence of symmetry-breaking bifurcating branches of equilibria of $\dot{x}=f(x, \beta)$. Observe that we present a version that does not require absolute irreducibility. For a proof see [22] p. 83.

Theorem 1 (Equivariant Branching Lemma). Let $f$ be a smooth function $f: V \times \Re \rightarrow V$ that is $\Gamma$-equivariant for a compact Lie group $\Gamma$ and a Banach space $V$. Let $\Sigma$ be an isotropy subgroup of $\Gamma$ with $\operatorname{dim} \operatorname{Fix}(\Sigma)=1$. Suppose that $\operatorname{Fix}(\Gamma)=\{0\}$ and the crossing condition $d_{\beta x}^{2} f(0,0) \boldsymbol{x}_{0} \neq 0$ for $x_{0} \in \operatorname{Fix}(\Sigma)$. Then there exists a unique smooth solution branch $\left(t x_{0}, \beta(t)\right)$ to $f=0$ with isotropy subgroup $\Sigma$.

For an arbitrary $\Gamma$-equivariant system where bifurcation occurs at $\left(x^{*}, \beta^{*}\right)$, the requirement in Theorem 1 that the bifurcation occurs at the origin is accomplished by a translation. Assuring that the Jacobian vanishes, $d_{x} f(0,0)=0$, can be effected by restrict-
ing and projecting the system onto the kernel of the Jacobian. This transform is called the Liapunov-Schmidt reduction (see [23]).

The Equivariant Branching Lemma does not directly apply to yield bifurcating branches for the problem (1) at $q$ for which $d^{2} F$ is singular for the following reasons:

- $\quad \mathcal{K}_{p}$ and $\mathcal{K}^{*}$ have independent bases, which implies that each is invariant to the action of $S_{N}$, and so the decomposition $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}_{p} \times \mathcal{K}^{*}$ shows that $S_{N}$ does not act absolutely irreducibly on $\operatorname{ker} d^{2} F\left(q^{*}\right)$, but it does act absolutely irreducibly on each of these disjoint subspaces separately. This is why we present a version of the Equivariant Branching Lemma that does not require absolute irreducibility.
- The Liapunov-Schmidt reduction onto $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ is clear, but not onto $\mathcal{K}^{*}$.
- $\quad \operatorname{Fix}\left(S_{m} \times S_{n}\right) \cap \operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ is two-dimensional with basis

$$
\{(n \boldsymbol{v}, \ldots, n \boldsymbol{v},-m \boldsymbol{v}, \ldots,-m \boldsymbol{v}),(n \boldsymbol{y}, \ldots, n \boldsymbol{y},-m \boldsymbol{y}, \ldots,-m \boldsymbol{y})\}
$$

where $\boldsymbol{v}, \boldsymbol{y} \in \Re^{K}$.
We address these issues in the manuscript and show that a small modification of the Equivariant Branching Lemma allows for similar analysis to be successfully applied to Information Bottleneck-style problems such as (2) with minimal modifications to the original algorithm from [20].

### 2.2. A Gradient Flow

We now lay the groundwork necessary to determine the bifurcations of local solutions to (1)

$$
\max _{q \in \Delta} F(q, \beta),
$$

where $F=\sum_{i=1}^{N} f\left(q^{i}, \beta\right)$, which includes as a special case the Information Distortion (3) and Information Bottleneck (4) problems. The convex set of discrete conditional probabilities is

$$
\Delta:=\left\{q \in \Re^{N K} \mid \sum_{i=1}^{N} q_{k}^{i}=1 \forall k: 1 \leq k \leq K \text { and } q_{k}^{i} \geq 0 \forall i, k\right\} .
$$

Due to the form of $F$, it has the following properties:

1. $\quad F(q, \beta)$ is an $S_{N}$-invariant, real-valued function of $q$, where the action of $S_{N}$ on $q$ permutes the component vectors $q^{i}, i=1, \ldots, N$, of $q \in \Delta$.
2. The $N K \times N K$ Hessian $d_{q}^{2} F(q, \beta)$ is block diagonal, where the $i$ th $K \times K$ block is $d^{2} f\left(q^{i}\right)$.

The Lagrangian of (1) with respect to the equality constraints from $\Delta$ is

$$
\begin{equation*}
\mathcal{L}(q, \lambda, \beta)=F(q, \beta)+\sum_{k=1}^{K} \lambda_{k}\left(\sum_{i=1}^{N} q_{k}^{i}-1\right) \tag{5}
\end{equation*}
$$

The scalar $\lambda_{k}$ is the Lagrange multiplier for the constraint $\sum_{i=1}^{N} q_{k}^{i}-1=0$, and $\lambda \in \Re^{K}$ is the vector of Lagrange multipliers $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{K}\right)^{T}$. The gradient of the Lagrangian in (5) is

$$
\nabla \mathcal{L}:=\nabla_{q, \lambda} \mathcal{L}(q, \lambda, \beta)=\binom{\nabla_{q} \mathcal{L}}{\nabla_{\lambda} \mathcal{L}},
$$

where $\nabla_{q} \mathcal{L}=\nabla F(q, \beta)+\Lambda$ and $\Lambda=\left(\lambda^{T}, \lambda^{T}, \ldots \lambda^{T}\right)^{T} \in \mathbf{R}^{N K}$. The gradient $\nabla_{\lambda} \mathcal{L}$ is a vector of $K$ constraints

$$
\nabla_{\lambda} \mathcal{L}=\left(\begin{array}{c}
\sum_{i} q_{1}^{i}-1 \\
\sum_{i} q_{2}^{i}-1 \\
\vdots \\
\sum_{i} q_{K}^{i}-1
\end{array}\right)
$$

Let $J$ be the Jacobian of $d_{q} \nabla_{\lambda} \mathcal{L}$

$$
J:=d_{q} \nabla_{\lambda} \mathcal{L}=\underbrace{\left(\begin{array}{cccc}
I_{K} & I_{K} & \ldots & I_{K} \tag{6}
\end{array}\right)}_{N \text { blocks }} .
$$

Observe that $J$ has full row rank. The Hessian of (5) with respect to the vector $\binom{q}{\lambda} \in$ $\Re^{N K+K}$ is

$$
d^{2} \mathcal{L}(q):=d^{2} \mathcal{L}(q, \lambda, \beta)=\left(\begin{array}{cc}
d^{2} F(q, \beta) & J^{T}  \tag{7}\\
J & \mathbf{0}
\end{array}\right)
$$

where $\mathbf{0}$ is $K \times K$. The $N K \times N K$ matrix $d^{2} F(q):=d_{q}^{2} F(q, \beta)$ is the block diagonal Hessian of $F$ with $K \times K$ blocks $\left\{d^{2} f\left(q^{i}, \beta\right)\right\}_{i=1}^{N}$.

The dynamical system whose equilibria are stationary points of (1) is the gradient flow of the Lagrangian

$$
\begin{equation*}
\binom{\dot{q}}{\dot{\lambda}}=\nabla \mathcal{L}(q, \lambda, \beta) \tag{8}
\end{equation*}
$$

for $\mathcal{L}$ as defined in (5) and $\beta \in[0, \infty)$. The equilibria of (8) are points $\binom{q^{*}}{\lambda^{*}} \in \mathbf{R}^{N K+K}$ where

$$
\nabla \mathcal{L}\left(q^{*}, \lambda^{*}, \beta\right)=0
$$

The Jacobian of this system is the Hessian $d^{2} \mathcal{L}(q, \lambda, \beta)$ from (7).
Remark 1. By the theory of constrained optimization [24], the equilibria $\left(q^{*}, \lambda^{*}, \beta\right)$ of (8) where $d^{2} F\left(q^{*}, \beta\right)$ is negative definite on ker $J$ are local solutions of (1). Conversely, if $\left(q^{*}, \beta\right)$ is a local solution of (1), then there exists a vector of Lagrange multipliers $\lambda^{*}$ so that $\left(q^{*}, \lambda^{*}, \beta\right)$ is an equilibrium of (8) (this necessary requirement is called the Karush-Kuhn-Tucker conditions) such that $d^{2} F\left(q^{*}, \beta\right)$ is non-positive definite on ker $J$.

### 2.3. Equilibria with Symmetry

Next, we categorize the equilibria of (8) according to their symmetries, which allows us to determine when to expect symmetry-breaking bifurcations.

Let $q \in \operatorname{Fix}\left(S_{M}\right)$ for some $1 \leq M \leq N$. Then there exists a partition of $\{1,2, \ldots, N\}$ into the sets $\mathcal{U}$ and $\mathcal{R}$, where $|\mathcal{U}|=M$, so that $q^{i}=q^{j}$ if and only if $i, j \in \mathcal{U}$. Clearly, $d^{2} F$ has $M$ identical blocks, $\left\{d^{f}\left(q^{i}\right)\right\}_{i \in \mathcal{U}}$.

To ease the notation, and without loss of generality, we set

$$
\mathcal{U}:=\{1, \ldots, M\} \text { and } \mathcal{R}:=\{M+1, \ldots, N\} .
$$

To distinguish between the blocks of $d^{2} F$, we write

$$
\begin{equation*}
B:=d^{2} f\left(q^{i}\right) \text { for } 1 \leq i \leq M \text { and } R_{i}:=d^{2} f\left(q^{i}\right) \text { for } M+1 \leq i \leq N \tag{9}
\end{equation*}
$$

As mentioned in the introduction, we assume that for each $q \in \Delta$, each block $d^{2} f\left(q^{i}\right)$ always has at least a one-dimensional kernel with basis vector(s) which depend on $q$. Thus, $\operatorname{dim} \operatorname{ker} d^{2} F \geq N$. At an equilibrium of $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$ of (8) where $q \in \operatorname{Fix}\left(S_{M}\right)$, we consider the following three cases:

1. $\operatorname{dim} \operatorname{ker} d^{2} F\left(q^{*}\right)>N+1$;
2. $\quad \operatorname{dim} \operatorname{ker} d^{2} F\left(q^{*}\right)=N+1$;
3. $\quad \operatorname{dim} \operatorname{ker} d^{2} F\left(q^{*}\right)=N$.

We will show that the first case necessitates a symmetry-breaking bifurcation (Theorem 3). In the second case, there is no bifurcation (Corollary 1). Finally, in the third case, we expect a saddle node [21], a symmetry-preserving bifurcation.

We are able to distinguish between the three cases above by considering which blocks of $d^{2} F\left(q^{*}\right)$ have kernels that have more than one dimension. This motivates the following definition.

Definition 1. An equilibrium $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$ of (8) is $M$-singular (or, equivalently, $q^{*}$ is $M$ singular) if:

1. $\quad q \in \operatorname{Fix}\left(S_{M}\right)$ so that $q^{i}=q^{j}$ for every $1 \leq i, j \leq M$.
2. For $B$, the $M$ block(s) of the Hessian defined in (9), ker $B$ has dimension 2 with basis vectors
$\boldsymbol{v}, \boldsymbol{y} \in \Re^{K} . \boldsymbol{v}$ is associated with the crossing eigenvalues, and $\boldsymbol{y}$ is associated with the constant zero eigenvalue of $B$.
3. The $N-M$ block(s) of the Hessian $\left\{R_{i}\right\}_{i \in \Re}$, defined in (9), each have a one-dimensional kernel with basis vector $\boldsymbol{z}(i) \in \Re^{K}$.
4. The vectors $\boldsymbol{v}, \boldsymbol{y}$ and $\{\boldsymbol{z}(i)\}$ are linearly independent.
5. The matrix

$$
\begin{equation*}
A:=B \sum_{i=M+1}^{N} R_{i}^{-}+M I_{K} \tag{10}
\end{equation*}
$$

is nonsingular. $R_{i}^{-}$is the Moore-Penrose inverse of $R_{i}$. When $M=N$, we define $A:=N I_{K}$.
We wish to emphasize that we showed in [21] that requirements 2-5 in Definition 1 hold generically.

A straightforward calculation shows that every block of the Hessian $d^{2} F$ of the Information Bottleneck cost function (2) is singular for every $(q, \beta)$, and the basis for ker $d^{2} f\left(q^{i}\right)$ is $\boldsymbol{y}=q^{i}$ for $1 \leq i \leq M$ and $\boldsymbol{z}(i)=q^{i}$ for $M+1 \leq i \leq N$ (Lemma 42 in [25]), which assures that these vectors are linearly independent, as in Definition 1.4. At a bifurcation, the kernels of the identical blocks $B$ expand by $\boldsymbol{v}$ as in Definition 1.2. Using the notation above, $\boldsymbol{y}=q^{i}$ for each $i \in \mathcal{U}$, and $\boldsymbol{z}(i)=q^{i}$ for each $i \in \mathcal{R}$.

### 2.4. The Kernel at a Bifurcation

The equilibria of (8) change their stability with $\beta$, and hence change the solutions to (1). The changes of stability are determined by the kernel of $d^{2} \mathcal{L}\left(q^{*}\right)$ at a bifurcation point $q^{*}$. In this section we show that for any $q \in \operatorname{Fix}\left(S_{M}\right)$ with $M>1, d^{2} \mathcal{L}\left(q^{*}\right)$ has a perpetual kernel $\mathcal{K}_{p}$ that is at least $M-1$ dimensional. The zero eigenvalues associated with the eigenvectors in $\mathcal{K}_{p}$ remain constant, so that at a bifurcation point $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$ of (8) where $q^{*}$ is $M$-singular, new eigenvalues of $d^{2} \mathcal{L}$ must cross zero. Thus, the kernel expands, and the bifurcating directions exist in an "expanded" kernel of $d^{2} \mathcal{L}\left(q^{*}\right)$, $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}^{*} \times \mathcal{K}_{p}$.

We determine a basis for $\operatorname{ker} d^{2} \mathcal{L}$ at an $M$-singular $q^{*}$ when $M>1$. If $q$ is 1 -singular with a trivial isotropy group (i.e., no symmetery), then $d^{2} \mathcal{L}\left(q^{*}\right)$ is non-singular- $\mathcal{K}_{p}$ disappears. First, we ascertain a basis for $\operatorname{ker} d^{2} F\left(q^{*}\right)$.

Recall that in the preliminaries, when $\boldsymbol{x} \in \Re^{N K}$, we defined $\boldsymbol{x}^{j} \in \mathbf{R}^{K}$ to be the $j$ th vector component of $\boldsymbol{x}$. We now define the linearly independent vectors $\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{M},\left\{\boldsymbol{y}_{i}\right\}_{i=1}^{M}$, and $\left\{\boldsymbol{z}_{k}\right\}_{k=M+1}^{N}$ in $\Re^{N K}$ by

$$
\boldsymbol{v}_{i}^{j}:=\left\{\begin{array}{l}
\boldsymbol{v} \text { if } 1 \leq i=j \leq M  \tag{11}\\
\mathbf{0} \text { otherwise }
\end{array} \quad \boldsymbol{y}_{i}^{j}:=\left\{\begin{array}{l}
\boldsymbol{y} \text { if } 1 \leq i=j \leq M \\
\mathbf{0} \text { otherwise }
\end{array}, \quad \boldsymbol{z}_{k}^{j}:=\left\{\begin{array}{l}
\boldsymbol{z}(i) \text { if } M+1 \leq j=k \leq N \\
\mathbf{0} \text { otherwise }
\end{array}\right.\right.\right.
$$

where $\mathbf{0} \in \Re^{K}$, and $\boldsymbol{v}$ and $\boldsymbol{y}$ are defined in Definition 1.2. For example, if $M=2$ and $N=3$, then $\boldsymbol{v}_{1}:=\left(\boldsymbol{v}^{T}, \mathbf{0}, \mathbf{0}\right)^{T}$ and $\boldsymbol{v}_{2}:=\left(\mathbf{0}, \boldsymbol{v}^{T}, \mathbf{0}\right)^{T}$.

Due to the block diagonal form of $d^{2} F\left(q^{*}\right)$, it is easy to see that the $N+M$ vectors defined in (11) form a basis for $\operatorname{ker} d^{2} F\left(q^{*}\right)$.

Now, let

$$
\begin{equation*}
V_{i}=\binom{\boldsymbol{v}_{i}}{\mathbf{0}}-\binom{\boldsymbol{v}_{M}}{\mathbf{0}}, \quad Y_{i}=\binom{\boldsymbol{y}_{i}}{\mathbf{0}}-\binom{\boldsymbol{y}_{M}}{\mathbf{0}}, \quad Z_{k}=\binom{\boldsymbol{z}_{k}}{\mathbf{0}}-\binom{\boldsymbol{z}_{N}}{\mathbf{0}} \tag{12}
\end{equation*}
$$

for $i=1, \ldots, M-1$ and $M+1 \leq k \leq N-1$ where $\mathbf{0} \in \Re^{K}$. From (7), it is easy to see that these three sets of vectors are in $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$. The next theorem shows that $\left\{V_{i}\right\}_{i=1}^{M-1} \cup\left\{Y_{i}\right\}_{i=1}^{M-1}$ are a basis for $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$. This natural partition of the basis vectors shows that $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ can be written as $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}_{p} \times \mathcal{K}^{*}$. According to Definition 1, the "perpetual kernel" corresponding to constant zero eigenvalues of $d^{2} \mathcal{L}\left(q^{*}\right)$ is generated by

$$
\mathcal{K}_{p}=<\left\{Y_{i}\right\}_{i=1}^{M-1}>.
$$

The part of the kernel that arises at a bifurcation corresponding to eigenvalues crossing zero is

$$
\mathcal{K}^{*}=<\left\{V_{i}\right\}_{i=1}^{M-1}>.
$$

The vectors $\left\{Z_{k}\right\}$ do not contribute to $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$.
Theorem 2. If $q^{*}$ is $M$-singular for $1<M \leq N$, then $\left\{V_{i}\right\} \cup\left\{Y_{i}\right\}$ from (12) are a basis for ker $d^{2} \mathcal{L}\left(q^{*}\right)$.

Proof. To show that $\left\{V_{i}\right\}_{i=1}^{M-1} \cup\left\{Y_{i}\right\}_{i=1}^{M-1}$ span $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$, let $\boldsymbol{k} \in \operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ and decompose it as

$$
\begin{equation*}
\boldsymbol{k}=\binom{\boldsymbol{k}_{F}}{\boldsymbol{k}_{J}} \tag{13}
\end{equation*}
$$

where $\boldsymbol{k}_{F}$ is $N K \times 1$, and $\boldsymbol{k}_{J}$ is $K \times 1$. Hence,

$$
\begin{gather*}
d^{2} \mathcal{L}\left(q^{*}, \lambda^{*}, \beta\right) \boldsymbol{k}=\left(\begin{array}{cc}
d^{2} F\left(q^{*}, \beta^{*}\right) & J^{T} \\
J & \mathbf{0}
\end{array}\right)\binom{\boldsymbol{k}_{F}}{\boldsymbol{k}_{J}}=\mathbf{0} \\
\Longrightarrow d^{2} F\left(q^{*}, \beta\right) \boldsymbol{k}_{F}=-J^{T} \boldsymbol{k}_{J} \\
J \boldsymbol{k}_{F}=\mathbf{0} . \tag{14}
\end{gather*}
$$

Now, from (6) and the fact that $d^{2} F$ is block diagonal, we have

$$
\left(\begin{array}{cccc}
d^{2} f\left(q^{1}\right) & \mathbf{0} & \ldots & \mathbf{0}  \tag{15}\\
\mathbf{0} & d^{2} f\left(q^{2}\right) & \ldots & \mathbf{0} \\
\vdots & \vdots & & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & d^{2} f\left(q^{N}\right)
\end{array}\right) \boldsymbol{k}_{F}=-\left(\begin{array}{c}
\boldsymbol{k}_{J} \\
\boldsymbol{k}_{J} \\
\vdots \\
\boldsymbol{k}_{J}
\end{array}\right) .
$$

We set

$$
\boldsymbol{k}_{F}:=\left(\begin{array}{llll}
\boldsymbol{x}_{1}^{T} & \boldsymbol{x}_{2}^{T} & \ldots & \boldsymbol{x}_{N}^{T} \tag{16}
\end{array}\right)^{T},
$$

and using the notation from (9), then (15) implies

$$
\begin{align*}
B \boldsymbol{x}_{i} & =-\boldsymbol{k}_{J} \text { for } 1 \leq i \leq M  \tag{17}\\
R_{i} \boldsymbol{x}_{i} & =-\boldsymbol{k}_{J} \text { for } M+1 \leq i \leq N
\end{align*}
$$

It follows that $\boldsymbol{x}_{i}=R_{i}^{-} B \boldsymbol{x}_{1}$ for every $M+1 \leq i \leq N$. By (14), we have that $\sum_{i=1}^{N} \boldsymbol{x}_{i}=\mathbf{0}$, and so

$$
\begin{gathered}
\sum_{i=1}^{M} \boldsymbol{x}_{i}+\sum_{i=M+1}^{N} \boldsymbol{x}_{i}=\mathbf{0} \\
\Longrightarrow \sum_{i=1}^{M} \boldsymbol{x}_{i}+\sum_{i=M+1}^{N} R_{i}^{-} B \boldsymbol{x}_{1}+=\mathbf{0} .
\end{gathered}
$$

By (17), for every $1 \leq i \leq M, \boldsymbol{x}_{i}$ can be written as $\boldsymbol{x}_{i}=\boldsymbol{x}_{p}+d_{i} \boldsymbol{v}+e_{i} \boldsymbol{y}$, where $\boldsymbol{x}_{p} \in \operatorname{range}(B)$, $d_{\eta}, e_{\eta} \in \Re$, and $\boldsymbol{v}$ and $\boldsymbol{y}$ are the basis vectors of $\operatorname{ker} B$ from Definition 1.2. Thus,

$$
\begin{aligned}
B \sum_{i=1}^{M}\left(\boldsymbol{x}_{p}+d_{i} \boldsymbol{v}+e_{i} \boldsymbol{y}\right) & +B \sum_{i=M+1}^{N} R_{i}^{-} B\left(\boldsymbol{x}_{p}+d_{1} \boldsymbol{v}+e_{1} \boldsymbol{y}\right)=\mathbf{0} \\
& \Leftrightarrow\left(B \sum_{i=M+1}^{N} R_{i}^{-}+M I_{K}\right) B \boldsymbol{x}_{p}=\mathbf{0} \\
& \Leftrightarrow B \boldsymbol{x}_{p}=\mathbf{0}
\end{aligned}
$$

since $A=B \sum_{i=M+1}^{N} R_{i}^{-}+M I_{K}$ is nonsingular. This shows that $\boldsymbol{x}_{p}=\mathbf{0}$. Therefore, $\boldsymbol{x}_{i}=$ $d_{i} \boldsymbol{v}+e_{i} \boldsymbol{y}$ for every $1 \leq i \leq M$. Now (17) shows that $\boldsymbol{k}_{J}=\mathbf{0}$, and so $\boldsymbol{x}_{i} \in \operatorname{ker} R_{i}$ for $M+1 \leq i \leq N$, which implies that

$$
\boldsymbol{x}_{i}=c_{i} \boldsymbol{z}(i) \text { for } M+1 \leq i \leq N
$$

Hence, $\boldsymbol{k}=\binom{\boldsymbol{k}_{F}}{\mathbf{0}}$, where $\boldsymbol{k}_{F}^{i}=\left\{\begin{array}{c}d_{i} \boldsymbol{v}+e_{i} \boldsymbol{y} \text { if } 1 \leq i \leq M \\ c_{i} \boldsymbol{z}(i) \text { if } M+1 \leq i \leq N\end{array}\right.$, from which it follows that

$$
\begin{equation*}
J \boldsymbol{k}_{F}=\sum_{i=1}^{N} \boldsymbol{x}_{i}=\sum_{i=1}^{M} d_{i} \boldsymbol{v}+\sum_{i=1}^{M} e_{i} \boldsymbol{y}+\sum_{i=M+1}^{N} c_{i} \boldsymbol{z}(i)=\mathbf{0} . \tag{18}
\end{equation*}
$$

Linear independence (Definition 1.4) implies that $\sum d_{i}=\sum e_{i}=d_{i}=0$. Thus, $\boldsymbol{k}_{F}=$ $\sum_{i=1}^{M-1} d_{i}\left(\boldsymbol{v}_{i}-\boldsymbol{v}_{M}\right)+\sum_{i=1}^{M-1} e_{i}\left(\boldsymbol{y}_{i}-\boldsymbol{y}_{M}\right)$. Therefore, the linearly independent vectors $\left\{V_{i}\right\}=$ $\left\{\binom{\boldsymbol{v}_{i}-\boldsymbol{v}_{M}}{\mathbf{0}}\right\}$ and $\left\{Y_{i}\right\}=\left\{\binom{\boldsymbol{y}_{i}-\boldsymbol{y}_{M}}{\mathbf{0}}\right\}$ span $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$.

Corollary 1. If $q^{*}$ is 1 -singular and has isotropy group equal to the identity, then $d^{2} \mathcal{L}\left(q^{*}\right)$ is nonsingular.

Proof. If $q$ is 1 -singular, then $d^{2} F\left(q^{*}\right)$ has a single block $B$ with a two-dimensional kernel. The other $N-1$ blocks $\left\{R_{i}\right\}$ are distinct with one-dimensional kernels. By constructing the vectors as in (11), we see that $\operatorname{dim} \operatorname{ker} d^{2} F\left(q^{*}\right)=N+1$ with basis vectors $\boldsymbol{v}_{1}, \boldsymbol{y}_{1},\left\{\boldsymbol{z}_{i}\right\}_{i=2}^{N}$. Now, following the proof of Theorem 2, we take an arbitrary $\boldsymbol{k} \in \operatorname{ker} d^{2} \mathcal{L}\left(q^{*}, \lambda, \beta\right)$, and then decompose $k$ as in (13) and (16). The proof to Theorem 2 holds for the present case up until, and including (18). Linear independence now shows that $d_{i}=e_{i}=c_{i}=0$, which implies that $k=0$.

Remark 2. The independent bases given for $\mathcal{K}_{p}$ and $\mathcal{K}^{*}$ in Theorem 2 imply that each is invariant to the action of $S_{N}$, and so the decomposition $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}_{p} \times \mathcal{K}^{*}$ shows that $S_{N}$ does not act absolutely irreducibly on $\operatorname{ker} d^{2} F\left(q^{*}\right)$. That is, by definition,

$$
d_{\boldsymbol{x}} r(\mathbf{0}, \beta) \neq c(\beta) I_{2 M-2}
$$

The explicit bases show that $\mathcal{K}_{p}, \mathcal{K} \cong\left\{\boldsymbol{x} \in \mathbf{R}^{M}: \Sigma[\boldsymbol{x}]_{i}=0\right\}$, which implies that $S_{M}$ acts absolutely irreducibly on $\mathcal{K}_{p}$ and $\mathcal{K}^{*}$ [26]. Thus, $\mathcal{K}_{p}$ and $\mathcal{K}^{*}$ are each $S_{M^{-}}$-irreducible.

### 2.5. Liapunov-Schmidt Reduction

To show the existence of bifurcating branches from a bifurcation point $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$ of equilibria of (8), the Equivariant Branching Lemma requires that the bifurcation is translated to $(\mathbf{0}, \mathbf{0}, \mathbf{0})$ and that the Jacobian vanishes at bifurcation. To accomplish the former, consider

$$
\mathcal{F}(q, \lambda, \beta):=\nabla \mathcal{L}\left(q+q^{*}, \lambda+\lambda^{*}, \beta+\beta^{*}\right) .
$$

To assure that the Jacobian vanishes, we restrict and project $\mathcal{F}$ onto ker $d^{2} \mathcal{L}\left(q^{*}\right)$ in a neighborhood of $(\mathbf{0}, \mathbf{0}, 0)$. This is the Liapunov-Schmidt reduction of $\mathcal{F}$ [23],

$$
\begin{align*}
& r: \quad \mathbf{R}^{M-1} \times \mathbf{R} \rightarrow \mathbf{R}^{M-1} \\
& r(\boldsymbol{x}, \beta)=  \tag{19}\\
& W^{T}(I-E) \mathcal{F}(W \boldsymbol{x}+U(W \boldsymbol{x}, \beta), \beta)
\end{align*}
$$

where $W \boldsymbol{x}+U(W \boldsymbol{x}, \beta)=\binom{q}{\lambda}$. The $(N K+K) \times(N K+K)$ matrix $I-E$ is the projection matrix onto $\operatorname{ker} \mathcal{F}(\mathbf{0}, 0)=\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ with $\operatorname{ker}(I-E)=$ range $d^{2} \mathcal{L}\left(q^{*}\right) . W$ is the $(N K+$ $K) \times(2 M-2)$ matrix whose columns are the basis vectors $\left\{V_{i}\right\} \cup\left\{Y_{i}\right\}$ of $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ from (12) so that $W \boldsymbol{x}$ is a vector in $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$. The vector function $U(W \boldsymbol{x}, \beta)$ is the component of $(q, \lambda)$ that is in range $d^{2} \mathcal{L}\left(q^{*}\right)$ such that $E \mathcal{F}(W \boldsymbol{x}+U(\boldsymbol{x}, \beta), \beta)=\mathbf{0}, U(\mathbf{0}, 0)=$ 0 , and

$$
\begin{equation*}
d_{x} U(\mathbf{0}, 0)=\mathbf{0} \tag{20}
\end{equation*}
$$

The system defined by the Liapunov-Schmidt reduction, $\dot{\boldsymbol{x}}=r(\boldsymbol{x}, \beta)$, has a bifurcation of equilibria at $(\boldsymbol{x}=0, \beta=0)$, which are in $1-1$ correspondence with equilibria of (8). However, the stability of these associated equilibria is not necessarily the same.

It is straightforward to verify the following derivatives ([23] p. 32), which we will require in the sequel. The $(2 M-2) \times(2 M-2)$ Jacobian of $(19)$ is

$$
\begin{equation*}
d_{\boldsymbol{x}} r(\boldsymbol{x}, \beta)=W^{T}(I-E) d_{q, \lambda}^{2} \mathcal{L}\left(q+q^{*}, \lambda+\lambda^{*}, \beta+\beta^{*}\right)\left(W+d_{\boldsymbol{x}} U(W \boldsymbol{x}, \beta)\right), \tag{21}
\end{equation*}
$$

which shows that

$$
\begin{equation*}
d_{x} r(\mathbf{0}, 0)=\mathbf{0} \tag{22}
\end{equation*}
$$

since $\operatorname{ker}(I-E)=$ range $d^{2} \mathcal{L}\left(q^{*}\right)$.
Our crossing condition at a bifurcation depends on the matrix of derivatives

$$
\begin{equation*}
\frac{\partial^{2} r_{i}}{\partial \beta \partial x_{j}}(\mathbf{0}, 0)=d_{\beta} d^{2} \mathcal{L}\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{j}\right]-d^{3} \mathcal{L}\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{j}, L^{-} d_{\beta} \nabla \mathcal{L}\right] \tag{23}
\end{equation*}
$$

where the derivatives of $\mathcal{L}$ are evaluated at $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$, and $L^{-}$is the Moore-Penrosegeneralized inverse [27] of $d^{2} \mathcal{L}\left(q^{*}\right)$. The vectors $\left\{\boldsymbol{w}_{i}\right\}_{i=1}^{2 M-2}$ are the basis vectors of $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ from Theorem 2.

The $(2 M-2) \times(2 M-2) \times(2 M-2)$ three-dimensional array of second derivatives is

$$
\frac{\partial^{2} r_{i}}{\partial x_{j} \partial x_{k}}(\mathbf{0}, 0)=d^{3} \mathcal{L}\left(q^{*}, \lambda^{*}, \beta^{*}\right)\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{j}, \boldsymbol{w}_{k}\right]
$$

In [21], we showed that $\frac{\partial^{2} r_{i}}{\partial x_{j} \partial x_{k}}(\mathbf{0}, 0)=0$ whenever $i=j=k \leq M-1$. In the present case, there are more zero entries since now the basis vectors $\left\{\boldsymbol{w}_{i}\right\}$ are of two types: $\boldsymbol{w}_{i}=V_{i}$ for $1 \leq i \leq M-1$ (basis vectors of $\mathcal{K}^{*}$ ); or $\boldsymbol{w}_{i}=Y_{i-M+1}$ for $M \leq i \leq 2 M-2$ (basis vectors of
$\mathcal{K}_{p}$, see (12)). We now consider the case when $i, j \leq M-1$ and $k>M-1$. All other cases are dealt with using a similar argument. Substituting in for $\boldsymbol{w}_{i}$ we have

$$
\begin{align*}
\frac{\partial^{2} r_{i}}{\partial x_{j} \partial x_{k}}(\mathbf{0}, 0) & =\sum_{v, \delta, \eta=1}^{N} \sum_{l, m, n=1}^{K} \frac{\partial^{3} F\left(q^{*}, \beta^{*}\right)}{\partial q_{l}^{v} \partial q_{m}^{\delta} \partial q_{n}^{\eta}}\left[\boldsymbol{v}_{i}-\boldsymbol{v}_{M}\right]_{l}^{v}\left[\boldsymbol{v}_{j}-\boldsymbol{v}_{M}\right]_{m}^{\delta}\left[\boldsymbol{y}_{k-M+1}-\boldsymbol{y}_{M}\right]_{n}^{\eta} \\
& =\sum_{l, m, n=1}^{K} \frac{\partial^{3} f\left(q^{v} *, \beta^{*}\right)}{\partial q_{l}^{v} \partial q_{m}^{v} \partial q_{n}^{v}}\left(\delta_{i j(k-M+1)}[\boldsymbol{v}]_{l}[\boldsymbol{v}]_{m}[\boldsymbol{y}]_{n}-[\boldsymbol{v}]_{l}[\boldsymbol{v}]_{m}[\boldsymbol{y}]_{n}\right) . \tag{24}
\end{align*}
$$

The vectors $\boldsymbol{v}$ and $\boldsymbol{y}$ are defined in (2). An immediate consequence of this calculation is that $\frac{\partial^{2} r_{i}}{\partial x_{j} \partial x_{k}}(\mathbf{0}, 0)=0$ whenever $i=j=k-M+1$. Thus, similar arguments show that $\frac{\partial^{2} r_{i}}{\partial x_{j} \partial x_{k}}(\mathbf{0}, 0)=0$ whenever:

- $\quad i=j=k$;
- $\quad i-M+1=j=k, \quad i=j-M+1=k, \quad i=j=k-M+1$;
- $\quad i-M+1=j-M+1=k, \quad i-M+1=j=k-M+1, \quad i=j-M+1=k-M+1$. Further, we get four different "cubes" of identical entries in the 3-D array. They are:
- For $i, j, k \leq M-1$, not all equal, the value of the cube is

$$
-\sum_{l, m, n=1}^{K} \frac{\partial^{3} f\left(q^{v} *, \beta^{*}\right)}{\partial q_{l}^{v} \partial q_{m}^{v} \partial q_{n}^{v}}[\boldsymbol{v}]_{l}[\boldsymbol{v}]_{m}[\boldsymbol{v}]_{n} ;
$$

- For $i, j \leq M-1$, not both equal, and $j>M-1$, the value of the cube is

$$
-\sum_{l, m, n=1}^{K} \frac{\partial^{3} f\left(q^{v} *, \beta^{*}\right)}{\partial q_{l}^{v} \partial q_{m}^{v} \partial q_{n}^{v}}[\boldsymbol{v}]_{l}[\boldsymbol{v}]_{m}[\boldsymbol{y}]_{n} ;
$$

- For $i \leq M-1$ and $j, k>M-1$, not both equal, the value of the cube is

$$
-\sum_{l, m, n=1}^{K} \frac{\partial^{3} f\left(q^{v} *, \beta^{*}\right)}{\partial q_{l}^{v} \partial q_{m}^{v} \partial q_{n}^{v}}[\boldsymbol{v}]_{l}[\boldsymbol{y}]_{m}[\boldsymbol{y}]_{n} ;
$$

- For $i, j, k>M-1$, not all equal, the value of the cube is

$$
-\sum_{l, m, n=1}^{K} \frac{\partial^{3} f\left(q^{v} *, \beta^{*}\right)}{\partial q_{l}^{v} \partial q_{m}^{v} \partial q_{n}^{v}}[\boldsymbol{y}]_{l}[\boldsymbol{y}]_{m}[\boldsymbol{y}]_{n} .
$$

The points above will prove useful when proving that $d^{2} r(\mathbf{0}, 0)=\mathbf{0}$.
The four-dimensional array of third derivatives of $r$ is

$$
\begin{align*}
\frac{\partial^{3} r_{i}}{\partial x_{j} \partial x_{k} \partial x_{l}}(\mathbf{0}, 0)=d^{4} \mathcal{L}\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{j}, \boldsymbol{w}_{k}, \boldsymbol{w}_{l}\right] & -d^{3} \mathcal{L}\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{j}, L^{-} d^{3} \mathcal{L}\left[\boldsymbol{w}_{k}, \boldsymbol{w}_{l}\right]\right] \\
& -d^{3} \mathcal{L}\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{k}, L^{-} d^{3} \mathcal{L}\left[\boldsymbol{w}_{j}, \boldsymbol{w}_{l}\right]\right] \\
& -d^{3} \mathcal{L}\left[\boldsymbol{w}_{i}, \boldsymbol{w}_{l}, L^{-} d^{3} \mathcal{L}\left[\boldsymbol{w}_{j}, \boldsymbol{w}_{k}\right]\right] \tag{25}
\end{align*}
$$

where the derivatives of $\mathcal{L}$ are evaluated at $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$, and $L^{-}$is the Moore-Penrosegeneralized inverse [27] of $d^{2} \mathcal{L}\left(q^{*}\right)$.

Since $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ is not absolutely irreducible, but $\mathcal{K}^{*}$ is, one might try to define a Liapunov-Schmidt reduction by restricting and projecting $\nabla \mathcal{L}$ onto $\mathcal{K}^{*}$. One issue with projecting the reduction onto $\mathcal{K}^{*}$ is how to define the projection matrix $E$ so that

$$
E \mathcal{F}=0 \text { and }(I-E) \mathcal{F}=0 \text { if and only if } \mathcal{F}=0
$$

holds and $E d_{\boldsymbol{x}} r(0,0)$ is non-singular in range $(E)$ so that the Implicit Function Theorem assures the restriction $(q, \lambda)=W \boldsymbol{x}+U(W \boldsymbol{x}, \beta)$, where $U(W \boldsymbol{x}) \in$ range $\left(d^{2} \mathcal{L}\left(q^{*}\right)\right)$, and $W \boldsymbol{x} \in \mathcal{K}^{*}$ instead of $W \boldsymbol{x} \in \operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ as in (19) [23]. Simply ignoring the space $\mathcal{K}_{p}$ by considering $U \in$ range $\left(d^{2} \mathcal{L}\left(q^{*}\right)\right)$ and $W \boldsymbol{x} \in \mathcal{K}^{*}$ amounts to setting $W \boldsymbol{x}=k^{*}+k_{p}$ and $k_{p}=0$. Since $W \boldsymbol{x}+U$ is still embedded in the larger $\Re^{N K+K}$, which contains $\mathcal{K}_{p}$, then derivatives are affected by the implicit $k_{p}=0$ constraint. This constraint $P_{\mathcal{K}_{p}}(q, \lambda)=k^{*}+U$ is nonlinear (and may not even be tractable) since $\mathcal{K}_{p}$ depends on $q$, where $P_{\mathcal{K}_{p}}$ is a projection matrix that depends on $q$ (see Theorem 7).

### 2.6. Isotropy Subgroups $S_{m} \times S_{n}$ of $S_{N}$

The decomposition $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}_{p} \times \mathcal{K}^{*}$ shows that $\operatorname{Fix}\left(S_{m} \times S_{n}\right) \cap \operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)$ is two-dimensional with basis vectors

$$
\left\{\left(n \boldsymbol{y}^{T}, \ldots, n \boldsymbol{y}^{T},-m \boldsymbol{y}^{T}, \ldots,-m \boldsymbol{y}^{T}\right)^{T},\left(n \boldsymbol{v}^{T}, \ldots, n \boldsymbol{v}^{T},-m \boldsymbol{v}^{T}, \ldots,-m \boldsymbol{v}^{T}\right)^{T}\right\}
$$

Restricted to $\mathcal{K}^{*}$, these isotropy subgroups $S_{m} \times S_{n}$ of $S_{M}$ have one-dimensional fixed point spaces. This assures that we can use Theorem 1. We have the following Lemma.

Lemma 1. Let $M=m+n$ such that $M>1$ and $m, n>0$. Let $\mathcal{U}_{m}$ be a set of $m$ classes, and let $\mathcal{U}_{n}$ be a set of $n$ classes such that $\mathcal{U}_{m} \cap \mathcal{U}_{n}=\varnothing$ and $\mathcal{U}_{m} \cup \mathcal{U}_{n}=\{1, \ldots, M\}$. Now define $\hat{\boldsymbol{u}}_{(m, n)} \in \Re^{N K}$ such that

$$
\hat{\boldsymbol{u}}_{(m, n)}^{i}=\left\{\begin{array}{cl}
n \boldsymbol{v} & \text { if } i \in \mathcal{U}_{m} \\
-m \boldsymbol{v} & \text { if } i \in \mathcal{U}_{n} \\
\boldsymbol{0} & \text { otherwise }
\end{array}\right.
$$

where $\boldsymbol{v}$ is defined as in Definition 1.2, and let

$$
\begin{equation*}
\boldsymbol{u}_{(m, n)}=\binom{\hat{\boldsymbol{u}}_{(m, n)}}{\mathbf{0}} \tag{26}
\end{equation*}
$$

where $\mathbf{0} \in \mathbf{R}^{K}$. Then the isotropy subgroup of $\boldsymbol{u}_{(m, n)}$ is $\Sigma_{(m, n)} \subset \Gamma_{\mathcal{U}}$ such that $\Sigma_{(m, n)} \cong S_{m} \times S_{n}$, where $S_{m}$ permutes $\boldsymbol{u}^{i}$ when $i \in \mathcal{U}_{m}$, and $S_{n}$ permutes $\boldsymbol{u}^{i}$ when $i \in \mathcal{U}_{n}$. The fixed point space of $\Sigma_{(m, n)}$ restricted to $\mathcal{K}^{*} \subset d^{2} \mathcal{L}\left(q^{*}\right)$ is one dimensional.

### 2.7. Bifurcating Branches

Theorem 3. Let $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$ be an equilibrium of (8) such that $q^{*}$ is $M$-singular for $1<M \leq N$, and the crossing condition

$$
d_{\beta} d^{2} \mathcal{L}[\boldsymbol{u}, \boldsymbol{u}]-d^{3} \mathcal{L}\left[\boldsymbol{u}, \boldsymbol{u}, L^{-} d_{\beta} \nabla \mathcal{L}\right] \neq 0
$$

is satisfied. Then there exists bifurcating solutions, $\left(\begin{array}{c}q^{*} \\ \lambda^{*} \\ \beta^{*}\end{array}\right)+\binom{t \boldsymbol{u}_{(m, n)}}{\beta(t)}$, where $\boldsymbol{u}_{(m, n)} \in \mathcal{K}^{*}$ is defined in (26), for every pair $(m, n)$ such that $M=m+n$, each with an isotropy group isomorphic to $S_{m} \times S_{n}$.

Proof. We mimic the proof of the Equivariant Branching Lemma. Let $\boldsymbol{u}:=\boldsymbol{u}_{(m, n)} \in$ $\operatorname{Fix}\left(S_{m} \times S_{n}\right) \cap \mathcal{K}^{*}$ and let $V$ be a matrix with columns composed of the $M-1$ vectors $\left\{V_{i}\right\}$. Thus, there exists $\boldsymbol{x}_{0} \in \Re^{M-1}$ so that $\boldsymbol{u}=V \boldsymbol{x}_{0}$. Since $r\left(\operatorname{Fix}\left(S_{m} \times S_{n}\right) \cap \mathcal{K}^{*}\right) \subseteq$ $\operatorname{Fix}\left(S_{m} \times S_{n}\right) \cap \mathcal{K}^{*}\left(\right.$ for every $\sigma \in S_{m} \times S_{n}, r(V \boldsymbol{x})=r(\sigma V \boldsymbol{x})\left(\boldsymbol{u} \in \operatorname{Fix}\left(S_{M} \times S_{n}\right)\right.$ that equals $\sigma r(V \boldsymbol{x})$ (by equivariance)), then $r\left(t \boldsymbol{x}_{0}, \beta\right)=h(t, \beta) \boldsymbol{x}_{0}$, where $r$ is the Liapunov-Schmidt reduction (19), and $h$ is a polynomial in $t$.

Since $\mathcal{K}^{*}$ is $S_{M}$-irreducible, then $\operatorname{Fix}\left(S_{M}\right) \cap \mathcal{K}^{*}=\{\boldsymbol{0}\}$ (otherwise, $\sigma \boldsymbol{x}=\boldsymbol{x}$ for some $\boldsymbol{x} \in \mathcal{K}^{*}$ for every $\sigma \in S_{M}$, which implies that $\operatorname{span}(\boldsymbol{x})$ is an invariant subspace of $\mathcal{K}^{*}$ ).

Now [22] p. 75 shows that $r(\mathbf{0}, \beta)=\mathbf{0}$, and so $h(0, \beta)=0$, from which it follows that $h(t, \beta)=t k(t, \beta)$. Thus,

$$
\begin{equation*}
r\left(t \boldsymbol{x}_{0}, \beta\right)=t k(t, \beta) \boldsymbol{x}_{0} \tag{27}
\end{equation*}
$$

Differentiating with respect to $t$ yields

$$
\begin{equation*}
d_{x} r\left(t x_{0}, \beta\right) x_{0}=\left(k(t, \beta)+t d_{t} k(t, \beta)\right) x_{0} \tag{28}
\end{equation*}
$$

from which it follows that

$$
k(t, \beta) \boldsymbol{x}_{0}=d_{x} r\left(t x_{0}, \beta\right) \boldsymbol{x}_{0}-t d_{t} k(t, \beta) \boldsymbol{x}_{0},
$$

and so $k(\mathbf{0}, 0)=0$. Furthermore, we see that $d_{\beta} k(0,0) \boldsymbol{x}_{0}=d_{\boldsymbol{x}, \beta}^{2} r(0,0) \boldsymbol{x}_{0} \neq \mathbf{0}$ by assumption (see (23)). This shows that $d_{\beta} k(0,0)$ is a non-zero eigenvalue of $d_{x} r\left(t x_{0}, \beta\right)$ with associated eigenvector $\boldsymbol{x}_{0}$. By the Implicit Function Theorem, $k(t, \beta)=0$ has a non-zero unique solution for $\beta=\beta(t)$.

### 2.8. The Crossing Condition for Annealing Problems

We next determine how to check the crossing condition in Theorem 3 when $F$ is an annealing problem, as in (2)

$$
F(q, \beta)=H(q)+\beta D(q) .
$$

First, we show that the crossing condition can be checked in terms of the Hessian of the function $D$. Furthermore, when $G$ is strictly concave on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$, then the crossing condition is always satisfied, and every singularity is a bifurcation.

Theorem 4. The crossing condition

$$
d_{\beta} d^{2} \mathcal{L}[\boldsymbol{u}, \boldsymbol{u}]-d^{3} \mathcal{L}\left[\boldsymbol{u}, \boldsymbol{u}, L^{-} d_{\beta} \nabla \mathcal{L}\right] \neq 0
$$

given in Theorem 3 is satisfied for $M$-singular q for $M>1$ if $d^{2} D(q)$ is either positive or negative definite on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$.

Proof. Let $\boldsymbol{x}_{0} \in \Re^{2 M-2}$ so that $\boldsymbol{u}=W \boldsymbol{x}_{0} \in \operatorname{Fix}\left(S_{m} \times S_{n}\right) \cap \mathcal{K}^{*}$. Multiplying Equation (21) on the left by $\boldsymbol{x}_{0}^{T}$ and on the right by $\boldsymbol{x}_{0}$ yields

$$
\begin{equation*}
\boldsymbol{x}_{0}^{T} d_{\boldsymbol{x}} r(\mathbf{0}, \beta) \boldsymbol{x}_{0}=\boldsymbol{u}^{T} d_{q, \lambda}^{2} \mathcal{L}\left(q^{*}, \lambda^{*}, \beta+\beta^{*}\right)\left(I_{N K+K}+d_{\boldsymbol{w}} U(\mathbf{0}, \beta)\right) \boldsymbol{u} \tag{29}
\end{equation*}
$$

By Theorem 2, an arbitrary $\boldsymbol{u} \in \mathcal{K}^{*}$ can be written as $\boldsymbol{u}=\binom{\hat{\boldsymbol{u}}}{\mathbf{0}}$, where $\hat{\boldsymbol{u}} \in \operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right) \subset$ $\operatorname{ker} d^{2} F\left(q^{*}, \beta^{*}\right)$. Substituting this into (29) and observing that $d^{2} F\left(q^{*}, \beta+\beta^{*}\right)=d^{2} G\left(q^{*}\right)+$ $\left(\beta+\beta^{*}\right) d^{2} D\left(q^{*}\right)=d^{2} F\left(q^{*}, \beta^{*}\right)+\beta d^{2} D\left(q^{*}\right)$ yields

$$
\boldsymbol{x}_{0}^{T} d_{\boldsymbol{x}} r(\mathbf{0}, \beta) \boldsymbol{x}_{0}=\beta\left(\begin{array}{ll}
\hat{\boldsymbol{u}}^{T} d^{2} D\left(q^{*}\right) & \mathbf{0}^{T}
\end{array}\right)\left(I_{N K+K}+\partial_{\boldsymbol{w}} U(\mathbf{0}, \beta)\right)\binom{\hat{\boldsymbol{u}}}{\mathbf{0}} .
$$

Differentiating with respect to $\beta$, evaluating at $\beta=0$, and using (20) yields

$$
\begin{equation*}
\boldsymbol{x}_{0}^{T} d_{\boldsymbol{x}, \beta}^{2} r(\mathbf{0}, 0) \boldsymbol{x}_{0}=\hat{\boldsymbol{u}}^{T} d^{2} D\left(q^{*}\right) \hat{\boldsymbol{u}}, \tag{30}
\end{equation*}
$$

which must be non-zero since we assume that $d^{2} D(q)$ is either positive or negative definite on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$.

From (30), we can get an expression for $\xi$, the eigenvalue of $d_{x, \beta}^{2} r(0,0)$ with eigenvector $\boldsymbol{x}_{0}$. Substituting $d_{\boldsymbol{x}, \beta}^{2} r(\mathbf{0}, 0) \boldsymbol{x}_{0}=\xi \boldsymbol{x}_{0}$ and observing that $\boldsymbol{x}_{0}^{T} \boldsymbol{x}_{0}=\boldsymbol{x}_{0}^{T} W^{T} W \boldsymbol{x}_{0}=\hat{\boldsymbol{u}}^{T} \hat{\boldsymbol{u}}$ yields

$$
\begin{equation*}
\xi=\frac{\hat{\boldsymbol{u}}^{T} d^{2} D\left(q^{*}\right) \hat{\boldsymbol{u}}}{\|\hat{\boldsymbol{u}}\|^{2}} \tag{31}
\end{equation*}
$$

The requirement that $d^{2} D(q)$ is either positive or negative definite on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$ holds when $d^{2} G\left(q^{*}\right)$ is either negative or positive definite, respectively, on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$.

Lemma 2. Let $d^{2} F\left(q^{*}, \beta^{*} \neq 0\right)$ be singular where $q^{*}$ is $M$-singular such that $d^{2} G\left(q^{*}\right)$ is negative (or positive) definite on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$. Then $d^{2} D\left(q^{*}\right)$ is positive (or negative) definite on span $\left(\left\{\boldsymbol{v}_{i}\right\}\right)$.

Proof. If $\boldsymbol{u} \in \operatorname{span}\left(\left\{V_{i}\right\}\right) \subset \operatorname{ker} d^{2} F\left(q^{*}\right)$, then $\boldsymbol{u}^{T} d^{2} G\left(q^{*}\right) \boldsymbol{u}+\beta^{*} \boldsymbol{u}^{T} d^{2} D\left(q^{*}\right) \boldsymbol{u}=0$. Since $\boldsymbol{u}^{T} d^{2} G\left(q^{*}\right) \boldsymbol{u}<0$, then $\boldsymbol{u}^{T} d^{2} D\left(q^{*}\right) \boldsymbol{u}>0$.

These results are important for the Information Bottleneck problem (2), where $d^{2} G(q)=$ $-d^{2} I(Y ; Z)$ is only non-positive definite on $\operatorname{ker} d^{2} F\left(q^{*}\right)$, but is negative definite on $\operatorname{span}\left(\left\{\boldsymbol{v}_{i}\right\}\right)$. Thus, every singularity of the Information Bottleneck with $\operatorname{ker} d^{2} \mathcal{L}\left(q^{*}\right)=\mathcal{K}^{*} \times \mathcal{K}_{p}$ is a bifurcation point. The space $\mathcal{K}_{p}$ does not contain bifurcating branches since the crossing condition is never satisfied there: for $\boldsymbol{u} \in \mathcal{K}_{p}, \hat{\boldsymbol{u}}^{T} d^{2} G(q) \hat{\boldsymbol{u}}+\beta \hat{\boldsymbol{u}}^{T} d^{2} D(q) \hat{\boldsymbol{u}}=0+0$ (by Lemma 42 in [25]), and so (Theorem 109, [25]) $\xi=\frac{\hat{\boldsymbol{u}}^{T} d^{2} D(q) \hat{\boldsymbol{u}}}{\|\hat{\boldsymbol{u}}\|}=0$.

### 2.9. Bifurcation Type

Suppose that a bifurcation occurs at $\left(q^{*}, \lambda^{*}, \beta^{*}\right)$, where $q^{*}$ is $M$-singular. This section examines the type of bifurcation from which emanate the branches

$$
\left(\binom{q^{*}}{\lambda^{*}}+t \boldsymbol{u}, \beta^{*}+\beta(t)\right),
$$

whose existence is guaranteed by Theorem 3.
As we showed in [21], the derivative $\beta^{\prime}(0) \neq 0$ indicates a transcritical bifurcation. If $\beta^{\prime}(0)=0$, then the bifurcation is degenerate, and if $\beta^{\prime \prime}(0) \neq 0$, then we have a pitchfork-like bifurcation. Further, $t \beta^{\prime}(t)<0$ for small $t$ indicates a subcritical bifurcating branch, and $t \beta^{\prime}(t)>0$ for small $t$ indicates a supercritical bifurcating branch.

Expressions for $\beta^{\prime}(0)$ and $\beta^{\prime \prime}(0)$ are derived as follows. Differentiating $k(t, \beta)=0$ from (27) yields

$$
\begin{equation*}
d_{t} k(t, \beta(t))+d_{\beta} k(t, \beta(t)) \beta^{\prime}(t)=0, \tag{32}
\end{equation*}
$$

so that $\beta^{\prime}(t)=-\frac{d_{t} k(t, \beta(t))}{d_{\beta} k(t, \beta(t))}$. Differentiating (28) with respect to $t$ and then evaluating at $t=0$ shows that

$$
\begin{equation*}
\beta^{\prime}(0)=\frac{-d_{\boldsymbol{x}}^{2} r(\mathbf{0}, 0)\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{0}, \boldsymbol{x}_{0}\right]}{2\left\|\boldsymbol{x}_{0}\right\|^{2} \xi} \tag{33}
\end{equation*}
$$

where $d_{\boldsymbol{x}}^{2} r(\mathbf{0}, 0)\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{0}, \boldsymbol{x}_{0}\right]=\sum_{i, j, k} \frac{\partial^{2} r}{\partial\left[\boldsymbol{x}_{i} \partial[\boldsymbol{x}]_{j} \partial \boldsymbol{x}_{k}\right.}(\mathbf{0}, 0)\left[\boldsymbol{x}_{0}\right]_{i}\left[\boldsymbol{x}_{0}\right]_{j}\left[\boldsymbol{x}_{0}\right]_{k}$ (see (24)). As shown in the proof to Theorem $3, \xi=d_{\beta} k(0,0)$ is the non-zero eigenvalue of $d_{\boldsymbol{x}, \beta}^{2} r(0,0)$ with eigenvector $\boldsymbol{x}_{0}$.

This expression is similar to the one given in [22] p. 90. The numerator can be calculated via (24). In [21], we showed that $\beta^{\prime}(0)=0$. We have the same result in the present case.

Theorem 5. If $q^{*}$ is $M$-singular for $1<M \leq N$, then all of the bifurcating branches guaranteed by Theorem 3 are degenerate, i.e., $\beta^{\prime}(0)=0$.

Proof. To show that the numerator of (33) $d_{\boldsymbol{x}}^{2} r(\mathbf{0}, 0)=\mathbf{0}$, expand $r_{i}$, the $i$ th component of $r$, about $\boldsymbol{x}=\mathbf{0}$,

$$
\begin{aligned}
r_{i}(\boldsymbol{x}, \beta) & =r_{i}(\mathbf{0}, \beta)+d_{\boldsymbol{x}} r_{i}(\mathbf{0}, \beta)^{T} \boldsymbol{x}+\boldsymbol{x}^{T} d_{\boldsymbol{x}}^{2} r_{i}(0, \beta) \boldsymbol{x}+\mathcal{O}\left(\boldsymbol{x}^{3}\right) \\
& =d_{\boldsymbol{x}} r_{i}(\mathbf{0}, \beta)^{T} \boldsymbol{x}+\boldsymbol{x}^{T} d_{\boldsymbol{x}}^{2} r_{i}(0, \beta) \boldsymbol{x}+\mathcal{O}\left(\boldsymbol{x}^{3}\right),
\end{aligned}
$$

and so

$$
r_{i}(\boldsymbol{x}, 0)=\boldsymbol{x}^{T} d_{\boldsymbol{x}}^{2} r_{i}(0,0) \boldsymbol{x}+\mathcal{O}\left(\boldsymbol{x}^{3}\right) .
$$

Applying the equivariance relation $\operatorname{Ar}(\boldsymbol{x}, 0)=r(A \boldsymbol{x}, 0)$, where $A$ is any element of the group isomorphic to $S_{M}$ that acts on $r$ in $\mathbf{R}^{M-1}$, and equating the quadratic terms yields

$$
A\left(\begin{array}{c}
\boldsymbol{x}^{T} d_{\boldsymbol{x}}^{2} r_{1} \boldsymbol{x} \\
\boldsymbol{x}^{T} d_{\boldsymbol{x}}^{2} r_{2} \boldsymbol{x} \\
\vdots \\
\boldsymbol{x}^{T} d_{\boldsymbol{x}}^{2} r_{M-1} \boldsymbol{x}
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{x}^{T} A^{T} d_{\boldsymbol{x}}^{2} r_{1} A \boldsymbol{x} \\
\boldsymbol{x}^{T} A^{T} d_{\boldsymbol{x}}^{2} r_{2} A \boldsymbol{x} \\
\vdots \\
\boldsymbol{x}^{T} A^{T} d_{\boldsymbol{x}}^{2} r_{M-1} A \boldsymbol{x}
\end{array}\right) .
$$

By (24), the diagonal $\frac{\partial^{2} r_{i}}{\partial x_{i} \partial x_{i}}(\mathbf{0}, 0)=0$ for each $i$ as well as for all of the "multi-diagonals". This shows that $\frac{\partial^{2} r_{i}}{\partial x_{j} \partial x_{k}}(\mathbf{0}, 0)=0$ for every $i, j, k$ (see Theorem 124 in [25]).

When $\beta^{\prime}(0)=0$, we need to compute $\beta^{\prime \prime}(0)$ to determine whether a branch is subcritical or supercritical. Differentiating (32) and setting $t=0$ shows that $\beta^{\prime \prime}(0)=-\frac{d_{t}^{2} k(0,0)}{d_{\beta} k(0,0)}$. Differentiating (28) twice and solving for $d_{t}^{2} k(0,0)$ shows that

$$
\begin{equation*}
\beta^{\prime \prime}(0)=\frac{-d_{\boldsymbol{x}}^{3} r(\mathbf{0}, 0)\left[\boldsymbol{x}_{0}, \boldsymbol{x}_{0}, \boldsymbol{x}_{0}, \boldsymbol{x}_{0}\right]}{3\left\|\boldsymbol{x}_{0}\right\|^{2} \xi^{\xi}} \tag{34}
\end{equation*}
$$

where $W \boldsymbol{x}_{0}=\boldsymbol{u}=\boldsymbol{u}_{(m, n)}$. Use Equation (25) to calculate the numerator, and $\xi=d_{\beta} k(\mathbf{0}, 0)$ is the non-zero eigenvalue of $d_{\boldsymbol{x}, \beta}^{2} r(0,0)$ with eigenvector $\boldsymbol{x}_{0}$, for which we give an explicit expression in (31) when $F$ is an annealing problem.

If $\beta^{\prime \prime}(0) \neq 0$, which we expect to be true generically, then Theorem 5 shows that the bifurcation guaranteed by Theorem 3 is pitchfork-like.

### 2.10. Stability and Optimality

The next Theorem relates the stability of equilibria $\left(q^{*}, \lambda^{*}, \beta\right)$ in the flow (8) with optimality of $q^{*}$ in Problem (1). In particular, if a bifurcating branch corresponds to an eigenvalue of $d^{2} \mathcal{L}\left(q^{*}\right)$ changing from negative to positive, then the branch consists of stationary points $\left(q^{*}, \beta^{*}\right)$ that are not solutions of (1). Positive eigenvalues of $d^{2} \mathcal{L}\left(q^{*}\right)$ do not necessarily show that $q^{*}$ is not a solution of (1) (see Remark 1). For example, see page 668 of [21]. A proof of this theorem is given in [21].

Theorem 6. For each bifurcating branch guaranteed by Theorem 3, $\boldsymbol{u}$ is an eigenvector of $d^{2} \mathcal{L}\left(\binom{q^{*}}{\lambda^{*}}+\right.$ $\left.t \boldsymbol{u}, \beta^{*}+\beta(t)\right)$ for sufficiently small $t$. Furthermore, if the corresponding eigenvalue is positive, then the branch consists of unstable stationary points that are not solutions to (1).

### 2.11. Structure of the Symmetry Projection

The matrix $P_{R}\left(q^{*}\right)$ that projects $(q, \lambda) \in \Re^{N K+K}$ onto range $\left(d^{2} \mathcal{L}\left(q^{*}\right)\right) \times \mathcal{K}^{*}$ by annihilating $\mathcal{K}_{p}$ is important for numerical computations for equilibria of IB, since we may want to take each equilibrium found by Newton's method and take out any part in $\mathcal{K}_{p} . P_{R}$ is written as a function of $q$ since its constitutive vectors $\boldsymbol{y}$ (from Definition 1) depend on $q$. The following theorems clarify the structure of this projection.

Theorem 7. $P_{R}(q)=I-P_{\mathcal{K}_{p}}(q)$, where $P_{\mathcal{K}_{p}}=\left(\begin{array}{cc}A & \mathbf{0} \\ \mathbf{0} & \mathbf{0}\end{array}\right) . P_{R}$ and $P_{\mathcal{K}_{p}}$ are $(N K+K) \times$ $(N K+K)$. The matrix $A$ is $N K \times N K$ with $N^{2}$ blocks, $\left\{A_{i j}\right\}_{i, j=1}^{N}$, of size $K \times K$, defined by

$$
A_{i, j}=\left\{\begin{array}{cc}
(M-1) \boldsymbol{y} \boldsymbol{y}^{T} & \text { if } 1 \leq i=j \leq M \\
-\boldsymbol{y} \boldsymbol{y}^{T} & \text { if } 1 \leq i \neq j \leq M \\
\mathbf{0} & \text { otherwise }
\end{array}\right.
$$

For example, if $M=N=3$, then

$$
P_{R}=I-\left(\begin{array}{cccc}
2 \boldsymbol{y} \boldsymbol{y}^{T} & -\boldsymbol{y} \boldsymbol{y}^{T} & -\boldsymbol{y} \boldsymbol{y}^{T} & \mathbf{0} \\
-\boldsymbol{y} \boldsymbol{y}^{T} & 2 \boldsymbol{y} \boldsymbol{y}^{T} & -\boldsymbol{y} \boldsymbol{y}^{T} & \mathbf{0} \\
-\boldsymbol{y} \boldsymbol{y}^{T} & -\boldsymbol{y} \boldsymbol{y}^{T} & 2 \boldsymbol{y} \boldsymbol{y}^{T} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right)=I-\left(\begin{array}{cccc}
(N-1) & -1 & -1 & 0 \\
-1 & (N-1) & -1 & 0 \\
-1 & -1 & (N-1) & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \otimes \boldsymbol{y} \boldsymbol{y}^{T} .
$$

Proof. Theorem 2 gives the basis of $\mathcal{K}_{p}$ as $\left\{Y_{i}\right\}_{i=1}^{M-1}$. Let $Y$ be the $(N K+K) \times(M-1)$ matrix whose columns are the vectors $\left\{Y_{i}\right\}$. For example, if $M=3$ and $N=4$, then $Y=\left(\begin{array}{cc}\boldsymbol{y} & 0 \\ 0 & y \\ -\boldsymbol{y} & -\boldsymbol{y} \\ \mathbf{0} & 0 \\ 0 & 0\end{array}\right)$. Thus, the matrix that projects onto $\mathcal{K}_{p}$ is $P_{\mathcal{K}_{p}}=Y\left(Y^{T} Y\right)^{-1} Y^{T}$, and the projection matrix onto range $\left(d^{2} \mathcal{L}\left(q^{*}\right)\right)$ is $P_{R}=I-P_{\mathcal{K}_{p}}$. Direct multiplication of $Y\left(Y^{T} Y\right)^{-1} Y^{T}$, with an appeal to Lemma 34 in [25] to compute the inverse, shows that $P_{\mathcal{K}_{p}}=\frac{1}{N \boldsymbol{y}^{T} \boldsymbol{y}}\left(\begin{array}{cc}A & \mathbf{0} \\ \mathbf{0} & \mathbf{0}\end{array}\right)$. Dropping the constant yields the result.

For the Information Bottleneck, the matrix $P_{R}$ is easy to calculate, since $\boldsymbol{y}=q^{i}$ for any $i \in \mathcal{U}$. For example, when $q=q_{\frac{1}{N}}$, then $\boldsymbol{y}^{T} \boldsymbol{y}=\frac{K}{N^{2}}$ and $\boldsymbol{y} \boldsymbol{y}^{T}=\frac{1}{N^{2}} \mathbf{1}$, and so

$$
P_{\mathcal{K}_{p}}=\frac{1}{N K}\left(\begin{array}{ccccc}
(N-1) & -1 & \cdots & -1 & 0 \\
-1 & (N-1) & \cdots & -1 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
-1 & -1 & \ldots & (N-1) & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) \otimes \mathbf{1}
$$

where 1 is a $K \times K$ matrix of 1 s . Thus,

$$
P_{R}=I_{N K+K}-\left(\begin{array}{ccccc}
(N-1) & -1 & \ldots & -1 & 0 \\
-1 & (N-1) & \ldots & -1 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
-1 & -1 & \ldots & (N-1) & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) \otimes \mathbf{1}
$$

Theorem 8. The symmetry group $S_{M}$ commutes with the matrix $P_{R}$, which projects onto $\Re^{N K+K} \backslash$ $\mathcal{K}_{p}$.

Proof. Let $P:=P_{R}$ be the matrix that projects onto range $d^{2} \mathcal{L}\left(q^{*}\right) \times \mathcal{K}^{*}=\Re^{N K+K} \backslash \mathcal{K}_{p}$. Since $\Re^{N K+K}=$ range $d^{2} \mathcal{L}\left(q^{*}\right) \times \mathcal{K}^{*} \times \mathcal{K}_{p}$, then any $x \in \Re^{N K+K}$ can be decomposed in the respective subspaces as $x=r+k^{*}+k_{p}$. Let $\sigma$ be an arbitrary permutation matrix in $S_{M}$. Then $\sigma P\binom{q}{\lambda}=\sigma P\left(r+k^{*}+k_{p}\right)=\sigma(r+v)$. Since range $d^{2} \mathcal{L}\left(q^{*}\right), \mathcal{K}^{*}$ and $\mathcal{K}_{p}$ are all $S_{M}$ invariant; then $\sigma(r+v) \in$ range $d^{2} \mathcal{L}\left(q^{*}\right) \times \mathcal{K}^{*}$ implies that $\sigma(r+v)=P \sigma(r+v)$, and $\sigma z \in \mathcal{K}_{p}$ implies that $P \sigma(r+v)=P \sigma(r+v+z)$. Thus, $\sigma P x=P \sigma x$.

### 2.12. Visualizations of Sample Results

We illustrate these structures numerically. In [7], we introduced the toy "Four-blob" probability distribution $p(x, y)$ shown in Figure 1.


Figure 1. The probability distribution $p(x, y)$ for the "Four-blob" toy problem for a system of interest $X \rightarrow Y$. We use this probability to illustrate some results of the bifurcation analysis reported here.

For the Information Distortion problem (3) $[7,12,13]$ and the synthetic dataset composed of a mixture of four Gaussians (Figure 1), we determined the bifurcation structure of solutions to (3) by annealing in $\beta$ and finding the corresponding stationary points to (1). A typical run of the derived gradient dynamical system tends to follow the main bifurcation branch $S_{K} \rightarrow S_{K-1}$ from the fully symmetric uniform quantizer $q_{\frac{1}{N}}(N=4$ here) to the fully resolved deterministic quantizer (hard clustering) seen at the end in Figure 2. The permutation symmetry is also obvious there-the value of the cost function does not change if the classes along the vertical axis in $T$ are permuted/relabeled. The uniform quantizer $q_{\frac{1}{N}}$ (Item 1 in the figure) plays a special role in the formulation (3), as it is the unique solution to the problem for $\beta=0$ as the maximum entropy solution of $\max _{q} H(T \mid Y)$. Its loss of stability at the first bifurcation for increasing $\beta$ can hence be determined analytically and the first bifurcation structure characterized completely. Because of the "perpetual kernel" of the cost function in (4), the uniform quantizer is just one of a continuous set of "uninformative" quantizers for the IB problem (4): all $\{q(t \mid y): q(t \mid y)=f(t)\}$, having constant probability of assignment of each $y$ to class $t$, but the assignment weight can be different for different classes. Such a structure does not change the value of the cost function in the IB problem (4) (but does change it for (3), which hence does not have this degeneracy). We address the degeneracy of the IB optimization by projecting onto the subspace that has the correct symmetry (i.e., just the uniform quantizer $q_{\frac{1}{N}}$ in this case), as outlined in Remark 2.

A more-thorough structure of the bifurcation diagram, using the analysis presented above, is shown in Figure 3.

Similar to the results we presented in [28], the close-up of the bifurcation at $\beta \approx$ 1.038706 in Figure 3B shows a subcritical bifurcating branch (a first-order phase transition) that consists of stationary points of Problem (1). By projecting the Hessian $\Delta_{q}\left(G\left(q^{*}\right)+\right.$ $\beta D\left(q^{*}\right)$ ) onto each of the kernels referenced in Theorem 6, we determined that the points on this subcritical branch are not solutions of (1), and yet they are solutions of (2).

Furthermore, observe that Figure 3B indicates that a saddle-node bifurcation occurs at $\beta \approx 1.037479$. That this is indeed the case was proved in [21]. In fact, for any problem of the form (2), these are the only two types of bifurcations to be expected: pitchfork and saddle-node.


Figure 2. The bifurcations of the solutions $\left(q^{*}, \beta\right)$ to the Information Distortion problem (3). For the mixture of 4 well-separated Gaussians shown in Figure 1, the behavior of $D(q)=I(X ; T)$ as a function of $\beta$ is shown in the top panel, and some of the solutions $q^{*}(T \mid Y)$ are shown in the bottom panels. Item 1 shows the uniform quantizer $q_{\frac{1}{N}}$, assigning equal probability of each $y \in Y$ to belong to one of the four clusters in $T$. Subsequent items 2-5 point to a set of partially resolved quantizations, in which subsets of $Y$ are assigned with high probability to one (2) or more (3-5) classes (dark colors, close to 1), while other subsets are still unresolved (gray levels), albeit as a higher probability than $q_{\frac{1}{N}}$ (darker gray, as some of the classes are excluded after being resolved for another subset). Item 6 shows an almost fully resolved quantizer at sufficiently high $\beta$. They become fully resolved (deterministic; $q(t \mid y)=1$ or 0 ) as $\beta \rightarrow \infty$ (not shown).


Figure 3. (A) The bifurcation structure of stationary points of the Information Distortion problem (3), a problem of form (2). We found these points by annealing in $\beta$ and finding stationary points for Problem (1) using the algorithm presented in [28]. A square indicates where a bifurcation occurs. (B) A close-up of the subcritical bifurcation at $\beta \approx 1.038706$, indicated by a square. Observe the subcritical bifurcating branch, and the subsequent saddle-node bifurcation at $\beta \approx 1.037479$, indicated by another square. We applied Theorem 6 to show that the subcritical bifurcating branch is composed of quantizers that are solutions of (3) but not of (1).

## 3. Conclusions and Discussion

The main goal of this contribution was to show that information-based distortionannealing problems such as (2) have an interesting mathematical structure. The most interesting aspects of that mathematical structure are driven by the symmetries present in the cost functions-their invariance to actions of the permutation group $S_{N}$, represented as relabeling of the reproduction classes. Such a structure would hold for any biclustering
problem [4] that relies on the intrinsic interaction of a pair of variables for unsupervised clustering. The second mathematical structure that we used successfully was bifurcation theory, which allowed us to identify and study the discrete points at which the character of the cost function changed. The combination of those two tools in [20] allowed us to explicitly compute the value of the annealing parameter $\beta$ at which the initial maximum at the uniform quantizer $q_{\frac{1}{N}}$ of (1) loses stability. We concluded that for a fixed system $C \rightarrow Y$ characterized by $p(X, Y)$, this value is the same for both problems, that it does not depend on the number of elements of the reproduction variable $T$, and that it is always greater than 1 . We further introduced an eigenvalue problem that links the critical values of $\beta$ and $q$ for bifurcations, or phase transitions, branching off arbitrary intermediate solutions.

Even though the cost functions $F_{I B}(4)$ and $F_{H}(3)$ have similar properties, they also differ in some important aspects. We have shown that the function $F_{I B}$ is degenerate since its constitutive functions $I(X ; Y)$ and $I(X ; T)$ are not strictly convex in $q$. That introduces additional invariances and singularities that are always preserved, which makes phase transitions more difficult to detect (e.g., the "uninformative quantizers" $q(t \mid y)=f(t)$ only) and post-transition directions more difficult to determine. In contrast, $F_{H}$ is strictly convex except at points of phase transitions. The theory we developed here allows us to identify bifurcation directions and determine their stability. Despite the presence of a high-dimensional null space at bifurcations, the symmetries restrict the allowed transition dimensions to multiple co-dimension 1 transitions, all related by group transformations. We achieved that here with three main results. Theorem 8 extended the Equivariant Branching Lemma 1 to the Information Bottleneck case with additional translation invariance. Theorem 4 identified specific conditions at which a bifurcation of the gradient flow (8) occurs. This condition is computable analytically for the initial bifurcation off the uniform quantizer $q_{\frac{1}{N}}$ and with numeric continuation for subsequent bifurcation. Finally, in Section 2.9, we provided checks for the types of bifurcations that occur, giving conditions to detect saddle-node and pitchfork bifurcations and to determine whether pitchforks are supercritical (second-order phase transitions) or subcritical (leading to first-order phase transitions discontinuous in $\beta$ ). The combination of the three results, together with our previous results in [20], completely characterize the local bifurcation structure of Information Bottleneck-type problems with or without the added translation symmetry.

Despite the further development of the bifurcation formalism for IB presented her, there are still open questions that this manuscript did not resolve. In particular, we still cannot confirm or reject the conjecture that the set of $S_{K}$ symmetric soft-clustering branches connected through symmetry-breaking bifurcations leads to the global hard-clustering optima at $\beta \rightarrow \infty$ (multiple equivalent solutions connected by the permutation symmetry of the problem). We believe this is partially due to a discrepancy between practical observations and theoretical results. In particular, we and other practitioners [29,30] note that the only observed symmetry-breaking bifurcations during optimization are of the kind $S_{M} \rightarrow S_{M-1}$, while the theory allows for arbitrary $S_{M} \rightarrow S_{m} \times S_{n}$ bifurcations. The latter are known to happen and be stable in other biological systems and circumstances [26,31]. This suggests a research approach of comparing and contrasting the different systems that possess the same $S_{N}$ symmetry and symmetry-breaking bifurcations to lead to breakthroughs in this application to optimization in the Information Bottleneck problem.

An additional open problem involves the use of continuous variables, already noted in [5] and explored further in $[32,33]$. This approach, while important for many real-world problems, involves the application of additional mathematical tools, namely Calculus of Variations [34], which further increases the complexity of an otherwise already complex problem. These difficulties are illustrated in a pair of papers $[35,36]$ that use the continuous formulation. They do present some significant results on conditions of learnability, but both papers manage to only get bounds on $\beta$ under which learnability (optimal solutions beyond the "uninformative" quantizer) can be achieved. This is possibly due to the presence of continuous spectra in covariance operators of continuous quantizers, something that we avoid by focusing on finite spaces. As a consequence, here and in prior work [20], we
show specific values for $\beta$ for the initial bifurcation from the uniform quantizer, which supports nontrivial clustering. We consider formulation with continuous variables beyond the scope of this manuscript, but look forward to the development of additional techniques to incorporate this important case in the bifurcation framework presented here. Regardless of such developments, any practical problem with numeric optimization will involve discretization of the continuous variables, which effectively converts a continuous problem to the discrete state discussed here.
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#### Abstract

The Information Bottleneck (IB) is a method of lossy compression of relevant information. Its rate-distortion (RD) curve describes the fundamental tradeoff between input compression and the preservation of relevant information embedded in the input. However, it conceals the underlying dynamics of optimal input encodings. We argue that these typically follow a piecewise smooth trajectory when input information is being compressed, as recently shown in RD. These smooth dynamics are interrupted when an optimal encoding changes qualitatively, at a bifurcation. By leveraging the IB's intimate relations with RD, we provide substantial insights into its solution structure, highlighting caveats in its finite-dimensional treatments. Sub-optimal solutions are seen to collide or exchange optimality at its bifurcations. Despite the acceptance of the IB and its applications, there are surprisingly few techniques to solve it numerically, even for finite problems whose distribution is known. We derive anew the IB's first-order Ordinary Differential Equation, which describes the dynamics underlying its optimal tradeoff curve. To exploit these dynamics, we not only detect IB bifurcations but also identify their type in order to handle them accordingly. Rather than approaching the IB's optimal tradeoff curve from sub-optimal directions, the latter allows us to follow a solution's trajectory along the optimal curve under mild assumptions. We thereby translate an understanding of IB bifurcations into a surprisingly accurate numerical algorithm.
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## 1. Introduction

The Information Bottleneck (IB) describes the fundamental tradeoff between the compression of information on an input $X$ to the preservation of relevant information on a hidden reference variable $Y$. Formally, let $X$ and $Y$ be random variables defined, respectively, on finite source and label alphabets $\mathcal{X}$ and $\mathcal{Y}$, and let $p_{Y \mid X}(y \mid x) p_{X}(x)$ be their joint probability distribution, or $p(y \mid x) p(x)$ for short (without loss of generality, $p(x)>0$ for every $x \in \mathcal{X}$ and so $p_{Y \mid X}$ is well-defined). One seeks [1] to maximize the information $I(Y ; \hat{X})$ over all Markov chains $Y \longleftrightarrow X \longleftrightarrow \hat{X}$, subject to a constraint on the mutual information $I(X ; \hat{X}):=\mathbb{E}_{p(\hat{x} \mid x) p(x)} \log \frac{p(\hat{x} \mid x)}{p(\hat{x})}$,

$$
\begin{equation*}
I_{Y}\left(I_{X}\right):=\max _{p(\hat{x} \mid x)}\left\{I(Y ; \hat{X}): I(X ; \hat{X}) \leq I_{X}\right\} \tag{1}
\end{equation*}
$$

The latter maximization is over conditional probability distributions or encoders $p(\hat{x} \mid x)$. The graph of $I_{Y}\left(I_{X}\right)$ is the IB curve. We write $T:=|\hat{\mathcal{X}}|$, for a codebook or representation alphabet $\hat{\mathcal{X}}$. An encoder $p(\hat{x} \mid x)$ which achieves the maximum in (1) is IB optimal or simply optimal.

Written in a Lagrangian formulation $\mathcal{L}:=I(X ; \hat{X})-\beta I(Y ; \hat{X})$ with $\beta>0$ (normalization constraints omitted for clarity), [1] showed that a necessary condition for extrema in (1) is that the IB Equations hold. Namely,

$$
\begin{align*}
p(\hat{x} \mid x) & =\frac{p(\hat{x})}{Z(x, \beta)} \exp \left\{-\beta D_{K L}[p(y \mid x) \| p(y \mid \hat{x})]\right\}  \tag{2}\\
p(y \mid \hat{x}) & =\sum_{x} p(y \mid x) p(x \mid \hat{x}), \quad \text { and }  \tag{3}\\
p(\hat{x}) & =\sum_{x} p(\hat{x} \mid x) p(x) \tag{4}
\end{align*}
$$

In these, $Z(x, \beta):=\sum_{\hat{x}} p(\hat{x}) \exp \left\{-\beta D_{K L}[p(y \mid x) \| p(y \mid \hat{x})]\right\}$ is the partition function, $D_{K L}$ is the Kullback-Leibler divergence, $D_{K L}[p \| q]:=\sum_{i} p(i) \log p(i) / q(i)$, and $p(x \mid \hat{x})$ in (3) is defined by the Bayes rule $p(\hat{x} \mid x) p(x) / p(\hat{x})$. The IB Equations (2)-(4) are a necessary condition for an extremum of $\mathcal{L}$ also when it is considered as a functional in three independent families of normalized distributions $\{p(\hat{x} \mid x)\},\{p(y \mid \hat{x})\}$ and $\{p(\hat{x})\}$, ref. [1] (Section 3.3), rather than in $\{p(\hat{x} \mid x)\}$ alone. While satisfying them is necessary to achieve the curve (1), it is not sufficient. Indeed, Equations (2)-(4) have solutions that do not achieve curve (1), and so are sub-optimal. This results in sub-optimal IB curves, which intersect or bifurcate as the multiplier $\beta$ varies (see Section 3.4 in [1]).

Iterating over the IB Equations (2)-(4) is essentially Blahut-Arimoto's algorithm variant for the IB (BA-IB) due to [1], brought below for reference. While the minimization problem (1) can be solved exactly in special cases [2] (Section IV), exact solutions of an arbitrary finite IB problem whose distribution is known are usually obtained nowadays using BA-IB; see [3] (Section 3) for a survey of other computation approaches. Write $B A_{\beta}$ for a single iteration of BA-IB. Since $B A_{\beta}$ encodes an iteration over the IB Equations (2)-(4), then an encoder $p(\hat{x} \mid x)$ is its fixed point, $B A_{\beta}[p(\hat{x} \mid x)]=p(\hat{x} \mid x)$, if and only if it satisfies the IB Equations. Or equivalently, if $p(\hat{x} \mid x)$ is a root of the IB operator,

$$
\begin{equation*}
F:=I d-B A_{\beta} \tag{5}
\end{equation*}
$$

in a manner similar to [4]. We shall then call it an $I B$ root. Agmon et al. [4] used a similar formulation of rate-distortion (RD) and its relations in [5] to the IB, to show that BA-IB suffers from critical slowing down near critical points, where the marginal $p(\hat{x})$ of a representor $\hat{x}$ in an optimal encoder vanishes gradually. That is, the number of BA-IB iterations required until convergence increases dramatically as one approaches such points.

Formulating fixed points of an iterative algorithm as operator roots can also be leveraged for computational purposes in a constrained optimization problem, as noted recently by [6] for RD. Indeed, let $F(\cdot, \beta)$ be a differentiable operator on $\mathbb{R}^{n}$ for some $n>0$, $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$, where $\beta$ is a (real) constraint parameter. Suppose now that $(x, \beta)$ is a root of $F$,

$$
\begin{equation*}
F(x, \beta)=\mathbf{0} \tag{6}
\end{equation*}
$$

such that $x=x(\beta)$ is a differentiable function of $\beta$. Write $D_{x} F:=\left(\frac{\partial}{\partial x_{j}} F_{i}\right)_{i, j}$ for its Jacobian matrix, and $D_{\beta} F:=\left(\frac{\partial}{\partial \beta} F_{i}\right)_{i}$ for its vector of partial derivatives with respect to $\beta$. The point $(x, \beta)$ of evaluation is omitted whenever understood. As is often discussed along with the Implicit Function Theorem, e.g., [7], applying the multivariate chain rule to $F(x(\beta), \beta)$ in (6) yields an implicit ordinary differential equation (ODE)

$$
\begin{equation*}
D_{x} F \frac{d x}{d \beta}=-D_{\beta} F, \tag{7}
\end{equation*}
$$

for the roots of $F$. Plugging in explicit expressions for the first-order derivative tensors $D_{x} F$ and $D_{\beta} F$, one can specialize (7) to a particular setting, which allows one to compute the implicit derivatives $\frac{d x}{d \beta}$ numerically. While [6] discovered the RD ODE this way, they showed that (7) can be generalized to arbitrary order under suitable differentiability assumptions. Namely, they showed that the derivatives $\frac{d^{l} x}{d \beta^{l}}$ implied by $F=\mathbf{0}$ (6) can be computed via a recursive formula, for an arbitrary-order $l>0$. By specializing this with the higher
derivatives of Blahut's algorithm [8], they obtained a family of numerical algorithms for following the path of an optimal RD root (Part I there).

In this work, we specialize the implicit ODE (7) to the IB. Namely, we plug into (7) the first-order derivatives of the IB operator $I d-B A_{\beta}(5)$ to obtain the $I B O D E$, and then use it to reconstruct the path of an optimal IB root, in a manner similar to [6]. This is not to be confused with the gradient flow (of arbitrary encoders) towards an optimal root at a fixed $\beta$ value, described in [9] (Equation (6)) by an ODE, which is a different optimization approach. In contrast, the implicit Equation (7) describes how a root evolves with $\beta$. So, in principle, one may compute an optimal IB root once and then follow its evolution along the IB curve (1). While the discovery of the IB ODE is due to [10], we derive it here anew in a form that is better suited for computational (and other) purposes, especially when there are fewer possible labels $\mathcal{Y}$ than input symbols $\mathcal{X}$, as often is the case. To that end, we consider several natural choices of a coordinate system for the IB in Section 2 and compare their properties. This allows us to make an apt choice for the ODE's variable $x$ in (7). In Section 3, we present the IB ODE in these coordinates (Theorem 1). This enables one to numerically compute the first-order implicit derivatives at an IB root, if it can be written as a differentiable function in $\beta$. So long as an optimal root remains differentiable, a simple way to reconstruct its trajectory is by taking small steps at a direction determined by the IB ODE. This is Euler's method for the IB. The error accumulated by Euler's method from the true solution path is roughly proportional to the step size, when small enough. For comparison, reverse deterministic annealing [11] with BA-IB is nowadays common for computing IB roots. The dependence of its error on the step size is roughly the same as in Euler's method. This is discussed in Section 4, where we combine Euler's method with BA-IB to obtain a modified numerical method whose error decreases at a faster rate than either of the above.

However, the differentiability of optimal IB roots breaks where the solution changes qualitatively. Such a point is often called a phase transition in the IB literature, or a bifurca-tion-namely, a point where there is a change in the problem's number of solutions; e.g., [12] (Section 2.3) for basic definitions. As noted already by Tishby et al. in [1], their existence in the IB stems from restricting the cardinality of the representation alphabet $\hat{\mathcal{X}}$. Since IB roots are the solutions of the fixed-point Equations (2)-(4), then the gap between achieving the IB curve (1) to merely satisfying these Equations lies in understanding the solution structure of the IB operator (5), or equivalently its bifurcations. While IB bifurcations were analyzed in several works, including $[9,13,14]$ and others, little is known about the practical value of understanding them. In $[15,16]$ it was shown that they correspond to the onset of learning new classes, and in [4] that they inflict a hefty computational cost to BA-IB. Following [6], this work demonstrates that understanding bifurcations can be translated to a new numerical algorithm to solve the IB. To that end, merely detecting a bifurcation along a root's path does not suffice. Rather, it is also necessary to identify its type, as this allows one to handle the bifurcation accordingly. One can then continue following the path dictated by the IB ODE.

Almost all of the literature on IB bifurcations is based on a perturbative approach, in a manner similar to [17] (Section IV.C). That is, suppose that the first variation

$$
\begin{equation*}
\left.\frac{\partial}{\partial \epsilon} \mathcal{L}[p(\hat{x} \mid x)+\epsilon \Delta p(\hat{x} \mid x) ; \beta]\right|_{\epsilon=0} \tag{8}
\end{equation*}
$$

of the IB Lagrangian $\mathcal{L}$ vanishes, for every perturbation $\Delta p(\hat{x} \mid x)$. This condition is necessary for extremality and implies [1] the IB Equations (2)-(4). Then, $(p(\hat{x} \mid x), \beta)$ is said to be a phase transition only if there exists a particular direction $\Delta q(\hat{x} \mid x)$ at which $p(\hat{x} \mid x)$ can be perturbed without affecting the Lagrangian's value to second order,

$$
\begin{equation*}
\left.\frac{\partial^{2}}{\partial \epsilon^{2}} \mathcal{L}[p(\hat{x} \mid x)+\epsilon \Delta q(\hat{x} \mid x) ; \beta]\right|_{\epsilon=0}=0 \tag{9}
\end{equation*}
$$

For finite IB problems, condition (8) boils down to requiring that the gradient of $\mathcal{L}$ vanishes, while condition (9) is equivalent to requiring that its Hessian matrix has a non-trivial kernel (as both are conditions on the directional derivatives, e.g., [18]). The works [9,14-16] take such an approach, while [13] focuses on one type of IB bifurcations.

While a perturbative approach is common in analyzing phase transitions, it has several shortcomings when applied to the IB, as noted by [10]. First, the IB's Lagrangian $\mathcal{L}$ is constant on a linear manifold of encoders $p(\hat{x} \mid x)$ [9] (Section 3.1), and so condition (9) leads to false detections. While this was considered there and in its sequel [19] by giving subtle conditions on the nullity of the second variation in (9), in practice it is difficult to tell whether a particular direction $\Delta q(\hat{x} \mid x)$ is in the kernel due to a bifurcation or due to other reasons, as they note. Second, note that a finite IB problem can be written as an infinite RD problem [20]. As discussed in Section 5, representing an IB root by a finite-dimensional vector leads to inherent subtleties in its computation. Among other things, these may well result in a bifurcation not being detectable under certain circumstances (Section 5.3). To our understanding, many of the difficulties that hindered the understanding of IB bifurcations throughout the years are, in fact, artifacts of finite dimensionality. Third, conditions (8) and (9) do not suffice to reveal the type of the bifurcation, information which is necessary for handling it when following a root's path. While [19] (Section 2.9) give conditions for identifying the type, these partially agree with our findings and do not suggest a straightforward way for handling a bifurcation.

Rather than imposing conditions on the scalar functional $\mathcal{L}$, our approach to IB bifurcations follows that of [6] for RD. That is, we rely on the fact that the IB's local extrema are fixed points of an iterative algorithm, and so they also satisfy a vector equation $F=\mathbf{0}$ (6). We shall now consider a toy problem to motivate our approach. "Bifurcation Theory can be briefly described by the investigation of problem (6) in a neighborhood of a root where $D_{x} F$ is singular" [21]. Indeed, recall that if $D_{x} F$ is non-singular at a root $\left(x_{0}, \beta_{0}\right)$, then by the Implicit Function Theorem (IFT), there exists a function $x(\beta)$ through the root, $x\left(\beta_{0}\right)=x_{0}$, which satisfies $F(x(\beta), \beta)=\mathbf{0}$ (6) at the vicinity of $\beta_{0}$. The function $\boldsymbol{x}(\beta)$ is then not only unique at some neighborhood of $\left(x_{0}, \beta_{0}\right)$, but further, $x(\beta)$ inherits the differentiability properties of $F$ [21] (I.1.7). In particular, if the operator $F$ is real-analytic in its variables-as with the IB operator (5)-then so is its root $x(\beta)$. While a bifurcation can occur only if $D_{x} F$ is singular, singularity is not sufficient for a bifurcation to occur. For example, the roots of the operator

$$
\begin{equation*}
F(x, y ; \beta):=(x-\beta, 0) \tag{10}
\end{equation*}
$$

on $\mathbb{R}^{2}$ consist of the vertical line $x=\beta,\{(\beta, y): y \in \mathbb{R}\}$, for every $\beta \in \mathbb{R}$. For a fixed $y$, each such root is real-analytic in $\beta$. However, one cannot deduce this directly from the IFT, as the Jacobian $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ of $F(10)$ is always singular. Note, however, that in this particular example, the $x$ coordinate alone suffices to describe the problem's dynamics, and so its $y$ coordinate is redundant. One can ignore the $y$ coordinate by considering the "reduction" $\tilde{F}(x ; \beta):=x-\beta$ of $F$ to $\mathbb{R}^{1}$. Further, discarding $y$ also removes or mods-out the direction $\binom{0}{1}$ from ker $D_{x} F$, which does not pertain to a bifurcation in this case. This results in the non-singular Jacobian matrix (1) of $\tilde{F}$, and so it is now possible to invoke the IFT on the reduced problem. The root guaranteed by the IFT can always be considered in $\mathbb{R}^{2}$ by putting back a redundant $y$ coordinate at some fixed value. In [6], a similarly defined reduction of finite RD problems was used to show that their dynamics are piecewise real-analytic under mild assumptions.

The intuition behind our approach is similar to [20] (Section III), who observed that "in the IB one can also get rid of irrelevant variables within the model". Nevertheless, the details differ. Mathematically, we consider the quotient $V / W$ of a vector space $V$ by its subspace $W$. Elements of $V$ are identified in the quotient if they differ by an element of $W: v_{1} \sim v_{2} \Leftrightarrow v_{1}-v_{2} \in W$, for $v_{1}, v_{2} \in V$. This way, one "mods-out" $W$, collapsing it to a single point in the quotient vector space $V / W$. The resulting problem is smaller and so easier to handle, whether for theoretical or practical purposes (although not needed
for our purposes, this can be made precise in terms of the tangent space of a differentiable manifold; cf., Section 3 in [22]). This is how the one-dimensional vector space ker $D_{x} F$ in our toy example (10) was reduced to the trivial $\operatorname{ker} D_{x} \tilde{F}=\{\boldsymbol{0}\}$. However, one needs to understand the solution structure, for example, to ensure that the directions in $W$ are not due to a bifurcation. We note in passing that $V / W$ has a simple geometric interpretation as the translations of $W$ in $V$, in a manner reminiscent of its better-known counterparts of quotient groups and rings; e.g., [23] (Section 10.2). To keep things simple, however, we shall not use quotients explicitly. Instead, the reader may simply consider the sequel as a removal of redundant coordinates, for we shall only remove coordinates that the reader does not care about anyway, as in the above toy example.

To achieve this approach, one needs to consider the IB in a coordinate system that permits a simple reduction as in (10), and to understand its solution structure. We achieve these in Section 5 by exploiting two properties of the IB which are often overlooked. First, proceeding with the coordinates' exchange of Section 2, the intimate relations $[5,20]$ of the IB with RD suggest a "minimally sufficient" coordinate system for the IB, just as the $x$ axis is for problem (10). Reducing an IB root to these coordinates is a natural extension of reduction in RD [6]. Reduction of IB roots facilitates a clean treatment of IB bifurcations. These are roughly divided into continuous and discontinuous bifurcations, in Sections 5.2 and 5.3, respectively. While understanding continuous bifurcations is straightforward, the IB's relations with RD allow us to understand the discontinuous bifurcation examples of which we are aware as a support switching bifurcation in RD, by leveraging [6] (Section 6). A second property is the analyticity of the IB operator (5), which stems from the analyticity of the IB Equations (2)-(4). By building on the first property, analyticity leads us to argue that the Jacobian of the IB operator (5) is generally non-singular (Conjecture 1) when considered in reduced coordinates as above. As an immediate consequence, the dynamics underlying the IB curve (1) are piecewise real-analytic in $\beta$, in a manner similar to RD. Indeed, the fact that there exist dynamics underlying the IB curve (1) in the first place can arguably be attributed to analyticity (see the discussion following Conjecture 1). Combining both properties sheds light on several subtle yet important practical caveats in solving the IB (Section 5.3) due to using finite-dimensional representations of its roots. These subtleties are compatible with our numerical experience. The results here suggest that, unlike RD, the IB is inherently infinite-dimensional, even for finite problems.

Finally, Section 6 combines the modified Euler method of Section 4 with the understanding of IB bifurcations in Section 5, to obtain an algorithm for following the path of an optimal IB root, in Section 6.1. That is, First-order Root Tracking for the IB (IBRT1). For simplicity, we focus mainly on continuous IB bifurcations, as these are the ones most often encountered in practice (see Section 6.3 on the algorithm's handling of discontinuous bifurcations). The resulting approximations in the information plane are surprisingly close to the true IB curve (1), even on relatively sparse grids (i.e., with large step sizes), as seen in Figure 1. See Section 6.2 for the numerical results underlying the latter. The reasons for this are discussed in Section 6.3, along with the algorithm's basic properties. Unlike BA-IB, which suffers from an increased computational cost near bifurcations, our IBRT1 algorithm suffers from a reduced accuracy there, in a manner similar to root tracking for RD [6].

With that, we note that there are standard techniques in Bifurcation Theory for handling a non-trivial kernel of $D_{x} F$ at a root. For example, the Lyapunov-Schmidt reduction replaces the high-dimensional problem $F=\mathbf{0}(6)$ on $\mathbb{R}^{n}$ by a smaller but equivalent problem $\Phi=0$, where $\Phi(\cdot, \beta)$ maps vectors in the (right) kernel of $D_{x} F$ to vectors in its left kernel. To achieve this, it separates the kernel and non-kernel directions of the problem, essentially handling each in turn; e.g., [21] (Theorem I.2.3) or [24] (Section 9.7). This technique is generic, as it does not rely on any particular property of the problem at hand. As such, it is considerably more involved than removing redundant coordinates, which requires an understanding of the solution structure. In contrast, reduction in the IB is straightforward. For the purpose of following a root's path, carrying on with redundant kernel directions is burdensome, computationally expensive, and sensitive to approximation errors. Applying

Lyapunov-Schmidt to our toy problem (10), for instance, reduces $F=\mathbf{0}$ (6) to choosing a continuously differentiable function $\Phi$ on the $y$-axis there (which is obtained by first solving for $x=\beta$; see the proof of Theorem I.2.3 in [21] for details). However, since $y$ is redundant in this example, then solving for $\Phi$ can provide no useful information on the dynamics of its roots. In [19], a variant of the Lyapunov-Schmidt reduction was used to consider IB bifurcations due to symmetry breaking. While our findings are in partial agreement with theirs for continuous IB bifurcations, they differ for discontinuous bifurcations (see Sections 5.2 and 5.3).


Figure 1. The approximate IB curves yielded by our algorithm, based on the IB ODE (16). Our First-order Root Tracking algorithm for the IB (IBRT1) of Section 6.1 was used to approximate the optimal IB roots of a binary symmetric channel with crossover probability 0.3 and a uniform source, $\operatorname{BSC}(0.3)$, for several grid densities. The points in the information plane yielded from these approximations are plotted on top of the problem's exact solution (see Appendix E). Despite the algorithm's approximation errors (Section 6.2), the approximate curves it yields are visually indistinguishable from the true IB curve (1), even on relatively few grid points. The reasons for this are discussed below (Section 6.3).

## Notations

Vectors are written in boldface $\boldsymbol{x}$, and scalars in regular font $x$. A distribution $p$ pertaining to a particular multiplier value $\beta$ of the IB Lagrangian $\mathcal{L}$ is denoted with a subscript, $p_{\beta}$. Blahut-Arimoto's algorithm for the IB (BA-IB) is brought below as Algorithm 1, with a single iteration over the IB Equations (2)-(4) (in steps 1.4-1.8) denoted $B A_{\beta}$. The probability simplex on a set $S$ is denoted $\Delta[S]$ (see Section 5.1). The support of a probability distribution $p$ on $S$ is supp $p:=\{s \in S: p(s) \neq 0\}$. The source, label, and representation alphabets of an IB problem are denoted $\mathcal{X}, \mathcal{Y}$, and $\hat{\mathcal{X}}$, respectively; we write $T:=|\hat{\mathcal{X}}| . \delta$ denotes Dirac's delta function, $\delta_{i, j}=1$ if $i=j$, and zero otherwise.

```
Algorithm 1 Blahut-Arimoto for the Information Bottleneck (BA-IB), [1].
    function \(\mathrm{BA}-\mathrm{IB}\left(p_{0}(\hat{x} \mid x) ; p_{Y \mid X} p_{X}, \beta\right)\)
Input:
    An initial encoder \(p_{0}(\hat{x} \mid x)\), a problem definition \(p(y \mid x) p(x)\), and \(\beta>0\).
Output:
    A fixed point \(p(\hat{x} \mid x)\) of the IB Equations (2)-(4).
        Initialize \(i \leftarrow 0\).
        repeat
            \(p_{i}(\hat{x}) \leftarrow \sum_{x} p_{i}(\hat{x} \mid x) p(x)\)
            \(p_{i}(x \mid \hat{x}) \leftarrow p_{i}(\hat{x} \mid x) p(x) / p_{i}(\hat{x})\)
            \(p_{i}(y \mid \hat{x}) \leftarrow \sum_{x} p(y \mid x) p_{i}(x \mid \hat{x})\)
            \(Z_{i}(x, \beta) \leftarrow \sum_{\hat{x}} p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\}\)
            \(p_{i+1}(\hat{x} \mid x) \leftarrow \frac{p_{i}(\hat{x})}{Z_{i}(x, \beta)} \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\}\)
            \(i \leftarrow i+1\)
        until convergence.
    end function
```


## 2. Coordinates Exchange for the IB

Just as a point in the plane can be described by different coordinate systems, so can IB roots. As demonstrated recently by [6] for the related rate-distortion theory, picking the right coordinates matters when analyzing its bifurcations. The same holds also for the IB. Our primary motivations for exchanging coordinates are to reduce computational costs and to mod-out irrelevant kernel directions, as explained in Section 1. In this Section, we discuss three natural choices of a coordinate system for parameterizing IB roots and the reasoning behind our choice for the sequel before setting to derive the IB ODE in the following Section 3. This work is complemented by the later Section 5.1, which facilitates a transparent analysis of IB bifurcations.

IB roots have been classically parameterized in the literature by (direct) encoders $p(\hat{x} \mid x)$, following [1]. Considering the BA-IB Algorithm 1 reveals two other natural choices, illustrated by Equation (11) below. First, an encoder $p(\hat{x} \mid x)$ determines a cluster marginal $p(\hat{x})$ and an inverse encoder $p(x \mid \hat{x})$, via steps 4 and 5 of Algorithm 1 (denoted 1.4 and 1.5, for short), respectively. These can be interpreted geometrically as $p(\hat{x})$-weighted points $q_{\hat{x}}(x)$ in the simplex $\Delta[\mathcal{X}]$ of $X$, so long as they are well-defined, $\forall \hat{x} p(\hat{x}) \neq 0$. No more than $|\mathcal{X}|+1$ points in the simplex are required to represent an IB root [2]. The latter is readily seen to analyze the IB in these coordinates, although it pre-dates [1] and has generally escaped broader attention. Second, an inverse encoder determines a decoder $p(y \mid \hat{x})$, via step 6 . Along with the cluster marginal, $(p(y \mid \hat{x}), p(\hat{x}))$ can be similarly interpreted as $p(\hat{x})$-weighted points $r_{\hat{x}}(y)$ in the simplex $\Delta[\mathcal{Y}]$ of $Y$. This choice of coordinates is implied already by Theorem 5 in [1]. Cycling around Equation (11), a decoder $(p(y \mid \hat{x}), p(\hat{x}))$ determines via steps 7 and 8 a new encoder, which may differ from the one with which we have started. For notational simplicity, we shall usually write $(p(y \mid \hat{x}), p(\hat{x}))$ rather than $\left(r_{\hat{x}}(y), p(\hat{x})\right)$ for decoder coordinates (similarly for inverse encoder coordinates).


The above allows us to define three BA operators as the composition of three consecutive maps in Equation (11), encoding an iteration of Algorithm 1. When starting at an encoder $p(\hat{x} \mid x)$, its output is a newly defined encoder. Similarly, when starting at one of the other two vertices, it sends an inverse encoder $(p(x \mid \hat{x}), p(\hat{x}))$ or a decoder pair $(p(y \mid \hat{x}), p(\hat{x}))$ to
a newly defined one. By abuse of notation, we denote all three compositions by $B A_{\beta}$, with the choice of coordinate system mentioned accordingly. Indeed, these are representations of a single BA-IB iteration in three different coordinate systems, and so may be considered as distinct representations of the same operator. For completeness, $B A_{\beta}$ in decoder coordinates is spelled out explicitly in Equation (A1) in Appendix A. A newly defined encoder (or inverse encoder or decoder) at a cycle's completion need not generally equal the one at which we have started. These are equal precisely at IB roots, when the IB Equations (2)-(4) hold. Therefore, the choice of a coordinate system does not matter then, and so moving around Equation (11) from one vertex to another yields different parameterizations of the same root, at least when $\forall \hat{x} p(\hat{x}) \neq 0$. In particular, this shows that the inverse encoders $q_{\hat{x}}$ in $\Delta[\mathcal{X}]$ of an IB root are in bijective correspondence with its decoders $r_{\hat{x}}$ in $\Delta[\mathcal{Y}]$, an observation which shall come in handy in Section 5.

Next, we consider how well each of these coordinate systems can serve for following the path of an IB root. The minimal number of symbols $\hat{x}$ needed to write down an IB root typically varies with the constraints, cf., [1] (Section 3.4) or [2] (Section II.A). Therefore, inverse encoder and decoder coordinates are better suited than encoder coordinates for considering the dynamics of a root with $\beta$, as they allow us to consider its evolution via a varying number of points in a fixed space, $\Delta[\mathcal{X}]$ or $\Delta[\mathcal{Y}]$, respectively. Indeed, a direct encoder $p(\hat{x} \mid x)$ can be interpreted geometrically as a point in the $|\mathcal{X}|$-fold product $\Delta[\hat{\mathcal{X}}]^{\mathcal{X}}$ of simplices $\Delta[\hat{\mathcal{X}}]$ [9] (Section 2). So, if a particular symbol $\hat{x}^{\prime}$ is not in use anymore, $p\left(\hat{x}^{\prime}\right)=0$, then one is forced to choose between replacing $\Delta[\hat{\mathcal{X}}]$ by a smaller space $\Delta\left[\hat{\mathcal{X}} \backslash\left\{\hat{x}^{\prime}\right\}\right]$ or carrying on with a redundant symbol $\hat{x}^{\prime}$. The latter leads to non-trivial kernels in the IB due to duplicate clusters (e.g., Section 3.1 there), making it difficult to tell whether a particular kernel direction pertains to a bifurcation (or to a "perpetual kernel" [9,19]). In contrast, when considered in decoder coordinates, for example, an IB root is nothing but $p(\hat{x})$-weighted paths $r_{1}, \ldots, r_{T}$ in $\Delta[\mathcal{Y}]$, with $\beta \mapsto r_{\hat{x}}(\beta)$ a path for each $\hat{x}$. And so, once a symbol $\hat{x}^{\prime}$ is not needed anymore, then one can discard the path $r_{\hat{x}^{\prime}}$ without replacing the underlying space $\Delta[\mathcal{Y}]$. This permits the clean treatment of IB bifurcations in Section 5.

The computational cost of solving a first-order ODE as in (7) numerically in $\frac{d x}{d \beta}$ depends on $\operatorname{dim} x$. Much of this cost is due to computing a linear pre-image under $D_{x} F$, which is of order $O(\operatorname{dim} x)^{3}$ [25] (Section 28.4); cf., Section 6. Representing an IB root on $T$ clusters in encoder coordinates requires $|\mathcal{X}| \cdot T$ dimensions (ignoring normalization constraints), in inverse encoder coordinates $(|\mathcal{X}|+1) \cdot T$ dimensions, and in decoder coordinates $(|\mathcal{Y}|+1) \cdot T$ dimensions. Thus, the computational cost is lowest in decoder coordinates, at least when there are fewer possible labels $\mathcal{Y}$ than input symbols $\mathcal{X}$.

A priori, one might expect that derivatives with respect to $\beta$ vanish when the solution barely changes, regardless of the choice of coordinate system. For example, at a very large " $\beta=\infty^{\prime}$ " value, an obvious IB root is the diagonal encoder (setting $\hat{\mathcal{X}}:=\mathcal{X}$ and $p(\hat{x} \mid x):=\delta_{x, \hat{x}}$ ), as can be seen by a direct examination of the IB Equations (2)-(4). It consists of one IB cluster of weight (or mass) $p(x)$ at $p_{Y \mid X=x} \in \Delta[\mathcal{Y}]$ for each $x \in \mathcal{X}$, and so one might expect that it would barely change so long as $\beta$ is very large. However, the logarithmic derivative $\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \beta}$ in encoder coordinates need not vanish even when the derivatives $\frac{d \log p_{\beta}(y \mid \hat{x})}{d \beta}$ and $\frac{d \log p_{\beta}(\hat{x})}{d \beta}$ in decoder coordinates do (see Section 3 on logarithmic coordinates), as seen to the right of Figure 2. Indeed, given the derivative in decoder coordinates, one can exchange it to encoder coordinates by

$$
\begin{align*}
& \frac{d \log p_{\beta}(\hat{x} \mid x)}{d \beta}=J_{\mathrm{dec}}^{\mathrm{enc}} \frac{d \log p_{\beta}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}{d \beta}+J_{\mathrm{mrg}}^{\mathrm{enc}} \frac{d \log p_{\beta}\left(\hat{x}^{\prime}\right)}{d \beta} \\
&-D_{K L}\left[p(y \mid x) \| p_{\beta}(y \mid \hat{x})\right]+\sum_{\hat{x}^{\prime \prime}} p_{\beta}\left(\hat{x}^{\prime \prime} \mid x\right) D_{K L}\left[p(y \mid x) \| p_{\beta}\left(y \mid \hat{x}^{\prime \prime}\right)\right] \tag{12}
\end{align*}
$$

where $J_{\text {dec }}^{\text {enc }}$ and $J_{\mathrm{mrg}}^{\mathrm{enc}}$ are the two coordinate exchange Jacobian matrices of orders $(T \cdot|\mathcal{X}|) \times(T \cdot|\mathcal{Y}|)$ and $(T \cdot|\mathcal{X}|) \times T$, respectively, given by Equations (A68) and (A70) in

Appendix B.4.2. And so, $\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \beta}$ would often be non-zero even if both $\frac{d \log p_{\beta}(y \mid \hat{x})}{d \beta}$ and $\frac{d \log p_{\beta}(\hat{x})}{d \beta}$ vanish. This unintuitive behavior of the derivative in encoder coordinates is due to the explicit dependence of the IB's encoder Equation (2) on $\beta$. This dependence is the source of the last two terms in Equation (12) (see Equation (A73)). The comparison between encoder and inverse encoder coordinates can be seen to be similar. See Appendix B. 4 for further details.


Figure 2. Derivatives' norm by coordinate system, for the exact solution of $\operatorname{BSC}(0.3)$ with a uniform source, as in Figure 1; see Appendix E. The derivative's $L_{2}$-norm is plotted in green for encoder coordinates and blue for decoder coordinates. The solution barely changes at high $\beta$ values, and so the derivative in decoder coordinates is smaller (see main text). Nevertheless, the derivative in encoder coordinates does not vanish then, due to Equation (12). At low $\beta$ values, however, the derivative in either coordinate system may generally be large. Both vanish to the left of the bifurcation in this problem (dashed red vertical), as the solution there is trivial (single-clustered). The derivatives diverge near the bifurcation (to its right) regardless of the coordinate system, as might be expected by the implicit ODE (7)—see also Section 6.1.

In light of the above, we proceed with decoder coordinates in the sequel.

## 3. Implicit Derivatives at an IB Root and the IB's ODE

We now specialize the implicit ODE (7) (of Section 1) to the IB, using the decoder coordinates of the previous Section 2. This allows us to compute first-order implicit derivatives at an IB root (Theorem 1) with remarkable accuracy, under one primary assumption-that the root is a differentiable function of $\beta$. While differentiability breaks at IB bifurcations (Section 5), this allows us to reconstruct a solution path from its local approximations in the following Section 4, so long as it holds.

To simplify calculations, we take the logarithm $(\log p(y \mid \hat{x}), \log p(\hat{x}))$ of the decoder coordinates of Section 2 as our variables. Exchanging the $B A_{\beta}$ operator to log-decoder coordinates is immediate, by writing $\log B A_{\beta}[\exp (\log p(y \mid \hat{x})), \exp (\log p(\hat{x}))]$. For short, we denote it $B A_{\beta}[\log p(y \mid \hat{x}), \log p(\hat{x})]$ when in these coordinates, by abuse of notation. Similarly, exchanging the IB ODE (below) back to non-logarithmic coordinates is immediate, via $\frac{d}{d \beta} \log p=\frac{1}{p} \frac{d}{d \beta} p$. In Section 6, we shall assume that $p(\hat{x})$ never vanishes. To ensure that taking logarithms is well-defined, we require that no decoder coordinate $p(y \mid \hat{x})$ vanishes (while it may have a well-defined derivative $\frac{d}{d \beta} p(y \mid \hat{x})$ even with a vanished coordinate, calculation details would differ). A sufficient condition for that is that $p(y \mid x)>0$ for every $x$ and $y$ (Lemma A1 in Appendix A).

Next, define a variable $x \in \mathbb{R}^{T \cdot(|\mathcal{Y}|+1)}$ as the concatenation of the vector $\left(\log p_{\beta}(y \mid \hat{x})\right)_{y \in \mathcal{Y}, \hat{x} \in \hat{\mathcal{X}}}$ with $\left(\log p_{\beta}(\hat{x})\right)_{\hat{x} \in \hat{\mathcal{X}}}$. Differentiating $\partial / \partial \log p$ with respect to log-
probabilities is given by $p \cdot \frac{\partial}{\partial p}$, by the chain rule (setting $u:=\log p, \frac{d f(p)}{d u}=\frac{d f}{d p} \frac{d p}{d u}$, or equivalently $\frac{d f}{d \log p}=p \cdot \frac{d f}{d p}$; see Appendix B. 1 for a gentler treatment). This gives meaning to the Jacobian matrix $D_{x}(\cdot)$ with respect to our logarithmic variable $x$. The Jacobian $D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ of a single Blahut-Arimoto iteration in these log-decoder coordinates is a square matrix of order $T \cdot(|\mathcal{Y}|+1)$. Its $(T \cdot|\mathcal{Y}|) \times(T \cdot|\mathcal{Y}|)$ upper-left block (below) corresponds to perturbations of BA's output $\log$-decoder $\log p(y \mid \hat{x})$ due to varying an input $\log$-decoder $\log p\left(y^{\prime} \mid \hat{x}^{\prime}\right)$. Since we prime input but not output coordinates, this is to say that the columns of this block are indexed by pairs $\left(y^{\prime}, \hat{x}^{\prime}\right)$ and its rows by $(y, \hat{x})$ (one could also enumerate $\mathcal{Y}:=\left\{y_{1}, \ldots, y_{|\mathcal{Y}|}\right\}$ and $\hat{\mathcal{X}}:=\left\{\hat{x}_{1}, \ldots, \hat{x}_{T}\right\}$ explicitly, replacing $(y, \hat{x})$ and $\left(y^{\prime}, \hat{x}^{\prime}\right)$ throughout by $\left(y_{i}, \hat{x}_{j}\right)$ and $\left(y_{k}, \hat{x}_{l}\right)$, respectively, with $i, k=1, \ldots,|\mathcal{Y}|$ and $\left.j, l=1, \ldots, T\right)$. Its $(T \cdot|\mathcal{Y}|) \times T$ upper-right block corresponds to perturbations in BA's output log-decoder $\log p(y \mid \hat{x})$ due to varying an input $\log$-marginal $\log p\left(\hat{x}^{\prime}\right)$. That is, its columns are indexed by $\hat{x}^{\prime}$ and rows by $(y, \hat{x})$. Similarly, for the bottom-left and bottom-right blocks, of respective sizes $T \times(T \cdot|\mathcal{Y}|)$ and $T \times T$. See (A25) ff., in Appendix B.2, and the end-result at Equation (A44) there. Explicitly, when evaluated at an IB $\operatorname{root}(\log p(y \mid \hat{x}), \log p(\hat{x}))$, BA's Jacobian matrix is given by

$$
\begin{align*}
& D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}[\log p(y \mid \hat{x}), \log p(\hat{x})]= \\
& \left(\begin{array}{c|c}
\beta \cdot \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}}\left(\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}}\right) \cdot\left[1-\frac{\delta_{y^{\prime \prime}, y}}{p_{\beta}(y \mid \hat{x})}\right] C\left(\hat{x}, \hat{x}^{\prime \prime} ; \beta\right)_{y^{\prime}, y^{\prime \prime}} & (1-\beta) \cdot \sum_{y^{\prime \prime}}\left[1-\frac{\delta_{y^{\prime \prime}, y}}{p_{\beta}(y \mid \hat{x})}\right] B\left(\hat{x}, \hat{x}^{\prime} ; \beta\right)_{y^{\prime \prime}} \\
\hline \beta \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}} p_{\beta}\left(y^{\prime} \mid \hat{x}\right)-B\left(\hat{x}, \hat{x}^{\prime} ; \beta\right)_{y^{\prime}}\right] & (1-\beta) \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}}-A\left(\hat{x}, \hat{x}^{\prime} ; \beta\right)\right]
\end{array}\right) \tag{13}
\end{align*}
$$

where $\delta_{i, j}=1$ if $i=j$ and is 0 otherwise. As mentioned above, primed coordinates $y^{\prime}$ and $\hat{x}^{\prime}$ index the columns, and un-primed coordinates $y$ and $\hat{x}$ the rows. Indices $y^{\prime \prime}$ and $\hat{x}^{\prime \prime}$ with more than a single prime are summation variables. $A, B$, and $C$ are a scalar, a vector, and a matrix, each involving two IB clusters. They are defined by

$$
\begin{align*}
A\left(\hat{x}, \hat{x}^{\prime} ; \beta\right) & :=\sum_{x^{\prime \prime}} p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime \prime}\right) p_{\beta}\left(x^{\prime \prime} \mid \hat{x}\right), \\
B\left(\hat{x}, \hat{x}^{\prime} ; \beta\right)_{y} & :=\sum_{x^{\prime \prime}} p\left(y \mid x^{\prime \prime}\right) p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime \prime}\right) p_{\beta}\left(x^{\prime \prime} \mid \hat{x}\right), \quad \text { and }  \tag{14}\\
C\left(\hat{x}, \hat{x}^{\prime} ; \beta\right)_{y, y^{\prime}} & :=\sum_{x^{\prime \prime}} p\left(y \mid x^{\prime \prime}\right) p\left(y^{\prime} \mid x^{\prime \prime}\right) p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime \prime}\right) p_{\beta}\left(x^{\prime \prime} \mid \hat{x}\right) .
\end{align*}
$$

In these, $y$ indexes $B$ and the rows of $C, y^{\prime}$ the columns of $C$, and $x^{\prime \prime}$ is a summation variable. These $\left(\hat{x}, \hat{x}^{\prime}\right)$-labeled tensors have only $|\mathcal{Y}|$ entries along each axis, thanks to our choice of decoder coordinates. $A$ and $B$ can be expressed in terms of $C$ via some obvious relations; see Equation (A32) and below in Appendix B.2. Appendix B. 1 elaborates on the mathematical subtleties involved in calculating the Jacobian (13). See also Equation (A45) in Appendix B. 2 for an implementation-friendly form of (13).

Together with $D_{\beta} B A_{\beta}$ (Equations (A58) and (A57) in Appendix B.3), we have both of the first-order derivative tensors of $B A_{\beta}$ in log-decoder coordinates. This allows us to specialize the implicit ODE (7) (of Section 1) to the IB, in terms of our variable $x$. By abuse of notation, we write $\left(\log p_{\beta}(y \mid \hat{x}), \log p_{\beta}(\hat{x})\right)_{y, \hat{x}}$ for its $|\mathcal{Y}| \cdot T+T$ coordinates, and similarly for its derivatives vector $v(15)$ below.

Theorem 1 (The IB's ODE). Let $(p(y \mid \hat{x}), p(\hat{x}))$ be an IB root, and suppose that it can be written as a differentiable function $\beta \mapsto\left(p_{\beta}(y \mid \hat{x}), p_{\beta}(\hat{x})\right)$ in $\beta$. If none of its coordinates vanish, then the vector

$$
\begin{equation*}
v:=\left(\frac{d \log p_{\beta}(y \mid \hat{x})}{d \beta}, \frac{d \log p_{\beta}(\hat{x})}{d \beta}\right)_{y, \hat{x}} \tag{15}
\end{equation*}
$$

of its implicit logarithmic derivatives is well-defined and satisfies an ordinary differential equation in $\beta$,

$$
\begin{equation*}
\left(I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}\right) \boldsymbol{v}=\binom{-\sum_{x, \hat{x}^{\prime \prime}}\left[1-\frac{p(y \mid x)}{p_{\beta}(y \mid \hat{x})}\right] \cdot\left[\delta_{x, \hat{x}^{\prime \prime}}-p_{\beta}\left(\hat{x}^{\prime \prime} \mid x\right)\right] p_{\beta}(x \mid \hat{x}) D_{K L}\left[p(y \mid x) \| p_{\beta}\left(y \mid \hat{x}^{\prime \prime}\right)\right]}{\sum_{x, \hat{x}^{\prime \prime}}\left[\delta_{\hat{x}, \hat{x}^{\prime \prime}}-p_{\beta}\left(\hat{x}^{\prime \prime} \mid x\right)\right] p_{\beta}(x \mid \hat{x}) D_{K L}\left[p(y \mid x) \| p_{\beta}\left(y \mid \hat{x}^{\prime \prime}\right)\right]} \tag{16}
\end{equation*}
$$

where I is the identity matrix of order $T \cdot(|\mathcal{Y}|+1)$, and the Jacobian matrix $D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ at the given IB root is given by Equation (13). The right-hand side of (16) is indexed as in (15), by $(y, \hat{x})$ at its top and $\hat{x}$ at its bottom coordinates.

While the IB ODE was discovered by [10], it is derived here anew in log-decoder coordinates due to the considerations in Section 2. It is analogous to the RD ODE, due to [6]; Corollary 1 and around (in Section 5.1) provides a relation between these two ODEs. We emphasize that the first assumption of Theorem 1, that the IB root is a differentiable function of $\beta$, is essential. It consists of two parts: (i) that the root can be written as a function of $\beta$, and (ii) that this function is differentiable. These are precisely the assumptions needed to compute the first-order implicit multivariate derivative $v$ (15) at the given root [6] (Section 2.1). Continuous IB bifurcations violate (ii) (Section 5.2), while discontinuous ones violate (i) (Section 5.3). In contrast, the requirement that no coordinate vanishes is a technical one, due to our choice of logarithmic coordinates.

It is not necessary for the Jacobian of the IB operator (5) (to the left of (16)) to be non-singular in order to solve the IB ODE numerically. Nevertheless, non-singularity of the Jacobian will follow from the sequel (see Conjecture 1 in Section 5). With that, the derivatives $v=\frac{d}{d \beta}\left(\log p_{\beta}(y \mid \hat{x}), \log p_{\beta}(\hat{x})\right)(15)$ computed numerically from the IB ODE (16) at an exact root are remarkably accurate, as demonstrated in Figure 3. As in RD [6], calculating implicit derivatives numerically loses its accuracy when approaching a bifurcation because the Jacobian is increasingly ill-conditioned there. For comparison, the BA-IB Algorithm 1 also loses its accuracy near a bifurcation. This is a consequence of BA's critical slowing down [4], just as with its corresponding RD variant.

Each coordinate of $(p(y \mid \hat{x}), p(\hat{x}))$ is treated by the IB ODE (16) as an independent variable. However, the normalization of $p(y \mid \hat{x})$ imposes one constraint per cluster $\hat{x}$ (and one for the normalization of $p(\hat{x})$ ). Thus, one might expect the behavior of BA's Jacobian (13) to be determined by fewer than $T \cdot(|\mathcal{Y}|+1)$ coordinates, at least qualitatively. This intuition is justified by the following Lemma 1, which allows us to consider the kernel of the IB operator (5) by a smaller and simpler matrix $S$; see Appendix $C$ for its proof.

Lemma 1. Given an IB root as above, define a square matrix of order $T \cdot|\mathcal{Y}|$ by

$$
\begin{equation*}
S_{(y, \hat{x}),\left(y^{\prime}, \hat{x}^{\prime}\right)}:=\sum_{x} p_{\beta}(x \mid \hat{x})\left[\beta \cdot \frac{p(y \mid x)}{p_{\beta}(y \mid \hat{x})}+(1-2 \beta)\right] p\left(y^{\prime} \mid x\right)\left[\delta_{\hat{x}, \hat{x}^{\prime}}-p_{\beta}\left(\hat{x}^{\prime} \mid x\right)\right] \tag{17}
\end{equation*}
$$

Then, the nullity of the Jacobian $I-D_{\log p(y \mid x), \log p(\hat{x})} B A_{\beta}$ of the IB operator (5) equals that of $I-S$, where I is the identity matrix (of the respective order), and $S$ is defined by (17),

$$
\begin{equation*}
\operatorname{dim} \operatorname{ker}(I-S)=\operatorname{dim} \operatorname{ker}\left(I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}\right) . \tag{18}
\end{equation*}
$$

Specifically, write $v:=\left(v_{y, \hat{x}}\right)_{y, \hat{x}}$ for a left eigenvector which corresponds to $1 \in \operatorname{eig} S$. Then, there is a bijective correspondence between the left kernels at both sides of (18), mapping

$$
\begin{equation*}
v \mapsto(v, u), \tag{19}
\end{equation*}
$$

where $u:=\left(u_{\hat{x}}\right)_{\hat{x}}$ is defined by $u_{\hat{x}}:=\frac{1-\beta}{\beta} \cdot \sum_{y} v_{y, \hat{x}}$.


Figure 3. The implicit derivatives computed from the IB ODE (16) are very accurate, as is the BA-IB Algorithm 1. However, both lose their accuracy near a bifurcation. To verify their accuracy, we compared both to the exact solutions of $\operatorname{BSC}(0.3)$ with a uniform source (see Appendix E). (Top): Derivatives were computed at the problem's exact solution using the IB ODE (16) and compared to the problem's exact derivatives. These are accurate beyond the machine's precision, except when approaching the bifurcation (red vertical), since the Jacobian of the IB operator (5) is ill-conditioned there. (Bottom): The $L_{\infty}$-errors of the solutions produced by the BA-IB Algorithm 1, with a $10^{-8}$ stopping condition, and uniform initial conditions. Error is measured from the true direct encoder to avoid biases due to clusters of low mass. Both plots are as in Figure 2.3 of [6].

In addition to offering a form more transparent than BA's Jacobian in (13), Lemma 1 also reduces the computational cost of testing $I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ (16) for singularity, by using the smaller $I-S$ (17) in its place. This makes it easier to detect upcoming bifurcations (see Conjecture 1 in Section 5). Further, one can verify directly that the IB ODE (16) indeed follows the right path. Indeed, if the ODE is non-singular, then, by the Implicit Function Theorem, there is (locally) a unique IB root, which is a differentiable function of $\beta$. And so, there is a unique solution path for a numerical approximation to follow. Finally, we note that a relation similar to (18) holds also for eigenvalues of $D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ (13) other than 1 . This can be seen either empirically or by tracing the proof of Lemma 1.

In Section 5, we shall proceed with this line of thought of removing redundant coordinates. In the following Section 4, we turn to reconstruct a solution path from implicit derivatives at a point, with bifurcations ignored for now.

## 4. A Modified Euler Method for the IB

We follow the path of a given IB root away from bifurcation by using its implicit derivatives computed from the IB ODE (16), of Section 3. We follow the classic Euler method for simplicity, modifying it slightly to get the most out of the calculated derivatives. Improvements using more sophisticated numerical methods are left to future work. The detection and handling of IB bifurcations are deferred to the following Section 5, and thus are ignored in this section.

Let $\frac{d x}{d \beta}=f(x, \beta)$ and $x\left(\beta_{0}\right)=x_{0}$ define an initial value problem. In numerical approximations of ordinary differential equations (ODEs), the Euler method for this problem is defined by setting

$$
\begin{equation*}
x_{n+1}:=x_{n}+\Delta \beta \cdot f\left(x_{n}, \beta_{n}\right), \tag{20}
\end{equation*}
$$

where $\beta_{n+1}:=\beta_{n}+\Delta \beta$, and $|\Delta \beta|$ is the step size. The global truncation error $\max _{n} \| x_{n}-$ $\boldsymbol{x}\left(\beta_{n}\right) \|_{\infty}$ is the largest error of the approximations $\boldsymbol{x}_{n}$ from the true solutions $\boldsymbol{x}\left(\beta_{n}\right)$. A numerical method for solving ODEs is said to be of order $d$ if its global truncation error is of order $O\left(|\Delta \beta|^{d}\right)$, for step sizes $|\Delta \beta|$ small enough. Euler's method error analysis is a standard result, provided as Theorem 2 below. See [26] (Theorem 212A) or [27] (Theorem 2.4), for example. It shows that Euler's method (20) is of order $d=1$, under mild assumptions, as demonstrated in Figure 4. The immediate generalization of (20) using derivatives until order $d$ is Taylor's method, which is a method of order $d$.

Theorem 2 (Euler's method error analysis). Let an initial value problem be defined on $\left[\beta_{0}, \beta_{f}\right]$ by $\frac{d x}{d \beta}=f(\boldsymbol{x}, \beta)$ as above (with $\boldsymbol{x}_{0}$ allowed to deviate from $\boldsymbol{x}\left(\beta_{0}\right)$ ), and suppose that $f$ satisfies the Lipschitz condition with some constant $L>0$. Namely, $\left\|f(x, \beta)-f\left(x^{\prime}, \beta\right)\right\|_{\infty} \leq L \cdot\left\|x-x^{\prime}\right\|_{\infty}$ for every $x, x^{\prime}$ and $\beta \in\left[\beta_{0}, \beta_{f}\right]$.

Then, Euler's method (20) global truncation error satisfies

$$
\begin{equation*}
\max _{\beta_{0} \leq \beta_{n} \leq \beta_{f}}\left\|x_{n}-x\left(\beta_{n}\right)\right\|_{\infty} \leq e^{\left(\beta_{f}-\beta_{0}\right) L}\left\|x_{0}-x\left(\beta_{0}\right)\right\|_{\infty}+\frac{e^{\left(\beta_{f}-\beta_{0}\right) L}-1}{L} \cdot \frac{1}{2}|\Delta \beta|_{\beta_{0} \leq \beta \leq \beta_{f}}\left\|\frac{d^{2} x(\beta)}{d \beta^{2}}\right\|_{\infty} . \tag{21}
\end{equation*}
$$

Specializing Euler's method to our needs, replace $x$ in (20) above by the log-decoder coordinates of an IB root, as in Section 3. So long as an IB root $\boldsymbol{p}_{\beta}:=\left(p_{\beta}(y \mid \hat{x}), p_{\beta}(\hat{x})\right)$ is a differentiable function of $\beta$ in the vicinity of $\beta_{n}$, it can be approximated by

$$
\begin{align*}
\log p_{\beta_{n+1}}(y \mid \hat{x}) & \approx \log p_{\beta_{n}}(y \mid \hat{x})+\left.\Delta \beta \cdot \frac{d \log p_{\beta}(y \mid \hat{x})}{d \beta}\right|_{p_{\beta_{n}}} \text { and } \\
\log p_{\beta_{n+1}}(\hat{x}) & \approx \log p_{\beta_{n}}(\hat{x})+\left.\Delta \beta \cdot \frac{d \log p_{\beta}(\hat{x})}{d \beta}\right|_{p_{\beta_{n}}} \tag{22}
\end{align*}
$$

where $\frac{d \log p_{\beta}(y \mid \hat{x})}{d \beta}$ and $\frac{d \log p_{\beta}(\hat{x})}{d \beta}$ are calculated from the IB ODE (16). Thus, applying (22) repeatedly, we obtain an Euler method for the IB. We shall take only negative steps $\Delta \beta<0$ when approximating the IB, due to reasons explained in Section 5.3 (after Proposition 1). In contrast to the BA-IB Algorithm 1, Euler's method (22) can be used to interpolate intermediate points, yielding a piecewise linear approximation of the root.

The problem of tracking an operator's root belongs in general to a family of hard-tosolve numerical problems-known as stiff—if the problem has a bifurcation [6] (Section 7.2). See [26] or [27] for example on stiff differential equations. Stopping early in the vicinity of a bifurcation restricts the computational difficulty and permits convergence guarantees. Early stopping in the IB shall be handled later, in Section 5.2. [6] (Theorem 5) proves that

Euler's method convergence guarantees (Theorem 2) hold for the closely related Euler method for RD with early stopping. While Euler's method may inadvertently switch between solution branches of the IB ODE (16), the latter guarantees ensure that it indeed follows the true solution path between bifurcations, if the step size $|\Delta \beta|$ is small enough and initializing close enough to the true solution (see Sections 5 and 6.3 on the distinction between IB bifurcations and singularities of the IB ODE (16)). Although we do not dive into these details for brevity, we note that similar convergence guarantees can also be proven here. Alternatively, Euler's method can be ensured to follow the true solution path by noting that an optimal IB root is (strongly) stable when negative steps $\Delta \beta<0$ are taken; these details are deferred to Section 6.3, as they depend on Section 5.


Figure 4. Error by step-size for a vanilla Euler method using the IB ODE (16), and with an added BA-IB iteration at each step, for $\operatorname{BSC}(0.3)$ with a uniform source (Appendix E). The linear regression (dashed black) of the third leftmost markers for the vanilla Euler method is of slope 0.99 ( $R^{2} \simeq 1$ ), matching the theory's prediction almost perfectly. A similar regression (not shown) for Euler's method with a single added BA iteration is of nearly double slope 1.93. For comparison, reverse deterministic annealing with a single BA iteration at each grid point yields a slope of 0.91 in this example. Taking a larger (pre-determined) number of iterations at each grid point pushes the error downwards, as expected. Yet, the resulting slopes approach 1 as the number of iterations is increased (not shown). See main text and Appendix D for details. The error was calculated as the supremum of the pointwise errors as in Figure 3, over the interval $\left[\beta_{c}+\frac{1}{10}, \beta_{0}\right]$ which contains no bifurcation. Each method was initialized with the exact solution at $\beta_{0}=2^{5}$, with $\Delta \beta=-\frac{103}{32}$ halved between consecutive markers.

Following the discussion in Section 2, there is a subtle disadvantage in choosing decoder coordinates as our variables compared to the other two coordinate systems there. Indeed, recall that the IB is defined as a maximization over Markov chains $Y \longleftrightarrow X \longleftrightarrow \hat{X}$. An (arbitrary) encoder $p(\hat{x} \mid x)$ defines a joint probability distribution $p(\hat{x} \mid x) p(y \mid x) p(x)$ which is Markov. An inverse encoder pair also similarly defines a Markov chain. In contrast, an arbitrary decoder pair $(p(y \mid \hat{x}), p(\hat{x}))$ need not necessarily define a Markov chain. Rather, by invoking the error analysis of Euler's method, one can see that Markovity is approximated at an increasingly improved quality as the step-size $|\Delta \beta|$ in (22) becomes smaller. To enforce Markovity, we shall perform a single BA iteration (in decoder coordi-
nates) after each Euler method step. This ensures that the newly generated decoder pair satisfies the Markov condition, as it is now generated from an encoder.

As a side effect, adding a single BA-IB iteration after each Euler method step improves the approximation's quality significantly. By linearizing $B A_{\beta}$ around a fixed point, one can show that deterministic annealing with a fixed number of BA iterations per grid point is a first-order method. Thus, deterministic annealing may arguably be considered a first-order method, as is with Euler's method. A similar argument shows that adding a single BA iteration after each Euler method step yields a second-order method. However, while a larger number of added BA iterations obviously improves the approximation's quality, it does not improve the method's order. See Appendix D for an approximate error analysis. The predicted orders are in good agreement with the ones found empirically, shown in Figure 4. We note that while [6] did not attempt an added BA iteration, they do discuss a variety of other improvements to root tracking (see Section 3.4 in [6]).

## 5. On IB Bifurcations

For the IB Equations (2)-(4) to exhibit a bifurcation, it is necessary that the Jacobian of the IB operator (5) be singular, as illustrated by Figure 5. However, a priori singularity is not sufficient to detect a bifurcation (cf., Section 3.1 in [9]), nor does this allow one to distinguish between bifurcations of different types. At an IB root, singularities of the IB ODE (16) (Section 3) coincide with those of $I d-B A_{\beta}(5)$ (in log-decoder coordinates). Thus, in order to be able to exploit the IB ODE (16), we shall now take a closer look into IB bifurcations. These can be broadly classified into two types: where an optimal root is continuous in $\beta$ and where it is not. As noted after Theorem 1, each type violates an assumption necessary to compute implicit derivatives. Sections 5.2 and 5.3 provide the means to identify bifurcations, distinguish between their types, and handle them accordingly, mainly for continuous bifurcations. To facilitate the discussion, Section 5.1 considers the IB as a rate-distortion problem, following [20] and others. This allows us to leverage recent insights on RD bifurcations [6], while suggesting a "minimally sufficient" choice of coordinates for the IB. The latter permits a clean treatment of continuous IB bifurcations in Section 5.2. Viewing the IB as an infinite-dimensional RD problem facilitates the understanding of its discontinuous bifurcations, which in turn highlight subtleties in its finite-dimensional coordinate systems (of Section 2). These provide insight into the IB and are also of practical implications (Section 5.3), and so are necessary for our algorithms in Section 6.


Figure 5. While the Jacobian $D_{\log p(y \mid \hat{x}), \log p(\hat{x})}\left(I d-B A_{\beta}\right)$ must be singular at a bifurcation, this does not suffice to identify its type. The Jacobian eigenvalues of $B A_{\beta}(13)$ with respect to logdecoder coordinates are plotted for $\operatorname{BSC}(0.3)$ with a uniform source, as in Figure 1; see Appendix E for its exact solution. An eigenvalue reaches one (dashed green) precisely at the bifurcation (dashed red vertical), as expected by Conjecture 1 in Section 5.1. In particular, the Jacobian is increasingly ill-conditioned when approaching the bifurcation, as noted in Figure 3 (top). While this allows one to detect the bifurcation, identifying its type is necessary for handling it.

### 5.1. The IB as a Rate-Distortion Problem

We now explore the intimate relation between the IB and RD, following [5,20]. This leads to a "minimally sufficient" coordinate system for the IB, thereby completing the work of Section 2. In this coordinate system, results [6] on the dynamics of RD roots are readily considered in the IB context. This leads to Conjecture 1, that the IB operator (5) in these coordinates is typically non-singular. The discussion here facilitates the treatment of IB bifurcations in the following Sections 5.2 and 5.3.

First, recall a few definitions. A rate distortion problem on a source alphabet $\mathcal{X}$ and a reproduction alphabet $\hat{\mathcal{X}}$ is defined by a distortion measure $d: \mathcal{X} \times \hat{\mathcal{X}} \rightarrow \mathbb{R}_{\geq 0}$ (a non-negative function on $\mathcal{X} \times \hat{\mathcal{X}}$ with no further requirements-see Section 2.2 in [28]) and a source distribution $p_{X}(x)$. One seeks the minimal rate $I(X ; \hat{X})$ subject to a constraint $D$ on the expected distortion $\mathbb{E}[d(x, \hat{x})][29,30]$,

$$
\begin{equation*}
R(D):=\min _{p(\hat{x} \mid x)}\left\{I(X ; \hat{X}): \mathbb{E}_{p(\hat{x} \mid x) p_{X}(x)}[d(x, \hat{x})] \leq D\right\} \tag{23}
\end{equation*}
$$

known as the rate-distortion curve. The minimization is over test channels $p(\hat{x} \mid x)$. A test channel that attains the RD curve (23) is called an achieving distribution. We say that an RD problem is finite if both of the alphabets $\mathcal{X}$ and $\hat{\mathcal{X}}$ are finite. Using Lagrange multipliers for (23) with $I(X ; \hat{X})+\beta \mathbb{E}[d(x, \hat{x})]$ (normalization omitted for clarity), one obtains a pair of fixed-point equations

$$
\begin{equation*}
p(\hat{x} \mid x)=\frac{p(\hat{x}) e^{-\beta d(x, \hat{x})}}{\sum_{\hat{x}} p(\hat{x}) e^{-\beta d(x, \hat{x})}} \quad \text { and } \quad p(\hat{x})=\sum_{x} p(\hat{x} \mid x) p(x) \tag{24}
\end{equation*}
$$

in the marginal $p(\hat{x})$ and test channel $p(\hat{x} \mid x)$, similar to the IB Equations (2) and (4). Iterating over these is Blahut's algorithm for RD [8], denoted $B A_{\beta}^{R D}$ here. As with the IB (1), $\beta$ parameterizes the slope of the optimal curve (23) also for RD. See [28] or [31] for an exposition of rate-distortion theory.

We clarify a definition needed to rewrite the IB as an RD problem. We define the simplex $\Delta[S]$ on a (possibly infinite) set $S$ as the collection of finite formal convex combinations $\sum_{s} a_{S} \cdot s$ of elements of $S$. That is, as the $S$-indexed vectors $\left(a_{s}\right)_{s \in S}$ (equivalently, as functions mapping each $s$ in $S$ to a real number $a_{s}$ ) that satisfy $\sum_{s} a_{s}=1$ and $a_{s} \geq 0$, with $a_{s}$ non-zero for only finitely many elements $s$ (the support of $\left.\left(a_{s}\right)_{s}\right)$. Addition and multiplication are defined pointwise, as in $\sum_{s} a_{s} \cdot s+\sum_{s} b_{s} \cdot s=\sum_{s}\left(a_{s}+b_{s}\right) \cdot s . \Delta[S]$ is closed under finite convex combinations because the sum of finitely supported vectors is finitely supported. When taking $S=\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n}\right\}$ the standard basis vectors $\left(\boldsymbol{e}_{i}\right)_{j}=\delta_{i, j}$ of $\mathbb{R}^{n}$, then one can identify the formal operations with those in $\mathbb{R}^{n}$, reducing the simplex $\Delta[S]$ to its usual definition. We write $r$ for an element of $\Delta[\mathcal{Y}]$. In particular, an element of $\Delta[\Delta[\mathcal{Y}]]$ is merely a finite convex combination $\sum_{\hat{x}} p(\hat{x}) r_{\hat{x}}$ of distinct probability distributions $r_{\hat{x}}(y) \in \Delta[\mathcal{Y}]$ on $\mathcal{Y}$ (note that $\Delta[S]$ is a set). When setting $\hat{\mathcal{X}} \subset \Delta[\mathcal{Y}]$ to be a finite subset of distributions, $|\hat{\mathcal{X}}|<\infty$, then $\Delta[\hat{\mathcal{X}}]$ is a special case of the decoder coordinates of Section 2 (unlike $\Delta[\hat{\mathcal{X}}]$ here, the decoder coordinates of Section 2 are not required to have their clusters $r$ distinct).

Now, let a finite IB problem be defined by a joint probability distribution $p_{Y \mid X} p_{X}$, as in Section 1. To write it down as an RD problem $[5,20]$, define the IB distortion measure by

$$
\begin{equation*}
d_{I B}(x, r):=D_{K L}\left[p_{Y \mid X=x} \| r\right] \tag{25}
\end{equation*}
$$

for $x \in \mathcal{X}, r \in \Delta[\mathcal{Y}]$, and $p_{Y \mid X=x} \in \Delta[\mathcal{Y}]$ the conditional probability distribution at $X=x$. The distortion measure $d_{I B}(25)$ and $p_{X}$ define an RD problem on the continuous reproduction alphabet $\hat{\mathcal{X}}:=\Delta[\mathcal{Y}]$. Minimizing the IB Lagrangian $\mathcal{L}$ (in Section 1) is equivalent to minimizing the Lagrangian of this RD problem [20] (Theorem 5). That is, the IB is a rate-distortion problem when considered in these coordinates. IB clusters $r \in \Delta[\mathcal{Y}]$ assume the role of RD reproduction symbols, while an IB root (considered now as an RD root) is equivalently described either by the probabilities of each cluster-namely, by a
point in $\Delta[\Delta[\mathcal{Y}]]$ —or, by a test channel $p(r \mid x)$. The astute reader might notice that the IB Equations (2) and (4) are then equivalent to RD's fixed-point Equations (24), with the decoder Equation (3) implied by the IB's Markovity. The IB's $Y$-information $I(Y ; \hat{X})$ equals the expected distortion $\mathbb{E}\left[d_{I B}(x, \hat{x})\right]$ in (23) up to a constant [20] (Section 5), and so is linear in the test channel $p(r \mid x)$. Unlike the finite-dimensional coordinate systems of Section 2, this definition of the IB entails no subtleties due to finite dimensionality, such as duplicate clusters (see more below). However, while it allows us to spell out the IB explicitly as an RD problem, handling an infinite reproduction alphabet is difficult for practical purposes. Since no more than $|\mathcal{X}|+1$ reproduction symbols are needed to write down an IB root [2], this motivates one to consider the IB's local behavior, with clusters fixed.

So instead, one may require the reproduction symbols of $d_{I B}$ (25) to be in a list $\left(r_{\hat{x}}\right)_{\hat{x} \in \hat{\mathcal{X}}}$ indexed by some finite set $\hat{\mathcal{X}}$, with each $r_{\hat{x}}$ in $\Delta[\mathcal{Y}]$ (the elements $r_{\hat{x}_{1}}, \ldots, r_{\hat{x}_{T}}$ need not be distinct a priori). This defines a finite RD problem, for which $d_{I B}(25)$ is merely an $|\mathcal{X}|$-by- $T$ matrix. Yet, placing identical clusters in the list $\left(r_{\hat{x}}\right)_{\hat{x}}$ inadvertently introduces degeneracy to the matrix $d_{I B}$ (25), as discussed below. In [5] (Section 6), $\left(r_{\hat{x}}\right)_{\hat{x}}$ is taken to be the decoders defined by a given encoder $p(\hat{x} \mid x)$, as in Equation (11) (Section 2). We shall then refer to $d_{I B}$ (25) as the distortion matrix defined by $p(\hat{x} \mid x)$. When $p_{\beta_{0}}(\hat{x} \mid x)$ is an optimal IB root then the problem $\left(d_{I B}, p_{X}\right)$ defined by it is called the tangent $R D$ problem. Indeed, its RD curve (23) coincides with the IB curve (1) at this point (since an optimal choice of IB clusters is already encoded into $d_{I B}(25)$, then solving the IB boils down to finding the clusters' optimal weights $p(\hat{x})$, which is an RD problem). However, the curves differ outside this point since IB clusters usually vary with $\beta$, while the distortion of the tangent problem was defined at $p_{\beta_{0}}(\hat{x} \mid x)$ and so is fixed. By definition (1), it follows that the IB curve is the lower envelope of the curves of its tangent RD problems [5] (Corollary 2). We note that a similar construction can also be carried out in inverse encoder coordinates, cf., [2].

Regardless of the formulation used to rewrite the IB as an RD problem, the associated RD problem has an expected distortion $\mathbb{E}\left[d_{I B}\right]$ of $I(X ; Y)-I(\hat{X} ; Y)$ at an IB root (Section 5 in [20] and Lemma 8 in [5]). That is, the IB is a method of lossy compression that strives to preserve the relevant information $I(\hat{X} ; Y)$. Due to the Markov condition, information on $Y$ is available only through $X$. Thus, one may intuitively consider the IB as a lossy compression method of the information on $Y$ that is embedded in $X$. These intimate relations between the IB and RD suggest that studying bifurcations in either context could be leveraged to understand the other. Bifurcations in finite RD problems are discussed at length in [6] (Section 6). To facilitate the study of IB bifurcations in the sequel (Sections 5.2 and 5.3 ) using results from RD, we need a "minimally-sufficient" coordinate system for the IB.

Consider an IB root in decoder coordinates as finitely many $p(\hat{x})$-weighted points $r_{\hat{x}}(y)$ in $\Delta[\mathcal{Y}]$, as in Section 2. Exchanging to decoder coordinates (Equation (11) there) is well-defined as long as there are no zero-mass clusters, $\forall \hat{x} p(\hat{x}) \neq 0$. Yet, even then, the points $r_{\hat{x}}$ in $\Delta[\mathcal{Y}]$ yielded by BA's steps 4 through 6 (Algorithm 1) need not be distinct. Namely, they may yield identical clusters $r_{\hat{x}}=r_{\hat{x}^{\prime}}$ at distinct indices $\hat{x} \neq \hat{x}^{\prime}$. This leads to a discussion of structural symmetries of the IB (its degeneracies), which is not of use for our purposes; cf., [9]. To avoid such subtleties, we shall say that an IB root is reduced if it has no zero-mass clusters, $\forall \hat{x} p(\hat{x}) \neq 0$, and all its clusters are distinct, $\hat{x}=\hat{x}^{\prime} \Leftrightarrow r_{\hat{x}}=r_{\hat{x}^{\prime}}$. A root that is not reduced is called degenerate or degenerately represented. An IB root can be reduced by removing clusters of zero mass and merging identical clusters of distinct indices-see our reduction algorithm in Section 5.2 below. It is straightforward to see from the IB Equations (2)-(4) that reduction preserves the property of being an IB root. Similarly, reducing a root does not change its location in the information plane. So, a root achieves the IB curve (1) if and only if its reduction does. Therefore, reduction decreases the dimension in which the problem is considered while preserving all its essential properties. This allows us to represent an IB root on the smallest number of clusters possible-its effective cardinality-by factoring out the IB's structural symmetries. See also [13] (2.3 in Chapter 7), upon which this definition is based.

While the purpose of reduction is to mod-out redundant kernel coordinates (Section 1), it highlights the differences between the various IB definitions found in the literature, bringing to light a subtle caveat of finite dimensionality. To see this, note that reduction could have been defined above in terms of the other coordinate systems of the IB. Its definition in inverse encoder coordinates is nearly identical to that above, while defining it in encoder coordinates is a straightforward exercise. Since the coordinate systems of Section 2 are equivalent at an IB root (without zero-mass clusters), the precise definition does not matter then. Each of these parameterizations encodes the coordinates $r(y)$ of a root's clusters $r$ using a finite-dimensional vector $x$ (note Equation (11)). This enables one to represent duplicate clusters $\hat{x} \neq \hat{x}^{\prime}$ with $r_{\hat{x}}=r_{\hat{x}^{\prime}}$, and obliges one to choose the order in which clusters are being encoded into the coordinates of $x$. A finite-dimensional representation $x$ of an IB root is invariant to interchanging clusters $\hat{x} \neq \hat{x}^{\prime}$ precisely when they are identical, $r_{\hat{x}}=r_{\hat{x}^{\prime}}$. The IB's functionals (e.g., its $X$ - and $Y$-information) are invariant to any cluster permutation; cf., [9,19]. Both of these structural symmetries result from using a finite-dimensional parameterization, with the former eliminated by reduction. In contrast, the elements of $\Delta[\mathcal{Y}]$ are distinct by definition (since $\Delta[\mathcal{Y}]$ is a set), and so parameterizing the IB by points in $\Delta[\Delta[\mathcal{Y}]]$ does not permit identical clusters. An element $\sum_{r} p(r) r$ of $\Delta[\Delta[\mathcal{Y}]]$ assigns a probability mass $p(r)$ to every point $r$ in $\Delta[\mathcal{Y}]$, with only finitely many points $r$ supported. Thus, it implicitly encodes all the entries $r(y)$ of every probability distribution $r \in \Delta[\mathcal{Y}]$ in a "one size fits all" approach, giving no room for the choices above. This leads us to argue that the IB's structural symmetries are not an inherent property but rather an artifact of using its finite-dimensional representations. This is best understood in the context of discontinuous bifurcations, in Section 5.3 below. For comparison, both of the IB formulations $[2,20]$ do not impose an a priori restriction on the number of clusters. The latter does not enable one to encode duplicate clusters, while the former does. The formulation [1] ignores these subtleties altogether, and [9,19] consider the IB on a predetermined number of possibly duplicate clusters.

In rate-distortion, the reduction of a finite RD problem is defined similarly [6] (Section 3.1), by removing a symbol $\hat{x}$ from the reproduction alphabet $\hat{\mathcal{X}}$ and its column $d(\cdot, \hat{x})$ from the distortion matrix once it is not in use anymore (of zero mass). A distortion matrix $d$ is non-degenerate if its columns are distinct, $d(\cdot, \hat{x}) \neq d\left(\cdot, \hat{x}^{\prime}\right)$ for all $\hat{x} \neq \hat{x}^{\prime}$. Non-degeneracy arises naturally when considering the RD problem tangent to a given IB root $p(\hat{x} \mid x)$. Indeed, the distortion matrix $d_{I B}$ (25) defined by $p(\hat{x} \mid x)$ has duplicate columns if the root has identical clusters, while the other direction holds under mild assumptions (if the $|\mathcal{X}|$ vectors $p_{Y \mid X=x}$ span $\mathbb{R}^{|\mathcal{Y}|}$, then $D_{K L}\left[p_{Y \mid X=x}| | r_{\hat{x}}\right]=D_{K L}\left[p_{Y \mid X=x}| | r_{\hat{X}^{\prime}}\right]$ for all $x$ implies that $\left.r_{\hat{x}}=r_{\hat{x}^{\prime}}\right)$. Under these assumptions, the distortion matrix induced by an IB root $p(\hat{x} \mid x)$ is reduced and non-degenerate precisely when $p(\hat{x} \mid x)$ is a reduced IB root.

Reduction in RD provides the means to show that the dynamics underlying the RD curve (23) are piecewise analytic in $\beta$ [6], under mild assumptions. Just as in definition (5) of the IB operator, [4] (Equation (5)) similarly define the $R D$ operator $I d-B A_{\beta}^{R D}$ in terms of Blahut's algorithm for RD [8]. By using their Theorem 1, [6] (Section 3.1) observed that reducing a finite RD problem to the support of a given RD root mods-out redundant kernel coordinates if the distortion measure is finite and non-degenerate (the support of $p(\hat{x})$ is defined by supp $p(\hat{x}):=\{\hat{x}: p(\hat{x})>0\})$. That is, the Jacobian $D\left(I d-B A_{\beta}^{R D}\right)$ of the RD operator on the reduced problem is then non-singular (in the right coordinate system-see therein), just as with our toy problem (10) in Section 1. By the Implicit Function Theorem, there is therefore a unique RD root of the reduced problem through the given one; this root is real-analytic in $\beta$ (details there). Considering this for the RD problem tangent to a reduced IB root immediately yields the following:

Corollary 1. Let $p_{\beta_{0}}(\hat{x} \mid x)$ be a reduced IB root of a finite IB problem defined by $p_{Y \mid X} p_{X}$, such that the matrix $p_{Y \mid X}$ is of rank $|\mathcal{Y}|$. Then, near $\beta_{0}$, there is a unique function continuous in $\beta$, which is a root of the tangent $R D$ problem through $p_{\beta_{0}}(\hat{x} \mid x)$; it is real-analytic in $\beta$.

Corollary 1 shows that the local approximation of an IB problem (the roots of its tangent RD problem) is guaranteed to be as well-behaved as one could hope for, provided that the IB is viewed in the right coordinate system. Note, however, that the RD root through $p_{\beta_{0}}(\hat{x} \mid x)$ of the tangent problem does not in general coincide with the IB root outside of $\beta_{0}$ since the IB distortion $d_{I B}(25)$ varies along with the clusters that define it. However, when the IB clusters are fixed, then one might expect that the Jacobian (13) of $B A_{\beta}$ in log-decoder coordinates would be the same as the Jacobian of its RD variant. Indeed, the Jacobian matrix of $B A_{\beta}^{R D}$ is the $T \times T$ bottom-right sub-block of the Jacobian (13) of $B A_{\beta}$, up to a multiplicative factor. For this, see Equations (5) and (6) in [4], Equations (14) and (13) in Section 3, and (A25) in Appendix B.2.

As in RD, we argue that reduction in the IB also provides the means to show that the dynamics underlying the optimal curve (1) are piecewise analytic in $\beta$. Corollary 1 concludes that, under mild assumptions, through every reduced IB root passes a unique real-analytic RD root. However, its crux is that the Jacobian of the RD operator $I d-B A_{\beta}^{R D}$ is non-singular at a reduced root. Due to the IB's close relations with RD, and since reduction in the IB is a natural extension of reduction in RD, we argue that the same is also to be expected of the IB operator $I d-B A_{\beta}(5)$ in decoder coordinates. To see this, note that IB roots are finitely supported [2] (Lemma 2.2(i)), and so one may take finitely supported probability distributions $\Delta[\Delta[\mathcal{Y}]]$ for the IB's optimization variable. Thus, the IB's $B A_{\beta}$ operator in decoder coordinates (of Section 2) may be considered as an operator on $\Delta[\Delta[\mathcal{Y}]]$. Next, consider the RD problem defined by $p_{X}$ and $d_{I B}(25)$ on the continuous reproduction alphabet $\Delta[\mathcal{Y}]$, as in [20]. This defines on $\Delta[\Delta[\mathcal{Y}]]$ also the BA operator $B A_{\beta}^{R D}$ for RD. Now that both BA operators are considered on an equal footing, we note the following. First, while $B A_{\beta}^{R D}$ iterates over the IB Equations (2) and (4), its IB variant $B A_{\beta}$ iterates also over the decoder Equation (3) (plug the IB distortion measure $d_{I B}$ (25) into the Equations (24) defining $B A_{\beta}^{R D}$ to see this). The latter Equation (3) is a necessary condition for $Y \rightarrow X \rightarrow \hat{X}$ to be Markov, and so can be understood as an enforcement of Markovity (in contrast, an arbitrary triplet $(Y, X, \hat{X})$ of random variables only satisfies $\left.p(y \mid \hat{x})=\sum_{x} p(y \mid x, \hat{x}) p(x \mid \hat{x})\right)$. That is, IB roots are RD roots with an extra constraint. Second, by Theorem 1 in [4], reducing $I d-B A_{\beta}^{R D}$ from the continuous reproduction alphabet $\Delta[\mathcal{Y}]$ to a root of finite support renders it non-singular, under mild assumptions. This suggests that reducing $I d-B A_{\beta}(5)$ from $\Delta[\Delta[\mathcal{Y}]]$ to a root's effective cardinality should also render it non-singular, due to the similarity between these operators, and since reduction in the IB is a natural extension of reduction in RD. In line with the discussion of Section 1 on reduction, we therefore state the following:

Conjecture 1. The Jacobian matrix $I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ at (16) of the IB operator (5) in log-decoder coordinates is non-singular at reduced IB roots so long as it is well-defined, except perhaps at points of bifurcation.

The intuition behind this conjecture stems from analyticity, as follows. The IB operator $I d-B A_{\beta}(5)$ is real-analytic, since each of the Equations 1.4-1.8 defining it (in the BA-IB Algorithm 1) is real-analytic in its variables. For a root $x_{0}$ of a real-analytic operator $F$, one might expect that, in general, (i) no roots other than $x_{0}$ exist in its vicinity and that (ii) $\left.D_{x} F\right|_{x_{0}}$ has no kernel. That is, unless the operator is degenerate at $x_{0}$ in some manner or $x_{0}$ is a bifurcation. To see this, recall [32] (Section IX.3) that a real-valued function $F_{i}$ in $x \in \mathbb{R}^{n}$ is real-analytic in some open neighborhood of $x_{0}$ if it is a power series in $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$, within some radius of convergence (although a strictly positive radius is needed, we omit these details for clarity). For every practical purpose, one may replace $F_{i}$ by a polynomial in $\left(x_{1}, \ldots, x_{n}\right)$ when $x$ is close enough to the base-point $x_{0}$, by truncating the power series. Viewed this way, a root of an operator $F(x)=\left(F_{1}(x), \ldots, F_{n}(x)\right)$ is nothing but a solution of $n$ polynomial equations in $n$ variables. However, a square polynomial system typically has only isolated roots, which is (i). This is best understood in terms of Bézout's Theorem; see [33] (6 in IV.4) for example. For (ii), a vector $v$ is in ker $D_{x} F$
precisely when it is orthogonal to each of the gradients $\nabla F_{i}$. However, $\nabla F_{i}$ is the vector of the first-order monomial coefficients of $x_{1}, \ldots, x_{n}$ in $F_{i}$. In a general position, these $n$ coefficient vectors $\nabla F_{1}, \ldots, \nabla F_{n}$ are linearly independent, and so $v$ must vanish as claimed. If $F$ is degenerate such that $F_{i}=F_{j}$ for particular $i \neq j$, for example, then both points fail, of course. See also Section I. 2 of [34] for (i) and (ii). This intuition accords with the comments of [28] (Section 2.4) on RD: "usually, each point on the rate distortion curve [...] is achieved by a unique conditional probability assignment. However, if the distortion matrix exhibits certain form of symmetry and degeneracy, there can be many choices of [a minimizer]". Indeed, the fact that the dynamics underlying the RD curve (23) are piecewise real-analytic [6] (under mild assumptions) can be similarly understood to stem from the analyticity of the RD operator $I d-B A_{\beta}^{R D}$.

Subject to Conjecture 1, a Jacobian eigenvalue of the IB operator (5) must vanish gradually as one approaches a bifurcation, causing the critical slowing down of BA-IB [4] (observe that BA's Jacobian (13) is continuous in the root at which it is evaluated). When an IB root traverses a bifurcation in which its effective cardinality decreases, then it is not reduced anymore. One can then handle the bifurcation by reducing the root anew. To ensure proper handling by the bifurcation's type, we consider the latter closely in Sections 5.2 and 5.3 below. In a nutshell, following the IB's ODE (16) along with a proper handling of its bifurcations is the idea behind our root-tracking algorithm (in Section 6), for approximating the IB numerically.

Conjecture 1 is compatible with our numerical experience. However, we leave its proof to future work. To that end, one could examine closely the smaller matrix $S$ (17) (of Lemma 1 in Section 3), for example. However, even if Conjecture 1 were violated, then one could detect that easily by inspecting the Jacobian's eigenvalues. Conjecture 1 also implies that IB roots are locally unique outside of bifurcations when presented in their reduced form. Non-uniqueness of optimal roots is detectable by inspecting the Jacobian's eigenvalues-see Corollary 3 in Section 5.3 and the discussion following it. See also Section 6.3 in [6] for the respective discussion in RD. With that, most of the results in Sections 5.2 and 5.3 below do not depend on the validity of Conjecture 1.

### 5.2. Continuous IB Bifurcations: Cluster Vanishing and Cluster Merging

Following [10], we consider the evolution of IB roots which are a continuous function of $\beta$. By representing an IB root in its reduced form (Section 5.1), it is evident that there are two types of continuous IB bifurcations. We provide a practical heuristic (Algorithm 2) for identifying and handling such bifurcations. The discussion here is complemented by Section 5.3 below, which considers the case where continuity does not hold.

The evolution of an IB root in $\beta$ obeys the ODE (16) as long as it can be written as a differentiable function in $\beta$, as in Theorem 1. Considering the root in decoder coordinates, this amounts to an evolution of a $T$-tuple of points $r_{\hat{x}}$ in $\Delta[\mathcal{Y}]$ and their weights $p(\hat{x})$. These typically traverse the simplex smoothly as the constraint $\beta$ is varied, as demonstrated in Figure 6. We now consider two cases where this evolution does not obey the ODE (16), due to violating differentiability.

Consider an optimal IB root in its reduced form (see Section 5.1). Namely, consider the reduced form of a root that achieves the IB curve (1). Suppose that its decoders $r_{\hat{x}}$ and weights $p(\hat{x})$ are continuous in $\beta$. Then, a qualitative change in the root can occur only if either (i) two (or more) of its clusters collide or (ii) the marginal probability $p(\hat{x})$ of a cluster $\hat{x}$ vanishes. In either case, the minimal number of points in $\Delta[\mathcal{Y}]$ required to represent the root decreases. That is, its effective cardinality decreases (a qualitative change where the effective cardinality increases is obtained by merely reversing the dynamics in $\beta$ ). We call the first a cluster-merging bifurcation and the second a cluster-vanishing bifurcation, or continuous bifurcations collectively. Both types were observed already in [17] (Section IV.C) in the related setting of RD problems with a continuous source alphabet. Among the two, cluster-vanishing bifurcations are more frequent in practice than cluster merging. This can
be understood by considering cluster trajectories in the simplex. In a general position, one might expect clusters to seldom be at the same "time" and place (that is, $\beta$ and $r \in \Delta[\mathcal{Y}]$ ).


Figure 6. A cluster-merging bifurcation. The reduced form of the optimal IB root in decoder coordinates as a function of $\beta$, for the exact solution of $\operatorname{BSC}(0.3)$ with a uniform source, as in Figure 1 (see Appendix E). At high enough $\beta$, the root consists of two clusters (in green and blue), each of a marginal probability $\frac{1}{2}$. The clusters collide at $\beta_{c}=61 / 4$ (dashed red vertical) and merge to one, yielding the trivial solution-a single cluster of probability 1 at $p_{Y}$. Carefully note that only a single IB root is plotted here, in its reduced form, with one cluster to the left of $\beta_{c}$ and two to the right. The violation of clusters' differentiability at $\beta_{c}$ can be observed visually (top), and the root is otherwise real-analytic in $\beta$, as can be deduced from Figure 5. Since the trivial solution is an IB root for every $\beta>0$ (not shown), then $\beta_{c}$ is indeed a bifurcation, where the trivial and non-trivial roots intersect. To see this, consider the degenerate form of the trivial solution on two copies of $p_{Y}$, each of probability $\frac{1}{2}$. The marginals $p(\hat{x})$ (bottom) appear to be discontinuous at $\beta_{c}$ because the root was reduced before plotted (the latter degenerate form of the trivial root is not plotted to the left of $\beta_{c}$ ).

We argue that cluster merging and cluster vanishing are indeed bifurcations, where IB roots of distinct effective cardinalities collide and merge into one. We offer two ways to see this. First, using the inverse encoder formulation of the IB in [2] (Section II.A), one can consider an optimization problem in which the number of IB clusters is constrained explicitly (the inverse encoders of an IB root with no zero-mass clusters are in bijective correspondence with its decoders, as noted in Section 2, and so inverse encoder and decoder coordinates are interchangeable). By the arguments therein, the constrained problem has an optimal root (due to compactness), which achieves the optimal curve of the constrained problem. The latter curve must be sub-optimal if fewer clusters are allowed than needed to achieve the IB curve (1). Thus, whenever the effective cardinality of an optimal root (in the un-constrained problem) decreases, it must therefore collide with an optimal root of the constrained IB problem (by Corollary 3 in Section 5.3 below). This accords with [1] (Section 3.4), which describes IB bifurcations as a separation of optimal and sub-optimal IB curves according to their effective cardinalities. Second, consider the reduced form of an IB root at the point of a continuous bifurcation. Since its effective cardinality decreases there strictly, say from $T_{2}$ to $T_{1}$, then the root can be represented on $T_{1}$ clusters at the bifurcation itself. However, the Jacobian of the IB operator (5) in log-decoder coordinates is nonsingular when represented on $T_{1}$ clusters, as discussed after Proposition 1 (in Section 5.3). Thus, by the Implicit Function's Theorem, there is a unique IB root on $T_{1}$ clusters through
this point. It exists at both sides of the bifurcation (above and below the critical point). When represented on $T_{2}$ clusters, however, the latter intersects at the bifurcation with the root of effective cardinality $T_{2}$, and so the two roots collide and merge there to one. This argument is identical to [6] (Section 6.2), which proves that distinct RD roots collide and merge at cluster-vanishing bifurcations in RD.

At a continuous bifurcation, IB roots of distinct effective cardinalities collide and merge into one, as discussed above. Specifically, one root achieves the minimal value of the IB Lagrangian and so is stable, while the other root is sub-optimal. As we shall now elaborate, continuous IB bifurcations are thus pitchfork bifurcations (e.g., Section 3.4 in [35]), in accordance with [19]. Even though the optimal root is continuous in $\beta$ (by assumption), its differentiability is violated at the point of bifurcation. This can be inferred from the comments following Theorem 1 and seen in Figure 6. Strictly speaking, several copies of the root of larger effective cardinality collide at a continuous bifurcation. When two clusters $r \neq r^{\prime}$ collide in a cluster merging bifurcation, then the root itself is invariant to interchanging their coordinates after the collision but not before it, breaking the IB's first structural symmetry discussed in Section 5.1. Interchanging the coordinates of $r$ and $r^{\prime}$ (and their marginals) before the collision yields two distinct copies of essentially the same root. For a cluster vanishing bifurcation, the IB's functionals (e.g., its $X$ - and $Y$-information) do not depend on the coordinates $(r(y))_{y}$ of a vanished cluster $r$, rendering these redundant; cf., [9] (Section 3.1). Before the cluster $r$ vanishes, there is one copy of the root for each index $\hat{x}$, with $r$ placed at its $\hat{x}$ coordinates. Considered in reduced coordinates, these coincide to a single copy after the cluster vanishes. This breaks the IB's second structural symmetry.

With that, we note that cluster-vanishing bifurcations cannot be detected directly by standard local techniques (i.e., considering the derivative's kernel directions at the bifurcation point), whether considering the Hessian of the IB's loss function as in [9] or the Jacobian of the IB operator (5) as here. The technical reason for this is as follows, while the root cause underlying it is best understood in the context of discontinuous bifurcations (after Proposition 1 in Section 5.3). Observe that the $I(Y ; \hat{X})$ and $I(X ; \hat{X})$ functionals do not depend on the coordinates $(r(y))_{y}$ of clusters $r$ of zero mass. Thus, the directions corresponding to these coordinates are always in the kernel regardless of whether evaluating at a bifurcation or not, and so cannot be used to detect a bifurcation (the direction corresponding to a cluster's marginal is useless when one does not know which coordinates $(r(y))_{y}$ to pick for $r$ ). Indeed, with its dynamics in $\beta$ reversed, "a new symbol grows continuously from zero mass" in a cluster-vanishing bifurcation, as [17] (Section IV.C) comments in a related setting. It is then not clear a priori which point in $\Delta[\mathcal{Y}]$ should be chosen for the new symbol, rendering the perturbative condition at Equation (9) difficult to test. In accordance with this, Ref. [9] (Section 5) offers a perturbative condition for detecting arbitrary IB bifurcations, while ref. [13] (3.2 in Part III) offers a condition for detecting cluster-merging bifurcations by analyzing cluster stability. However, both conditions are equivalent (Appendix F), and so must detect the same type of bifurcations. In contrast, a cluster-splitting (or merging) bifurcation is straightforward to detect because the stability of a particular cluster $\hat{x}$ is a property of the root itself-see Appendix F and the references therein for details.

One may wonder whether bifurcations exist in the IB for the same reason as they do in RD. As in the IB, RD problems typically have many sub-optimal curves [6] (Section 6.1). While (continuous) bifurcations in the IB stem from restricting the effective cardinality [1] (Section 3.4), in RD they stem from the various restrictions that a reproduction alphabet has. For example, a reproduction alphabet $\hat{\mathcal{X}}:=\left\{r_{1}, r_{2}, r_{3}\right\}$ of an RD problem may be restricted to the distinct subsets $\left\{r_{1}, r_{2}\right\}$ and $\left\{r_{2}, r_{3}\right\}$, usually yielding distinct sub-optimal RD curves (e.g., Figure 6.1 in [6]). In contrast to RD, the IB's distortion $d_{I B}(25)$ defined by a root's clusters is determined a posteriori by the problem's solution rather than a priori by the problem's definition. As a result, both reasons for the existence of bifurcations coincide. To see this, consider the IB as an RD problem whose reproduction symbols $\hat{\mathcal{X}}$ are a finite subset of $\Delta[\mathcal{Y}]$ which is allowed to vary (i.e., as if defining the tangent RD problem anew at each $\beta$ ). Distinct restrictions of a reproduction alphabet $\hat{\mathcal{X}}$ can be forced to agree by altering
the symbols themselves, so long as they are of the same size. For example, restricting the set $\left\{r_{1}, r_{2}, r_{3}\right\}$ of reproduction symbols to $\left\{r_{1}, r_{2}\right\}$ is the same as restricting it to $\left\{r_{2}, r_{3}\right\}$ instead, and then replacing $r_{3}$ with $r_{1} \in \Delta[\mathcal{Y}]$ in the restricted problem (this is not to be confused with cluster permutations, which change the order in which clusters are listed but do not alter the symbols themselves).

The dynamical point of view above, considering an IB root as weighted points traversing $\Delta[\mathcal{Y}]$, offers a straightforward way to identify and handle continuous IB bifurcations. It is spelled out as our root-reduction Algorithm 2. For cluster-vanishing bifurcations, one can set a small threshold value $\delta_{1}>0$ and consider the cluster $\hat{x}$ as vanished if $p(\hat{x})<\delta_{1}$ (Step 2.3), as in [6] (Section 3.1). Similarly, for cluster-merging bifurcations, one can set a small threshold $\delta_{2}>0$ and consider the clusters $\hat{x} \neq \hat{x}^{\prime}$ to have merged if $\left\|r_{\hat{x}}-r_{\hat{x}^{\prime}}\right\|_{\infty}<\delta_{2}$ (Step 2.9). A vanished cluster is then erased (and merged clusters replaced by one), resulting in an approximate IB root on fewer clusters. This not only identifies continuous IB bifurcations but also handles them, since the output of the root-reduction Algorithm 2 is a numerically reduced root, represented in its effective cardinality. To re-gain accuracy, we shall later invoke the BA-IB Algorithm 1 on the reduced root, as part of our root-tracking algorithm (in Section 6). We note that one should pick the thresholds $\delta_{1}$ and $\delta_{2}$ small enough to avoid false detections, and yet not too small so as to cause mis-detections. Mis-detections will be handled later, in Section 6.1, using a heuristic algorithm.

```
Algorithm 2 Root reduction for the IB
    function \(\operatorname{Reduce} \operatorname{root}\left(p(y \mid \hat{x}), p(\hat{x}) ; \delta_{1}, \delta_{2}\right)\)
Input:
    An approximate IB root \((p(y \mid \hat{x}), p(\hat{x}))\) in decoder coordinates,
    a cluster-mass threshold \(0<\delta_{1}<1\) and a cluster-merging threshold \(0<\delta_{2}<1\).
Output: An approximate IB \(\operatorname{root}(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\) at its effective cardinality.
        for \(\hat{x}\) do
            if \(p(\hat{x})<\delta_{1}\) then \(\quad \triangleright\) Delete clusters of near-zero mass.
                delete the coordinates of \(\hat{x}\), from \(p(\hat{x})\) and \(p(y \mid \hat{x})\).
            end if
        end for
        \(p(\hat{x}) \leftarrow\) normalize \(p(\hat{x}) \quad \triangleright\) Preserve normalization, in case clusters were removed.
        for \(\hat{x} \neq \hat{x}^{\prime}\) do
            if \(\left\|p(y \mid \hat{x})-p\left(y \mid \hat{x}^{\prime}\right)\right\|_{\infty}<\delta_{2}\) then \(\quad \triangleright\) Merge nearly identical points in \(\Delta[\mathcal{Y}]\).
                \(p(\hat{x}) \leftarrow p(\hat{x})+p\left(\hat{x}^{\prime}\right)\)
                delete the coordinates of \(\hat{x}^{\prime}\), from \(p(\hat{x})\) and \(p(y \mid \hat{x})\).
            end if
        end for
        return \((p(y \mid \hat{x}), p(\hat{x}))\)
    end function
```

Using the root-reduction Algorithm 2 allows one to stop early in the vicinity of a bifurcation when following the path of an IB root. As mentioned in Section 4, early stopping restricts the computational difficulty of root tracking [6]. Further, reducing the root before invoking BA-IB (Algorithm 1) allows us to avoid BA's critical slowing down [4], since reduction removes the nearly vanished Jacobian eigenvalues that pertain to the nearly vanished (or nearly merged) cluster(s), which are the cause of BA's critical slowing down. cf., Proposition 1 (Section 5.3) and the discussion around it. See also [6] (Figure 3.1(C) and Section 3.2) for the respective behavior in RD. Finally, we comment that the root-reduction Algorithm 2 can also be implemented in the other two coordinate systems of Section 2.

### 5.3. Discontinuous IB Bifurcations and Linear Curve Segments

In the previous Section 5.2, we considered continuous IB bifurcations-namely, when the clusters $r_{\hat{x}} \in \Delta[\mathcal{Y}]$ and weights $p(\hat{x})$ of an IB root are continuous functions of $\beta$. By exploiting the intimate relations between the IB and RD (Section 5.1), we now consider IB bifurcations where these cannot be written as a continuous function of $\beta$. In our experience, discontinuous bifurcations are infrequent in practice. However, the theory they evoke has several subtle consequences of practical implications important for computing IB roots (in Section 6). Though, perhaps more importantly, they oblige one to ask what is the IB? We start with several examples before diving into the theory; e.g., Figure 7.


Figure 7. A discontinuous IB bifurcation at $\beta_{c}=1$, of the problem defined by $p_{Y \mid X} p_{X}=\left(\begin{array}{ll}0.3 & \\ & 0.7\end{array}\right)$. (Left): to the left of $\beta_{c}$, the optimal solution is the trivial one, supported on the IB cluster $p_{Y}$. To the right it is supported on the boundary points $(1,0)$ and $(0,1)$ of $\Delta[\mathcal{Y}]$. (Middle): the marginals are constant, except at the point of bifurcation. Any convex combination of the trivial and non-trivial roots is optimal there (dotted). That is, this is a support-switching bifurcation as in RD [6] (Figure 6.2). (Right): the IB curve exhibits a linear segment of slope $1 / \beta_{c}=1$, connecting the image of the trivial solution in the information plane (bottom-left) to that of the non-trivial one (top-right). See comments in the main text.

The examples of discontinuous IB bifurcations of which we are aware can be understood in RD context as follows. Consider the IB as an RD problem on the continuous reproduction alphabet $\Delta[\mathcal{Y}]$, with IB roots parameterized by points in $\Delta[\Delta[\mathcal{Y}]]$ (see Section 5.1). In RD, the existence of linear curve segments is well-known [28]-e.g., Figure 2.7.6 in the latter and its reproduction in [6] (Figure 6.2). Section 6.5 in [6] offers an explanation of linear segments in terms of a support-switching bifurcation. Namely, a bifurcation where two RD roots of distinct supports exchange optimality at a particular multiplier value $\beta_{c}$. Both roots evolve smoothly in $\beta$ while only exchanging optimality at the bifurcation. At $\beta_{c}$ itself, every convex combination of these two roots is also an RD root. In particular, the optimal RD root cannot be written as a continuous function of $\beta$. The sudden emergence of an entire segment of roots at $\beta_{c}$ can be understood by RD's convexity and analyticity properties, as follows. The RD curve (23) is parameterized by the slope $-\beta$ of its tangents [28] (Theorems 2.5.1 and 2.5.2). Above and below $\beta_{c}$, specifying the tangent's slope determines a curve-achieving distribution on the optimal root (the root whose curve is lower at this slope value). Equivalently, the lower convex envelope of these roots in the RD plane coincides with one root above $\beta_{c}$ and with the other below it, as seen in Figure 8 (black). At $\beta_{c}$ itself, specifying the slope determines a distribution on both roots. Thus, the convexity of the RD curve and of the set of achieving distributions implies a linear segment at $\beta_{c}$ (Theorem 2.4.1 in [28] and Theorem 5 below). Finally, this behavior is possible due to analyticity, since the roots of a real-analytic operator $I d-B A_{\beta}^{R D}$ are either isolated (typical) or an algebraic curve (atypical) by Bézout's Theorem-see (i) in the discussion following Conjecture 1.


Figure 8. A support-switching bifurcation in RD, reproducing Figure 6.2(F) in [6] (details therein). The RD curve (23) (black) is the envelope of its tangents, parameterized by their slope $-\beta$, [28]. At high slopes, the envelope coincides with that of the problem restricted to the reproduction alphabet $\left\{\hat{x}_{1}, \hat{x}_{2}\right\}$ (green), and at low slopes with that restricted to $\left\{\hat{x}_{2}, \hat{x}_{3}\right\}$ (blue). At a critical slope $-\beta_{c}$, the tangent touches both curves (red circles). Convexity then implies a linear segment (dashed)-see main text.

For one example of linear curve segments in the IB, say that a matrix $M$ decomposes if it can be written (non-trivially) as a block matrix by permuting its rows or columns. In light of the above, we have the following refinement of Theorem 2.6 in [2]:

Theorem 3. The IB curve (1) has a linear segment at $\beta=1$ if and only if the problem's definition $p_{Y \mid X} p_{X}$ decomposes.

Recall that the slope of the IB curve is $1 / \beta$ at a multiplier value $\beta$ [1] (Equation (32)). Thus, Theorem 3 equates decomposable problems with linear curve segments of slope 1 (the slope cannot exceed one due to the data processing inequality). Figure 7 provides a simple decomposable example, exhibiting a support-switching bifurcation between its trivial and non-trivial roots. Non-decomposable examples also exist, exhibiting a supportswitching bifurcation at lower slope values (higher critical $\beta^{\prime}$ s). For example, a symmetric binary erasure channel exhibits a support-switching bifurcation [2] (Section IV.B), which is manifested by a linear segment of slope $1 / \beta_{c} \leq 1$, for $\beta_{c} \geq 1$ (switching between the trivial root at $p_{Y}$ and a bi-clustered root supported on $\left(\beta_{c}^{-1}, 1-\beta_{c}^{-1}, 0\right)$ and $\left(0,1-\beta_{c}^{-1}, \beta_{c}^{-1}\right) \in \Delta[\mathcal{Y}]$; the linear segment of slope $\beta_{c}^{-1}$ is Equation (4.8) there). See [2] (Section IV) for further examples. We argue that in the IB, support-switching bifurcations exhibit the same behavior as in RD. That is, two roots that evolve smoothly in $\beta$ and exchange optimality at the bifurcation. While the sequel can justify this in general, there is a simple way to see this in practice. Namely, following the two roots of Figure 7 through the bifurcation by using BA-IB with deterministic annealing [11] (follow the trivial root of Figure 7 from left to right and the non-trivial one from right to left, through the bifurcation at $\beta_{c}=1$ there). As deterministic annealing usually follows a solution branch continuously, this immediately reveals either root at the region where it is sub-optimal (not displayed).

A support-switching bifurcation evidently has similar characteristics to a transcritical bifurcation (e.g., Section 3.2 in [35]), though it should perhaps be classified as an imperfect transcritical since the roots do not intersect per se as in a classical transcritical. This extends the results of [19], who conclude that IB bifurcations "are only of pitchfork type" (Theorem 5 therein says that the bifurcations detected by their Theorem 3 are degenerate rather than transcritical, concluding that "the bifurcation guaranteed by Theorem 3 is [generically] pitchforklike"). To see the reason for this discrepancy, note that they employ the mathematical machinery in [36] of bifurcations under symmetry. Since pitchfork bifurcations are "common in physical problems that have a symmetry" [35] (Section 3.4), then detecting only pitchforks by using the above machinery might not come as a surprise. Both [9] and its sequel [19] consider the IB's symmetry to interchanging the coordinates of identical clusters (Definition

1(1) in [19]). However, this is a structural symmetry of the IB which stems from representing IB roots by finite-dimensional vectors (Section 5.1), and is broken in continuous IB bifurcations (Section 5.2). On the other hand, discontinuous IB bifurcations need not break this symmetry, as can be seen by inspecting the roots of Figure 7 closely (the trivial solution to the left of $\beta_{c}$ there may be given a degenerate bi-clustered representation, which is fully supported on $p_{Y}$ but has a second cluster $r \neq p_{Y}$ of zero mass. Neither of its roots then possesses a symmetry to interchanging cluster coordinates, at either side of $\beta_{c}$ ).

A few convexity results from rate-distortion theory are needed to consider discontinuous bifurcations in general. These have subtle practical implications, which are of interest in their own right.

Theorem 4 (Theorem 2.4.2 in [28]). The set of conditional probability distributions $p(\hat{x} \mid x)$ which achieve a point $(D, R(D))$ on the rate-distortion curve (23) is convex.

Viewing the IB as an RD problem as in [20] immediately yields an identical result for the IB:

Corollary 2. The set of IB encoders that achieve a point $\left(I_{X}, I_{Y}\right)$ on the IB curve (1) is convex.
The proof is provided below for completeness. We note that a version of Corollary 2 in inverse encoder coordinates can also be synthesized from the ideas leading to Theorem 2.3 in [2].

Proof of Corollary 2. Consider a finite IB problem $p_{Y \mid X} p_{X}$ as an RD problem $\left(d_{I B}, p_{X}\right)$ on the continuous reproduction alphabet $\Delta[\mathcal{Y}]$, as defined by (25) in Section 5.1. As noted above, its encoders (or test channels) are conditional probability distributions $p(r \mid x)$, with $r \in \Delta[\mathcal{Y}]$, supported on finitely many coordinates $(r, x)$.

Let $p_{1}(r \mid x)$ and $p_{2}(r \mid x)$ be encoders achieving a point $\left(I_{X}, I_{Y}\right)$ on the IB curve (1). Define their support by supp $p(r \mid x):=\operatorname{supp} p(r)$, where $p(r)$ is defined from $p(r \mid x)$ via marginalization, as in (4). By Theorem 5 in [20], $p_{1}(r \mid x)$ and $p_{2}(r \mid x)$ may be considered as test channels achieving the curve (23) of the RD problem $\left(d_{I B}, p_{X}\right)$. The reproduction symbols $r \in \Delta[\mathcal{Y}]$ supporting a convex combination $p_{\lambda}:=\lambda \cdot p_{1}+(1-\lambda) \cdot p_{2}, 0 \leq \lambda \leq 1$, are contained in the the supports of $p_{1}$ and $p_{2}$ : supp $p_{\lambda} \subseteq \operatorname{supp} p_{1} \cup \operatorname{supp} p_{2}$. Therefore, $p_{\lambda}$ is finitely supported. Although Berger's Theorem 4 assumes that the reproduction alphabet is finite, one can readily see that its proof works just as well when the distributions involved are finitely supported. Thus, by Theorem $4, p_{\lambda}$ achieves the above point on the RD curve (23). Since this point $\left(I_{X}, I_{Y}\right)$ is on the IB curve (1), then $p_{\lambda}$ is an optimal IB root.

The RD curve (23) is the envelope of lines of slope $-\beta$ and intercept $\min _{p(\hat{x} \mid x)}(I(X ; \hat{X})+$ $\beta \mathbb{E}[d(x, \hat{x})])$ along the $R$-axis, e.g., [28]. Thus, Theorem 4 can be generalized by considering the achieving distributions that pertain to a particular slope value rather than to a particular curve point $(D, R(D))$-see [6] (Section 6.3).

Theorem 5 (Theorem 20 in [6]). For any $\beta>0$ value, the set of distributions achieving the $R D$ curve (23) that correspond to $\beta$ is convex.

As with Corollary 2, we immediately have an identical result for roots achieving the IB curve (1):

Corollary 3. For any $\beta>0$ value, the set of optimal IB encoders that correspond to $\beta$ is convex.

See also [2] (Section IV) for an argument in inverse encoder coordinates. In particular, note the duality technique leading to (b) and (c) in Theorem 4.1 there. This duality boils down to describing a compact convex set in the plane by its lines of support, as in the observation leading to Theorem 5 . Commensurate with the IB being a special case of RD,

Corollary 3 can also be proven directly from the IB's definitions in direct encoder terms [37]. Note that the requirement that the IB root indeed achieves the curve is necessary. Otherwise, one could take convex combinations with the trivial IB root $p(r \mid x)=\delta_{r, p_{Y}}$ (which satisfies the IB Equations (2)-(4) for every $\beta>0$, as one can verify directly). This yields absurd results, since the trivial root contains no information on either $X$ or $Y$.

As in [6] (Section 6.3), the convexity of optimal IB roots (Corollary 3) has several important consequences. For one, unlike the (local) bifurcations we have considered so far, bifurcation theory also has global bifurcations. These are "bifurcations that cannot be detected by looking at small neighborhoods of fixed points" [12] (Section 2.3). From convexity, it immediately follows that

Corollary 4. There are no global bifurcations in finite IB problems.
Indeed, if at a given $\beta$ value there exists more than one optimal root, then the Jacobian of the IB operator $I d-B A_{\beta}(5)$ must have a kernel vector pointing along the line connecting these optimal roots, by Corollary 3.

With that comes an important practical caveat. Corollaries 2 and 3 hold for the IB when parameterized by points in $\Delta[\Delta[\mathcal{Y}]]$. However, the above kernel vector (which exists due to convexity) may not be detectable if an IB root is improperly represented by a finite-dimensional vector. For example, consider the bifurcation in Figure 7, where a line segment at $\beta_{c}$ connects the trivial (single-clustered) root to the 2 -clustered root. Obviously, the bifurcation there cannot be detected by the Jacobian of the IB operator (5) when it is computed on $T=1$ clusters (Jacobian of order $1 \cdot(|\mathcal{Y}|+1)$ ). Indeed, the root of effective cardinality two cannot be represented on a single cluster, and so the line segment connecting it to the trivial root does not exist in a 1-clustered representation. This is demonstrated in Figure 9, which compares Jacobian eigenvalues at reduced representations to those at 2-clustered representations. The same reasoning gives the following necessary condition:

Proposition 1 (A necessary condition for detectability of IB bifurcations). A bifurcation at $\beta_{c}$ in a finite IB problem which involves roots of effective cardinalities $T_{1}$ and $T_{2}$ is detectable by a non-zero vector in $\operatorname{ker}\left(I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta_{c}}\right)$ only if the latter is evaluated at a representation on at least $\max \left\{T_{1}, T_{2}\right\}$ clusters.

Indeed, suppose that $T_{1} \supsetneqq T_{2}$ (the conclusion is trivial if $T_{1}=T_{2}$ ). By definition, a root of effective cardinality $T_{2}$ does not exist in representations with less than $T_{2}$ clusters. Thus, there is no bifurcation in a $T$-clustered representation if $T<T_{2}$, and so there is then nothing to detect. As a special case of this argument, note that Conjecture 1 (Section 5.1) implies that the Jacobian is non-singular in a $T_{1}$-clustered representation of the $T_{1}$-clustered root (namely, at its reduced representation). With that, we have observed numerically that the eigenvalues of $D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ do not depend on the representation's dimension if computed on strictly more clusters than the effective cardinality (which makes sense considering Theorem 2.6 .1 in [28] or Lemma 2.2(i) in [2]). Rather, only the eigenvalues' multiplicities vary by dimension. We omit practical caveats on exchanging between the coordinate systems of Section 2 for brevity.


Figure 9. Bifurcations can be detected by $B A_{\beta}$ 's Jacobian only if computed on enough clusters. The approximate eigenvalues of $D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ are plotted by the representation's dimension for the problem in Figure 7. The eigenvalues are evaluated at solutions obtained by the BA-IB Algorithm 1 (stopping condition $=10^{-9}$ ), initialized anew at random for each $\beta$. While the random initializations account for much of the eigenvalues' spread, they reveal the solution's behavior through its various approximations. Other factors which contribute to this spread are the degeneracy of the solutions (when $\beta<1$, right panel), BA's loss of accuracy near the bifurcation (Figure 3 bottom), and the decoders' proximity to the simplex boundaries (see Equation (13)). (Left): when computed at reduced representations (on $T=1$ clusters to the left, $T=2$ to the right), then the eigenvalues at the trivial solution give no indication of the upcoming bifurcation (at $\beta<1$ ), unlike the eigenvalues at the 2-clustered root $(\beta>1)$. (Right): the bifurcation's presence is clearly noticed also at the trivial solution $(\beta<1)$ when evaluated at its degenerate 2 -clustered representations. Indeed, the trivial solution is then represented on the same number of clusters $(T=2)$ as the root to the right ( $\beta>1$ )-see Proposition 1. However, due to the bifurcation, the eigenvalues' trajectories are not smooth at $\beta_{c}=1$. Both: a similar dependency on the representation's dimension also exists in the other bifurcation examples in this paper (though without the eigenvalues' spread).

The discussion of discontinuous bifurcations naturally leads one to consider the IB as an RD problem on the continuous reproduction alphabet $\Delta[\mathcal{Y}]$, as in Corollaries 2 and 3, unlike its usual definitions in the literature. When considered this way, IB roots are merely paths $\boldsymbol{p}(\beta)$ in $\Delta[\Delta[\mathcal{Y}]]$, following a piecewise smooth trajectory dictated by the IB ODE (16) (which may be considered as a non-autonomous ODE on $\Delta[\Delta[\mathcal{Y}]]$ ). Due to Conjecture 1 and the IFT, these paths are isolated outside bifurcations. Two (or more) roots may intersect in a continuous bifurcation. If one of the intersecting roots is optimal, then the other must be of a strictly smaller effective cardinality due to the arguments in Section 5.2. If two distinct roots are optimal simultaneously, then $\Delta[\Delta[\mathcal{Y}]]$ contains an entire segment of optimal IB roots, due to Corollary 3. Viewing the IB this way also highlights several subtleties in its calculation. First, parameterizing IB roots with $\Delta[\Delta[\mathcal{Y}]]$ avoids its structural symmetries (Section 5.1). Second, it shows that, a priori, it is possible to follow the path of an optimal root using local techniques (Corollary 4). Third, it highlights that one must compute on enough clusters to detect a bifurcation (Proposition 1). Though obvious in retrospect, this caveat was not given proper attention in the IB literature. Fourth, as we shall now see, cluster-vanishing bifurcations can only be detected by following an optimal root to its collision with a root of smaller effective cardinality. Fifth, this implies (below) that only negative step sizes $\Delta \beta<0$ should be used to follow an optimal root.

The arguments above imply that cluster-vanishing bifurcations cannot be detected directly by considering kernel directions of the IB operator (5) at the bifurcation, as argued in Section 5.2. Indeed, consider a continuous bifurcation, where roots $p_{1}$ and $p_{2}$ of respective effective cardinalities $T_{1}<T_{2}$ intersect. These are paths in $\Delta[\Delta[\mathcal{Y}]]$ that coincide at the bifurcation itself, $\boldsymbol{p}_{1}\left(\beta_{c}\right)=\boldsymbol{p}_{2}\left(\beta_{c}\right)$, and so in particular are of the same effective cardinality $T_{1}$ there. This is in contrast to the situation in Corollary 3, where two distinct roots are
simultaneously optimal at $\beta_{c}$, leading to an entire segment of optimal roots. Asking whether a bifurcation is detectable amounts to considering the evaluation of ker $D\left(I d-B A_{\beta}\right)$ at a finite-dimensional representation (or "projection") of $p$. The Jacobian $D\left(I d-B A_{\beta}\right)$ of the IB operator (5) is non-singular when evaluated on a $T_{1}$-clustered representation of $p_{1}\left(\beta_{c}\right)$ in log-decoder coordinates, as noted after Proposition 1. We argue that evaluating it on representations with more clusters $T \supsetneqq T_{1}$ does not allow one to detect the bifurcation (even if $T \geq T_{2}$ ). See Appendix H for a formal argument. Intuitively, this is because picking a degenerate representation amounts to duplicating clusters of the reduced representation or adding clusters of zero mass (see reduction in Section 5.1). Introducing degeneracies to a reduced root adds no information about the problem at hand.

Due to the above, cluster-vanishing bifurcations cannot be detected by following a root $p_{1}$ of effective cardinality $T_{1}$ through the bifurcation point, but only by following a root $p_{2}$ with $T_{2}>T_{1}$ to its collision with $\boldsymbol{p}_{1}$. As discussed after Conjecture 1 (Section 5.1), the Jacobian of $I d-B A_{\beta}$ in reduced log-decoder coordinates can then be used to indicate the upcoming collision of $p_{2}$ with $p_{1}$, in addition to the root-reduction Algorithm 2. The exact same arguments as above apply also to cluster-merging bifurcations. However, as noted in Section 5.2 (and Appendix F), the stability of a particular IB cluster $\hat{x}$ is a property of the root itself. Thus, these are detectable by standard local techniques at the point of bifurcation. Unlike continuous bifurcations, discontinuous bifurcations are inherently detectable due to the line segment in $\Delta[\Delta[\mathcal{Y}]]$ connecting the roots at the bifurcation (Corollary 3 ), as long as the IB root is represented on sufficiently many clusters (Proposition 1)—see Figure 9. These results make sense, considering that cluster-vanishing bifurcations are more frequent in practice than other types. Intuitively, branching from a suboptimal root $p_{1}$ to an optimal one $p_{2}$ is harder than the other way around, just as learning new relevant information is harder than discarding it. Cases where both directions are equally difficult are the exception, as one might expect. This is consistent with the later discussion in Section 6.3 on the stability of optimal IB roots (Appendix G).

When following the path of a reduced IB root (as in Section 4), one would like to ensure that its bifurcations are indeed detectable by BA's Jacobian. Due to the caveats involved in detecting bifurcations of either type, it is necessary to follow the path as the effective cardinality decreases rather than increases. As a result, we take only negative step sizes $\Delta \beta<0$, since the effective cardinality of an optimal IB root cannot decrease with $\beta$. To see this, first note that the IB curve $I_{Y}\left(I_{X}\right)(1)$ is concave, and so its slope $1 / \beta$ cannot increase with $I_{X}$. That is, $\beta$ cannot decrease with $I_{X}$. Second, note that allowing more clusters cannot decrease the X-information $\sum_{\hat{x}} p(\hat{x}) H(p(x \mid \hat{x}))$ achieved by the IB's optimization variables. Indeed, a $T$-clustered variable $(p(x \mid \hat{x}), p(\hat{x}))$ (not necessarily a root) can always be considered as ( $T+1$ )-clustered, by adding a cluster of zero mass; cf., the construction of [2] (Section II.A). Thus, the effective cardinality of an optimal root cannot decrease as the constraint $I_{X}$ on the $X$-information is relaxed. With both points combined, the effective cardinality cannot decrease with $\beta$, as argued. In contrast to the IB, we note that the behavior of RD problems is more complicated since the distortion of each reproduction symbol is fixed a priori; e.g., Example 2.7.3 and Problems 2.8-2.10 in [28].

Returning to discontinuous IB bifurcations, we proceed with the argument of Section 5.2 when continuity fails. That is, consider the reduced form of an optimal IB root, and suppose that either its decoders or its weights (or both) cannot be written as a continuous function of $\beta$ at $\beta_{c}$. Write $r_{\hat{x}}^{+}$and $r_{\hat{x}}^{-}$for its distinct decoders as $\beta \rightarrow \beta_{c}^{+}$and $\beta \rightarrow \beta_{c}^{-}$, respectively. Similarly, write $p^{+}(\hat{x})$ and $p^{-}(\hat{x})$ for its non-zero weights. Consider the tangent RD problem on the reproduction alphabet $\hat{\mathcal{X}}:=\left\{r_{\hat{x}}^{+}\right\}_{\hat{x}} \cup\left\{r_{\hat{x}}^{-}\right\}_{\hat{x}} \subset \Delta[\mathcal{Y}]$, as in Section 5.1. See also [4] (Section V), upon which this argument is based. By construction, the IB coincides with its tangent RD problem at the two points $\left(r_{\hat{x}}^{+}, p^{+}(\hat{x})\right)$, and $\left(r_{\hat{x}}^{-}, p^{-}(\hat{x})\right)$. Since both points achieve the optimal curve at the same slope value $1 / \beta_{c}$, then the linear segment of distributions connecting these points is also optimal, by Theorem 5. Alternatively, one could apply Corollary 3 directly to the IB problem. Either way, there exists a line segment of optimal IB roots, which pertain to the given slope value. In summary,

Theorem 6. Let a finite IB problem have a discontinuous bifurcation at $\beta_{c} \geq 1$. Then, its IB curve (1) has a linear segment of slope $1 / \beta_{c}$.

Unless the decoder sets $\left\{r_{\hat{x}}^{+}\right\}_{\hat{x}}$ and $\left\{r_{\hat{x}}^{-}\right\}_{\hat{x}}$ are identical, then this is a support-switching bifurcation [6] (Section 6.5), as in Figure 7. A priori, the IB roots $\left(r_{\hat{x}}^{+}, p^{+}(\hat{x})\right)$ and $\left(r_{\hat{x}}^{-}, p^{-}(\hat{x})\right)$ may achieve the same point in the information plane, in which case the linear curve segment is of length zero. However, we are unaware of such examples. Yet, even if such bifurcations exist, they would be detectable by the Jacobian of BA-IB (when represented on enough clusters), subject to Conjecture 1.

## 6. First-Order Root Tracking for the Information Bottleneck

Gathering the results of Sections $2-5$, we can now not only follow the evolution of an IB root along the first-order Equation (16), but can also identify and handle IB bifurcations. This is summarized by our First-order Root-Tracking algorithm for the IB (IBRT1) in Section 6.1, with some numerical results in Section 6.2. Section 6.3 discusses the basic properties of IBRT1, and mainly the surprising quality of approximations of the IB curve (1) that it produces, as seen in Figure 1. We focus on continuous bifurcations (Section 5.2), since these are far more frequent in our experience than discontinuous ones and are straightforward to handle (see Section 6.3 on the handling of discontinuous bifurcations).

### 6.1. The IBRT1 Algorithm 5

To assist the reader, we first present a simplified version of IBRT1 as Algorithm 3, with edge cases handled later by Algorithm 4-clarifications follow. When combined, these two form our IBRT1 Algorithm 5, specified below.

We now elaborate on the main steps of the Simplified First-order Root Tracking for the IB (Algorithm 3), following Root Tracking for RD [6] (Algorithm 3). Its purpose is to follow the path of a given IB root $p_{\beta_{0}}(\hat{x} \mid x)$ in a finite IB problem. The initial condition $p_{\beta_{0}}(\hat{x} \mid x)$ is required to be reduced and IB-optimal. Its optimality is needed below to ensure that the path traced by the algorithm is indeed optimal. The step-size $\Delta \beta$ is negative, for reasons explained in Section 5.3 (Proposition 1 ff .). The cluster mass and cluster merging thresholds are as in the root-reduction Algorithm 2 (Section 5.2).

Denote $\tilde{\boldsymbol{p}}$ (step 3 of Algorithm 3) for the distributions generated from an encoder (see Equation (11) in Section 2). Algorithm 3 iterates over grid points $\tilde{p}$, with each while iteration generating the reduced form of the next grid point, as follows. On step 6, evaluate the IB ODE (16) at the current root $\tilde{p}$, solving the linear equations numerically. By Conjecture 1 (Section 5.1), the IB ODE has a unique numerical solution $v$ if $\tilde{p}$ is a reduced root and not a bifurcation. Steps 7 and 8 approximate the root at the next grid point at $\beta+\Delta \beta$, by exponentiating Euler method's step (22) (Section 4). Normalization is enforced on step 9, since it is assumed throughout. Off-grid points can be generated by repeating steps 7 through 9 for intermediate $\Delta \beta$ values if desired. The approximate root at $\beta+\Delta \beta$ is reduced on step 11, by invoking the root-reduction Algorithm 2 (Section 5.2). Note that Algorithm 2 returns its input root unmodified unless reducing it numerically. If reduced, then the root is a vector of a lower dimension-either a cluster mass $p(\hat{x})$ has nearly vanished or distinct clusters have nearly merged. To re-gain accuracy, we invoke (on step 14) the Blahut-Arimoto Algorithm 1 for the IB until convergence, on the encoder defined at step 13 by the reduced root. Although BA-IB is invoked near a bifurcation, this does not incur a hefty computational cost due to its critical slowing down [4]-see comments at the bottom of Section 5.2. Invoking BA (on step 14) before reducing (on step 11) would have inflicted a hefty computational cost to BA-IB due to the nearby bifurcation. Finally, a single BA-IB iteration in decoder coordinates is invoked on the approximate root (step 17), whether reduced earlier or not. This enforces Markovity while improving the order of this method (see Section 4, and Figure 4 in particular). Algorithm 3 continues this way (step 4) until the approximate solution is trivial (single-clustered), or $\beta$ is non-positive. In the IB, the trivial solution is always optimal for tradeoff values $\beta<1$. However, here $\beta$ plays the role of
the ODE's independent variable instead. Thus, we allow Algorithm 3 to continue beyond $\beta=1$, as long as $\beta>0$, which is assumed throughout (the condition $\beta>|\Delta \beta|$ on step 4 ensures that the target $\beta$ value of the next grid point is non-negative). This shall be useful for overshooting-see below.

```
Algorithm 3 Simplified First-order Root-Tracking for the IB
    function \(\operatorname{sIBRT} 1\left(p_{Y \mid X} p_{X}, \beta_{0}, p_{\beta_{0}}(\hat{x} \mid x) ; \Delta \beta, \delta_{1}, \delta_{2}\right)\)
Input:
    An IB problem definition \(p_{Y \mid X} p_{X}\) with \(\forall x p_{X}(x)>0\).
    A reduced IB-optimal root \(p_{\beta_{0}}(\hat{x} \mid x)\) at \(\beta_{0}\). A step size \(\Delta \beta<0\).
    Cluster-mass threshold \(\delta_{1}\) and cluster-merging threshold \(\delta_{2}\), with \(0<\delta_{i}<1\).
Output: Approximations \(\tilde{\boldsymbol{p}}_{\beta_{n}}\) of the optimal IB roots \(\boldsymbol{p}_{\beta_{n}}\) at \(\beta_{n}:=\beta_{0}+n \Delta \beta\).
        Initialize \(\beta \leftarrow \beta_{0}\) and results \(\leftarrow\}\).
        Initialize \(\tilde{p}:=(\tilde{p}(\hat{x} \mid x), \tilde{p}(x \mid \hat{x}), \tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\) from \(p_{\beta_{0}}(\hat{x} \mid x)\), via Steps 1.4-1.6.
        while \(\beta>|\Delta \beta|\) and \(|\operatorname{supp} \tilde{p}(\hat{x})|>1\) do \(\triangleright\) See main text on stopping condition.
            Append \(\tilde{p}\) to results.
            \(v:=\left(\frac{d \log \tilde{p}(y \mid \hat{x})}{d \beta}, \frac{d \log \tilde{p}(\hat{x})}{d \beta}\right) \leftarrow\) solve the IB ODE (16) at \(\tilde{p}\).
            \(\tilde{p}(y \mid \hat{x}) \leftarrow \tilde{p}(y \mid \hat{x}) \exp \left(\Delta \beta \cdot \frac{d \log \tilde{p}(y \mid \hat{x})}{d \beta}\right)\)
            \(\tilde{p}(\hat{x}) \leftarrow \tilde{p}(\hat{x}) \exp \left(\Delta \beta \cdot \frac{d \log \tilde{p}(\hat{x})}{d \beta}\right) \triangleright\) Exponentiate the linear approximations (22).
            \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})) \leftarrow\) normalize \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\)
            old_dim \(\leftarrow \operatorname{dim} \tilde{p}(\hat{x})\)
            \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})) \leftarrow \operatorname{REDUCE} \operatorname{ROOT}\left(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}) ; \delta_{1}, \delta_{2}\right) . \quad \triangleright\) Algorithm 2.
            if old_dim \(\neq \operatorname{dim} \tilde{p}(\hat{x})\) then \(\quad \triangleright\) Root was reduced due to bifurcation.
                \(\tilde{p}(\hat{x} \mid x) \leftarrow\) the encoder defined by \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\), via Steps 1.7-1.8.
                \(\tilde{p} \leftarrow \operatorname{BA}-\operatorname{IB}\left(\tilde{p}(\hat{x} \mid x) ; p_{Y \mid X} p_{X}, \beta+\Delta \beta\right)\).
            \(\triangleright\) Ensure accuracy of the reduced root, using BA-IB Algorithm 1 till convergence.
                end if
            \(\beta \leftarrow \beta+\Delta \beta\).
            \(\tilde{p} \leftarrow B A_{\beta}(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})) \quad \triangleright\) A single BA-IB iteration in decoder coordinates.
        end while
        Append \(\tilde{p}\) to results.
        return results.
    end function
```

With that, there are caveats in Algorithm 3, which stem from passing too far or close to a bifurcation. For one, suppose that the error accumulated from the true solution is too large for a bifurcation to be detected. The approximations generated by the algorithm will then overshoot the bifurcation. Namely, it will proceed with more clusters than needed until the conditions for reduction are met later on (see Section 6.3 below), as demonstrated by the two sparse grids in Figure 10 (Section 6.2). For another, suppose that the current grid point $\tilde{p}$ is too close to a bifurcation. This might happen due to a variety of numerical reasons, e.g., thresholds $\delta_{1}, \delta_{2}$ too small, or due to the particular grid layout. The coefficients matrix $I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ of the IB ODE (16) (which is the Jacobian of the IB operator (5)) would then be ill-conditioned, typically resulting in very large implicit numerical derivatives $v$ on step 6; cf., Conjecture 1 ff . in Section 5.1. Any inaccuracy in $v$ might then send the next grid point astray, derailing the algorithm from there on (e.g., inaccuracies due to the accumulated approximation error or due to the error caused by computing implicit derivatives in the vicinity of a bifurcation-see Figure 3 (top) in Section 3). Indeed, the derivatives $\frac{d x}{d \beta}=-\left(D_{x} F\right)^{-1} D_{\beta} F$ defined by the implicit ODE (7) are in general unbounded near a bifurcation of $F$ (in our case, $D_{x} F$ is always non-singular outside bifurcations, due to Conjecture 1 and the use of reduced coordinates). This can be seen in Figure 2 (Section 2) for example, where the derivatives "explode" at
the bifurcation's vicinity. See also [6] (Section 7.2) on the computational difficulty incurred by a bifurcation. While overshooting a bifurcation is not a significant concern for our purposes (see Section 6.3), passing too close to one is. The latter is important, especially when the step size $|\Delta \beta|$ is small. While decreasing $|\Delta \beta|$ generally improves the error of Euler's method, it also makes it easier for the approximations to come close to a bifurcation, thus potentially worsening the approximation dramatically if it derails. This motivates one to consider how singularities of the IB ODE (16) should be handled.

```
Algorithm 4 A heuristic for handling singularities of the IB ODE (16)
    function Handle \(\operatorname{singULARITY}\left(p_{Y \mid X} p_{X},(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})), \boldsymbol{v}, \boldsymbol{\beta}\right)\)
Input:
    An IB problem definition \(p_{Y \mid X} p_{X}\), with \(\forall x p_{X}(x)>0\).
    An approximate \(\operatorname{root}(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\) of the given problem, near a singularity of the IB
    ODE (16).
    Approximate numerical derivatives \(v:=\left(\frac{d \log \tilde{p}(y \mid \hat{x})}{d \beta}, \frac{d \log \tilde{p}(\hat{x})}{d \beta}\right)\) at the given root.
    The \(\beta>0\) value of the next (output) grid point.
Output: An approximate IB root \(\tilde{p}\) at \(\beta\) on one fewer cluster.
        \(\hat{x}^{\prime}, \hat{x}^{\prime \prime} \leftarrow\) the two indices \(\hat{x}\) of largest \(\left\|\frac{d \log \tilde{p}(y \mid \hat{x})}{d \beta}\right\|_{\infty}\) value (norm of \(y\)-indexed vectors).
        \(\tilde{p}\left(y \mid \hat{x}^{\prime}\right) \leftarrow \frac{1}{2} \cdot\left(\tilde{p}\left(y \mid \hat{x}^{\prime}\right)+\tilde{p}\left(y \mid \hat{x}^{\prime \prime}\right)\right) \triangleright\) Replace fastest-moving clusters by their mean.
        Erase \(\hat{x}^{\prime \prime}\) from the decoder \(\tilde{p}(y \mid \hat{x})\).
        \(\tilde{p}\left(\hat{x}^{\prime}\right) \leftarrow \tilde{p}\left(\hat{x}^{\prime}\right)+\tilde{p}\left(\hat{x}^{\prime \prime}\right)\)
        Erase \(\hat{x}^{\prime \prime}\) from the marginal \(\tilde{p}(\hat{x})\).
        \(\tilde{p}(\hat{x} \mid x) \leftarrow\) the encoder generated from \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\), via Steps 1.7-1.8.
                \(\triangleright\) A new encoder on one cluster less than the input.
        \(\tilde{\boldsymbol{p}} \leftarrow \operatorname{BA}-\mathrm{IB}\left(\tilde{p}(\hat{x} \mid x) ; p_{Y \mid X} p_{X}, \beta\right) . \quad \triangleright\) Re-gain accuracy, by the BA-IB Algorithm 1.
        return \(\tilde{p}\)
    end function
```

Next, we elaborate on our heuristic for handling singularities of the IB ODE (16), Algorithm 4. The inputs of this heuristic are defined as in Algorithm 3. It starts with the assumption that the coefficients matrix $I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ of the IB ODE (16) is nearly singular at the current grid point $\tilde{p}$ due to a nearby bifurcation (although a priori the Jacobian $D_{\log p(y \mid x), \log p(\hat{x})}\left(I d-B A_{\beta}\right)$ may be singular also due to other reasons, by Conjecture 1 it is non-singular at the approximations generated so far since they are assumed to be in their reduced form-see Section 5.1). As a result, the implicit derivatives $v$ at $\tilde{p}$ are not to be used directly to extrapolate the next grid point, as explained above. Instead, we use them to identify the two fastest moving clusters, on step 2 of Algorithm 4 (while this can be refined to handle more than two fast-moving clusters at once, that is not expected to be necessary for typical bifurcations). These are replaced by a single cluster (steps 3 through 6), resulting in an approximate root on one fewer cluster. To re-gain accuracy, the BA-IB Algorithm 1 is then invoked (on step 8) on the encoder generated (on step 7) from the latter root, thereby generating the next grid point. If the fastest-moving clusters have merged (in the true solution) by the next grid point, then the output of Algorithm 4 will be an IB-optimal root if its input grid point is so. Namely, the branch followed by the algorithm remains an optimal one. Otherwise, if these clusters merge shortly after the next grid point, then Algorithm 4 yields a sub-optimal branch. However, optimality is re-gained shortly afterward since the sub-optimal branch collides and merges with the optimal one in continuous IB bifurcations (Section 5.3). Figure 10 below demonstrates Algorithm 4. cf., [6] (Section 3.2) on the similar heuristic in root tracking for RD, which may also lose optimality near a bifurcation and re-gain it shortly after.

```
Algorithm 5 First-order Root Tracking for the IB (IBRT1)
    function \(\operatorname{IBRT} 1\left(p_{Y \mid X} p_{X}, \beta_{0}, p_{\beta_{0}}(\hat{x} \mid x) ; \Delta \beta, \delta_{1}, \delta_{2}, \delta_{3}\right)\)
Input:
    An IB problem definition \(p_{Y \mid X} p_{X}\) with \(\forall x p_{X}(x)>0\).
    A reduced IB-optimal root \(p_{\beta_{0}}(\hat{x} \mid x)\) at \(\beta_{0}\). A step size \(\Delta \beta<0\).
    Thresholds \(0<\delta_{1}, \delta_{2}<1\) for the root-reduction Algorithm 2 (cluster mass and merg-
    ing).
    A threshold \(0<\delta_{3}<1\) for eigenvalues' singularity.
Output: Approximations \(\tilde{\boldsymbol{p}}_{\beta_{n}}\) of the optimal IB roots \(\boldsymbol{p}_{\beta_{n}}\) at \(\beta_{n}:=\beta_{0}+n \Delta \beta\).
    Initialize \(\beta \leftarrow \beta_{0}\) and results \(\leftarrow\}\).
    Initialize \(\tilde{p}:=(\tilde{p}(\hat{x} \mid x), \tilde{p}(x \mid \hat{x}), \tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\) from \(p_{\beta_{0}}(\hat{x} \mid x)\), via Steps 1.4-1.6.
        while \(\beta>|\Delta \beta|\) and \(|\operatorname{supp} \tilde{p}(\hat{x})|>1\) do
            Append \(\tilde{p}\) to results.
            \(v:=\left(\frac{d \log \tilde{p}(y \mid \hat{x})}{d \beta}, \frac{d \log \tilde{p}(\hat{x})}{d \beta}\right) \leftarrow\) solve the IB ODE (16) at \(\tilde{p}\).
            eigs \(\left.\leftarrow \operatorname{eig}(I-S)\right|_{\tilde{p}} \quad \triangleright\) Test ODE for singularity, using \(S(17)\) from Lemma 1.
            if \(\left(\min _{v \in e i g s}|v|\right)<\delta_{3}\) then \(\quad \triangleright\) ODE is nearly singular.
                    \(\tilde{\boldsymbol{p}} \leftarrow \operatorname{HANDLE} \operatorname{SinGULARITY}\left(p_{Y \mid X} p_{X},(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})), \boldsymbol{v}, \beta+\Delta \beta\right)\)
                            \(\triangleright\) Handle an otherwise undetected singularity using Algorithm 4.
            else
            \(\tilde{p}(y \mid \hat{x}) \leftarrow \tilde{p}(y \mid \hat{x}) \exp \left(\Delta \beta \cdot \frac{d \log \tilde{p}(y \mid \hat{x})}{d \beta}\right)\)
            \(\tilde{p}(\hat{x}) \leftarrow \tilde{p}(\hat{x}) \exp \left(\Delta \beta \cdot \frac{d \log \tilde{p}(\hat{x})}{d \beta}\right)\)
            \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})) \leftarrow\) normalize \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\)
            old_dim \(\leftarrow \operatorname{dim} \tilde{p}(\hat{x})\)
            \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x})) \leftarrow \operatorname{REDUCE} \operatorname{ROOT}\left(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}) ; \delta_{1}, \delta_{2}\right)\).
            if old_dim \(\neq \operatorname{dim} \tilde{p}(\hat{x})\) then
                        \(\tilde{p}(\hat{x} \mid x) \leftarrow\) encoder defined from \((\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\), via Steps 1.7-1.8.
                    \(\tilde{p} \leftarrow \operatorname{BA}-\operatorname{IB}\left(\tilde{p}(\hat{x} \mid x) ; p_{Y \mid X} p_{X}, \beta+\Delta \beta\right)\).
                    end if
            end if
            \(\beta \leftarrow \beta+\Delta \beta\).
            \(\tilde{p} \leftarrow B A_{\beta}(\tilde{p}(y \mid \hat{x}), \tilde{p}(\hat{x}))\)
        end while
        Append \(\tilde{\boldsymbol{p}}\) to results.
        return results.
    end function
```

The heuristic Algorithm 4 is motivated by cluster-merging bifurcations. In these, the implicit derivatives are very large only at the coordinates $\frac{d \log p(y \mid \hat{x})}{d \beta}$ of the points colliding in $\Delta[\mathcal{Y}]$ (note that cluster masses barely change in the vicinity of a cluster merging, until the point of bifurcation itself). While intended for cluster-merging bifurcations, this heuristic works nicely in practice also for cluster-vanishing ones. To see why, note that one can always add a cluster of zero mass to an IB root without affecting the root's essential properties, regardless of its coordinates in $\Delta[\mathcal{Y}]$ (cf., Section 5.1 on reduction in the IB). Therefore, a numerical algorithm may, in principle, do anything with the coordinates $p(y \mid \hat{x}) \in \Delta[\mathcal{Y}]$ of a nearly vanished cluster $\hat{x}, p(\hat{x}) \simeq 0$, without affecting the approximation's quality too much. Thus, for numerical purposes, one may treat a cluster-vanishing bifurcation as a cluster-merging one. Conversely, in a cluster-merging bifurcation, a numerical algorithm may, in principle, zero the mass of one cluster while adding it to the remaining cluster, again without affecting the approximation's quality too much. To conclude, for numerical purposes, cluster vanishing is very similar to cluster merging. A variety of treatments between these extremities may be possible by a numerical algorithm. Empirically, we have observed that our ODE-based algorithm treats both as cluster-merging bifurcations. To our
understanding, this is because our algorithm operates in decoder coordinates, unlike the BA-IB Algorithm 1, for example, which operates in encoder coordinates.

Finally, we combine the simplified root-tracking Algorithm 3 with the heuristic Algorithm 4 for handling singularities, yielding our IBRT1 Algorithm 5. It follows the lines of the simplified Algorithm 3, except that after solving for the implicit derivatives on step 6, we test the IB ODE (16) for singularity. To that end, we propose using the matrix $S$ (17) (from Lemma 1 in Section 3), since its order $T \cdot|\mathcal{Y}|$ is smaller than the order $T \cdot(|\mathcal{Y}|+1)$ of the ODE's coefficients matrix. This might make it computationally cheaper to test for singularity (on steps 7 and 8 of Algorithm 5). Our heuristic Algorithm 4 is invoked (on step 9) if the ODE (16) is found to be nearly singular, otherwise proceeding as in Algorithm 3.

### 6.2. Numerical Results for the IBRT1 Algorithm 5

To demonstrate the IBRT1 Algorithm 5, we present the numerical results used to approximate the IB curve in Figure 1 (Section 1)—see Section 6.3 below on the approximation quality and the algorithm's basic properties. This example was chosen both because it has an analytical solution (Appendix E) and because it allows one to get a good idea of the bifurcation handling added (in Section 6.1) on top of the modified Euler method (from Section 4).


Figure 10. Clusters of the approximate IB roots generated by the IBRT1 Algorithm 5 for several step-sizes, on top of the exact solutions of $\operatorname{BSC}(0.3)$ with a uniform source (Appendix E). Carefully note that only a single IB root is plotted here; its two clusters merge at $\beta_{c}$ (dashed red vertical), as seen in Figure 6 (Section 5.2). At 20 and 100 grid points, the approximations overshoot the bifurcation, terminating due to (approximate) cluster collision, while on 1200 grid points, the approximations pass too close to the bifurcation, terminating due to the nearby singularity. This can be seen in the inset to the right: The leftmost green marker has passed the cluster-merging threshold (dashed green lines), and so was numerically reduced to the trivial (single-clustered) solution by the root-reduction Algorithm 2. On the other hand, the orange markers to the right are still far from the cluster-merging threshold; the leftmost one was reduced by the singularity-handling heuristic Algorithm 4 since the IB ODE (16) is nearly singular there. Indeed, the numerical derivative is about five orders of magnitude larger there than at the algorithm's initial condition (see Figure 2) due to the bifurcation's proximity. The leftmost green and orange markers were drawn after the reductions took place. See main text and Section 6.1 for details, Figure 11 for errors, and Figure 1 (in Section 1) for the approximate IB curves. The marginals $p(\hat{x})$ are not shown, as these barely deviate from their true value in this problem. For each step-size $\Delta \beta$, the algorithm was initialized at the problem's exact solution at $\beta=2^{5}$, with thresholds set to $\delta_{i}=10^{-2}$, for $i=1,2,3$. The lines connecting consecutive markers are for visualization only.

We discuss the numerical examples of this Section in light of the explanations provided in the previous Section 6.1. The error of the IBRT1 Algorithm 5 generally improves as the step-size $|\Delta \beta|$ becomes smaller, as expected. The single BA-IB iteration added to Euler's method (in Section 4) typically allows one to achieve the same error by using much fewer grid points, thus lowering computational costs. For example, the two denser grids in Figure 10 require about an order of magnitude fewer points to achieve the same error compared to Euler's method for the IB; this can be seen from Figure 4 (Section 4).

In sparse grids, the approximations often pass too far away from a bifurcation for the root-reduction Algorithm 2 to detect it. When overshooting it, the conditions for numerical reduction are generally met later on, as discussed in Section 6.3 below. Decreasing $|\Delta \beta|$ further often leads the approximations too close to a bifurcation, as can be seen in the densest grid of Figure 10. The implicit derivatives are typically very large at the proximity of a bifurcation, while the least accurate there (see Section 6.1). As these might send subsequent grid points off-track, the heuristic Algorithm 4 is invoked to handle the nearby singularity (see inset of Figure 10). As noted earlier, the computational difficulty in tracking IB roots (or root tracking in general) stems from the presence of a bifurcation, manifested here by large approximation errors in its vicinity. While the algorithm's error peaks at the bifurcation, it typically decreases afterward when overshooting, as seen in Figure 11. The reasons for this are discussed below in Section 6.3.


Figure 11. The error of the IBRT1 Algorithm 5 from the exact solution for several step-sizes. The figure shows the (log-) $L_{\infty}$-error of the numerical approximations in Figure 10 from the exact solutions; the error is measured as in Figure 3 (bottom). Increasing the grid density decreases the error, as one might expect. While the error peaks at the bifurcation (dashed red vertical), it decreases afterward-see main text and Section 6.3 below. The rightmost marker for each grid density is missing since the initial error is zero.

### 6.3. Basic Properties of the IBRT1 Algorithm 5 and Why It Works

Apart from presenting the basic properties of the IBRT1 Algorithm 5, the primary purpose of this section is to understand why it approximates the problem's true IB curve (1) so well, despite its apparent errors in approximating the IB roots. While shown here only in Figures 1 and 10 (in Sections 1 and 6.2), this behavior is consistent in the few numerical examples that we have tested. We offer an explanation why this may be true in general.

To understand why the IBRT1 Algorithm 5 approximates the true IB curve (1) so well, we first explain why overshooting is not a significant concern, as noted earlier in Section 6.1. To that end, consider the implicit ODE (7)

$$
\frac{d x}{d \beta}=-\left(D_{x} F\right)^{-1} D_{\beta} F,
$$

from Section 1. As long as $D_{x} F$ and $D_{\beta} F$ at its right-hand side are well-defined, it defines a vector field on the entire phase space of admissible $x$ values, at least when $D_{x} F$ is nonsingular. That is, even for $x^{\prime}$ 's which are not roots (6) of $F$. Ignoring several technicalities, the IB ODE (16) therefore defines a vector field also outside IB roots (although at a reduced root singularities of the IB ODE (16) coincide with IB bifurcations, the IB's vector field might a priori be singular elsewhere). Indeed, due to Conjecture 1, the Jacobian of the IB operator $I d-B A_{\beta}(5)$ is non-singular in the vicinity of a reduced $\operatorname{root}\left(D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}\right.$ (13) is continuous in the distributions defining it, and thus so are its eigenvalues, under mild assumptions-cf., Lemma A1 in Appendix A). Now, suppose that $\boldsymbol{p}_{\beta}$ is an optimal IB root, and consider a point $p^{\prime} \neq p_{\beta}$ in its vicinity. An argument based on a strong notion of Lyapunov stability (in Appendix G) shows that $p^{\prime}$ flows along the IB's vector field towards $p_{\beta}$ in regions that do not contain a bifurcation, though only if flowing in decreasing $\beta$ as done by our IBRT Algorithm 5. An approximation $p^{\prime}$ would then be "pulled" towards the true root. Stability in decreasing (rather than increasing) $\beta$ values is very reasonable, considering that $\boldsymbol{p}_{\beta}$ follows a path of decreasingly informative representations as $\beta$ decreases. Indeed, all the paths to oblivion lead to one place-the trivial solution, whose representation in reduced coordinates is unique. As a result, a numerical approximation $p^{\prime}$ would gradually settle in the vicinity of the true root $\boldsymbol{p}_{\beta}$ as seen in Figures 10 and 11, so long as $\boldsymbol{p}_{\beta}$ does not change much and the step-size $|\Delta \beta|$ is small enough. While this explanation obviously breaks near a bifurcation, it does suggest that the approximation error should decrease when overshooting it (see Section 6.1), once the true reduced root has settled down. In a sense, overshooting is similar to being in the right place but at the wrong time.

The above suggests that the IBRT1 Algorithm 5 should generally approximate the true IB curve (1) well, despite its errors in approximating IB roots. To see this, note that while $\beta^{-1}$ is the slope of the optimal curve (1) of the IB [1] (Equation (32)), for the IB ODE (16) it is merely an independent "time-like" variable. When solving for the optimal curve (1), one is not interested in an optimal root or in its $\beta$ value, but rather in its image $(I(X ; \hat{X}), I(Y ; \hat{X}))$ in the information plane. As a result, achieving the optimal roots but with the wrong $\beta$ values does yield the true IB curve (1), as required. This is the reason that the true curve (1) is achieved in Figure 1 (Section 1) even on sparse grids, despite the apparent approximation errors in Figures 10 and 11 (Section 6.2). With that, we expect the approximate IB curve produced by the IBRT1 Algorithm 5 to be of lesser quality when there are more than two possible labels $y$. To see why, note that the space $\Delta[\mathcal{Y}]$ traversed by approximate clusters is not one-dimensional when $|\mathcal{Y}|>2$, and so it is possible to maneuver around the clusters of an optimal root.

Next, we briefly discuss the basic properties of the IBRT1 Algorithm 5. Its computational complexity is determined by the complexity of a single grid point. The latter is readily seen to be dominated by the complexity $O\left(T^{2} \cdot|\mathcal{Y}|^{2} \cdot(|\mathcal{X}|+T \cdot|\mathcal{Y}|)\right)$ of computing the coefficients matrix of the IB ODE (16) and of solving it numerically (on step 6). To that, one should add the complexity of the BA-IB Algorithm 1 each time a root is reduced. However, the critical slowing down of BA-IB [4] is avoided since we reduce the root before invoking BA-IB (see Section 5.2). The complexity is only linear in $|\mathcal{X}|$ thanks to the choice of decoder coordinates. Had we chosen one of the other coordinate systems in Section 2, then solving the ODE would have been cubic in $|\mathcal{X}|$ rather than linear (see there). The computational difficulty in following IB roots stems from the existence of bifurcations (Section 4), as it generally is with following an operator's root [6] (Section 7.2).

As noted in Section 4, convergence guarantees can be derived for Euler's method for the IB when away from bifurcation, in terms of the step-size $|\Delta \beta|$, in a manner similar to [6] (Theorem 5) for RD. These imply similar guarantees for the IBRT1 Algorithm 5, since adding a single BA-IB iteration in our modified Euler method improves its order (see there). These details are omitted for brevity, however.

For a numerical method of order $d>0$ (see Section 4) with a fixed step-size $|\Delta \beta|$ and a fixed computational cost per grid point, the cost-to-error tradeoff is given by

$$
\begin{equation*}
\text { error } \propto \operatorname{coss}^{-d} \tag{26}
\end{equation*}
$$

as in [6] (Equation (3.6)), when $|\Delta \beta|$ is small enough. See [26] for example. Figure 3.4 in [6] demonstrates for RD that methods of higher order achieve a better tradeoff, as expected, as in the fixed-order Taylor methods they employ. Since computing implicit derivatives of higher orders requires the calculation of many more derivative tensors of $I d-B A_{\beta}$ (5) than done here [6] (Section 2.2), we have used only first-order derivatives for simplicity. However, while the vanilla Euler method for the IB is of order $d=1$, the discussion in Section 4 (and Figure 4 in particular) suggests that the order $d$ of the modified Euler method used by the IBRT1 Algorithm 5 is nearly twice than that; cf., Section 6.2 and Appendix D.

With that, we comment on the behavior of the IBRT1 Algorithm 5 at discontinuous bifurcations. Consider the problem in Figure 7 (Section 5.3), for example. When Algorithm 5 follows the optimal 2-clustered root there, the Jacobian's singularity (in Figure 9) is detectable by it because the step size $\Delta \beta$ is negative (see the discussion in Section 5.3 there). Indeed, due to Conjecture 1 ff ., the algorithm can detect discontinuous bifurcations in general. Whether a particular discontinuous bifurcation is detected by Algorithm 5 in practice depends on the details, of course, as with continuous bifurcations (e.g., on the threshold value $\delta_{3}$ for detecting singularity and on the precise grid point layout). Indeed, the details may or may not cause a particular example to be detected by the conditions on steps 7 and 8 (in Algorithm 5). If missed, Algorithm 5 will continue to follow the 2-clustered root in Figure 7 to the left of the bifurcation, where it is sub-optimal, just as BA-IB with reverse deterministic annealing would. Once detected, though, one may wonder whether the heuristic Algorithm 4 works well also for discontinuous bifurcations. The example of Figure 7 has just one single-clustered root to the left of the bifurcation. Thus, the BA-IB Algorithm 1 invoked on step 8 (of Algorithm 4) must converge to it. However, there may generally be more than a single root of smaller effective cardinality to the left of the bifurcation, to which BA-IB may converge. The handling of discontinuous bifurcations is left to future work. Such handling is expected to be easier in the IB than in RD, since, in contrast to RD, the effective cardinality of an optimal IB root cannot decrease with $\beta$ (bottom of Section 5.3). See Problems 2.8-2.10 in [28] for counter-examples in RD. This makes detecting discontinuous bifurcations easier in the IB and is also expected to assist with their handling.

We list the assumptions used along the way for reference. These are needed to guarantee the optimality of the IBRT1 Algorithm 5 at the limit of small step-sizes $|\Delta \beta|$, except at a bifurcation's vicinity. In Section 1, it was assumed without loss of generality that the input distribution $p_{X}$ is of full support, $p(x)>0$ for every $x$ (otherwise, one may remove symbols $x$ with $p_{X}(x)=0$ from the source alphabet). The requirement $p(y \mid x)>0$ was added in Section 3 as a sufficient technical condition for exchanging to logarithmic coordinates (Lemma A1 in Appendix A), and could perhaps be alleviated in alternative derivations. Together, these are equivalent to having a never-vanishing IB problem definition, $p(y \mid x) p(x)>0$ for every $x$ and $y$. The algorithm's initial condition is assumed to be a reduced and optimal IB root, since reduction is needed by Conjecture 1 in Section 5.1. Finally, the given IB problem is assumed to have only continuous bifurcations, except perhaps for its first (leftmost) one. While these assumptions are sufficient to guarantee optimality, we note that milder conditions might do in a particular problem.

## 7. Concluding Remarks

The IB is intimately related to several problems in adjacent fields [3], including coding problems, inference, and representation learning. Despite its importance, there are surprisingly few techniques to solve it numerically. This work attempts to fill this gap by exploiting the dynamics of IB roots.

The end result of this work is a new numerical algorithm for the IB, which follows the path of a root along the IB's optimal tradeoff curve (1). A combination of several novelties was required to achieve this goal. First, the dynamics underlying the IB curve (1) obeys an ODE [10]. Following the discussion around Conjecture 1 (in Section 5.1), the existence of such a dynamics stems from the analyticity of the IB's fixed-point Equations (2)-(4), thus
typically resulting in piece-wise smooth dynamics of IB roots. Several natural choices of a coordinate system for the IB were considered, both for computational purposes and to facilitate a clean treatment of IB bifurcations below. The IB's ODE (16) was derived anew in appropriate coordinates, allowing an efficient computation of implicit derivatives at an IB root. Combining BA-IB with Euler's method yields a modified numerical method whose order is higher than either.

Second, one needs to understand where the IB ODE (16) is not obeyed, thereby violating the differentiability of an optimal root with respect to $\beta$. To that end, one not only needs to detect IB bifurcations but also needs to identify their type in order to handle them properly. Unlike standard techniques, our approach is to remove redundant coordinates, following root tracking for RD [6] (see Section 1). To achieve a reduction, we follow the arguably better definition of the IB in [20]. Namely, a finite IB problem is an RD problem on the continuous reproduction alphabet $\Delta[\mathcal{Y}]$. Therefore, the IB may be intuitively considered as a method of lossy compression of the information on $Y$ embedded in $X$. Viewing a finite IB problem as an infinite RD problem suggests a particular choice of a coordinate system for the IB, which enables reduction in the IB; this extends reduction in RD [6]. Furthermore, this point of view highlights subtleties of finite dimensionality in computing representations of IB roots. To our understanding, these subtleties hindered the understanding of IB bifurcations throughout the years.

Combining the above allows us to translate an understanding of IB bifurcations to a new numerical algorithm for the IB (the IBRT1 Algorithm 5). There are several directions that one could consider to improve our algorithm. Near bifurcations, one could improve its handling of discontinuous bifurcations. While we used implicit derivatives only of the first order for simplicity, higher-order derivatives generally offer a better cost-to-error tradeoff when away from bifurcations. See also [6] (Section 3.4) on possible improvements for following an operator's root.
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## Abbreviations

The following abbreviations are used in this manuscript:

```
IB Information Bottleneck
RD Rate Distortion
IFT Implicit Function Theorem
ODE Ordinary Differential Equation
BA Blahut-Arimoto
```


## Appendix A. The BA-IB Operator in Decoder Coordinates

For reference, we give an explicit expression for the BA-IB operator in decoder coordinates, defined in Section 2.

Denote by $\boldsymbol{p}_{Y \mid \hat{X}}$ and $\boldsymbol{p}_{\hat{X}}$ the vectors whose coordinates are $(p(y \mid \hat{x}), p(\hat{x}))$. We denote the evaluation of $B A_{\beta}$ at this point by $B A_{\beta}\left[\boldsymbol{p}_{Y \mid \hat{X}}, \boldsymbol{p}_{\hat{X}}\right]$. Its output is again a decoder-marginal
pair, whose coordinates are denoted, respectively, $B A_{\beta}\left[\boldsymbol{p}_{Y \mid \hat{X}}, \boldsymbol{p}_{\hat{X}}\right](y \mid \hat{x})$ and $B A_{\beta}\left[\boldsymbol{p}_{Y \mid \hat{X}} \boldsymbol{p}_{\hat{X}}\right](\hat{x})$. Explicitly, $B A_{\beta}$ in decoder coordinates is given by

$$
\begin{align*}
& B A_{\beta}\left[\boldsymbol{p}_{Y \mid \hat{X}}, \boldsymbol{p}_{\hat{X}}\right](y \mid \hat{x}):=\sum_{x} \frac{p(y \mid x) p(x)}{Z(x, \beta)} \exp \left\{-\beta D_{K L}\left[p\left(y^{\prime} \mid x\right) \| p\left(y^{\prime} \mid \hat{x}\right)\right]\right\} \text { and } \\
& B A_{\beta}\left[\boldsymbol{p}_{Y \mid \hat{X}}, \boldsymbol{p}_{\hat{X}}\right](\hat{x}):=\sum_{x} \frac{p(\hat{x}) p(x)}{Z(x, \beta)} \exp \left\{-\beta D_{K L}\left[p\left(y^{\prime} \mid x\right) \| p\left(y^{\prime} \mid \hat{x}\right)\right]\right\}, \tag{A1}
\end{align*}
$$

where $Z(x, \beta)$ is defined in terms of $p(y \mid \hat{x})$ and $p(\hat{x})$ as in the IB's encoder Equation (2) (Section 1).

The following lemma is handy when exchanging to logarithmic coordinates in Section 3.
Lemma A1. Let $p(y \mid x) p(x)$ define a finite IB problem, such that $p(y \mid x)>0$ for every $x$ and $y$. Let $p(y \mid \hat{x})$ be the decoder of an IB root, and $\hat{x}^{\prime}$ such that $p\left(\hat{x}^{\prime}\right)>0$. Then $p\left(y \mid \hat{x}^{\prime}\right)>0$ for every $y$.

Proof of Lemma A1. This follows immediately from the IB's decoder Equation (3), since $p\left(x \mid \hat{x}^{\prime}\right)$ is a well-defined normalized conditional probability distribution if $p\left(\hat{x}^{\prime}\right)>0$.

## Appendix B. The First-Order Derivative Tensors of Blahut-Arimoto for the IB

We calculate the first-order derivative tensors of the Blahut-Arimoto operator $B A_{\beta}$ in $\log$ decoder coordinates (see Sections 2 and 3). Namely, its Jacobian matrix $D_{\log p(\hat{x} \mid x), \log p(\hat{x})} B A_{\beta}$, and the vector $D_{\beta} B A_{\beta}$ of its partial derivatives with respect to $\beta$. See also Appendix A for explicit formulae of $B A_{\beta}$ in decoder coordinates.

While these are "just" differentiations, many subtleties are involved in getting the math right. For example, one needs to correctly identify the inputs and outputs of $B A_{\beta}$, when considered as an operator on log-decoder coordinates. For another, one must take special care as to which variable depends on which, and especially on which they do not depend, since multiple variables are involved. Above all, these calculations require a deep understanding of the chain rule. With that, a common caveat in such calculations is that the $B A_{\beta}$ operator (and the equations defining it) should be differentiated before they are evaluated. While this is obvious for real functions, where $f^{\prime}(3)$ stands for the derivative function of $f(x)$ evaluated at $x=3$, for the $B A_{\beta}$ operator, this might be obfuscated by the myriad of variables and variable dependencies that comprise it. Although calculating the derivative of $B A_{\beta}$ (at an arbitrary point) first and only then evaluating at a fixed point might appear as a mere technical necessity, it is required by this work, for example, when considering the vector field defined by the IB operator (5) in Section 6.3. cf., [6] (Section 5), for the derivative tensors of Blahut's algorithm [8] for RD, of arbitrary order.

The subtitles involved in these differentiations are discussed in Appendix B.1, with the bulk of the calculations carried out in Appendix B.1.1. The latter are gathered and simplified in Appendix B. 2 to obtain the Jacobian matrix $D_{\log p(\hat{x} \mid x), \log p(\hat{x})} B A_{\beta}$, and in Appendix B. 3 to obtain the partial-derivatives vector $D_{\beta} B A_{\beta}$. The results provided here naturally depend on the choice of coordinate system. To compare results between log-decoder and log-encoder coordinates in Section 2 (e.g., in Figure 2), we derive in Appendix B. 4 the coordinateexchange Jacobians between these coordinate systems.

## Appendix B.1. Calculation Setups and Partial Derivatives of Unnamed Functions

We explain the mathematical subtitles relevant to the sequel.
As we are interested in the derivatives of the Blahut-Arimoto Algorithm 1 for the IB (in Section 1), we shall follow its notation. Namely, distributions are subscripted $i$ or $i+1$ by the algorithm's iteration number. A subscript $i$ is usually considered an input distribution, and a subscript $i+1$ is usually considered an output distribution, e.g., $p_{i}(\hat{x})$ or $p_{i+1}(y \mid \hat{x})$. These need not be IB roots but rather are arbitrary distributions. On the other hand, a subscript $\beta$ denotes a distribution of an IB root at a tradeoff value $\beta$, as in $p_{\beta}(y \mid \hat{x})$
for a root's decoders. To avoid subtleties due to zero-mass clusters, we usually assume in the sequel that $p_{i}(\hat{x}) \neq 0$ for every $\hat{x}$. cf., Sections 2 and 5.1 on reduction in the IB.

It is important to distinguish which variables are dependent and which are independent in a particular calculation, e.g., in Appendix B.3. Since this task is easier for a single real variable (as opposed to distributions, for example), we consider simplifications to the real case. Note that each of the Steps 1.4 through 1.8 defining the BA-IB Algorithm 1 yields a new distribution in terms of already-specified ones. These define unnamed functions, whose variables and values are probability distributions. For example, one could have formally defined $p_{i}(x \mid \hat{x})$ in 1.5 by the function

$$
\begin{equation*}
\mathcal{F}\left[p_{i}(\hat{x} \mid x), p_{i}(\hat{x})\right](x, \hat{x}):=p_{i}(\hat{x} \mid x) p(x) / p_{i}(\hat{x}), \tag{A2}
\end{equation*}
$$

where $p_{i}(\hat{x} \mid x)$ and $p_{i}(\hat{x})$ are the variables of $\mathcal{F}$, and its output is a conditional probability distribution, with $x$ conditioned upon $\hat{x}$. As the input and representation alphabets $\mathcal{X}$ and $\hat{\mathcal{X}}$ are finite, $N:=|\mathcal{X}|$ and $T:=|\hat{\mathcal{X}}|$, the arguments $p_{i}(\hat{x} \mid x), p_{i}(\hat{x})$ and values $p_{i}(x \mid \hat{x})$ of $\mathcal{F}(\mathrm{A} 2)$ are merely real vectors. Thus, enumerating the variables $x_{1}, \ldots, x_{N}$ and $\hat{x}_{1}, \ldots, \hat{x}_{T}$ allows us to spell out (A2) by its coordinates,

$$
\begin{equation*}
\mathcal{F}\left[p_{i}\left(\hat{x}_{1} \mid x_{1}\right), p_{i}\left(\hat{x}_{1} \mid x_{2}\right), \ldots, p_{i}\left(\hat{x}_{1} \mid x_{N}\right), \ldots, p_{i}\left(\hat{x}_{T} \mid x_{N}\right), p_{i}\left(\hat{x}_{1}\right), \ldots, p_{i}\left(\hat{x}_{T}\right)\right](x, \hat{x}):=p_{i}(\hat{x} \mid x) p(x) / p_{i}(\hat{x}) . \tag{A3}
\end{equation*}
$$

While (A3) is too cumbersome to work with, it does highlight that $\mathcal{F}$ is merely a vector of $N \cdot T$ real vector-valued functions, in $T+N \cdot T$ real variables. This allows us to use partial derivatives rather than their infinite-dimensional counterparts (namely, variational derivatives), as in

$$
\begin{equation*}
\frac{\partial \mathcal{F}\left[p_{i}(\hat{x} \mid x), p_{i}(\hat{x})\right]}{\partial p_{i}\left(\hat{x}_{j} \mid x_{k}\right)}:=\lim _{h \rightarrow 0} \frac{\mathcal{F}\left[p_{i}\left(\hat{x}_{1} \mid x_{1}\right), \ldots, p_{i}\left(\hat{x}_{j} \mid x_{k}\right)+h, \ldots, p_{i}\left(\hat{x}_{T}\right)\right]-\mathcal{F}\left[\ldots, p_{i}\left(\hat{x}_{j} \mid x_{k}\right), \ldots\right]}{h} \tag{A4}
\end{equation*}
$$

This is the derivative of $\mathcal{F}$ (A3) with respect to a particular $(j, k)$-entry of its argument, by definition. However, to maintain a concise notation, we shall carry on with un-named function definitions, writing $\partial p_{i}(x \mid \hat{x}) / \partial p_{i}\left(\hat{x}_{j} \mid x_{k}\right)$ for the partial derivative of (A2) rather than its explicit form (A4). If disoriented, the reader is encouraged to return to the definitions (A4).

We often exchange variables implicitly to logarithmic coordinates, as in Section 3. For example, $\frac{\partial \mathcal{F}\left[p_{i}(\hat{x} \mid x), p_{i}(\hat{x})\right]}{\partial \log p_{i}\left(x_{i} x_{j}\right)}$ is to be understood as exchanging variables to $u_{i}(\hat{x}, x):=$ $\log p_{i}(\hat{x} \mid x)$, with $\mathcal{G}\left[u_{i}(\hat{x}, x), u_{i}(\hat{x})\right]:=\mathcal{F}\left[\exp u_{i}(\hat{x}, x), \exp u_{i}(\hat{x})\right]$ now differentiated with respect to its variables $u_{i}(\hat{x}, x)$ and $u_{i}(\hat{x})$,

$$
\begin{equation*}
\frac{\partial \mathcal{F}\left[p_{i}(\hat{x} \mid x), p_{i}(\hat{x})\right]}{\partial \log p_{i}\left(\hat{x}_{i} \mid x_{j}\right)}=\frac{\partial \mathcal{F}\left[\exp u_{i}(\hat{x}, x), \exp u_{i}(\hat{x})\right]}{\partial u_{i}(\hat{x}, x)}=: \frac{\partial \mathcal{G}\left[u_{i}(\hat{x}, x), u_{i}(\hat{x})\right]}{\partial u_{i}(\hat{x}, x)} \tag{A5}
\end{equation*}
$$

The output of $\mathcal{F}$ may similarly be exchanged to logarithmic coordinates, as in $\log \mathcal{F}\left[\exp u_{i}(\hat{x}, x), \exp u_{i}(\hat{x})\right]$.

To proceed, carefully note the dependencies between the various variables in a BA-IB iteration, in Steps 1.4 through 1.8. These are summarized compactly by the following diagram:

by their order of appearance in the BA-IB Algorithm 1. This diagram proceeds to both sides by the iteration number $i$. Each node in (A6) serves both as a function of the nodes preceding it and as a variable for those succeeding it, and so it is a "function-variable".

To differentiate along the dependencies graph (A6), we shall need the multivariate chain rule

$$
\begin{equation*}
\frac{d f}{d y}=\frac{\partial f}{\partial y}+\frac{\partial f}{\partial z} \frac{d z}{d y} \tag{A7}
\end{equation*}
$$

for a function $f(y, z(y))$. As the dependencies graph (A6) involves multiple function variables, such as $z(y)$, we pause on the definition's subtleties. The partial derivative of a function $g$ in several variables $x_{1}, \ldots, x_{N}$ with respect to its $i$-th entry is defined by

$$
\begin{equation*}
\frac{\partial g}{\partial x_{i}}:=\lim _{h \rightarrow 0} \frac{g\left(x_{1}, \ldots, x_{i}+h, \ldots, x_{N}\right)-g\left(x_{1}, \ldots, x_{i}, \ldots, x_{N}\right)}{h} \tag{A8}
\end{equation*}
$$

We emphasize that variables $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{N}$ other than $x_{i}$ are fixed when calculating $\frac{\partial g}{\partial x_{i}}$. And so, it makes no difference in (A8) whether or not they depend on $x_{i}$, as in $x_{j}=x_{j}\left(x_{i}\right)$ for $j \neq i$.

Next, suppose we would like to calculate how changing an input distribution affects some output distribution. This is relevant in Appendix B. 2 for example, when considering how a change in a coordinate of an input decoder $p_{i}(y \mid \hat{x})$ or marginal $p_{i}(\hat{x})$ affects a particular coordinate of the output decoder or marginal. For exposition's simplicity, though, suppose that we would like to calculate how a change in the $\left(k_{1}, k_{2}\right)$ coordinate $p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)$ of an input encoder affects the $\left(j_{1}, j_{2}\right)$ coordinate $p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)$ of the output encoder. That is, deriving the rightmost node in (A6) with respect to a coordinate of the leftmost one,

$$
\begin{equation*}
\frac{d \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{d \log p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)} \tag{A9}
\end{equation*}
$$

where we have exchanged to logarithmic coordinates to simplify calculations. To calculate (A9), one needs to apply the multivariate chain rule (A7) along all the possible dependencies of the output $\log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)$ on the input coordinate $\log p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)$. This amounts to following all the paths in (A6) connecting these two nodes, summing the contributions of every possible path. For example, traversing from the input $p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)$ rightwards at (A6) to $p_{i}(\hat{x})$, then downwards to $Z_{i}(x, \beta)$ and then to the output $p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)$ yields the term

$$
\frac{\partial \log p_{i}\left(\hat{x}^{\prime \prime}\right)}{\partial \log p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)} \frac{\partial \log Z_{i}(x, \beta)}{\partial \log p_{i}\left(\hat{x}^{\prime \prime}\right)} \frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log Z_{i}(x, \beta)}
$$

corresponding to this path, at particular $x$ and $\hat{x}^{\prime \prime}$ coordinates. To collect the contribution from every intermediate function variable coordinate, we need to sum the latter over $x$ and $\hat{x}^{\prime \prime}$. Writing down all such paths, one has for (A9),

$$
\begin{align*}
& \frac{d \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{d \log p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)} \\
& =\frac{\partial \log p_{i}\left(\hat{x}^{\prime \prime}\right)}{\partial \log p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)} \cdot\left\{\frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log Z_{i}(x, \beta)} \cdot \frac{\partial \log Z_{i}(x, \beta)}{\partial \log p_{i}\left(\hat{x}^{\prime \prime}\right)}+\frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime \prime}\right)}\right. \\
& \left.+\left[\frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log Z_{i}(x, \beta)} \cdot \frac{\partial \log Z_{i}(x, \beta)}{\partial \log p_{i}(y \mid \hat{x})}+\frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log p_{i}(y \mid \hat{x})}\right] \cdot \frac{\partial \log p_{i}(y \mid \hat{x})}{\partial \log p_{i}\left(x^{\prime} \mid \hat{x}^{\prime}\right)} \cdot \frac{\partial \log p_{i}\left(x^{\prime} \mid \hat{x}^{\prime}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime \prime}\right)}\right\} \\
& +\left[\frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log Z_{i}(x, \beta)} \cdot \frac{\partial \log Z_{i}(x, \beta)}{\partial \log p_{i}(y \mid \hat{x})}+\frac{\partial \log p_{i+1}\left(\hat{x}_{j_{1}} \mid x_{j_{2}}\right)}{\partial \log p_{i}(y \mid \hat{x})}\right] \cdot \frac{\partial \log p_{i}(y \mid \hat{x})}{\partial \log p_{i}\left(x^{\prime} \mid \hat{x}^{\prime}\right)} \cdot \frac{\partial \log p_{i}\left(x^{\prime} \mid \hat{x}^{\prime}\right)}{\partial \log p_{i}\left(\hat{x}_{k_{1}} \mid x_{k_{2}}\right)} \tag{A10}
\end{align*}
$$

Repeated unbounded variables are understood to be summed over, as in Einstein's summation convention.

Appendix B.1.1. Differentiating along the Dependencies Graph
Next, we differentiate each edge in (the logarithm of) the dependency graph (A6). These are necessary to evaluate derivatives along dependency paths, which underlie the subsequent sections' calculations.

Step 1.4 in the BA-IB Algorithm 1 defines the cluster marginal in terms of the direct encoder,

$$
\begin{align*}
\frac{\partial \log p_{i}(\hat{x})}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)} & \text { Step } 1.4 \\
= & \frac{1}{p_{i}(\hat{x})} \sum_{x} p(x) \frac{\partial}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)} p_{i}(\hat{x} \mid x)  \tag{A11}\\
& =\frac{1}{p_{i}(\hat{x})} \sum_{x} p(x) p_{i}(\hat{x} \mid x) \frac{\partial \log p_{i}(\hat{x} \mid x)}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)} \stackrel{\text { Step } 1.5}{=} p_{i}\left(x^{\prime} \mid \hat{x}\right) \cdot \delta_{\hat{x}, \hat{x}^{\prime}}
\end{align*}
$$

In the first and second equalities we have used the identity $\frac{\partial}{\partial x} y=y \frac{\partial}{\partial x} \log y$ for the differentiation of a function's logarithm, when $y$ is a function of $x$.

Following the comments around the definition (A8) of a partial derivative, note that Step 1.5 defines the inverse encoder $\log p_{i}(x \mid \hat{x})$ as a function of the variables $\log p_{i}(\hat{x} \mid x)$ and $\log p_{i}(\hat{x})$ (and $p(x)$, which we ignore under differentiation). Thus, differentiating this equation with respect to an entry of the variable $\log p_{i}(\hat{x} \mid x)$ implies that the entries of the other variable $\log p_{i}(\hat{x})$ are held fixed, and vice versa. So, for the Bayes rule Step 1.5 we have

$$
\begin{equation*}
\frac{\partial \log p_{i}\left(x_{j_{1}} \mid \hat{x}_{j_{2}}\right)}{\partial \log p_{i}(\hat{x})}=\frac{\partial}{\partial \log p_{i}(\hat{x})}\left[\log p_{i}\left(\hat{x}_{j_{2}} \mid x_{j_{1}}\right)-\log p_{i}\left(\hat{x}_{j_{2}}\right)\right]=-\delta_{\hat{x}, \hat{x}_{j_{2}}} \tag{A12}
\end{equation*}
$$

where $\log p_{i}\left(\hat{x}_{j_{2}} \mid x_{j_{1}}\right)$ at the right-hand side is different from the variable $\log p_{i}(\hat{x})$ of differentiation, and so its partial derivative vanishes. Next, differentiating Step 1.5 with respect to a coordinate of its other variable $\log p_{i}(\hat{x} \mid x)$,

$$
\begin{equation*}
\frac{\partial \log p_{i}\left(x_{j_{1}} \mid \hat{x}_{j_{2}}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}=\frac{\partial \log p_{i}\left(\hat{x}_{j_{2}} \mid x_{j_{1}}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}-\frac{\partial \log p_{i}\left(\hat{x}_{j_{2}}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}=\delta_{x_{j_{1}, x^{\prime}}} \cdot \delta_{\hat{x}_{j_{2}, \hat{x}^{\prime}}} \tag{A13}
\end{equation*}
$$

Using again the logarithmic derivative identity $\frac{\partial}{\partial x} y=y \frac{\partial}{\partial x} \log y$, by the decoder Step 1.6 we have

$$
\begin{align*}
& \frac{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)}{\partial \log p_{i}\left(x_{k_{1}} \mid \hat{x}_{k_{2}}\right)}=\frac{1}{p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} \sum_{x^{\prime \prime \prime}} p\left(y \mid x^{\prime \prime \prime}\right) \frac{\partial}{\partial \log p_{i}\left(x_{k_{1}} \mid \hat{x}_{k_{2}}\right)} p_{i}\left(x^{\prime \prime \prime} \mid \hat{x}^{\prime \prime}\right) \\
& \quad=\frac{1}{p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} \sum_{x^{\prime \prime \prime}} p\left(y \mid x^{\prime \prime \prime}\right) p_{i}\left(x^{\prime \prime \prime} \mid \hat{x}^{\prime \prime}\right) \delta_{\hat{x}_{k_{2}}, \hat{x}^{\prime \prime}} \cdot \delta_{x_{k_{1}}, x^{\prime \prime \prime}}=\delta_{\hat{x}_{k_{2}}, \hat{x}^{\prime \prime}} \cdot \frac{p\left(y \mid x_{k_{1}}\right) p_{i}\left(x_{k_{1}} \mid \hat{x}^{\prime \prime}\right)}{p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} \tag{A14}
\end{align*}
$$

Next, consider the KL-divergence term in the Definition 1.7 of the partition function $Z_{i}$,

$$
\begin{equation*}
\frac{\partial}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} D_{K L}\left[p\left(y \mid x^{\prime \prime}\right) \| p_{i}(y \mid \hat{x})\right]=-\sum_{y^{\prime}} p\left(y^{\prime} \mid x^{\prime \prime}\right) \underbrace{\frac{\partial}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} \log p_{i}\left(y^{\prime} \mid \hat{x}\right)}_{\delta_{\hat{x}, x^{\prime \prime}} \cdot \delta_{y, y^{\prime}}}=-\delta_{\hat{x}, \hat{x}^{\prime \prime}} \cdot p\left(y \mid x^{\prime \prime}\right) \tag{A15}
\end{equation*}
$$

Since the partition Function 1.7 depends on the decoder $p_{i}(y \mid \hat{x})$ only via the KL-divergence,

$$
\begin{align*}
\frac{\partial Z_{i}\left(x^{\prime \prime}, \beta\right)}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} & =\frac{\partial}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} \sum_{\hat{x}} p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p\left(y \mid x^{\prime \prime}\right)| | p_{i}(y \mid \hat{x})\right]\right\} \\
& =-\beta \sum_{\hat{x}} p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p\left(y \mid x^{\prime \prime}\right)| | p_{i}(y \mid \hat{x})\right]\right\} \frac{\partial}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)} D_{K L}\left[p\left(y \mid x^{\prime \prime}\right) \| p_{i}(y \mid \hat{x})\right] \\
& \stackrel{\text { (A15) }}{=} \beta p_{i}\left(\hat{x}^{\prime \prime}\right) \exp \left\{-\beta D_{K L}\left[p\left(y \mid x^{\prime \prime}\right)| | p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)\right]\right\} p\left(y \mid x^{\prime \prime}\right) \\
& \stackrel{\text { Step } 1.8}{=} \beta p_{i+1}\left(\hat{x}^{\prime \prime} \mid x^{\prime \prime}\right) Z_{i}\left(x^{\prime \prime}, \beta\right) p\left(y \mid x^{\prime \prime}\right) \tag{A16}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\frac{\partial \log Z_{i}\left(x^{\prime \prime}, \beta\right)}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)}=\beta p_{i+1}\left(\hat{x}^{\prime \prime} \mid x^{\prime \prime}\right) p\left(y \mid x^{\prime \prime}\right) \tag{A17}
\end{equation*}
$$

For the derivative of the partition function with respect to the marginal $p_{i}(\hat{x})$,

$$
\begin{align*}
& \frac{\partial Z_{i}(x, \beta)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)} \stackrel{\text { Step }}{=}{ }^{1.7} \frac{\partial}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)} \sum_{\hat{x}} p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\} \\
&=\sum_{\hat{x}} p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\} \frac{\partial \log p_{i}(\hat{x})}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)} \\
&=\sum_{\hat{x}} p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\} \cdot \delta_{\hat{x}, \hat{x}^{\prime}} \\
& \stackrel{\text { Step }}{=} 1.8 Z_{i}(x, \beta) \cdot p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \tag{A18}
\end{align*}
$$

where the second equality follows from the logarithmic derivative identity. Hence,

$$
\begin{equation*}
\frac{\partial \log Z_{i}(x, \beta)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}=p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \tag{A19}
\end{equation*}
$$

Finally, for the encoder Step 1.8,

$$
\begin{equation*}
\log p_{i+1}\left(\hat{x}^{\prime} \mid x^{\prime}\right):=\log p_{i}\left(\hat{x}^{\prime}\right)-\log Z_{i}\left(x^{\prime}, \beta\right)-\beta D_{K L}\left[p\left(y \mid x^{\prime}\right) \| p_{i}\left(y \mid \hat{x}^{\prime}\right)\right] \tag{A20}
\end{equation*}
$$

The first two terms to the right, $p_{i}(\hat{x})$ and $Z_{i}(x, \beta)$, take the role of a variable in Step 1.8. In contrast, we consider the last divergence term as a shorthand for summing over $p_{i}(y \mid \hat{x})$. Thus, the latter is a variable of (A20). With (A15), we thus have

$$
\begin{equation*}
\frac{\partial \log p_{i+1}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}{\partial \log p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)}=\beta \delta_{\hat{x}^{\prime}, \hat{x}^{\prime \prime}} \cdot p\left(y \mid x^{\prime}\right) . \tag{A21}
\end{equation*}
$$

For the other derivatives of the encoder Step 1.8,

$$
\begin{equation*}
\frac{\partial \log p_{i+1}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}{\partial \log Z_{i}\left(x^{\prime \prime}, \beta\right)}=-\frac{\partial \log Z_{i}\left(x^{\prime}, \beta\right)}{\partial \log Z_{i}\left(x^{\prime \prime}, \beta\right)}=-\delta_{x^{\prime}, x^{\prime \prime}} \tag{A22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}=\frac{\partial \log p_{i}(\hat{x})}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}-\frac{\partial \log Z_{i}(x, \beta)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}-\beta \frac{\partial D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}=\delta_{\hat{x}, \hat{x}^{\prime}} \tag{A23}
\end{equation*}
$$

where the variable $p_{i}(\hat{x})$ of Step 1.8 differs from the variables $Z_{i}$ and $p_{i}(y \mid \hat{x})$, on which the crossed-out terms depend.

We summarize the calculations of this subsection in the following diagram:


A differentiation variable is denoted with commas, at an arrow's source in this diagram. A coordinate of the function which we differentiate is written without commas, at an arrow's end, e.g.,

$$
\log p_{i}(\hat{x} \mid x) \xrightarrow{\frac{\partial \log p_{i}(x \mid \hat{x})}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}=\ldots} \log p_{i}(x \mid \hat{x})
$$

## Appendix B.2. The Jacobian Matrix of BA-IB in Log-Decoder Coordinates

By gathering the results of Appendix B.1.1 and following the lines of Appendix B.1, we calculate the Jacobian matrix (13) (in Section 3) of the Blahut-Arimoto operator $B A_{\beta}$ in log-decoder coordinates, defined in Section 2.

The derivative of $B A_{\beta}$ in decoder coordinates boils down to the four quantities: the effect $\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}$ that varying a coordinate $\log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)$ of an input cluster has on a coordinate $\log p_{i+1}(y \mid \hat{x})$ of an output cluster, the effect $\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)}$ that varying an input marginal coordinate $\log p_{i}\left(\hat{x}^{\prime}\right)$ has on a coordinate $\log p_{i+1}(y \mid \hat{x})$ of an output cluster, and so forth. And so, the Jacobian $D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$ it is a block matrix,

$$
\left(\begin{array}{c|c}
\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} & \frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)}  \tag{A25}\\
\hline \frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} & \frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)}
\end{array}\right)
$$

Its rows correspond to the output coordinates of $B A_{\beta}$. We index its upper rows by $y \in \mathcal{Y}$ and $\hat{x} \in\{1, \ldots, T\}$, while its lower rows are indexed by $\hat{x}$ alone. Similarly, its columns correspond to the input coordinates of $B A_{\beta}$. We index its leftmost columns by $y^{\prime}$ and $\hat{x}^{\prime}$, and its rightmost columns by $\hat{x}^{\prime}$ alone. Each block in (A25) consists of contributions along all the distinct paths connecting two vertices in the dependencies graph (A6). For example, the lower-left block in (A25) consists of the contributions along all the paths in (A6) connecting $p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)$ to $p_{i+1}(\hat{x})$.

We now spell out the paths contributing to each block in (A25), with repeated dummy indices understood to be summed over. Afterward, we shall calculate the contributing paths explicitly, carrying out the summations. The upper-left block of (A25) consists of

$$
\begin{array}{r}
\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}=\frac{\partial \log p_{i+1}(y \mid \hat{x})}{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)} \cdot\left[\frac{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i+1}\left(\hat{x}_{3}\right)} \frac{\partial \log p_{i+1}\left(\hat{x}_{3}\right)}{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}+\frac{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}\right] \\
\cdot\left[\frac{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}{\partial \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}+\frac{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}{\partial \log Z_{i}\left(x_{6}, \beta\right)} \frac{\partial \log Z_{i}\left(x_{6}, \beta\right)}{\partial \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}\right] \tag{A26}
\end{array}
$$

This Equation (A26) encodes the four paths connecting the vertex $p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)$ to $p_{i+1}(y \mid \hat{x})$ in (A6). When accumulating the contributions in (A26), one must carefully sum only over repeated dummy indices that appear in the given term. For example, the two paths in (A26)
which traverse the edge $\frac{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}$ (pointing from $p_{i+1}(\hat{x} \mid x)$ to $p_{i+1}(x \mid \hat{x})$ ) do not involve a summation over $\hat{x}_{3}$. In contrast, the two paths involving $\frac{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i+1}\left(\hat{x}_{3}\right)} \frac{\partial \log p_{i+1}\left(\hat{x}_{3}\right)}{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}$ there do entail a summation over $\hat{x}_{3}$. This is relevant for the calculations below, as in (A31) for example.

Similarly, for the upper-right block of (A25),

$$
\begin{align*}
\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)} & =\frac{\partial \log p_{i+1}(y \mid \hat{x})}{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)} \cdot\left[\frac{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i+1}\left(\hat{x}_{3}\right)} \frac{\partial \log p_{i+1}\left(\hat{x}_{3}\right)}{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}+\frac{\partial \log p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}\right] \\
& \cdot\left\{\frac{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}+\frac{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}{\partial \log p_{i}\left(y_{7} \mid \hat{x}_{8}\right)} \frac{\partial \log p_{i}\left(y_{7} \mid \hat{x}_{8}\right)}{\partial \log p_{i}\left(x_{9} \mid \hat{x}_{10}\right)} \frac{\partial \log p_{i}\left(x_{9} \mid \hat{x}_{10}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}\right. \\
& \left.+\frac{\partial \log p_{i+1}\left(\hat{x}_{4} \mid x_{5}\right)}{\partial \log Z_{i}\left(x_{6}, \beta\right)}\left[\frac{\partial \log Z_{i}\left(x_{6}, \beta\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}+\frac{\partial \log Z_{i}\left(x_{6}, \beta\right)}{\partial \log p_{i}\left(y_{7} \mid \hat{x}_{8}\right)} \frac{\partial \log p_{i}\left(y_{7} \mid \hat{x}_{8}\right)}{\partial \log p_{i}\left(x_{9} \mid \hat{x}_{10}\right)} \frac{\partial \log p_{i}\left(x_{9} \mid \hat{x}_{10}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}\right]\right\} \tag{A27}
\end{align*}
$$

For the lower-left block of (A25),

$$
\begin{equation*}
\frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}=\frac{\partial \log p_{i+1}(\hat{x})}{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)}\left[\frac{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)}{\partial \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}+\frac{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)}{\partial \log Z_{i}\left(x_{3}, \beta\right)} \frac{\partial \log Z_{i}\left(x_{3}, \beta\right)}{\partial \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}\right] \tag{A28}
\end{equation*}
$$

Last, for the lower-right block of (A25),

$$
\begin{array}{r}
\frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)}=\frac{\partial \log p_{i+1}(\hat{x})}{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)} \cdot\left\{\frac{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}+\frac{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)}{\partial \log p_{i}\left(y_{3} \mid \hat{x}_{4}\right)} \frac{\partial \log p_{i}\left(y_{3} \mid \hat{x}_{4}\right)}{\partial \log p_{i}\left(x_{5} \mid \hat{x}_{6}\right)} \frac{\partial \log p_{i}\left(x_{5} \mid \hat{x}_{6}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}\right. \\
\left.+\frac{\partial \log p_{i+1}\left(\hat{x}_{1} \mid x_{2}\right)}{\partial \log Z_{i}\left(x_{7}, \beta\right)}\left[\frac{\partial \log Z_{i}\left(x_{7}, \beta\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}+\frac{\partial \log Z_{i}\left(x_{7}, \beta\right)}{\partial \log p_{i}\left(y_{3} \mid \hat{x}_{4}\right)} \frac{\partial \log p_{i}\left(y_{3} \mid \hat{x}_{4}\right)}{\partial \log p_{i}\left(x_{5} \mid \hat{x}_{6}\right)} \frac{\partial \log p_{i}\left(x_{5} \mid \hat{x}_{6}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}\right]\right\} \tag{A29}
\end{array}
$$

Next, by using the intermediate results summarized in (A24) (Appendix B.1.1), we calculate each of the four blocks of (A25) explicitly. For the upper-left block (A26), we have

$$
\begin{align*}
\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}=\frac{p\left(y \mid x_{1}\right) p_{i+1}\left(x_{1} \mid \hat{x}\right)}{p_{i+1}(y \mid \hat{x})} \delta_{\hat{x}, \hat{x}_{2}} \cdot\left[\left(-\delta_{\hat{x}_{2}, \hat{x}_{3}}\right) p_{i+1}\left(x_{5} \mid \hat{x}_{3}\right) \delta_{\hat{x}_{3}, \hat{x}_{4}}+\delta_{x_{1}, x_{5}} \delta_{\hat{x}_{2}, \hat{x}_{4}}\right] \\
\cdot\left[\beta \delta_{\hat{x}_{4}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x_{5}\right)+\left(-\delta_{x_{5}, x_{6}}\right) \beta p_{i+1}\left(\hat{x}^{\prime} \mid x_{6}\right) p\left(y^{\prime} \mid x_{6}\right)\right] \tag{A30}
\end{align*}
$$

For clarity, we elaborate on each step needed to complete the calculation of the upper-left block (A26) while providing only the main steps for the other blocks. To carry out the summations over the dummy variables $x_{1}, \hat{x}_{2}, \hat{x}_{3}, \hat{x}_{4}, x_{5}$, and $x_{6}$ in (A30), we carefully sum only over repeated dummy indices, as explained after (A26). We carry out one summation at a time, starting with $\hat{x}_{2}$. This yields

$$
\begin{align*}
\beta & \frac{p\left(y \mid x_{1}\right) p_{i+1}\left(x_{1} \mid \hat{x}\right)}{p_{i+1}(y \mid \hat{x})} \cdot\left[-\delta_{\hat{x}, \hat{x}_{3}} p_{i+1}\left(x_{5} \mid \hat{x}_{3}\right) \delta_{\hat{x}_{3}, \hat{x}_{4}}+\delta_{x_{1}, x_{5}} \delta_{\hat{x}, \hat{x}_{4}}\right] \cdot\left[\delta_{\hat{x}_{4}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x_{5}\right)-\delta_{x_{5}, x_{6}} p_{i+1}\left(\hat{x}^{\prime} \mid x_{6}\right) p\left(y^{\prime} \mid x_{6}\right)\right] \\
& =\beta \cdot\left[-\delta_{\hat{x}, \hat{x}_{3}} p_{i+1}\left(x_{5} \mid \hat{x}_{3}\right) \delta_{\hat{x}_{3}, \hat{x}_{4}}+\delta_{\hat{x}, \hat{x}_{4}} \frac{p\left(y \mid x_{5}\right) p_{i+1}\left(x_{5} \mid \hat{x}\right)}{p_{i+1}(y \mid \hat{x})}\right] \cdot\left[\delta_{\hat{x}_{4}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x_{5}\right)-\delta_{x_{5}, x_{6}} p_{i+1}\left(\hat{x}^{\prime} \mid x_{6}\right) p\left(y^{\prime} \mid x_{6}\right)\right] \\
& =\beta \cdot p_{i+1}\left(x_{5} \mid \hat{x}\right)\left[-\delta_{\hat{x}, \hat{x}_{4}}+\delta_{\hat{x}, \hat{x}_{4}} \frac{p\left(y \mid x_{5}\right)}{p_{i+1}(y \mid \hat{x})}\right] \cdot\left[\delta_{\hat{x}_{4}, x^{\prime}} p\left(y^{\prime} \mid x_{5}\right)-\delta_{x_{5}, x_{6}} p_{i+1}\left(\hat{x}^{\prime} \mid x_{6}\right) p\left(y^{\prime} \mid x_{6}\right)\right] \\
& =-\beta \cdot p_{i+1}\left(x_{5} \mid \hat{x}\right)\left[1-\frac{p\left(y \mid x_{5}\right)}{p_{i+1}(y \mid \hat{x})}\right] \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x_{5}\right)-\delta_{x_{5}, x_{6}} p_{i+1}\left(\hat{x}^{\prime} \mid x_{6}\right) p\left(y^{\prime} \mid x_{6}\right)\right] \\
& =-\beta \cdot p\left(y^{\prime} \mid x_{5}\right) p_{i+1}\left(x_{5} \mid \hat{x}\right)\left[1-\frac{p\left(y \mid x_{5}\right)}{p_{i+1}(y \mid \hat{x})}\right] \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}}-p_{i+1}\left(\hat{x}^{\prime} \mid x_{5}\right)\right] \\
& =-\beta \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \cdot\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}}-p_{i+1}\left(\hat{x}^{\prime} \mid x\right)\right] \tag{A31}
\end{align*}
$$

In the first equality above we carried out the summation over $x_{1}$, in the second over $\hat{x}_{3}$, in the third over $\hat{x}_{4}$, in the fourth over $x_{6}$, and in the fifth over $x_{5}$.

To simplify the notation, we replace summations over $x$ with definitions as in Equation (14) (Section 3),

$$
\begin{align*}
C\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y, y^{\prime}} & :=\sum_{x} p(y \mid x) p\left(y^{\prime} \mid x\right) p_{i}\left(\hat{x}^{\prime} \mid x\right) p_{i}(x \mid \hat{x}) \\
B\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y} & :=\sum_{x} p(y \mid x) p_{i}\left(\hat{x}^{\prime} \mid x\right) p_{i}(x \mid \hat{x})=\sum_{y^{\prime}} C\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y, y^{\prime}} \\
A\left(\hat{x}, \hat{x}^{\prime} ; i\right) & :=\sum_{x} p_{i}\left(\hat{x}^{\prime} \mid x\right) p_{i}(x \mid \hat{x})=\sum_{y} B\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y}  \tag{A32}\\
D(\hat{x} ; i)_{y, y^{\prime}} & :=\frac{1}{p_{i}(y \mid \hat{x})} \sum_{x} p(y \mid x) p\left(y^{\prime} \mid x\right) p_{i}(x \mid \hat{x})=\frac{1}{p_{i}(y \mid \hat{x})} \sum_{\hat{x}^{\prime}} C\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y, y^{\prime}}
\end{align*}
$$

and note that

$$
\begin{equation*}
\sum_{y^{\prime}, \hat{x}^{\prime}} C\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y, y^{\prime}}=p_{i}(y \mid \hat{x}) . \tag{A33}
\end{equation*}
$$

The quantities $A, B$, and $C$ involve two IB clusters. They are a scalar, a vector, and a matrix, respectively. The definition of $D$ involves only one IB cluster and coincides with $C_{Y}$ in [13] (3.2 in Part III). The relations to the right of (A32) show that each can be expressed in terms of $C\left(\hat{x}, \hat{x}^{\prime} ; i\right)_{y, y^{\prime}}$. Equation (A33) shows that the latter can be rewritten as a rightstochastic matrix, up to trivial manipulations. As seen below, the Jacobian matrix (A25) of a BA-IB step in log-decoder coordinates can be computed in terms of the quantities in (A32).

With the latter definitions (A32), (A31) can be rewritten as

$$
\begin{align*}
& \frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} \stackrel{(\mathrm{A} 31)}{=}-\beta \sum_{x}\left[\delta_{\hat{x}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})-p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\right. \\
&\left.-\delta_{\hat{x}, \hat{x}^{\prime}} \frac{1}{p_{i+1}(y \mid \hat{x})} p(y \mid x) p\left(y^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})+\frac{1}{p_{i+1}(y \mid \hat{x})} p\left(y^{\prime} \mid x\right) p(y \mid x) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\right] \\
& \stackrel{(\mathrm{A} 32)}{=}-\beta\left[\delta_{\hat{x}, \hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}\right)-B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}} D(\hat{x} ; i+1)_{y, y^{\prime}}+\frac{1}{p_{i+1}(y \mid \hat{x})} C\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y, y^{\prime}}\right] \\
&= \beta \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}}\left(\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}}\right)\left(1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}\right) C\left(\hat{x}, \hat{x}^{\prime \prime} ; i+1\right)_{y^{\prime}, y^{\prime \prime}} \tag{A34}
\end{align*}
$$

The third equality above follows from (A33), the identities to the right of (A32), and simple algebra.

For the upper-right block (A27),

$$
\begin{align*}
\frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)} & =\frac{p\left(y \mid x_{1}\right) p_{i+1}\left(x_{1} \mid \hat{x}_{2}\right)}{p_{i+1}\left(y \mid \hat{x}_{2}\right)} \delta_{\hat{x}_{2}, \hat{x}} \cdot\left[\left(-\delta_{\hat{x}_{2}, \hat{x}_{3}}\right) p_{i+1}\left(x_{5} \mid \hat{x}_{3}\right) \delta_{\hat{x}_{3}, \hat{x}_{4}}+\delta_{x_{1}, x_{5}} \delta_{\hat{x}_{2}, \hat{x}_{4}}\right] \\
& \cdot\left\{\delta_{\hat{x}_{4}, \hat{x}^{\prime}}+\beta \delta_{\hat{x}_{4}, \hat{x}_{8}} p\left(y_{7} \mid x_{5}\right) \frac{p\left(y_{7} \mid x_{9}\right) p_{i}\left(x_{9} \mid \hat{x}_{8}\right)}{p_{i}\left(y_{7} \mid \hat{x}_{8}\right)} \delta_{\hat{x}_{8}, \hat{x}_{10}}\left(-\delta_{\hat{x}_{10}, \hat{x}^{\prime}}\right)\right. \\
& \left.+\left(-\delta_{\left.x_{5}, x_{6}\right)}\right)\left[p_{i+1}\left(\hat{x}^{\prime} \mid x_{6}\right)+\beta p_{i+1}\left(\hat{x}_{8} \mid x_{6}\right) p\left(y_{7} \mid x_{6}\right) \frac{p\left(y_{7} \mid x_{9}\right) p_{i}\left(x_{9} \mid \hat{x}_{8}\right)}{p_{i}\left(y_{7} \mid \hat{x}_{8}\right)} \delta_{\hat{x}_{8}, \hat{x}_{10}}\left(-\delta_{\hat{x}_{10}, \hat{x}^{\prime}}\right)\right]\right\} \tag{A35}
\end{align*}
$$

In a manner similar to (A31), summing over all ten dummy variables other than $x_{1}$ and $x_{5}$ yields

$$
\begin{array}{r}
(1-\beta) \cdot \frac{p\left(y \mid x_{1}\right) p_{i+1}\left(x_{1} \mid \hat{x}\right)}{p_{i+1}(y \mid \hat{x})} \cdot\left(\delta_{x_{1}, x_{5}}-p_{i+1}\left(x_{5} \mid \hat{x}\right)\right) \cdot\left(\delta_{\hat{x}, \hat{x}^{\prime}}-p_{i+1}\left(\hat{x}^{\prime} \mid x_{5}\right)\right) \\
=(1-\beta) \cdot\left(\frac{-1}{p_{i+1}(y \mid \hat{x})} \sum_{x} p(y \mid x) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})+\sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\right) \\
=(1-\beta) \cdot \sum_{x}\left(1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \tag{A36}
\end{array}
$$

The two terms involving $\delta_{\hat{x}, \hat{x}^{\prime}}$ cancel out when summing over $x_{1}$ and $x_{5}$ at the first equality. Rewriting with the definitions (A32) of $A$ and $B$ further simplifies (A36) to

$$
\begin{align*}
&(1-\beta) \cdot\left[A\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)-\frac{1}{p_{i+1}(y \mid \hat{x})} B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y}\right] \\
&=(1-\beta) \cdot \sum_{y^{\prime \prime}}\left[1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(\hat{x})}\right] B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime \prime}} \tag{A37}
\end{align*}
$$

For the lower-left block (A28),

$$
\begin{equation*}
\frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}=p_{i+1}\left(x_{2} \mid \hat{x}\right) \delta_{\hat{x}, \hat{x}_{1}}\left[\beta \delta_{\hat{x}_{1}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x_{2}\right)+\left(-\delta_{x_{2}, x_{3}}\right) \beta p_{i+1}\left(\hat{x}^{\prime} \mid x_{3}\right) p\left(y^{\prime} \mid x_{3}\right)\right] \tag{A38}
\end{equation*}
$$

Summing over dummy variables and simplifying yields

$$
\begin{equation*}
\beta \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}\right)-\sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\right] \tag{A39}
\end{equation*}
$$

In terms of definitions (A32), this simplifies to

$$
\begin{equation*}
\beta \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}\right)-B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime}}\right] \tag{A40}
\end{equation*}
$$

Finally, for the lower-right block (A29),

$$
\begin{align*}
\frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)} & =p_{i+1}\left(x_{2} \mid \hat{x}\right) \delta_{\hat{x}, \hat{x}_{1}} \cdot\left\{\delta_{\hat{x}_{1}, \hat{x}^{\prime}}+\beta \delta_{\hat{x}_{1}, \hat{x}_{4}} p\left(y_{3} \mid x_{2}\right) \frac{p\left(y_{3} \mid x_{5}\right) p_{i}\left(x_{5} \mid \hat{x}_{4}\right)}{p_{i}\left(y_{3} \mid \hat{x}_{4}\right)} \delta_{\hat{x}_{4}, \hat{x}_{6}}\left(-\delta_{\hat{x}_{6}, x^{\prime}}\right)\right. \\
& \left.+\left(-\delta_{x_{2}, x_{7}}\right)\left[p_{i+1}\left(\hat{x}^{\prime} \mid x_{7}\right)+\beta p_{i+1}\left(\hat{x}_{4} \mid x_{7}\right) p\left(y_{3} \mid x_{7}\right) \frac{p\left(y_{3} \mid x_{5}\right) p_{i}\left(x_{5} \mid \hat{x}_{4}\right)}{p_{i}\left(y_{3} \mid \hat{x}_{4}\right)} \delta_{\hat{x}_{4}, \hat{x}_{6}}\left(-\delta_{\hat{x}_{6}, \hat{x}^{\prime}}\right)\right]\right\} \tag{A41}
\end{align*}
$$

This simplifies to

$$
\begin{equation*}
(1-\beta)\left(\delta_{\hat{x}, \hat{x}^{\prime}}-\sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\right) \tag{A42}
\end{equation*}
$$

With definitions (A32), this can be written as

$$
\begin{equation*}
(1-\beta)\left(\delta_{\hat{x}, \hat{x}^{\prime}}-A\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)\right) \tag{A43}
\end{equation*}
$$

Collecting the results from (A34), (A37), (A40), and (A43) back into (A25), BA's Jacobian in these coordinates is

$$
\left(\begin{array}{c|c}
\beta \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}}\left(\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}}\right) & (1-\beta) \cdot \sum_{y^{\prime \prime}}\left[1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(\hat{y} \mid \hat{x})}\right] B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime \prime}}  \tag{A44}\\
\cdot\left(1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid x)}\right) C\left(\hat{x}, \hat{x}^{\prime \prime} ; i+1\right)_{y^{\prime}, y^{\prime \prime}} & (1-\beta)\left(\delta_{\hat{x}, \hat{x}^{\prime}}-A\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)\right)
\end{array}\right)
$$

When evaluated at an IB root, this is Equation (13) of Section 3. Equivalently, it can be written in the following form, which is more convenient for implementation:

$$
\left.\left(\begin{array}{c}
\beta\left[B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}\right)\right.  \tag{A45}\\
\left.+\delta_{\hat{x}, \hat{x}^{\prime}} D(\hat{x} ; i+1)_{y, y^{\prime}}-\frac{1}{p_{i+1}(y \mid \hat{x})} C\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y, y^{\prime}}\right]
\end{array}\right](1-\beta) \cdot\left[A\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)-\frac{1}{p_{i+1}(y \mid \hat{x})} B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y}\right]\right)
$$

## Appendix B.3. The Partial $\beta$-Derivatives of BA-IB in Log-Decoder Coordinates

We calculate the vector $D_{\beta} B A_{\beta}$ of partial derivatives of the $B A_{\beta}$ operator in logdecoder coordinates (of Section 2), which appears at the right-hand side of the IB-ODE (16) (in Section 3).

To that end, we differentiate backward along the dependencies graph (A6) (in Appendix B.1) with respect to $\beta$, starting at the output coordinates $p_{i+1}(y \mid \hat{x})$ and $p_{i+1}(\hat{x})$ of $B A_{\beta}$. After differentiating, we mind our independent variables. Here, these are $\beta$, and the input coordinates $p_{i}(y \mid \hat{x})$ and $p_{i}(\hat{x})$ of $B A_{\beta}$. The differentiation of these with respect to $\beta$ vanishes (except for $\frac{d \beta}{d \beta}=1$ ), as they are independent. Finally, we compose the differentiations to obtain the effect $D_{\beta} B A_{\beta}$ of changing $\beta$ on BA's output. We note that, in principle, one can differentiate the explicit formulae (A1) of $B A_{\beta}$ in decoder coordinates (Appendix A) with respect to $\beta$. However, we find that to be cumbersome and far more error-prone than our approach, and so proceed in the spirit of the previous Appendix B.2.

We start by differentiating each of the equations defining the Blahut-Arimoto Algorithm 1 with respect to $\beta$, as if all its variables are dependent. For the cluster marginal Step 1.4,

$$
\begin{equation*}
\frac{d}{d \beta} p_{i}(\hat{x})=\sum_{x} p(x) \frac{d}{d \beta} p_{i}(\hat{x} \mid x) \tag{A46}
\end{equation*}
$$

For the inverse encoder Step 1.5,

$$
\begin{equation*}
\frac{d}{d \beta} p_{i}(x \mid \hat{x})=\frac{p(x)}{p_{i}(\hat{x})} \frac{d p_{i}(\hat{x} \mid x)}{d \beta}-\frac{p_{i}(\hat{x} \mid x) p(x)}{p_{i}(\hat{x})^{2}} \frac{d p_{i}(\hat{x})}{d \beta} \tag{A47}
\end{equation*}
$$

For the decoder Step 1.6,

$$
\begin{equation*}
\frac{d}{d \beta} p_{i}(y \mid \hat{x})=\sum_{x} p(y \mid x) \frac{d}{d \beta} p_{i}(x \mid \hat{x}) \tag{A48}
\end{equation*}
$$

For the KL-divergence,

$$
\begin{equation*}
\frac{d}{d \beta} D_{K L}\left[p(y \mid x)| | p_{i}(y \mid \hat{x})\right]=\frac{d}{d \beta} \sum_{y^{\prime \prime}} p\left(y^{\prime \prime} \mid x\right) \log \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)}=-\sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d}{d \beta} p_{i}\left(y^{\prime \prime} \mid \hat{x}\right) \tag{A49}
\end{equation*}
$$

And for its exponent,

$$
\begin{align*}
& \frac{d}{d \beta} \exp \left\{-\beta D_{x, \hat{x}}\right\}=-\left(D_{x, \hat{x}}+\beta \frac{d D_{x, \hat{x}}}{d \beta}\right) \cdot \exp \left\{-\beta D_{x, \hat{x}}\right\} \\
& \stackrel{(\mathrm{A} 49)}{=}-\left(D_{x, \hat{x}}-\beta \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d}{d \beta} p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)\right) \cdot \exp \left\{-\beta D_{x, \hat{x}}\right\} \tag{A50}
\end{align*}
$$

where we have written $D_{x, \hat{x}}:=D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]$ for short. Thus, for the partition function's Step 1.7, we have

$$
\begin{align*}
& \frac{d}{d \beta} Z_{i}(x, \beta)=\frac{d}{d \beta} \sum_{\hat{x}^{\prime \prime}} p_{i}\left(\hat{x}^{\prime \prime}\right) \exp \left\{-\beta D_{x, \hat{x}^{\prime \prime}}\right\} \\
& \stackrel{(\mathrm{A} 50)}{=} \sum_{\hat{x}^{\prime \prime}}\left(\frac{d p_{i}\left(\hat{x}^{\prime \prime}\right)}{d \beta}-p_{i}\left(\hat{x}^{\prime \prime}\right) D_{x, \hat{x}^{\prime \prime}}+\beta p_{i}\left(\hat{x}^{\prime \prime}\right) \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}^{\prime \prime}\right)} \frac{d}{d \beta} p_{i}\left(y^{\prime \prime} \mid \hat{x}^{\prime \prime}\right)\right) \cdot \exp \left\{-\beta D_{x, \hat{x}^{\prime \prime}}\right\} \tag{A51}
\end{align*}
$$

Finally, for the encoder Step 1.8 we have

$$
\begin{align*}
\frac{d}{d \beta} p_{i+1}(\hat{x} \mid x)= & \frac{d}{d \beta}\left(\frac{p_{i}(\hat{x}) e^{-\beta D_{x, \hat{x}}}}{Z_{i}(x, \beta)}\right) \\
& (\mathrm{A} 50) \\
= & p_{i}(\hat{x}) e^{-\beta D_{x, \beta}}  \tag{A52}\\
Z_{i}(x, \beta) & \left.\frac{1}{p_{i}(\hat{x})} \frac{d p_{i}(\hat{x})}{d \beta}-\left(D_{x, \hat{x}}-\beta \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d}{d \beta} p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)\right)-\frac{1}{Z_{i}(x, \beta)} \frac{d Z_{i}(x, \beta)}{d \beta}\right] \\
& \stackrel{\text { Step } 1.8}{=} p_{i+1}(\hat{x} \mid x) \cdot\left[\frac{1}{p_{i}(\hat{x})} \frac{d p_{i}(\hat{x})}{d \beta}-\left(D_{x, \hat{x}}-\beta \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d}{d \beta} p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)\right)-\frac{1}{Z_{i}(x, \beta)} \frac{d Z_{i}(x, \beta)}{d \beta}\right]
\end{align*}
$$

Next, picking $\beta$ and the inputs $\log p_{i}(y \mid \hat{x})$ and $\log p_{i}(\hat{x})$ of $B A_{\beta}$ as our independent variables, we compose the differentiations above to obtain $D_{\beta} B A_{\beta}$ at an output coordinate. That is, we seek $\frac{d}{d \beta} \log p_{i+1}(y \mid \hat{x})$ and $\frac{d}{d \beta} \log p_{i+1}(\hat{x})$. By the chain rule, we trace the dependencies graph (A6) (Appendix B.1) backwards, from the output nodes $p_{i+1}(y \mid \hat{x})$ and $p_{i+1}(\hat{x})$ back to the input nodes. The derivatives of the latter with respect to $\beta$ vanish, as these are our independent variables.

Starting with a decoder output coordinate,

$$
\begin{align*}
& \frac{d}{d \beta} \log p_{i+1}(y \mid \hat{x})=\frac{1}{p_{i+1}(y \mid \hat{x})} \frac{d}{d \beta} p_{i+1}(y \mid \hat{x}) \stackrel{(\mathrm{A} 48)}{=} \frac{1}{p_{i+1}(y \mid \hat{x})} \sum_{x} p(y \mid x) \frac{d}{d \beta} p_{i+1}(x \mid \hat{x}) \\
& \quad(\mathrm{A} 47) \frac{1}{=} \frac{p}{p_{i+1}(y \mid \hat{x})} \sum_{x} p(y \mid x)\left[\frac{p(x)}{p_{i+1}(\hat{x})} \frac{d p_{i+1}(\hat{x} \mid x)}{d \beta}-\frac{p_{i+1}(\hat{x} \mid x) p(x)}{p_{i+1}(\hat{x})^{2}} \frac{d p_{i+1}(\hat{x})}{d \beta}\right] \\
& \quad(\mathrm{A} 46) \\
& = \\
& \quad(\mathrm{A} 52)  \tag{A53}\\
& = \\
& = \\
& p_{i+1}(y \mid \hat{x}) p_{i+1}(\hat{x}) \\
& \sum_{x} \frac{p(y \mid x) p(x)}{p_{i+1}(y \mid \hat{x}) p_{i+1}(\hat{x})}\left\{p_{i+1}(\hat{x} \mid x) \cdot\left[\frac{d p_{i+1}(\hat{x} \mid x)}{d \beta}-\frac{p_{i+1}(\hat{x} \mid x)}{p_{i+1}(\hat{x})} \sum_{x^{\prime}} p\left(x^{\prime}\right) \frac{d p_{i+1}\left(\hat{x} \mid x^{\prime}\right)}{d \beta} \frac{d p_{i}(\hat{x})}{d \beta}-\left(D_{x, \hat{x}}-\beta \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)}{d \beta}\right)-\frac{1}{Z_{i}(x, \beta)} \frac{d Z_{i}(x, \beta)}{d \beta}\right]\right. \\
& \left.-\frac{p_{i+1}(\hat{x} \mid x)}{p_{i+1}(\hat{x})} \sum_{x^{\prime}} p\left(x^{\prime}\right)\left(p_{i+1}\left(\hat{x} \mid x^{\prime}\right) \cdot\left[\frac{1}{p_{i}(\hat{x})} \frac{d p_{i}(\hat{x})}{d \beta}-\left(D_{x^{\prime}, \hat{x}}-\beta \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x^{\prime}\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)}{d \beta}\right)-\frac{1}{Z_{i}\left(x^{\prime}, \beta\right)} \frac{d Z_{i}\left(x^{\prime}, \beta\right)}{d \beta}\right]\right)\right\}
\end{align*}
$$

Since $p_{i}(y \mid \hat{x})$ and $p_{i}(\hat{x})$ are independent input variables, their derivatives with respect to the independent variable $\beta$ vanish, yielding

$$
\begin{align*}
-\sum_{x} \frac{p(y \mid x) p(x)}{p_{i+1}(y \mid \hat{x}) p_{i+1}(\hat{x})}\left\{p_{i+1}(\hat{x} \mid x) \cdot\left[D_{x, \hat{x}}+\frac{1}{Z_{i}(x, \beta)} \frac{d Z_{i}(x, \beta)}{d \beta}\right]\right. \\
\left.-\frac{p_{i+1}(\hat{x} \mid x)}{p_{i+1}(\hat{x})} \sum_{x^{\prime}} p\left(x^{\prime}\right) p_{i+1}\left(\hat{x} \mid x^{\prime}\right) \cdot\left[D_{x^{\prime}, \hat{x}}+\frac{1}{Z_{i}\left(x^{\prime}, \beta\right)} \frac{d Z_{i}\left(x^{\prime}, \beta\right)}{d \beta}\right]\right\} \tag{A54}
\end{align*}
$$

To complete the calculation at (A53), note that the same argument can be used for two of the three summands in (A51), reducing it to

$$
\begin{equation*}
\frac{d Z_{i}(x, \beta)}{d \beta}=-\sum_{\hat{x}^{\prime \prime}} p_{i}\left(\hat{x}^{\prime \prime}\right) D_{x, \hat{x}^{\prime \prime}} e^{-\beta D_{x, \hat{x}^{\prime \prime}}} \tag{A55}
\end{equation*}
$$

since $p_{i}(y \mid \hat{x})$ and $p_{i}(\hat{x})$ are considered as independent variables. Therefore,

$$
\begin{align*}
& \frac{d}{d \beta} \log p_{i+1}(y \mid \hat{x}) \underset{(\mathrm{A} 55)}{(\mathrm{A} 54)}-\sum_{x} \frac{p(y \mid x) p(x)}{p_{i+1}(y \mid \hat{x}) p_{i+1}(\hat{x})}\left\{p_{i+1}(\hat{x} \mid x) \cdot\left[D_{x, \hat{x}}-\sum_{\hat{x}^{\prime \prime}}\left(\frac{p_{i}\left(\hat{x}^{\prime \prime}\right)}{Z_{i}(x, \beta)} e^{-\beta D_{x, \hat{x}^{\prime \prime}}}\right) D_{x, \hat{x}^{\prime \prime}}\right]\right. \\
& \left.-\frac{p_{i+1}(\hat{x} \mid x)}{p_{i+1}(\hat{x})} \sum_{x^{\prime}} p\left(x^{\prime}\right) p_{i+1}\left(\hat{x} \mid x^{\prime}\right) \cdot\left[D_{x^{\prime}, \hat{x}}-\sum_{\hat{x}^{\prime \prime}}\left(\frac{p_{i}\left(\hat{x}^{\prime \prime}\right)}{Z_{i}\left(x^{\prime}, \beta\right)} e^{-\beta D_{x^{\prime}, \hat{x}^{\prime \prime}}}\right) D_{x^{\prime}, \hat{x}^{\prime \prime}}\right]\right\} \\
& \text { Step } \underline{=}^{1.8}-\sum_{x} \frac{p(y \mid x) p(x)}{p_{i+1}(y \mid \hat{x}) p_{i+1}(\hat{x})}\left\{p_{i+1}(\hat{x} \mid x) \cdot\left[D_{x, \hat{x}}-\sum_{\hat{x}^{\prime \prime}} p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) D_{x, \hat{x}^{\prime \prime}}\right]\right. \\
& \left.-\frac{p_{i+1}(\hat{x} \mid x)}{p_{i+1}(\hat{x})} \sum_{x^{\prime}} p\left(x^{\prime}\right) p_{i+1}\left(\hat{x} \mid x^{\prime}\right) \cdot\left[D_{x^{\prime}, \hat{x}}-\sum_{\hat{x}^{\prime \prime}} p_{i+1}\left(\hat{x}^{\prime \prime} \mid x^{\prime}\right) D_{x^{\prime}, \hat{x}^{\prime \prime}}\right]\right\} \\
& \stackrel{\text { Step }}{\underline{\underline{1}}}{ }_{\text {Step }} 1.5 \sum_{x} p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}}-\sum_{x} \frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})} p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}} \\
& +\sum_{x, \hat{x}^{\prime \prime}} \frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})} p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}^{\prime \prime}}-\sum_{x, \hat{x}^{\prime \prime}} p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}^{\prime \prime}} \\
& =\sum_{x}\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}}-\sum_{x, \hat{x}^{\prime \prime}}\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}^{\prime \prime}} \tag{A56}
\end{align*}
$$

At the second equality to the bottom we started with the third summand, then with the first, and only then with the third and fourth summands. And so,

$$
\begin{equation*}
\frac{d}{d \beta} \log p_{i+1}(y \mid \hat{x})=\sum_{x, \hat{x}^{\prime \prime}}\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \cdot\left[\delta_{\hat{x}, \hat{x}^{\prime \prime}}-p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right)\right] \cdot p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}^{\prime \prime}} \tag{A57}
\end{equation*}
$$

Next, consider a cluster marginal output coordinate,

$$
\begin{align*}
& \frac{d}{d \beta} \log p_{i+1}(\hat{x})=\frac{1}{p_{i+1}(\hat{x})} \frac{d}{d \beta} p_{i+1}(\hat{x}) \stackrel{(\mathrm{A} 46)}{=} \frac{1}{p_{i+1}(\hat{x})} \sum_{x} p(x) \frac{d}{d \beta} p_{i+1}(\hat{x} \mid x) \\
& \stackrel{(\mathrm{A} 52)}{=} \frac{1}{p_{i+1}(\hat{x})} \sum_{x} p(x) p_{i+1}(\hat{x} \mid x) \cdot\left[\frac{1}{p_{i}(\hat{x})} \frac{d p_{i}(\hat{x})}{d \beta}-\left(D_{x, \hat{x}}-\beta \sum_{y^{\prime \prime}} \frac{p\left(y^{\prime \prime} \mid x\right)}{p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)} \frac{d}{d \beta} p_{i}\left(y^{\prime \prime} \mid \hat{x}\right)\right)-\frac{1}{Z_{i}(x, \beta)} \frac{d Z_{i}(x, \beta)}{d \beta}\right] \tag{A58}
\end{align*}
$$

Since $p_{i}(y \mid \hat{x})$ and $p_{i}(\hat{x})$ are independent variables, their derivatives with respect to $\beta$ vanish, yielding

$$
\begin{align*}
& -\frac{1}{p_{i+1}(\hat{x})} \sum_{x} p_{i+1}(\hat{x} \mid x) p(x)\left[D_{x, \hat{x}}+\frac{1}{Z_{i}(x, \beta)} \frac{d Z_{i}(x, \beta)}{d \beta}\right] \\
& \stackrel{(\text { A555 }}{=}-\frac{1}{p_{i+1}(\hat{x})} \sum_{x} p_{i+1}(\hat{x} \mid x) p(x)\left[D_{x, \hat{x}}-\sum_{\hat{x}^{\prime \prime}}\left(\frac{p_{i}\left(\hat{x}^{\prime \prime}\right)}{Z_{i}(x, \beta)} e^{\left.\left.-\beta D_{x, \hat{x}^{\prime \prime}}\right) D_{x, \hat{x}^{\prime \prime}}\right]}\right.\right. \\
& \text { Step } 1.8-\sum_{x, \hat{x}^{\prime \prime}}\left[\delta_{\hat{x}, \hat{x}^{\prime \prime}}-p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right)\right] \cdot p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}^{\prime \prime}}  \tag{A59}\\
& \text { Step } 1.5
\end{align*}
$$

Thus, for the marginals' coordinates, we have obtained

$$
\begin{equation*}
\frac{d}{d \beta} \log p_{i+1}(\hat{x})=-\sum_{x, \hat{x}^{\prime \prime}}\left[\delta_{\hat{x}, \hat{x}^{\prime \prime}}-p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right)\right] \cdot p_{i+1}(x \mid \hat{x}) D_{x, \hat{x}^{\prime \prime}} \tag{A60}
\end{equation*}
$$

When evaluated at an IB root, Equations (A57) and (A60) form, respectively, the decoder and marginal coordinates of $D_{\beta} B A_{\beta}$, which appears at the right-hand side of the IB ODE (16) (note the extra minus sign in the implicit ODE (7)).

## Appendix B.4. The Coordinate Exchange Jacobians between Log-Decoder and Log-Encoder Coordinates

Following the discussion in Section 2 on the pros and cons of each coordinate system, we leverage the observations of Appendix B. 1 in order to derive the coordinate exchange Jacobians between the log-decoder and log-encoder coordinate systems. Exchanging between the other coordinate system pairs adds little to the below and thus is omitted.

Given the encoder's logarithmic derivative $\frac{d}{d \beta} \log p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime}\right)$, we would like to compute from it the logarithmic derivative $\left(\frac{d}{d \beta} \log p_{\beta}(y \mid \hat{x}), \frac{d}{d \beta} \log p_{\beta}(\hat{x})\right)$ in decoder coordinates, and vice versa. To that end, recall that an (arbitrary) encoder $p\left(\hat{x}^{\prime} \mid \hat{x}\right)$ determines a decodermarginal pair $(p(y \mid \hat{x}), p(\hat{x}))$ and vice versa (e.g., Equation (11) in Section 2). So, one can follow the dependencies graph (A6) (in Appendix B.1) backward between these coordinate systems to exchange the coordinates of an implicit derivative. For example, consider $p_{i}(y \mid \hat{x})$ and $p_{i}(\hat{x})$ as functions of the encoder $p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)$ preceding it in the graph (A6). When at an IB root, multiplying by the coordinates' exchange Jacobian yields

$$
\begin{align*}
& \frac{d \log p_{\beta}(y \mid \hat{x})}{d \beta}=\frac{d \log p_{\beta}(y \mid \hat{x})}{d \log p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime}\right)} \frac{d \log p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}{d \beta} \quad \text { and }  \tag{A61}\\
& \frac{d \log p_{\beta}(\hat{x})}{d \beta}=\frac{d \log p_{\beta}(\hat{x})}{d \log p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime}\right)} \frac{d \log p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}{d \beta} . \tag{A62}
\end{align*}
$$

Similarly, considering an encoder $p_{\beta}(\hat{x} \mid x)$ as a function of $p_{\beta}\left(y^{\prime} \mid \hat{x}^{\prime}\right)$ and $p_{\beta}\left(\hat{x}^{\prime}\right)$,

$$
\begin{equation*}
\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \beta}=\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \log p_{\beta}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} \frac{d \log p_{\beta}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}{d \beta}+\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \log p_{\beta}\left(\hat{x}^{\prime}\right)} \frac{d \log p_{\beta}\left(\hat{x}^{\prime}\right)}{d \beta}+\frac{\partial \log p_{\beta}(\hat{x} \mid x)}{\partial \beta} . \tag{A63}
\end{equation*}
$$

The last term $\frac{\partial \log p_{\beta}(\hat{x} \mid x)}{\partial \beta}$ in (A63) stems from the fact that the encoder Step 1.8 depends explicitly on $\beta$, unlike the marginal and decoder Steps 1.4 and 1.6. cf., the comments around (A8) in Appendix B.1.

The matrices $\frac{d \log p_{\beta}(y \mid \hat{x})}{d \log p_{\beta}\left(x^{\prime} \mid x^{\prime}\right)}$ and $\frac{d \log p_{\beta}(\hat{x})}{d \log p_{\beta}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}$ for exchanging from encoder to decoder coordinates follow from the chain rule, and are calculated in Appendix B.4.1 below, at Equations (A64) and (A66). Similarly, the matrices $\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \log p_{\beta}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}$ and $\frac{d \log p_{\beta}(\hat{x} \mid x)}{d \log p_{\beta}\left(\hat{x}^{\prime}\right)}$ and the partial derivative $\frac{\partial \log p_{\beta}(\hat{x} \mid x)}{\partial \beta}$ for exchanging from decoder to encoder coordinates are Equations (A68), (A70), and (A73), in Appendix B.4.2.

## Appendix B.4.1. Exchanging from Encoder to Decoder Coordinates

An input encoder $p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)$ determines a decoder $p_{i}(y \mid \hat{x})$ and a marginal $p_{i}(\hat{x})$. As in previous subsections, we follow the dependencies graph (A6) along all the paths between these.

Using diagram (A24) from Appendix B.1.1, for the marginal one has

$$
\begin{equation*}
\frac{d \log p_{i}(\hat{x})}{d \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}=p_{i}\left(x^{\prime} \mid \hat{x}^{\prime}\right) \delta_{\hat{x}, \hat{x}^{\prime}} \tag{A64}
\end{equation*}
$$

while for the decoder,

$$
\begin{align*}
\frac{d \log p_{i}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)} & =\frac{\partial \log p_{i}(y \mid \hat{x})}{\partial \log p_{i}\left(x_{1} \mid \hat{x}_{2}\right)}\left[\frac{\partial \log p_{i}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}+\frac{\partial \log p_{i}\left(x_{1} \mid \hat{x}_{2}\right)}{\partial \log p_{i}\left(\hat{x}_{3}\right)} \frac{\partial \log p_{i}\left(\hat{x}_{3}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}\right] \\
& =\frac{p\left(y \mid x_{1}\right) p_{i}\left(x_{1} \mid \hat{x}_{2}\right)}{p_{i}\left(y \mid \hat{x}_{2}\right)} \delta_{\hat{x}_{2}, \hat{x}}\left[\delta_{x_{1}, x^{\prime}} \delta_{\hat{x}_{2}, \hat{x}^{\prime}}-\delta_{\hat{x}_{2}, \hat{x}_{3}} p_{i}\left(x^{\prime} \mid \hat{x}_{3}\right) \delta_{\hat{x}_{3}, \hat{x}^{\prime}}\right] \tag{A65}
\end{align*}
$$

Summing over the three dummy variables as before, the latter simplifies to

$$
\begin{equation*}
\frac{d \log p_{i}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime} \mid x^{\prime}\right)}=\left[\frac{p\left(y \mid x^{\prime}\right)}{p_{i}(y \mid \hat{x})}-1\right] p_{i}\left(x^{\prime} \mid \hat{x}\right) \delta_{\hat{x}, \hat{x}^{\prime}} \tag{A66}
\end{equation*}
$$

## Appendix B.4.2. Exchanging from Decoder to Encoder Coordinates

In the other way around, a decoder $p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)$ and a marginal $p_{i}\left(\hat{x}^{\prime}\right)$ determine the subsequent encoder $p_{i+1}(\hat{x} \mid x)$. Using diagram (A24), one has

$$
\begin{align*}
\frac{d \log p_{i+1}(\hat{x} \mid x)}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} & =\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}+\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log Z_{i}\left(x_{1}\right)} \frac{\partial \log Z_{i}\left(x_{1}\right)}{\partial \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} \\
& =\beta \delta_{\hat{x}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x\right)-\delta_{x, x_{1}} \beta p_{i+1}\left(\hat{x}^{\prime} \mid x_{1}\right) p\left(y^{\prime} \mid x_{1}\right) \tag{A67}
\end{align*}
$$

Summing over the dummy variable $x_{1}$, this is the coordinates' exchange Jacobian $J_{\text {dec }}^{\text {enc }}$ mentioned in Section 2:

$$
\begin{equation*}
\frac{d \log p_{i+1}(\hat{x} \mid x)}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}=\beta p\left(y^{\prime} \mid x\right)\left[\delta_{\hat{x}, \hat{x}^{\prime}}-p_{i+1}\left(\hat{x}^{\prime} \mid x\right)\right] \tag{A68}
\end{equation*}
$$

Next, for the derivative with respect to the marginal,

$$
\begin{align*}
\frac{d \log p_{i+1}(\hat{x} \mid x)}{d \log p_{i}\left(\hat{x}^{\prime}\right)}= & \frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)}+\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log Z_{i}\left(x_{1}\right)} \frac{\partial \log Z_{i}\left(x_{1}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)} \\
& +\left[\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log Z_{i}\left(x_{1}\right)} \frac{\partial \log Z_{i}\left(x_{1}\right)}{\partial \log p_{i}\left(y_{2} \mid \hat{x}_{3}\right)}+\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \log p_{i}\left(y_{2} \mid \hat{x}_{3}\right)}\right] \frac{\partial \log p_{i}\left(y_{2} \mid \hat{x}_{3}\right)}{\partial \log p_{i}\left(x_{4} \mid \hat{x}_{5}\right)} \frac{\partial \log p_{i}\left(x_{4} \mid \hat{x}_{5}\right)}{\partial \log p_{i}\left(\hat{x}^{\prime}\right)} \\
= & \delta_{\hat{x}, \hat{x}^{\prime}}-\delta_{x, x_{1}} p_{i+1}\left(\hat{x}^{\prime} \mid x_{1}\right) \\
& +\left[-\delta_{x, x_{1}} \beta p_{i+1}\left(\hat{x}_{3} \mid x_{1}\right) p\left(y_{2} \mid x_{1}\right)+\beta \delta_{\hat{x}_{3}, \hat{x}} p\left(y_{2} \mid x\right)\right] \frac{p\left(y_{2} \mid x_{4}\right) p_{i}\left(x_{4} \mid \hat{x}_{3}\right)}{p_{i}\left(y_{2} \mid \hat{x}_{3}\right)} \delta_{\hat{x}_{3}, \hat{x}_{5}} \cdot\left(-\delta_{\hat{x}_{5}, \hat{x}^{\prime}}\right) \tag{A69}
\end{align*}
$$

Summing over the five dummy variables, this is the coordinates' exchange Jacobian $J_{\mathrm{mrg}}^{\mathrm{enc}}$ from Section 2:

$$
\begin{equation*}
\frac{d \log p_{i+1}(\hat{x} \mid x)}{d \log p_{i}\left(\hat{x}^{\prime}\right)}=(1-\beta)\left[\delta_{\hat{x}, \hat{x}^{\prime}}-p_{i+1}\left(\hat{x}^{\prime} \mid x\right)\right] \tag{A70}
\end{equation*}
$$

Finally, note that the encoder Step 1.8 depends on $\beta$ explicitly, rather than indirectly only via its other variables. So, to calculate the partial derivative term $\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \beta}$ in (A63), write as follows for $\log Z$ :

$$
\begin{align*}
\frac{\partial}{\partial \beta} Z_{i}(x, \beta) & \stackrel{\text { Step }}{=}{ }^{1.7} \sum_{\hat{x}} p_{i}(\hat{x}) \frac{\partial}{\partial \beta} \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\} \\
& =-\sum_{\hat{x}} p_{i}(\hat{x}) D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right] \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\} \tag{A71}
\end{align*}
$$

Thus,

$$
\begin{align*}
\frac{\partial}{\partial \beta} \log Z_{i}(x, \beta) & =\frac{1}{Z_{i}(x, \beta)} \frac{\partial}{\partial \beta} Z_{i}(x, \beta) \\
& \left(\stackrel{\operatorname{A} 71)}{=}-\sum_{\hat{x}} \frac{p_{i}(\hat{x}) \exp \left\{-\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right\}}{Z_{i}(x, \beta)} D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right. \\
& \text { Step } 1.8-\sum_{\hat{x}} p_{i+1}(\hat{x} \mid x) D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right] . \tag{A72}
\end{align*}
$$

And so, from the encoder Step 1.8, we have

$$
\begin{align*}
\frac{\partial \log p_{i+1}(\hat{x} \mid x)}{\partial \beta} & =\frac{\partial \log p_{i}(\hat{x})}{\partial \beta}-\frac{\partial \log Z_{i}(x, \beta)}{\partial \beta}-\frac{\partial}{\partial \beta}\left(\beta D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]\right) \\
& (\mathrm{A} 72)  \tag{A73}\\
= & \sum_{\hat{x}^{\prime \prime}} p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) D_{K L}\left[p(y \mid x) \| p_{i}\left(y \mid \hat{x}^{\prime \prime}\right)\right]-D_{K L}\left[p(y \mid x) \| p_{i}(y \mid \hat{x})\right]
\end{align*}
$$

where the term $\frac{\partial \log p_{i}(\hat{x})}{\partial \beta}$ vanishes since it is considered as an independent variable here.

## Appendix C. Proof of Lemma 1, on the Kernel of the Jacobian of the IB Operator in Log-Decoder Coordinates

We prove Lemma 1 from Section 3, using the results of Appendix B.
In the first direction, suppose that $\left(\left(v_{y, \hat{x}}\right)_{y, \hat{x}^{\prime}}\left(u_{\hat{x}}\right)_{\hat{x}}\right)$ is a vector in the left kernel of the Jacobian of the IB operator (5) in log-decoder coordinates, $I-D_{\log p(y \mid \hat{x}), \log p(\hat{x})} B A_{\beta}$, as in (16) in Section 3. Using the Jacobian's implicit form (A25) (Appendix B.2), this is to say that

$$
\begin{align*}
v_{y^{\prime}, \hat{x}^{\prime}} & =\sum_{y, \hat{x}} v_{y, \hat{x}} \frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)}+\sum_{\hat{x}} u_{\hat{x}} \frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(y^{\prime} \mid \hat{x}^{\prime}\right)} \quad \text { and }  \tag{A74}\\
u_{\hat{x}^{\prime}} & =\sum_{y, \hat{x}} v_{y, \hat{x}} \frac{d \log p_{i+1}(y \mid \hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)}+\sum_{\hat{x}} u_{\hat{x}} \frac{d \log p_{i+1}(\hat{x})}{d \log p_{i}\left(\hat{x}^{\prime}\right)} \tag{A75}
\end{align*}
$$

hold, for every $y^{\prime}$ and $\hat{x}^{\prime}$. We spell out and manipulate these equations to obtain the desired result.

By the Jacobian's explicit form (A44) from Appendix B.2, Equation (A74) spells out as

$$
\begin{align*}
& v_{y^{\prime}, \hat{x}^{\prime}}=\beta \cdot \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}}\left(\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}}\right) \cdot\left(1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}\right) C\left(\hat{x}, \hat{x}^{\prime \prime} ; i+1\right)_{y^{\prime}, y^{\prime \prime}} \\
&+\beta \cdot \sum_{\hat{x}} u_{\hat{x}}\left[\delta_{\hat{x}, \hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}\right)-B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime}}\right], \tag{A76}
\end{align*}
$$

while the second Equation (A75) spells out as

$$
\begin{align*}
u_{\hat{x}^{\prime}}=(1-\beta) \cdot \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{y^{\prime \prime}}\left[1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}\right] & B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime \prime}} \\
& +(1-\beta) \cdot \sum_{\hat{x}} u_{\hat{x}}\left(\delta_{\hat{x}, \hat{x}^{\prime}}-A\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)\right) . \tag{A77}
\end{align*}
$$

Next, we expand and simplify each of the terms in (A76) and (A77), using the definition (A32) of $A, B$, and $C$ from Appendix B.2.

For the first summand to the right of (A76),

$$
\begin{align*}
& \beta \cdot \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}}\left(\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}}-\delta_{\hat{x}, x^{\prime}}\right)\left(1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}\right) C\left(\hat{x}, \hat{x}^{\prime \prime} ; i+1\right)_{y^{\prime}, y^{\prime \prime}} \\
& \stackrel{\text { (A32) }}{=} \beta \cdot \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}}\left(\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}}-\delta_{\hat{x}, \hat{x}^{\prime}}\right)\left(1-\frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}\right) \sum_{x} p\left(y^{\prime} \mid x\right) p\left(y^{\prime \prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \tag{A78}
\end{align*}
$$

We simplify each of the four addends to the right of (A78) while temporarily ignoring the $\beta$ coefficient. For the $\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}} \cdot 1$ term,

$$
\begin{align*}
& \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}} \delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}} \sum_{x} p\left(y^{\prime} \mid x\right) p\left(y^{\prime \prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \\
&=\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \tag{A79}
\end{align*}
$$

For the $-\delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}} \cdot \frac{\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}$ term,

$$
\begin{align*}
&-\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}} \delta_{\hat{x}^{\prime \prime}, \hat{x}^{\prime}} \delta_{y^{\prime \prime}, y} \sum_{x} \frac{1}{p_{i+1}(y \mid \hat{x})} p\left(y^{\prime} \mid x\right) p\left(y^{\prime \prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \\
&=-\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} \frac{1}{p_{i+1}(y \mid \hat{x})} p\left(y^{\prime} \mid x\right) p(y \mid x) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \tag{A80}
\end{align*}
$$

For the $-\delta_{\hat{x}, \hat{x}^{\prime}} \cdot 1$ term,

$$
\begin{align*}
&-\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}} \delta_{\hat{x}, \hat{x}^{\prime}} \sum_{x} p\left(y^{\prime} \mid x\right) p\left(y^{\prime \prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \\
&=-\sum_{y} v_{y, \hat{x}^{\prime}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(x \mid \hat{x}^{\prime}\right)=-\sum_{y} v_{y, \hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}^{\prime}\right) \tag{A81}
\end{align*}
$$

And for the last $-\delta_{\hat{x}, \hat{x}^{\prime}} \cdot \frac{-\delta_{y^{\prime \prime}, y}}{p_{i+1}(y \mid \hat{x})}$ term,

$$
\begin{align*}
& \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{\hat{x}^{\prime \prime}, y^{\prime \prime}} \delta_{\hat{x}, \hat{x}^{\prime}} \cdot \frac{\delta_{y^{\prime \prime}, y}^{p_{i+1}(y \mid x)}}{\sum_{x}} p\left(y^{\prime} \mid x\right) p\left(y^{\prime \prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime \prime} \mid x\right) p_{i+1}(x \mid \hat{x}) \\
&=\sum_{y} \frac{v_{y, \hat{x}^{\prime}}}{p_{i+1}\left(y \mid \hat{x}^{\prime}\right)} \sum_{x} p\left(y^{\prime} \mid x\right) p(y \mid x) p_{i+1}\left(x \mid \hat{x}^{\prime}\right) \tag{A82}
\end{align*}
$$

Collecting (A79)-(A82) back into (A78), we obtain

$$
\begin{align*}
& \beta \cdot \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \\
& \quad+\beta \cdot \sum_{y} v_{y, \hat{x}^{\prime}} \frac{1}{p_{i+1}\left(y \mid \hat{x}^{\prime}\right)} \sum_{x} p(y \mid x) p\left(y^{\prime} \mid x\right) p_{i+1}\left(x \mid \hat{x}^{\prime}\right)-\beta \cdot p_{i+1}\left(y^{\prime} \mid \hat{x}^{\prime}\right) \sum_{y} v_{y, \hat{x}^{\prime}} \tag{A83}
\end{align*}
$$

for the first summand to the right of (A76).
The second summand to the right of (A76) equals

$$
\begin{align*}
\beta \cdot \sum_{\hat{x}} u_{\hat{x}}\left[\delta_{\hat{x}, \hat{x}^{\prime}}\right. & \left.p_{i+1}\left(y^{\prime} \mid \hat{x}\right)-B\left(\hat{x}, \hat{x}^{\prime} ; i+1\right)_{y^{\prime}}\right] \\
& (\mathrm{A} 32)  \tag{A84}\\
= & \beta \cdot u_{\hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}^{\prime}\right)-\beta \cdot \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \sum_{\hat{x}} u_{\hat{x}} p_{i+1}(x \mid \hat{x})
\end{align*}
$$

Combining (A83) and (A84), Equation (A76) is equivalent to

$$
\begin{align*}
& \frac{1}{\beta} \cdot v_{y^{\prime}, \hat{x}^{\prime}}+p_{i+1}\left(y^{\prime} \mid \hat{x}^{\prime}\right) \sum_{y} v_{y, \hat{x}^{\prime}}-u_{\hat{x}^{\prime}} p_{i+1}\left(y^{\prime} \mid \hat{x}^{\prime}\right) \\
& \quad=\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \\
& \quad+\sum_{y} v_{y, \hat{x}^{\prime}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(x \mid \hat{x}^{\prime}\right) \frac{p(y \mid x)}{p_{i+1}\left(y \mid \hat{x}^{\prime}\right)}-\sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \sum_{\hat{x}} u_{\hat{x}} p_{i+1}(x \mid \hat{x}) \tag{A85}
\end{align*}
$$

for any $y^{\prime}$ and $\hat{x}^{\prime}$. Summing (A85) over $y^{\prime}$ and simplifying, we obtain

$$
\begin{align*}
& \frac{1}{\beta} \cdot \sum_{y} v_{y, \hat{x}^{\prime}}-u_{\hat{x}^{\prime}} \\
& \quad=\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right]-\sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \sum_{\hat{x}} u_{\hat{x}} p_{i+1}(x \mid \hat{x}) \tag{A86}
\end{align*}
$$

for any $\hat{x}^{\prime}$.
Next, we expand and simplify Equation (A77). Using the definition (A32) of B, the first summand to its right can be written as

$$
\begin{equation*}
(1-\beta) \cdot \sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] . \tag{A87}
\end{equation*}
$$

Similarly, the second summand to the right of (A77) can be written as

$$
\begin{equation*}
(1-\beta) \cdot\left[u_{\hat{x}^{\prime}}-\sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \sum_{\hat{x}} u_{\hat{x}} p_{i+1}(x \mid \hat{x})\right] . \tag{A88}
\end{equation*}
$$

Combining (A87) and (A88), Equation (A77) can now be written explicitly,
$\frac{\beta}{1-\beta} \cdot u_{\hat{x}^{\prime}}=\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[1-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right]-\sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) \sum_{\hat{x}} u_{\hat{x}} p_{i+1}(x \mid \hat{x})$
for every $\hat{x}^{\prime}$. Next, subtracting (A89) from (A86), we obtain

$$
\begin{equation*}
u_{\hat{x}}=\frac{1-\beta}{\beta} \cdot \sum_{y} v_{y, \hat{x}} \tag{A90}
\end{equation*}
$$

for any $\hat{x}$.
Substituting (A90) into (A85) and using the decoder Step 1.6 to expand $p_{i+1}\left(y^{\prime} \mid \hat{x}^{\prime}\right)$ there,

$$
\begin{align*}
\frac{1}{\beta} \cdot v_{y^{\prime}, \hat{x}^{\prime}} & =\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p\left(y^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[\frac{2 \beta-1}{\beta}-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \\
& -\sum_{y} v_{y, \hat{x}^{\prime}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(x \mid \hat{x}^{\prime}\right) \cdot \frac{2 \beta-1}{\beta}+\sum_{y} v_{y, \hat{x}^{\prime}} \sum_{x} p\left(y^{\prime} \mid x\right) p_{i+1}\left(x \mid \hat{x}^{\prime}\right) \frac{p(y \mid x)}{p_{i+1}\left(y \mid \hat{x}^{\prime}\right)} \tag{A91}
\end{align*}
$$

Next, inserting $\sum_{\hat{x}} \delta_{\hat{x}, \hat{x}^{\prime}}$ into the sums on the last line,

$$
\begin{align*}
& \frac{1}{\beta} \cdot v_{y^{\prime}, \hat{x}^{\prime}}=\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p_{i+1}\left(\hat{x}^{\prime} \mid x\right) p\left(y^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[\frac{2 \beta-1}{\beta}-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \\
&-\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} \delta_{\hat{x}, \hat{x}^{\prime}} p\left(y^{\prime} \mid x\right) p_{i+1}(x \mid \hat{x})\left[\frac{2 \beta-1}{\beta}-\frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}\right] \tag{A92}
\end{align*}
$$

Finally, this simplifies to

$$
\begin{equation*}
v_{y^{\prime}, \hat{x}^{\prime}}=\sum_{y, \hat{x}} v_{y, \hat{x}} \sum_{x} p\left(y^{\prime} \mid x\right)\left[\delta_{\hat{x}, \hat{x}^{\prime}}-p_{i+1}\left(\hat{x}^{\prime} \mid x\right)\right] p_{i+1}(x \mid \hat{x})\left[\beta \cdot \frac{p(y \mid x)}{p_{i+1}(y \mid \hat{x})}+(1-2 \beta)\right] \tag{A93}
\end{equation*}
$$

The latter is to say that $\left(v_{y, \hat{x}}\right)_{y, \hat{x}}$ is a left-eigenvector of the eigenvalue 1 of the matrix to the right. At an IB root, this is precisely the matrix $S$ (17) from the Lemma's statement, as desired.

As a side note, we comment that Equations (A74) and (A75) also imply

$$
\begin{equation*}
\forall y \sum_{\hat{x}} v_{y, \hat{x}}=0 \quad \text { and } \quad \sum_{\hat{x}} u_{\hat{x}}=0, \tag{A94}
\end{equation*}
$$

which can be seen by summing (A85) and (A89), respectively, over $\hat{x}^{\prime}$, and simplifying.
In the other direction, let $v:=\left(v_{y, \hat{x}}\right)_{y, \hat{x}}$ be a left-eigenvector of the eigenvalue 1 of $S$ (17). That is, assume that Equation (A93) holds. Define a vector $u:=\left(u_{\hat{x}}\right)_{\hat{x}}$ by Equation (A90). Reversing the algebra, (A93) is equivalent to (A91). Substituting (A90) into the latter yields back (A85), which is equivalent to the explicit form (A76) of Equation (A74). Next, summing (A85) over $y^{\prime}$ and simplifying yields (A86). Adding the latter to (A90) yields back (A89), which is equivalent to Equation (A77), the explicit form of (A75). To conclude, both of the Equations (A74) and (A75) hold, as claimed.

## Appendix D. Approximate Error Analysis for Deterministic Annealing and for Euler's Method with BA

Complementing the results of Section 4, we provide an approximate error analysis for two computation methods for the IB: deterministic annealing and Euler's method combined with a fixed number of BA iterations.

First, we recap the linearization argument around Equation (10) in [4]. Denote repeated BA iterations initialized at $\boldsymbol{p}_{0}$ by

$$
\begin{equation*}
\boldsymbol{p}_{k+1}:=B A_{\beta}\left[\boldsymbol{p}_{k}\right] . \tag{A95}
\end{equation*}
$$

Linearizing around a fixed-point $\boldsymbol{p}_{\beta}$ of BA,

$$
\begin{equation*}
B A\left[\boldsymbol{p}_{k}\right] \simeq \boldsymbol{p}_{\beta}+D B A_{\beta} \mid \boldsymbol{p}_{\beta} \cdot\left(\boldsymbol{p}_{k}-\boldsymbol{p}_{\beta}\right) \tag{A96}
\end{equation*}
$$

where $\left.D B A_{\beta}\right|_{p_{\beta}}$ denotes the Jacobian matrix of $B A_{\beta}$ evaluated at $\boldsymbol{p}_{\beta}$. Rewriting in terms of the error $\delta \boldsymbol{p}_{k}:=\boldsymbol{p}_{k}-\boldsymbol{p}_{\beta}$ of the $k$-th iterate,

$$
\begin{equation*}
\left.\delta \boldsymbol{p}_{k+1} \simeq D B A_{\beta}\right|_{p_{\beta}} \cdot \delta \boldsymbol{p}_{k} \tag{A97}
\end{equation*}
$$

Thus, to first order, repeated applications of $B A_{\beta}$ reduce the initial error according to

$$
\begin{equation*}
\left\|\delta \boldsymbol{p}_{k+1}\right\| \simeq\left\|\left(D B A_{\beta} \mid \boldsymbol{p}_{\beta}\right)^{k} \cdot \delta \boldsymbol{p}_{0}\right\| \tag{A98}
\end{equation*}
$$

Next, consider $k>0$ applications of $B A_{\beta+\Delta \beta}$ to a root $\boldsymbol{p}_{\beta}$ at $\beta$. This is similar to deterministic annealing, but with a capped number of $B A$ iterations. Plugging the initial error $\delta p_{0}:=p_{\beta}-p_{\beta+\Delta \beta} \simeq-\left.\Delta \beta \frac{d p}{d \beta}\right|_{\beta}$ into Equation (A98) shows that this method is of the first order:

$$
\begin{equation*}
\left\|\delta \boldsymbol{p}_{k+1}\right\| \simeq|\Delta \beta| \cdot\left\|\left.\left(\left.D B A_{\beta+\Delta \beta}\right|_{p_{\beta+\Delta \beta}}\right)^{k} \frac{d p}{d \beta}\right|_{\beta}\right\| \tag{A99}
\end{equation*}
$$

Finally, we combine BA with Euler's method for the IB, Equation (22). Consider $k>0$ applications of $B A_{\beta+\Delta \beta}$ to the approximation $\boldsymbol{p}_{\beta}+\left.\Delta \beta \frac{d p}{d \beta}\right|_{\beta}$ produced by an Euler method step. Its initial error is

$$
\begin{equation*}
\delta \boldsymbol{p}_{0}:=\boldsymbol{p}_{\beta}+\left.\Delta \beta \frac{d p}{d \beta}\right|_{\beta}-\boldsymbol{p}_{\beta+\Delta \beta}=-\left.\frac{1}{2}(\Delta \beta)^{2} \frac{d^{2} p}{d \beta^{2}}\right|_{\beta^{\prime}} \tag{A100}
\end{equation*}
$$

where the last equality follows from the second-order expansion $p_{\beta+\Delta \beta}=p_{\beta}+\left.\Delta \beta \frac{d p}{d \beta}\right|_{\beta}+$ $\left.\frac{1}{2}(\Delta \beta)^{2} \frac{d^{2} p}{d \beta^{2}}\right|_{\beta^{\prime}}$, with $\beta^{\prime} \in[\beta, \beta+\Delta \beta]$. Similar to before, plugging this into Equation (A98) shows that this method is of the second order:

$$
\left\|\delta \boldsymbol{p}_{k+1}\right\| \simeq \frac{1}{2}|\Delta \beta|^{2} \cdot\left\|\left.\left(\left.\begin{array}{l}
D  \tag{A101}\\
B
\end{array} A_{\beta+\Delta \beta}\right|_{p_{\beta+\Delta \beta}}\right)^{k} \frac{d^{2} p}{d \beta^{2}}\right|_{\beta^{\prime}}\right\| .
$$

## Appendix E. An Exact Solution for a Binary Symmetric Channel

Define an IB problem by $Y \sim \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ and $X:=Y \oplus Z$ for $Z \sim \operatorname{Bernoulli}(\alpha)$ independent of $Y, 0<\alpha<\frac{1}{2}$, where $\oplus$ denotes addition modulo 2 . Explicitly, it is given by $p_{Y \mid X}=\left(\begin{array}{cc}1-\alpha & \alpha \\ \alpha & 1-\alpha\end{array}\right)$ and $p_{X}=\left(\frac{1}{2}, \frac{1}{2}\right)$. We synthesize exact solutions for this problem using Mrs. Gerber's Lemma [38] and by following [2].

Let $h(p):=-p \log p-(1-p) \log (1-p)$ be the binary entropy, with $h(0):=h(1):=0$. It is injective on $\left[0, \frac{1}{2}\right]$, with a maximal value of $\log 2$ at $p=\frac{1}{2}$. So, its inverse function $h^{-1}$ is well-defined on $[0, \log 2]$. Given a constraint $I_{X} \in[0, \log 2]$ on $I(\hat{X} ; X), I(\hat{X} ; X) \leq I_{X}$, define a random variable $V \sim \operatorname{Bernoulli}(\delta)$ and set $\hat{X}:=X \oplus V$, where $\delta$ is defined by $h(\delta)=\log 2-I_{X}$ or equivalently in terms of $h^{-1}$ by $\delta:=h^{-1}\left(\log 2-I_{X}\right)$. Explicitly, $p(\hat{x} \mid x)=\left(\begin{array}{cc}1-\delta & \delta \\ \delta & 1-\delta\end{array}\right)$, with its rows indexed by $\hat{x}$ and columns by $x . \hat{X}$ is also a Bernoulli $\left(\frac{1}{2}\right)$ variable since $X$ is, and so

$$
\begin{equation*}
I(\hat{X} ; X)=H(\hat{X})-H(\hat{X} \mid X)=\log 2-h(\delta)=I_{X} \tag{A102}
\end{equation*}
$$

showing that the constraint on $I(\hat{X} ; X)$ holds. The chain $\hat{X} \rightarrow X \rightarrow Y$ of random variables is readily seen to be Markov. By Corollary 4 in [38], it follows that $I(\hat{X} ; Y) \leq \log 2-h(\alpha * \delta)$, where $a * b:=a(1-b)+b(1-a)$. Finally, equality follows by Theorem 1 there. Thus, the above $p(\hat{x} \mid x)$ is IB-optimal.

The above defines an IB solution $p(\hat{x} \mid x)$ as a function of $I_{X}$. However, our numerical computations are phrased in terms of the IB's Lagrange multiplier $\beta$. To that end, note that [2] (Section IV.A) show that

$$
\begin{equation*}
\beta \cdot(1-2 \alpha) \log \frac{1-\alpha * \delta}{\alpha * \delta}=\log \frac{1-\delta}{\delta} \tag{A103}
\end{equation*}
$$

and that the bifurcation of this problem occurs at

$$
\begin{equation*}
\beta_{c}=\frac{1}{(1-2 \alpha)^{2}} \tag{A104}
\end{equation*}
$$

To conclude, we have $\beta=\beta(\delta)$ as a function of $\delta, \delta=\delta\left(I_{X}\right)$ as a function of $I_{X}$, and the encoder $p(\hat{x} \mid x)$ as a function of $\delta$. These functional dependencies are summarized as follows:

where the variable at the tail of each arrow is a function of that at its head.
Writing $p=(p(\hat{x} \mid x))_{\hat{x}, x^{\prime}}$ its derivative with respect to $\beta$ can be calculated by the chain rule:

$$
\begin{equation*}
\frac{d \boldsymbol{p}}{d \beta}=\frac{d}{d \beta}\left(\boldsymbol{p}\left(\beta^{-1}(\delta)\right)\right)=\frac{d \boldsymbol{p}}{d \delta}\left(\frac{d \beta}{d \delta}\right)^{-1} \tag{A106}
\end{equation*}
$$

where we have applied the derivative of an inverse function $\left(f^{-1}\right)^{\prime}=1 / f^{\prime}$ to $\beta(\delta)$ in (A103), to differentiate $\delta(\beta)$. From the argument around (A102), $\frac{d p}{d \delta}=\left(\begin{array}{cc}-1 & 1 \\ 1 & -1\end{array}\right)$. While this yields an analytical expression for the derivative $\frac{d p}{d \beta}$, both of the terms to the right of (A106) are evaluated at $\delta(\beta)$, for a given $\beta$ value. Although it is straightforward to compute $\delta(\beta)$ numerically from (A103), this entails numerical error, especially as $\delta$ approaches $1 / 2$ near the bifurcation. For the solution with respect to decoder coordinates, an immediate application of the Bayes rule shows that

$$
p(\hat{x})=\frac{1}{2} \quad \text { and } \quad p(y \mid \hat{x})=\left(\begin{array}{cc}
\alpha *(1-\delta) & \alpha * \delta  \tag{A107}\\
\alpha * \delta & \alpha *(1-\delta)
\end{array}\right)
$$

where the rows of $p(y \mid \hat{x})$ are indexed by $y$, and columns by $\hat{x}$. Along with $\frac{d p(y \mid \hat{x})}{d \delta}=$ $(2 \alpha-1) \cdot\left(\begin{array}{cc}1 & -1 \\ -1 & 1\end{array}\right)$, its derivatives with respect to $\beta$ follow as in (A106).

## Appendix F. Equivalent Conditions for Cluster-Merging Bifurcations

We briefly discuss the equivalent conditions for cluster-merging bifurcations in the IB (Section 5.2) found in the literature.

Rose et al. [39] (Section 4) derive a condition for cluster-splitting phase transitions (Equation (17) there) in the context of fuzzy clustering. Following this, [13] (3.2 in Part III) derives an analogous condition for cluster splitting in the IB (Equation (12) there):

$$
\begin{equation*}
\left(I-\beta C_{X}(\hat{x} ; \beta)\right) \boldsymbol{u}=\mathbf{0}, \tag{A108}
\end{equation*}
$$

where $I$ is the identity. Namely, for a cluster $\hat{x}$ to split, it is necessary that $1 / \beta$ be an eigenvalue of an $|\mathcal{X}|$-by- $|\mathcal{X}|$ matrix $C_{X}(\hat{x} ; \beta)$, whose entries at an IB root are given by

$$
\begin{equation*}
C_{X}(\hat{x} ; \beta)_{x, x^{\prime}}:=\sum_{y} \frac{p(y \mid x) p\left(y \mid x^{\prime}\right) p_{\beta}\left(x^{\prime} \mid \hat{x}\right)}{p_{\beta}(y \mid \hat{x})} . \tag{A109}
\end{equation*}
$$

While the coefficients matrix (A109) for the IB differs from the one for fuzzy clustering, inter-cluster interactions are explicitly neglected in both derivations (see therein). Indeed, the definition (A109) of $C_{X}$ involves the coordinates of cluster $\hat{x}$ alone, as one might expect when considering a root in either decoder or in inverse encoder coordinates (Section 2). Reversing the dynamics in $\beta$, condition (A108) characterizes cluster-merging bifurcations in the IB (Section 5.2).

In [13] it is noted that (A108) is closely related to the bifurcation analysis of [9]. The latter provides a condition to identify the critical $\beta$ values of IB bifurcations, given in their Theorem 5.3. Indeed, their condition is equivalent to (A108), and therefore it also characterizes cluster-merging bifurcations. To see this, the necessary condition they give for a phase transition at $\beta$ is that $1 / \beta$ must be an eigenvalue of a matrix $V$ (Equation (21) there). When written in our notation, this matrix is given by

$$
\begin{equation*}
V(\hat{x} ; \beta)_{x, x^{\prime}}:=\sum_{y} \frac{p\left(x^{\prime}, y\right) p(x, y) p_{\beta}(\hat{x} \mid x)}{p_{\beta}(y, \hat{x}) p\left(x^{\prime}\right)} . \tag{A110}
\end{equation*}
$$

However, $V$ (A110) is readily seen to be the transpose of $C_{X}$ (A109), and so they have the same eigenvalues.

## Appendix G. Lyapunov Stability of an Optimal IB Root

We provide the essential parts of a proof that an optimal IB root is Lyapunov uniformly asymptotically stable on closed intervals which do not contain a bifurcation when following the flow dictated by the IB's ODE (16) in decreasing $\beta$. Definitions for the below are as in [40] (see especially Section 4.2 there). See Section 6.3 for a discussion of the results below.

Let $\boldsymbol{p}^{*}(\beta)$ be an optimal IB root. We start by rewriting it as an equilibrium of a nonautonomous ODE, as in [40] (Equation (4.1)). Consider the implicit ODE (7) $\frac{d p}{d \beta}=-\left(D_{p} F\right)^{-1} D_{\beta} F$, specialized to the IB by setting $F:=I d-B A_{\beta}$ (5). Denote $\delta \boldsymbol{p}:=\boldsymbol{p}-\boldsymbol{p}^{*}$, for an arbitrary $\boldsymbol{p}$. Subtracting the ODE at $\boldsymbol{p}$ from that at $\boldsymbol{p}^{*}$ yields a non-autonomous ODE in the error $\delta p$ from the optimal root:

$$
\begin{equation*}
\frac{d \delta p}{d \beta}=\left.\left(D_{p} F\right)^{-1} D_{\beta} F\right|_{p^{*}}-\left.\left(D_{p} F\right)^{-1} D_{\beta} F\right|_{p^{*}+\delta p} \tag{A111}
\end{equation*}
$$

This rewrites the given root $\boldsymbol{p}^{*}$ as an equilibrium $\delta \boldsymbol{p}=\mathbf{0}$ of this ODE (A111), simplifying the below.

Next, we define a Lyapunov function for the flow of the equilibrium $\delta \boldsymbol{p}=\mathbf{0}$ along the ODE (A111), when its dynamics in $\beta$ is reversed. Consider the IB's Lagrangian $\mathcal{L}_{\beta}:=I(X ; \hat{X})-\beta \cdot I(Y ; \hat{X})$ as a functional in $p$, and let $\mathcal{L}_{\beta}^{*}:=\mathcal{L}_{\beta}\left[\boldsymbol{p}^{*}\right]$ be its optimal value at $\beta$. Then,

$$
\begin{equation*}
\left(\mathcal{L}_{\beta}-\mathcal{L}_{\beta}^{*}\right)(\delta \boldsymbol{p}) \tag{A112}
\end{equation*}
$$

is the desired Lyapunov function. Specifically, (i) $\mathcal{L}_{\beta}-\mathcal{L}_{\beta}^{*}$ is positive definite and (ii) $\frac{d}{d \beta}\left(\mathcal{L}_{\beta}-\mathcal{L}_{\beta}^{*}\right)$ is negative definite, when the dynamics in $\beta$ are reversed. Theorem 4.1 in [40] then implies that $\delta \boldsymbol{p}=\mathbf{0}$ is uniformly asymptotically stable [40] (Definition 4.6).

For (i), $\mathcal{L}_{\beta}-\mathcal{L}_{\beta}^{*}$ (A112) is immediately seen to be positive semi-definite from the definition of $\mathcal{L}_{\beta}^{*}$, up to technicalities ignored here (cf., Definition 4.7 in [40]). The results of Section 5.3 (after Proposition 1) imply that representing $p$ in reduced log-decoder coordinates renders (A112) strictly positive definite. Indeed, $D\left(I d-B A_{\beta}\right)$ is non-singular in a reduced representation in these coordinates, as mentioned there, and so an optimal root $\boldsymbol{p}^{*}$ is locally unique. As for condition (ii), from the definition of $\mathcal{L}_{\beta}$ we have

$$
\begin{equation*}
\frac{d}{d \beta} \mathcal{L}_{\beta}=\frac{d}{d \beta} I(X ; \hat{X})-\beta \frac{d}{d \beta} I(Y ; \hat{X})-I(Y ; \hat{X})=-I(Y ; \hat{X}), \tag{A113}
\end{equation*}
$$

where $\frac{d}{d \beta} I(X ; \hat{X})=\beta \frac{d}{d \beta} I(Y ; \hat{X})$ in the last equality follows by direct calculations similar to those in the Appendix of [13] (Part III). Thus, for the $\beta$-derivative of (A112), we have

$$
\begin{equation*}
\frac{d}{d \beta}\left(\mathcal{L}_{\beta}-\mathcal{L}_{\beta}^{*}\right)(\delta \boldsymbol{p})=\left.I(Y ; \hat{X})\right|_{\boldsymbol{p}^{*}}-\left.I(Y ; \hat{X})\right|_{p} \tag{A114}
\end{equation*}
$$

The latter is always positive semi-definite around $\boldsymbol{p}^{*}$, since by definition (1) $\boldsymbol{p}^{*}$ yields the maximal $Y$-information subject to a constraint on the $X$-information. The same argument as above shows that it is strictly positive definite. Finally, reversing the dynamics in $\beta$ leaves the ODE (A111) unaffected but flips the sign of (A114), rendering it negative definite as required.

## Appendix H. Introducing Degeneracies to the IB Operator in Decoder Coordinates Is Uninformative at an Isolated Optimal Root

Suppose that the Jacobian of the IB operator $I d-B A_{\beta}$ (5) in log-decoder coordinates is non-singular at a reduced representation of an IB root, as in the argument following Proposition 1 (Section 5.3). We show that evaluating it on a non-reduced (degenerate) representation only permits one to detect kernel directions which are due to the selected degeneracy. Thus, it is inadequate for detecting bifurcations, as explained in Section 5.3.

Let $p \in \Delta[\Delta[\mathcal{Y}]]$ be an IB root of effective cardinality $T_{1}$. A $T$-clustered representation of a root (e.g., in decoder coordinates) is a function $\pi: \Delta[\Delta[\mathcal{Y}]] \rightarrow \mathbb{R}^{(|\mathcal{Y}|+1) \cdot T}$, defined on some neighborhood of $p$. In the other way around, one can consider the inclusion $i: \mathbb{R}^{(|\mathcal{Y}|+1) \cdot T} \rightarrow \Delta[\Delta[\mathcal{Y}]]$, defined in the obvious way on normalized decoder coordinates at some neighborhood of $\pi(\boldsymbol{p})$. Let $\pi$ be a representation of $\boldsymbol{p}$ in its effective cardinality $T_{1}$, and $\tilde{\pi}$ a degenerate one on $T_{2}>T_{1}$ clusters. These satisfy

$$
\begin{equation*}
\pi=\operatorname{reduc} \circ \tilde{\pi} \tag{A115}
\end{equation*}
$$

where reduc is the reduction map (defined similar to the root-reduction Algorithm 2, by setting its thresholds to zero, $\delta_{1}=\delta_{2}=0$, and replacing its strict inequalities with non-strict ones. Note that Algorithm 2 has a well-defined output for every input). In the other way around, one can pick a particular degenerating map degen (e.g., "split the third cluster to two copies of probability ratio 1:2"). Applying a particular degeneracy and then reducing is the identity,

$$
\begin{equation*}
\text { reduc } \circ \text { degen }=I d \tag{A116}
\end{equation*}
$$

though not the other way around. Let $i$ and $\tilde{i}$ be the inclusions corresponding to $\pi$ and $\tilde{\pi}$, respectively. Similar to (A115), degenerating a root has no effect before it is included into $\Delta[\Delta[\mathcal{Y}]]$,

$$
\begin{equation*}
i=\tilde{i} \circ \text { degen } \tag{A117}
\end{equation*}
$$

Recall from Section 5.1 (before Conjecture 1) that $B A_{\beta}$ in decoder coordinates may be considered as an operator on $\Delta[\Delta[\mathcal{Y}]]$. To summarize, we have the following diagram:


Next, consider the representations of the IB operator $I d-B A_{\beta}(5)$ on $T_{1}$ and $T_{2}$ clusters. These amount to pre-composing with the inclusions and post-composing with the representation maps. Denote by $I d_{i}$ the identity operator on $\mathbb{R}^{(|\mathcal{Y}|+1) \cdot T_{i}}$. By identities (A115), (A116), and (A117), the $T_{1}$-clustered representation of $I d-B A_{\beta}$ (5) satisfies

$$
\begin{align*}
I d_{1}-\pi \circ B A_{\beta} \circ i=r e d u c \circ \text { degen }-r e d u c & \circ \tilde{\pi} \circ B A_{\beta} \circ \tilde{i} \circ \text { degen } \\
& =r e d u c \circ\left[I d_{2}-\tilde{\pi} \circ B A_{\beta} \circ \tilde{i}\right] \circ \text { degen } \tag{A119}
\end{align*}
$$

Differentiating, by the chain rule we have

$$
\begin{equation*}
D\left(I d_{1}-\pi \circ B A_{\beta} \circ i\right)=D(\text { reduc }) D\left(I d_{2}-\tilde{\pi} \circ B A_{\beta} \circ \tilde{i}\right) D(\text { degen }) . \tag{A120}
\end{equation*}
$$

Multiplying a matrix $B$ from the left can only enlarge the kernel, $\operatorname{dim} \operatorname{ker}(A B) \geq \operatorname{dim} \operatorname{ker} B$, and so

$$
\begin{equation*}
\operatorname{dim} \operatorname{ker} D\left(I d_{1}-\pi \circ B A_{\beta} \circ i\right) \geq \operatorname{dim} \operatorname{ker}\left(D\left(I d_{2}-\tilde{\pi} \circ B A_{\beta} \circ \tilde{i}\right) D(\text { degen })\right) . \tag{A121}
\end{equation*}
$$

Since the left-hand side is evaluated at a reduced representation, it vanishes by assumption. Thus, $D\left(I d_{2}-\tilde{\pi} \circ B A_{\beta} \circ \tilde{i}\right) D($ degen $)$ is of full rank, yielding

$$
\begin{equation*}
\operatorname{ker} D\left(I d_{2}-\tilde{\pi} \circ B A_{\beta} \circ \tilde{i}\right) \subset(\operatorname{Im} D(\text { degen }))^{\perp}, \tag{A122}
\end{equation*}
$$

where $(\operatorname{Im} D(\text { degen }))^{\perp}$ denotes the vectors tangent to the column space $\operatorname{Im} D($ degen $)$ of $D($ degen $)$. Stated differently, the Jacobian $D\left(I d_{2}-\tilde{\pi} \circ B A_{\beta} \circ \tilde{i}\right)$ of a $T_{2}$-clustered representation of $I d-B A_{\beta}(5)$ can only detect directions in $(\operatorname{Im} D(\text { degen }))^{\perp}$, which are determined by the choice of the degenerating map degen, as argued.

For completeness, splitting a cluster $r \in \Delta[\mathcal{Y}]$ into two at some fixed ratio $0<\lambda<1$ is of the form $(r, p(r)) \mapsto(r, \lambda \cdot p(r), r,(1-\lambda) \cdot p(r))$. Adding a pre-defined cluster $r^{\prime} \in \Delta[\mathcal{Y}]$ of zero mass is constant $(\ldots) \mapsto\left(\ldots, r^{\prime}, 0\right)$ on the newly added coordinates. A general degeneracy map degen is a composition of these, and is otherwise the identity map on unaffected coordinates.
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#### Abstract

The information bottleneck (IB) framework formalises the essential requirement for efficient information processing systems to achieve an optimal balance between the complexity of their representation and the amount of information extracted about relevant features. However, since the representation complexity affordable by real-world systems may vary in time, the processing cost of updating the representations should also be taken into account. A crucial question is thus the extent to which adaptive systems can leverage the information content of already existing IB-optimal representations for producing new ones, which target the same relevant features but at different granularity. We investigate the information-theoretic optimal limits of this process by studying and extending, within the IB framework, the notion of successive refinement, which describes the ideal situation where no information needs to be discarded for adapting an IB-optimal representation's granularity. Thanks in particular to a new geometric characterisation, we analytically derive the successive refinability of some specific IB problems (for binary variables, for jointly Gaussian variables, and for the relevancy variable being a deterministic function of the source variable), and provide a linear-programmingbased tool to numerically investigate, in the discrete case, the successive refinement of the IB. We then soften this notion into a quantification of the loss of information optimality induced by severalstage processing through an existing measure of unique information. Simple numerical experiments suggest that this quantity is typically low, though not entirely negligible. These results could have important implications for $(i)$ the structure and efficiency of incremental learning in biological and artificial agents, (ii) the comparison of IB-optimal observation channels in statistical decision problems, and (iii) the IB theory of deep neural networks.


Keywords: information bottleneck; successive refinement; unique information; incremental learning; coarse-graining; Blackwell order; deep learning

## 1. Introduction

### 1.1. Conceptualisation and Organisation Outline

Consider the problem, for an information-processing system, of extracting relevant information about a target variable $Y$ within a correlated source variable $X$, under constraints on the cost of the information processing needed to do so-yielding a compressed representation $T$. This situation can be formalised in an information-theoretic language, where the information-processing cost is measured with the mutual information $I(X ; T)$ between the source $X$ and the representation $T$ of it, while the relevancy about $Y$ of the information extracted by $T$ is measured by $I(Y ; T)$. The problem thus becomes that of maximising the relevant information $I(Y ; T)$ under bounded information-processing cost $I(X ; T)$, i.e., we are interested in the information bottleneck (IB) problem [1,2], which, in primal form, can be formulated as

$$
\begin{equation*}
\underset{q(T \mid X):}{\arg \max } \quad I(Y ; T) . \tag{1}
\end{equation*}
$$

Here, the trade-off parameter $\lambda$ controls the bound on the permitted information-processing cost and thus, intuitively, the resulting representation's granularity. The Markov chain condition $T-X-Y$ ensures that any information that the bottleneck $T$ extracts about the relevancy variable $Y$ can only come from the source $X$. The solutions to (1) for varying $\lambda$ trace the so-called information curve, i.e., the $\lambda$-parameterised curve

$$
\begin{equation*}
\left(I_{\lambda}(X ; T), I_{\lambda}(Y ; T)\right)_{\lambda \geq 0} \subseteq \mathbb{R}^{2} \tag{2}
\end{equation*}
$$

where $I_{\lambda}(X ; T)$ and $I_{\lambda}(X ; T)$ are defined by a bottleneck $T$ of parameter $\lambda$ (see the black curve in the first figure in Section 2 below). This curve indicates the informationally optimal bounds on the feasible trade-offs between relevancy $I(Y ; T)$ and complexity $I(X ; T)$ of the representation $T$. In this sense, the IB method provides a fundamental understanding of the informationally optimal limits of information-processing systems.

These limits are crucial for both understanding and building adaptive behaviour. For instance, choosing $X$ to be an agent's past and $Y$ to be its future leads it to extract the most relevant features of its environment [3-6]. More generally, the IB point of view on modelling embodied agents' representations has been leveraged for unifying efficient and predictive coding principles in theoretical neuroscience-at the level of single neurons [3,7-9] and neuronal populations [9-13]-but also for studying sensor evolution [14-16], the emergence of common concepts [17] and of spatial categories [18], the evolution of human language [19-21], or for implementing informationally efficient control in artificial agents [22-24]. This line of research brings increasing support to the hypothesis that, particularly for evolutionary reasons, biological agents are often poised close to optimality in the IB sense. It also provides a framework for both measuring and improving artificial agents' performance.

However, one aspect of the IB framework conflicts with a crucial feature of realworld systems: the informationally optimal limits that it describes only consider a given representation $T$ taken in isolation from any other one in the system. This point of view a priori disregards the relationship between representations, which is crucial in real-world information-processing systems. Thus, it is crucial to consider the following question: does the relationship between a set of internal representations $T_{1}, \ldots, T_{n}$ impact their individual information optimality? In this paper, we are mostly interested in a specific kind of relationship: when $T_{1}, \ldots, T_{n}$ are successively produced in this order, and each new $T_{i}$ builds on both the previous representation $T_{i-1}$ and new information from the fixed source $X$ to extract information about the fixed relevancy $Y$. This scenario formalises the incorporation of information into already learned representations-as is the case in developmental learning, or, more generally, any kind of learning process that goes through identifiable successive steps.

More precisely, consider an informationally bounded agent that extracts information about a relevant variable $Y$ within an environment $X$. If the agent is informationally optimal, given an affordable complexity cost $\lambda_{1}$, it must maximise the relevant information that it extracts from the environment-resulting in a bottleneck representation $T_{1}$, i.e., a solution to (1) with parameter $\lambda_{1}$. Then, assume that at, a later stage, the complexity cost that the agent can afford increases to $\lambda_{2}>\lambda_{1}$, while the goal is still to extract information about the same relevant feature $Y$ within the same environment $X$. To keep being informationally optimal, the agent should thus update its representation so it becomes a bottleneck of parameter $\lambda_{2}$. Given this setting, the question we ask is: to which extent can the content learned into $T_{1}$ be leveraged for the production of $T_{2}$ ? It is indeed not intuitively clear that $T_{2}$ should keep all the information from $T_{1}$. An informal example is the fact that most pedagogical curricula teach knowledge via successive approximations, where, at a more advanced level, the content learned at the beginner level must sometimes be unlearned to successively proceed further, even though it was perfectly reasonable-in our language, informationally optimal-to deliver the first beginner sketch to students that would never progress to learn the expert level.

This question has been formalised, in the rate-distortion literature, with the notion of successive refinement (SR) [25-29], which, in short, refers to the situation where severalstage processing does not incur any loss of information optimality. More precisely, in the context outlined above, there is successive refinement if the processing cost of first producing a coarse bottleneck $T_{1}$ of parameter $\lambda_{1}$ and then refining it to a finer bottleneck $T_{2}$ of parameter $\lambda_{2}>\lambda_{1}$ is no larger than the processing cost of directly producing a bottleneck $T_{2}$ of parameter $\lambda_{2}$ without any intermediary bottleneck $T_{1}$ (see Section 2.1 and Appendix B. 2 for formal definitions). The aim of this work is to push the understanding of successive refinement in the IB framework [30-32] further, as well as to expand the analysis to a quantification of the lack of SR , in cases where the latter does not hold exactly. We start by leveraging general results in existing IB literature [33,34] to prove that successive refinement always holds for jointly Gaussian $(X, Y)$, and when $Y$ is a deterministic function of $X$. However, it is seems crucial, for further progress on more general scenarios, to design specifically tailored mathematical and numerical tools. In this regard, we provide two main contributions.

First, we present a simple geometric characterisation of SR, in terms of convex hulls of the decoder symbol-wise conditional probabilities $q(X \mid t)$, for $t$ varying in the bottleneck alphabet $\mathcal{T}$. This characterisation is proven in the discrete case under an additional but mild assumption of injectivity of the decoder $q(X \mid T)$. This new point of view fits well with an ongoing convexity approach to the IB problem [35-39] and might thus help develop a new geometric perspective on the successive refinement of the IB. As an example, we use this geometric characterisation to prove that SR always holds for binary source $X$ and binary relevancy $Y$. Moreover, this characterisation makes it straightforward to numerically assess, with a linear program checking convex hull inclusions, whether or not two discrete bottlenecks $T_{1}$ and $T_{2}$ achieve successive refinement. As we demonstrate with minimal numerical examples, this can help in investigating the SR structure of any given IB problem, i.e., how successive refinement depends on the particular combination of trade-off parameters $\lambda_{1}$ and $\lambda_{2}$.

Second, we soften [18] the traditional notion of successive refinement and study the extent to which several-stage processing incurs a loss of information optimality. More precisely, we propose to measure soft successive refinement with the unique information [40] (UI) that the coarser bottleneck $T_{1}$ holds about the source $X$, as compared to the finer one $T_{2}$. Explicitly, this UI is defined as the minimal value of $I_{q}\left(X ; T_{1} \mid T_{2}\right)$ over all distributions $q:=q\left(X, T_{1}, T_{2}\right)$ whose marginals $q\left(X, T_{1}\right)$ and $q\left(X, T_{2}\right)$ coincide with the corresponding bottleneck distributions (see Section 3.1 for details). As a first exploration of soft SR's qualitative features, we investigate the landscapes of unique information over trade-off parameters, for again some simple example distributions $p(X, Y)$. These landscapes seem to unveil a rich structure, which was largely hidden by the traditional notion of SR, that only distinguished between SR being present or absent. Among the general features suggested by these experiments, the most significant are that $(i)$ soft SR seems strongly influenced by the trajectories of the decoders $q_{\lambda}(X \mid T)$ over $\lambda$; (ii) the UI often goes through sharp variations at the bifurcations [41-44] undergone by the bottlenecks (in a fashion compatible with the presence of discontinuities of either the UI itself, or its differential, with regard to trade-off parameters); and (iii) the loss of information optimality seems always small—more precisely, the global bound on the UI was observed to be typically one or two orders of magnitude lower than the system's globally processed information (see Section 3.2 for formal statements). These three conclusions are phenomenological and limited to our minimal examples, but they shed light on the kind of structure that can be investigated by further research. They also suggest the relevance that developing this theoretical framework might have for the scientific question that motivates it. In particular, the link with IB bifurcations and the overall small loss of information optimality would, if generalisable, have interesting consequences for the structure and efficiency of incremental learning.

As a side contribution, we draw along the paper formal equivalences between our framework and other notions proposed in the literature, thus making the formal framework also relevant to decision problems [40,45] and to the information-theoretic approach to deep learning [46]. This flexibility of interpretation stems from the fact that even though our formal framework crucially depends on the order of the bottleneck representations' tradeoff parameters, it does not depend on the order in which these representations are produced. Thus, a sequence of bottlenecks can be equally well interpreted as produced from coarsest to finest-as is the case for the information incorporation interpretation outlined above-or from finest to coarsest-as is the case in feed-forward processing. This conceptual unity sheds light on the common formal structure shared by these diverse phenomena.

In the next Section 1.2, we review related work. After having established notations and recalled some general notions in Section 1.3, we formally introduce the notion of the successive refinement of the IB in Section 2.1, where we also prove successive refinability in the case of Gaussian vectors and deterministic channel $p(Y \mid X)$. We then present the convex hull characterisation in Section 2.2, before using it to prove successive refinement for the case of binary source and relevancy variables. The following Section 2.3 leverages the convex hull characterisation to gather some first insights from minimal experiments. These experiments suggest an intuition for defining soft successive refinement, which we formalise in Section 3.1 through a measure of unique information [40], where we provide theoretical motivations for our choice. This new measure is explored in Section 3.2 with additional numerical experiments that highlight the general features described above. The alternative interpretations of both exact and soft $S R$, in terms of decision problems and feed-forward deep neural networks, are developed in Sections 4.1 and 4.2, respectively. We then describe the limitations and potential future work in Section 5, and conclude in Section 6.

### 1.2. Related Work

The notion of successive refinement has been long studied in the rate-distortion literature [25-29]. However, classic rate-distortion theory [47] usually considers distortion functions defined on the random variables' alphabets, whereas the IB framework can be regarded as a rate-distortion problem only if one allows the distortion to be defined on the space of probability distributions [48]. Successive refinement thus needed to be adapted to the IB framework, which was achieved starting from various perspectives.

In [30,31], successive refinement is formulated within the IB framework. Then, Ref. [32] goes further by considering the informationally optimal limits of several-stage processing in general, without comparing it to single-stage processing. In both these works, the problem is initially defined in asymptotic coding terms, and only then given a singleletter characterisation. On the contrary, we will directly define successive refinement from a single-letter perspective. It turns out that our single-letter definition and the operational multi-letter definition from $[30,31]$ are equivalent. The two latter works-as well as [32]-thus provide our single-letter definition with an operational interpretation that also formalises the intuition of an informationally optimal incorporation of information (see Proposition 1 and Appendix B.2).

Another notion named "successive refinement" as well can be found in [46]. This work, instead of modelling information incorporation, rather considers the successive processing of data along a feed-forward pipeline-which encompasses the example of deep neural networks. Fortunately, the "successive refinement" defined in [46] happens to encompass the notion we develop here; more precisely, in [46], the relevancy variable is allowed to vary across processing stages, but if we choose it to be always the same, then "successive refinement" as defined in [46] and "successive refinement" as defined here are formally equivalent (see Section 4.2). In other words, the situation considered in this paper is a particular case of [46], so our results, methods, and phenomenological insights are directly relevant to [46]. For instance, our proof of SR for binary $X$ and $Y$ (see Proposition 5)
is a generalisation of Lemma 1 in [46], which proves SR when $X$ is a Bernoulli variable of parameter $\frac{1}{2}$ and $p(Y \mid X)$ is a binary symmetric channel.

More generally speaking, the link between successive refinement and the IB theory of deep learning [49-56] has been noted since the inception of the latter research agenda [49], and, besides in [46], it was also further developed in [57]. Section 4.2 makes clear in which sense our results are relevant to this line of research. In particular, our minimal experiments suggest (if they are scalable to the much richer deep learning setting) that trained deep neural networks should lie close to IB bifurcations: i.e., if $X$ is the network's input, $Y$ the feature to be learnt and $L_{1}, \ldots, L_{n}$ the network's successive layers, the points $\left(I\left(X ; L_{i}\right), I\left(Y, L_{i}\right)\right)$ should lie close to points of the information curve corresponding to IB bifurcations. This feature was already suggested in [49,50], but for reasons not explicitly related to successive refinement. Note that while the phenomenon of IB bifurcations has been studied from a variety of perspectives (see, e.g., [41-44]), here, we adopt that of [43], which frames IB bifurcations as parameter values where the minimal number of symbols required to represent a bottleneck increases.

In [58], successive refinability is proved for discrete source $X$ and relevancy $Y=X$. Our Proposition 3 generalises this result to either discrete or continuous source $X$, with relevancy $Y$ being an arbitrary function of $X$, with a similar argument as that in [58].

In [33], links between the IB framework and renormalisation group theory are exhibited. Even though the questions addressed in the latter work are thus distinct from those addressed here, the Gaussian IB's semigroup structure defined and proven in [33] implies the successive refinability of Gaussian vectors (see Proposition 2, and see Appendix 2 for more details on the semigroup structure). This generalises Lemma 3 in [46], which proves SR when $X$ and $Y$ are jointly Gaussian, but each one-dimensional (see Section 4.2 for the relevance of [46] to our framework).

The geometric approach in which we propose to study the successive refinement of the IB is closely related to the convexity approach to the IB [35-39], which frames the IB problem as that of finding the lower convex hull of a well-chosen function. This formulation happens to fit neatly with our convex hull characterisation of successive refinement; we use it to apply the characterisation to proving successive refinability in the case of a binary source and relevancy. Moreover, it is worth noting that our convex hull characterisation makes successive refinement tightly related to the notion of input-degradedness [59], through which additional operational interpretations can be given to successive refinement, particularly in terms of randomised games.

The loss of information optimality induced by several-stage processing has already been studied in [60] (see next paragraph), but a quantification of it based on soft Markovianity was, to the best of our knowledge, only considered in [18]. Here, we take inspiration in the latter work to quantify soft successive refinement, but we explicitly address the problem that joint distributions over distinct bottlenecks are not uniquely defined. This leads us to use the unique information defined in [40] within the context of partial information decomposition [61-64] as our measure of soft SR. This unique information has tight links with the Blackwell order [45,65], which allows us in Section 4.1 to provide a second alternative interpretation of (exact and soft) successive refinement in terms of decision problems.

Ref. [60] proves the near-successive refinability of rate-distortion problems when the distortion measure is the squared error. However, the latter work's approach is different from ours in two respects. First, the distortion measures are different: in particular, as mentioned above, the IB distortion is defined over the space of probability distributions on symbols, unlike the squared error, which is defined on the space of symbols itself. Second, Ref. [60] quantifies the lack of SR as the respective differences between sequences of optimal rates (for given distortion sequences) of a several-stage processing system and the corresponding optimal rates (for the same distortions) of a single-stage processing system. Here, we quantify the lack of SR with a single quantity: the unique information defined by bottlenecks with different granularities. We are, at this stage, not aware of a link
between this value of unique information and differences in one-stage and several-stage optimal rates.

### 1.3. Technical Preliminaries

In this section, we fix the notations and conventions that we will use along the paper and recall some general notions that we will need.

### 1.3.1. Notations and Conventions

The random variables are denoted by capital letters, e.g., $X$, their alphabets by calligraphic ones, e.g., $\mathcal{X}$, and their symbols by lower-case letters, e.g., $x$. Sometimes, we will mix upper- and lower-case notations to denote a family where some symbols vary, while others are fixed, e.g., $q(X \mid t):=(q(x \mid t))_{x \in \mathcal{X}}$, or $q(x \mid T):=(q(x \mid t))_{t \in \mathcal{T}}$. Throughout the whole paper, $X$ is the fixed source and $Y$ the fixed relevancy of the IB problem. The variable $T$ defined by the solution $q(T \mid X)$ to the primal IB problem (1) is called a primal bottleneck. We use the same symbol $T$ for Lagrangian bottlenecks, i.e., variables defined by solutions $q(T \mid X)$ to the Lagrangian bottleneck problem (see Equation (3) below). By "bottleneck" without further specification, we refer to either a primal or Lagrangian bottleneck. The fixed source-relevancy distribution is denoted $p(X, Y)$, and any distribution involving at least one bottleneck is denoted with the letter $q$, e.g., $q(X, Y, T)$. When it is necessary to make the trade-off parameter explicit, we index the corresponding objects by $\lambda$, e.g., $q_{\lambda}(T \mid X)$ or $I_{\lambda}(Y ; T)$. Unless explicitly stated otherwise, the source $X$, relevancy $Y$, and any considered bottleneck $T$ are defined as either all discrete or all continuous. Probability simplices, and sometimes some of their subsets are written using the generic symbol $\Delta$; for instance, the source simplex is denoted by $\Delta_{\mathcal{X}}$.

Without loss of generality, we always restrict $X, Y$, and the bottleneck $T$ to their respective supports so that, in particular, all the conditional distributions are unambiguously well-defined, both in the discrete and the continuous case.

We will denote by $I_{Y}$ the function from $\mathbb{R}_{+}$to $\mathbb{R}_{+}$defined by $I_{Y}(\lambda):=I(Y ; T)$, where $T$ is a solution to the primal IB problem (1) for the parameter $\lambda$. The information curve, defined above in Equation (2), is thus also the graph of the function $I_{Y}$.

### 1.3.2. General Facts and Notions

The following properties of the IB framework will be useful [35,37]:

- A bottleneck must saturate the information constraint, i.e., solutions $T$ to (1) must satisfy $I_{\lambda}(X ; T)=\lambda$. In other words, the primal trade-off parameter is the complexity cost of the corresponding bottleneck.
- The function $I_{Y}: \lambda \mapsto I_{\lambda}(T ; Y)$ is constant for $\lambda \geq H(X)$. We will thus always assume, without loss of generality, that $\lambda \in[0, H(X)]$.
- In the discrete case, choosing a bottleneck cardinality $|\mathcal{T}|=|\mathcal{X}|+1$ is enough to obtain optimal solutions. Thus, we always assume, without loss of generality, that $|\mathcal{T}| \leq|\mathcal{X}|+1$, where $|\mathcal{T}|<|\mathcal{X}|+1$ might occur if needed to make $T$ full support .
To compute bottleneck solutions, instead of directly solving the primal problem (1), following common practice, we will solve its Lagrangian relaxation [66]:

$$
\begin{equation*}
\underset{q(T \mid X): T-X-Y,}{\arg \min } I(X ; T)-\beta I(Y ; T), \tag{3}
\end{equation*}
$$

where the complexity-relevancy trade-off is now parameterised by $\beta \geq 0$, which corresponds to the inverse of the information curve's slope [41]. As the information curve is known to be concave, the Lagrangian parameter $\beta$ is an increasing function of the primal parameter $\lambda=I(X ; T)$. Moreover, we can, without loss of generality, assume that $\beta \geq 1$ [43]. (Note that when the information curve is not strictly concave, the Lagrangian formulation does not allow one to obtain all the solutions to the primal problem [39,67]. However,
in our simple numerical experiments, we always obtained strictly concave information curves.)

We will also need the following concepts [43]:
Definition 1. Let $T$ be a (primal or Lagrangian) discrete bottleneck. The effective cardinality $k=k(T)$ is the number of distinct pointwise conditional probabilities $q(X \mid t)$ for varying $t$.

Definition 2. A discrete (primal or Lagrangian) bottleneck $T$ is a canonical bottleneck, or is in canonical form, if all the pointwise conditional probabilities $q(X \mid t)$ are distinct, i.e., equivalently, if $|\mathcal{T}|=k(T)$, where $k(T)$ is the effective cardinality of $T$.

Our definition of effective cardinality, even though slightly different from the original one in [43], is equivalent to the latter for Lagrangian bottlenecks. And, importantly, every (primal or Lagrangian) bottleneck can be reduced to its canonical form by merging the symbols with identical $q(X \mid t)$ (see Appendix A. 1 for more details). We will be particularly interested in the change of effective cardinality, which has been identified in [43] as characterising the bottleneck phase-transitions, or bifurcations.

In Figure 1, we present examples of bottleneck conditional distributions $q(X \mid T)$, visualised as the family of points $\{q(X \mid t), t \in \mathcal{T}\}$ on the source simplex $\Delta_{\mathcal{X}}$, where, here, $|\mathcal{X}|=3$, and the bottleneck is computed with $|\mathcal{T}|=3$ in both examples. However, in Figure 1 (left), there are only two distinct $q(X \mid t)$, so there must be two equal pointwise probabilities $q\left(X \mid t_{1}\right)$ and $q\left(X \mid t_{2}\right)$; thus, $k=2$ and the canonical form of $T$ is obtained by merging $t_{1}$ and $t_{2}$. On the contrary, in Figure 1 (right), there are three distinct $q(X \mid t)$, so, here, $k=3$ and the bottleneck is already in canonical form.


Figure 1. Examples of distributions $q(X \mid T)$, visualised as families of points $\{q(X \mid t), t \in \mathcal{T}\}$ on the source simplex $\Delta_{\mathcal{X}}$, where, here, $|\mathcal{X}|=3$. Each of the triangle's vertices represents the Dirac probability of some $x \in \mathcal{X}$. The bottleneck's effective cardinality is $k=2$ on the left and $k=3$ on the right.

Eventually, the notions of consistency and extension will be crucial to us.
Definition 3. Let $\mathcal{A}:=\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{m}$ be a Cartesian product of (continuous or discrete) alphabets. For $C=\left\{c_{1}, \ldots, c_{r}\right\} \subseteq\{1, \ldots, m\}$ a subset of coordinates, we write

$$
\underset{c \in C}{X} \mathcal{A}_{c}:=\mathcal{A}_{c_{1}} \times \cdots \times \mathcal{A}_{c_{r}} .
$$

For each $1 \leq i \leq n$, we consider a subset of coordinates $C_{i}$ and a probability distribution $q_{i}$ over $X_{c \in C_{i}} \mathcal{A}_{c}$. The distributions $q_{1}, \ldots, q_{n}$ are said to be consistent if, for every $1 \leq i, j \leq n$, the respective marginals of $q_{i}$ and $q_{j}$ on their common coordinates $X_{c \in C_{i} \cap C_{j}} \mathcal{A}_{c}$ are equal.

For instance, if $T_{1}$ and $T_{2}$ are two bottlenecks, they define consistent distributions $q_{1}\left(X, Y, T_{1}\right)$ and $q_{2}\left(X, Y, T_{2}\right)$ because, by definition, their respective marginals on their common coordinates $\mathcal{X} \times \mathcal{Y}$ are $q_{1}(X, Y)=q_{2}(X, Y)=p(X, Y)$.

Definition 4. Let $\mathcal{A}:=\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{m}$ be a Cartesian product of (continuous or discrete) alphabets, and $q_{1}, \ldots, q_{n}$ be consistent probability distributions over distinct but potentially overlapping coordinates of $\mathcal{A}$. A distribution $q$ over the whole $\mathcal{A}$ is called an extension of the family of distributions $\left\{q_{1}, \ldots, q_{n}\right\}$ if it is consistent with each $q_{i}$.

Consider bottlenecks $T_{1}, \ldots, T_{n}$ of same source $X$ and relevancy $Y$ for resp. parameters $\lambda_{1}, \ldots, \lambda_{n}$. They define a consistent family of distributions $\left\{q_{\lambda_{i}}\left(X, T_{i}\right), 1 \leq i \leq n\right\}$. One of the central mathematical objects of this work is the set of their extensions into joint distributions $q\left(X, T_{1}, \ldots, T_{n}\right)$ :

Notation 1. For given bottlenecks $T_{1}, \ldots, T_{n}$ of respective parameters $\lambda_{1}, \ldots, \lambda_{n}$, we denote by $\Delta_{\lambda_{1}, \ldots, \lambda_{n}}$ the set of extensions $q\left(X, T_{1}, \ldots, T_{n}\right)$ of the family of distributions $\left\{q_{\lambda_{i}}\left(X, T_{i}\right), 1 \leq i \leq n\right\}$.

In general, for a fixed family of bottlenecks, there is a multitude of possible ways to extend them into a joint distribution; indeed, $\Delta_{\lambda_{1}, \ldots, \lambda_{n}}$ traces a polytope on the simplex $\Delta_{\mathcal{X} \times \mathcal{T}_{1} \times \cdots \times \mathcal{T}_{n}}$ of joint distributions (see Appendix A in [40]). This feature is the formal version of our previous statement that the IB framework does not entirely specify the relationship between representations $T_{1}, \ldots, T_{n}$ : it only constrains it through the set $\Delta_{\lambda_{1}, \ldots, \lambda_{n}}$. Questions about possible relationships between IB representations are thus questions about properties of the set $\Delta_{\lambda_{1}, \ldots, \lambda_{n}}$.

## 2. Exact Successive Refinement of the IB

### 2.1. Formal Framework and First Results

Here, we formally describe, within the IB framework, the rate-distortion-theoretic notion of successive refinement (SR) [25-27,29]. We propose a purely single-letter definition (i.e., we only consider single source, relevancy, and bottleneck variables), which makes the presentation simpler but still conveys the intuition of information incorporation. After having presented the notion of SR in the IB framework, we describe its Markov chain characterisation (see Proposition 1), which mirrors the characterisation of SR for classic rate-distortion problems [26], and makes our formulation equivalent to previous multi-letter operational definitions, which also formalise the intuition of information incorporation [30-32]. We then leverage this characterisation to prove SR in the case of Gaussian vectors and deterministic channel $p(Y \mid X)$.

Intuitively, there is successive refinement when a finer bottleneck $T_{2}$ does not discard any of the information extracted by a coarser bottleneck $T_{1}$. This can be imposed by requiring that $T_{2}=\left(T_{1}, S_{2}\right)$ for some variable $S_{2}$, which encodes the "supplement" of information that "refines" $T_{1}$ into $T_{2}$. In the general case:

Definition 5. Let $0<\lambda_{1}<\cdots<\lambda_{n}$, and a discrete or continuous $p(X, Y)$ be given. There is successive refinement $(S R)$ for parameters $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ if there exist variables $\left(T_{1}, S_{2}, S_{3}, \ldots, S_{n}\right)$ such that

- $\quad T_{1}$ is a bottleneck with parameter $\lambda_{1}$;
- For every $2 \leq i \leq n$, the variable $T_{i}:=\left(T_{i-1}, S_{i}\right)$ is a bottleneck with parameter $\lambda_{i}$.

Note that even though it does not appear explicitly in this definition, the relevancy variable $Y$ is indeed crucial to it, as it defines what a bottleneck is (see Equation (1)). If the conditions of Definition 5 hold, we will also say that the IB problem defined by $p(X, Y)$ is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$-refinable. If bottlenecks $T_{1}, \ldots, T_{n}$ satisfy the definition's conditions, we will say that they achieve successive refinement, or, simply, that there is successive refinement between these bottlenecks. If there is successive refinement for all combina-
tions $0<\lambda_{1}<\cdots<\lambda_{n}$ of trade-off parameters, we will say that the corresponding IB problem is successively refinable. Eventually, when it will be needed in later sections to contrast this notion with that of soft successive refinement, we will refer to it as exact successive refinement.

For instance, let $0<\lambda_{1}<\lambda_{2}$ and $\mathcal{X}=\mathcal{Y}=\{0,1\}$. We consider $Y:=X \oplus Z$, where $\oplus$ denotes the modulo-2 addition, and $X$ and $Z$ are Bernouilli variables with parameters $\frac{1}{2}$ and $a$, respectively, for an arbitrary $0 \leq a \leq \frac{1}{2}$. In this case, it is proven in Lemma 1 of [46] that, for well-chosen binary variables $S_{1}$ and $S_{2}$, we have that $X, S_{1}$, and $S_{2}$ are mutually independent, and the variables $X \oplus S_{1}$ and $X \oplus S_{1} \oplus S_{2}$ are bottlenecks of resp. parameters $\lambda_{1}$ and $\lambda_{2}$. Moreover, using the independence of $S_{2}$ with $\left(X, X \oplus S_{1}\right)$ and the assumed Markov chain $Y-X-X \oplus S_{1} \oplus S_{2}$, a straightforward computation shows that to get a bottleneck of parameter $\lambda_{2}$, the variable $X \oplus S_{1} \oplus S_{2}$ can be replaced by $\left(X \oplus S_{1}, S_{2}\right)$. Thus, here, the IB problem is $\left(\lambda_{1}, \lambda_{2}\right)$-refinable, where successive refinement is achieved by $T_{1}:=X \oplus S_{1}$ and $T_{2}=\left(T_{1}, S_{2}\right)$.

It is helpful to visualise $S R$ on the information plane, i.e., that on which lies the information curve. Indeed, successive refinement can be understood in terms of specific translations on the information plane: those resulting from concatenating an already existing variable $T_{i-1}$ with a new variable $S_{i}$-let us call them "accumulative translations" because they result from a processing that does not discard any of the information already collected. Let us focus on the case $n=2$ and first note that, whether or not $\left(T_{1}, S_{2}\right)$ is a bottleneck, we have

$$
I\left(X ; T_{1}, S_{2}\right)=I\left(X ; T_{1}\right)+I\left(X ; S_{2} \mid T_{1}\right),
$$

and, similarly,

$$
I\left(Y ; T_{1}, S_{2}\right)=I\left(Y ; T_{1}\right)+I\left(Y ; S_{2} \mid T_{1}\right)
$$

In other words, the measure of both the complexity cost and relevance for $\left(T_{1}, S_{2}\right)$ can be decomposed into the same measures first for $T_{1}$ and then for the "supplement" of information $S_{2}$, conditionally on the "already collected" information $T_{1}$. In Figure 2 (left and right), we first fix a coarse bottleneck $T_{1}$, understood here as a point $\left(I\left(X ; T_{1}\right), I\left(Y ; T_{1}\right)\right)$ on the information curve. Once $T_{1}$ is known, we supplement it with a new variable $S_{2}$, which incurs both an additional complexity cost $I\left(X ; S_{2} \mid T_{1}\right)$ and an additional relevant information gain $I\left(Y ; S_{2} \mid T_{1}\right)$. The question of successive refinement is that of whether the additional complexity cost can be leveraged enough for the resulting relevant information gain to take $\left(T_{1}, S_{2}\right)$ "up to the information curve", i.e., to be such that $\left(I\left(X ; T_{1}, S_{2}\right), I\left(Y ; T_{1}, S_{2}\right)\right)$ is on the information curve. This is the case in Figure 2, right, and not the case in Figure 2, left. In short, there is successive refinement between two points on the information curve if and only if there exists an "accumulative translation" from the coarser one to the finer one.


Figure 2. Successive refinement visualised on the information plane. On the left, adding the information from the variable $S_{2}$ (the supplement variable) is not efficient enough to achieve successive refinement. On the right, it is. See main text for details (the values of $I\left(X ; S_{2} \mid T_{1}\right)$ and $I\left(Y ; S_{2} \mid T_{1}\right)$ have been chosen arbitrarily to illustrate each case).

Let us now describe a more formal characterisation, where point (ii) will mirror the characterisation of SR for classic rate-distortion problems [26].

Proposition 1. Let $0<\lambda_{1}<\cdots<\lambda_{n}$. The following are equivalent:
(i) There is successive refinement for parameters $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$;
(ii) There exist bottlenecks $T_{1}, \ldots, T_{n}$, of common source $X$ and relevancy $Y$, with respective parameters $\lambda_{1}, \ldots, \lambda_{n}$, and an extension $q\left(X, T_{1}, \ldots, T_{n}\right)$ of the $q_{i}:=q_{i}\left(X, T_{i}\right)$, such that, under $q$, we have the Markov chain

$$
\begin{equation*}
X-T_{n}-\cdots-T_{1} . \tag{4}
\end{equation*}
$$

(iii) There exist bottlenecks $T_{1}, \ldots, T_{n}$, of common source $X$ and relevancy $Y$, with respective parameters $\lambda_{1}, \ldots, \lambda_{n}$, and an extension $q\left(Y, X, T_{1}, \ldots, T_{n}\right)$ of the $q_{i}:=q_{i}\left(Y, X, T_{i}\right)$, such that, under $q$, we have the Markov chain

$$
\begin{equation*}
Y-X-T_{n}-\cdots-T_{1} . \tag{5}
\end{equation*}
$$

Proof. See Appendix B.1. It is relatively straightforward because we started directly from a single-letter definition.

Proposition 1 was already known to be a characterisation of SR of the IB [30-32]. However, as the latter references start from an operational problem in terms of asymptotic rates and distortions for multi-letter systems, here, Proposition 1 shows that our single-letter Definition 5 is equivalent to the operational definitions in [30-32]. See Appendix B. 2 for more details.

Remark 1. Crucially, the order of the indexing in (4) and (5) depends only on the order of the trade-off parameters $\lambda_{1}<\cdots<\lambda_{n}$, and not on the order in which the bottlenecks $T_{i}$ are produced, which is just the interpretation we started from. In particular, Proposition 1 makes equally legitimate the interpretation of bottlenecks produced from the finest one to the coarsest one, each new bottleneck thus implementing a further coarsening of the source $X$. This alternative interpretation renders successive refinement relevant to feed-forward processing, including in particular the Blackwell order (see Section 4.1) and deep neural networks (see Section 4.2). For ease of presentation, though, we will stick to the information incorporation interpretation along most of the paper.

Moreover, from Proposition 1, we can leverage existing IB literature to prove the successive refinability of two specific settings. (For an explicit definition of what we mean, in Proposition 2, by successive refinement in the case of the Lagrangian IB problem, see Appendix B.3.)

Proposition 2. If $X, Y$ are jointly Gaussian vectors, then the Lagrangian IB problem defined by $p(X, Y)$ is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$-refinable for all $\lambda_{1}<\cdots<\lambda_{n}$.

This result is a direct consequence of a property named a semigroup structure, and is proven for the Gaussian IB framework in [33], which relates the latter framework with renormalisation group theory. The semigroup structure denotes, in short, the situation where iterating the operation of coarse graining a variable by computing a bottleneck-where, at each iteration, the previous bottleneck becomes the source of the next IB problem-still outputs a bottleneck for the original problem. This semigroup structure is a stronger property than successive refinement and, as it is satisfied in the Gaussian case, this implies the successive refinability of Gaussian vectors (see Appendix B. 3 for more details). Beyond Proposition 2, this relationship between successive refinement and the semigroup structure hints at potentially interesting links between the composition of coarse-graining operators and successive refinement. In this respect, note that our numerical results below (see Sections 2.3 and 3.2) suggest that, for non-Gaussian vectors, successive refinement does not
always hold and thus, a fortiori, that the semigroup structure might not always be satisfied in the IB framework-or at least not perfectly.

Eventually, in the case of deterministic channel $p(Y \mid X)$, an explicit solution to the IB problem (1) is known [34]: $T=Y$ with probability $\alpha$, and $T=e$ with probability $1-\alpha$, for $e$ a dummy symbol, and some well-chosen $0<\alpha<1$. This specific solution allows one to address successive refinement for the deterministic case:

Proposition 3. Let $X$ be a discrete or continuous variable, and $Y$ be a deterministic function of $X$. Then, the IB problem defined by $p(X, Y)$ is successively refinable for all trade-off parameters $\lambda_{1}<\cdots<\lambda_{n}$.

Proof. See Appendix B.4. A proof was already proposed, from an asymptotic coding perspective, for discrete $X$ and $Y=X$, in [58]. We use a similar argument here.

Note, though, that the solution used here to prove successive refinement is, as noted in [34], not very interesting: it is nothing more than an increasingly noisy version of $Y$. It is not clear whether or not there exists more interesting bottleneck solutions in the deterministic case, and if so, whether these other solutions are successively refinable. Proposition 3 will in any case be useful for our own purposes: we will use it to set aside the deterministic case in the proof of SR for binary $X$ and $Y$ (Proposition 5 below).

Until now, we used existing results from the IB literature that, even though not originally aimed at it, happen to yield interesting consequences for the problem of the successive refinement of the IB. However, it seems crucial, for further progress on the latter topic, to design specifically tailored mathematical and numerical tools. This is the purpose of the following sections of this paper; in particular, in the next section, we present a simple geometric characterisation of the IB's successive refinability.

### 2.2. The Convex Hull Characterisation and the Case $|\mathcal{X}|=|\mathcal{Y}|=2$

In this section, we present our convex hull characterisation of successive refinement. We then show its relevance both to numerical computations-thanks to a linear program for checking the condition-and to proving new mathematical results-which we exemplify by proving, thanks to this new characterisation, the successive refinability of binary variables. Here, as in our subsequent numerical experiments in Section 2.3, we will focus on discrete variables and $n=2$ processing stages, even though our results are thought of as a first step towards a generalisation to continuous variables and an arbitrary number of processing stages.

The convexity approach that we propose hinges upon changing the perspective on the IB problem (1) from an optimisation over the encoder channels $q(T \mid X)$ to an optimisation over the decoder channels $q(X \mid T)$; indeed, (1) can be equivalently presented as the "reversed" optimisation problem

$$
\begin{gather*}
\arg \max \quad I(Y ; T) .  \tag{6}\\
(q(T), q(X \mid T)): \\
\sum_{t} q(t) q(X \mid t)=p(X) \\
T-X-Y, I(X ; T) \leq \lambda
\end{gather*}
$$

Formulations (1) and (6) yield the same solutions because, through the Markov chain $T-X-Y$, the joint distribution $q(X, Y, T)$ is equivalently determined by specifying some $q(T \mid X)$ or specifying some pair $(q(T), q(X \mid T))$ that satisfies the consistency condition $\sum_{t} q(t) q(X \mid t)=p(X)$. This condition says that the source distribution $p(X)$ must be retrievable as a convex combination of the $q(X \mid t)$, where the weights are given by the $q(t)$.

Moreover, this formulation leads to a crucial intuition concerning the relationship between successive refinement and the set $\mathcal{H}_{T}:=\operatorname{Hull}\{q(X \mid t), t \in \mathcal{T}\}$, where, for a set $E \subseteq \mathbb{R}^{n}$, we denote by $\operatorname{Hull}(E)$ the convex hull of $E$, i.e., the set of points obtained as convex combinations of points in $E$. First, note that, for a bottleneck $T$, the set $\mathcal{H}_{T}$ is reduced to a single point if and only if $T$ is independent from the source $X$. Conversely, $\mathcal{H}_{T}$ coincides
with the whole source simplex $\Delta_{\mathcal{X}}$ if and only if $T$ captures all the information from the source, i.e., if $I(X ; T)=H(X)$. Generalising these extreme cases suggests the intuition that $\mathcal{H}_{T}$ describes the information content held by the bottleneck $T$ about the source $X$. Now, let us recall that successive refinement from a coarse bottleneck $T_{1}$ to a finer bottleneck $T_{2}$ means intuitively that $T_{2}$ can be obtained without discarding any of the information extracted by $T_{1}$ about the source $X$; in other words, that the information content of $T_{1}$ about the source $X$ is included in that of $T_{2}$. Combining this latter intuition with the one about $\mathcal{H}_{T}$ being the information content of a bottleneck $T$ suggests the following characterisation of successive refinement:

$$
\begin{equation*}
\operatorname{Hull}\left\{q\left(X \mid t_{1}\right), t_{1} \in \mathcal{T}_{1}\right\} \subseteq \operatorname{Hull}\left\{q\left(X \mid t_{2}\right), t_{2} \in \mathcal{T}_{2}\right\} \tag{7}
\end{equation*}
$$

where $T_{1}$ and $T_{2}$ are bottlenecks of parameters $\lambda_{1}<\lambda_{2}$, respectively. This condition is visualised in Figure 3. The characterisation indeed holds, at least for the discrete case and under a mild assumption of injectivity of the finer bottleneck's decoder:

Proposition 4. Let $0<\lambda_{1}<\lambda_{2}$, and assume that $p(X, Y)$ is discrete.
If there is successive refinement for parameters $\left(\lambda_{1}, \lambda_{2}\right)$, then there exist bottlenecks $T_{1}, T_{2}$ of parameters $\lambda_{1}, \lambda_{2}$, respectively, such that the convex hull condition (7) is satisfied.

Conversely, if there exist bottlenecks $T_{1}, T_{2}$ of parameters $\lambda_{1}, \lambda_{2}$, respectively, such that the convex hull condition (7) holds and such that the decoder $q\left(X \mid T_{2}\right)$, seen as a probability transition matrix, is injective, then there is successive refinement for parameters $\left(\lambda_{1}, \lambda_{2}\right)$. Moreover in this latter case, if $T_{1}, T_{2}$ are bottlenecks that achieve successive refinement, the extension $\tilde{q}\left(X, T_{1}, T_{2}\right)$ of $q\left(X, T_{1}\right)$ and $q\left(X, T_{2}\right)$ such that $X-T_{2}-T_{1}$ holds is uniquely defined.

Proof. See Appendix B.5. The idea consists in translating the Markov chain characterisation $X-T_{2}-T_{1}$ into the convex hull condition (7). The direct sense is straightforward. For the converse direction, observe that, even though as soon as (7) is satisfied it provides a joint distribution $\tilde{q}\left(X, T_{1}, T_{2}\right)$ that satisfies the Markov chain $X-T_{2}-T_{1}$, it is not clear whether this distribution is consistent with $q\left(X, T_{1}\right)$. The potential problem stems from the fact that $\tilde{q}$ must be such that the channel $\tilde{q}\left(T_{2} \mid T_{1}\right)$ maps the marginal $q\left(T_{1}\right)$ to the marginal $q\left(T_{2}\right)$. The injectivity assumption, however, provides a sufficient condition for it to be the case. This assumption happens to also imply the uniqueness of the extension, among all those that satisfy the Markov chain $X-T_{2}-T_{1}$.


Figure 3. Illustration of the convex hull condition. The black triangle represents the source simplex $\Delta_{\mathcal{X}}$ with, here, $|\mathcal{X}|=3$, and the pointwise bottleneck decoder probabilities $\{q(X \mid t), t \in \mathcal{T}\}$ are represented on it (in cyan for the coarser bottleneck $T_{1}$ and in red for the finer one $T_{2}$ ). The convex hull of the respective families of points are shaded with the corresponding color. On the left, the condition is not satisfied; on the right, it is.

Even though the injectivity assumption might seem restrictive, in practice, in our numerical experiments below (see Sections 2.3 and 3.2), we always found that the decoder channel $q\left(X \mid T_{2}\right)$ could be chosen as injective by reducing it to its effective cardinality (see Section 1.3)—a process that leaves the convex hull condition (7) unchanged because it leaves
the points $q\left(X \mid t_{2}\right)$ unchanged. See also Appendix $D$ for a conjecture that, if true, would simplify our convex hull characterisation in the case of a strictly concave information curve.

Remark 2. The convex hull condition happens to be equivalent to the input-degradedness preorder on channels (see Proposition 1 in [59]). Even though we will not develop this point further when considering alternative interpretations of SR (Section 4), it is worth noting that, through input-degradedness, SR can be given additional operational interpretations, particularly in terms of randomised games (see Section IV-C in [59]).

Our new characterisation provides a simple way of checking whether or not two bottlenecks $T_{1}$ and $T_{2}$ achieve SR. Recall that the Markov chain characterisation (Proposition 1, point (ii)) shows that $S R$ is a feature of the space $\Delta_{q_{1}, q_{2}}$ of all extensions $q\left(X, T_{1}, T_{2}\right)$ of individual bottleneck distributions $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$. While this set might, a priori, be difficult to study directly, our characterisation (7) reduces the problem to a simple geometric property relating only two explicitly given conditional distributions: $q\left(X \mid T_{1}\right)$ and $q\left(X \mid T_{2}\right)$. Moreover, note that (7) is equivalent to

$$
\forall t_{1} \in \mathcal{T}_{1}, \quad q\left(X \mid t_{1}\right) \in \operatorname{Hull}\left\{q\left(X \mid t_{2}\right), t_{2} \in \mathcal{T}_{2}\right\}
$$

and that checking whether a point is in the convex hull of a finite set of other points can be cast as a linear programming problem [68]. As a consequence, one can bound the time complexity of checking condition (7) as $O(|\mathcal{X}| K)$, where $K$ is the time complexity bound of a linear program with $2|\mathcal{X}|+2$ variables and $3|\mathcal{X}|+2$ constraints. As a consequence, using the bound on $K$ proved in [69], the time complexity of checking (7) is no worse that $\tilde{O}\left(|\mathcal{X}|^{\omega+1} \log \left(\frac{|\mathcal{X}|}{\delta}\right)\right)$, where $\omega \approx 2.38$ corresponds to the complexity of matrix multiplication, $\delta$ is the relative accuracy, and the $\tilde{O}(\cdot)$ notation hides polylogarithmic factors (see Appendix B. 6 for details).

We deem this convex hull characterisation to be important for theory as well. Indeed, it reduces the question of successive refinement to a question about the structure of the trajectories, on the source probability simplex $\Delta_{\mathcal{X}}$, of the points $q_{\lambda}(X \mid t)$ for varying $\lambda$. Thus, any theoretical progress on the description of these bottleneck trajectories might lead to theoretical progress on the side of successive refinement. As a first step in this direction, we show that this geometric point of view helps to solve the question of SR in the case of a binary source and relevancy (This result generalises the already known fact that there is always successive refinement when $X$ is a Bernoulli variable of parameter $\frac{1}{2}$ and $p(Y \mid X)$ is a binary symmetric channel (see Lemma 1 in [46] and see Section 4.2 for explanations on why the latter work's framework encompasses ours). Moreover, a potential generalisation of our result to an arbitrary number of processing stages is left to future work).

Proposition 5. If $|\mathcal{X}|=|\mathcal{Y}|=2$, then, for any discrete distribution $p(X, Y)$ and any trade-off parameters $\lambda_{1}<\lambda_{2}$, the IB problem defined by $p(X, Y)$ is $\left(\lambda_{1}, \lambda_{2}\right)$-successively refinable.

Proof. Let us here outline the proof presented in Appendix B.7. The case of deterministic $p(Y \mid X)$ was already dealt with in Proposition 3, so we can assume that $p(Y \mid X)$ is not deterministic. In this case, the IB problem with $|\mathcal{X}|=|\mathcal{Y}|=2$ and $n=2$ has been extensively studied in [35]. In short, the latter approach leverages the fact that a pair $(q(T), q(X \mid T))$ is a solution to the IB problem (6) if the convex combination of the points $F_{\beta}(q(X \mid t))$, with weights given by $q(T)$, achieves the lower convex envelope of the function $F_{\beta}$, where $F_{\beta}$ is a well-chosen function on the source simplex $\Delta_{\mathcal{X}}$ and $\beta$ is the information curve's inverse slope. This work, along with considerations from [37], which uses the same convexity approach, yields in particular that $(i)$ the points $q_{\beta}(X \mid t)$ are the extreme points of a non-empty open segment uniquely defined by $\beta$, and (ii) this latter segments grows as a function of the inverse slope $\beta$ and thus, by concavity, as a function of $\lambda$. This implies that the convex hull condition is always satisfied for $\lambda_{1}<\lambda_{2}$. As point ( $i$ ) also implies
that, here, $q_{\lambda_{2}}\left(X \mid T_{2}\right)$ must be injective, Theorem 4 allows us to conclude the successive refinability for $n=2$ processing stages.

The proof of Proposition 5 exemplifies how our convex hull characterisation interlocks well with the convexity approach to the IB [35-39]. In this sense, our characterisation brings a new theoretical tool to the study of the successive refinement of the IB.

### 2.3. Numerical Results on Minimal Examples

In this section, we leverage our new convex hull characterisation to investigate successive refinement on minimal numerical examples, i.e., with discrete and low-cardinality distributions $p(X, Y)$. Our experiments suggest that, in general, successive refinement does not always hold exactly. However, they also highlight two other features: first, it seems that successive refinement is often shaped by IB bifurcations [41-44]. Second, even though successive refinement is often not satisfied exactly, visualisations suggest that it is often "close" to being satisfied. The formalisation of this latter intuition will be the topic of the next section.

We consider the Lagrangian form (3) of the IB problem (see Section 1.3). We compute solutions to it with the Blahut-Arimoto (BA) algorithm [1], combined with reverse deterministic annealing $[19,70]$, starting from $\beta \approx \infty$ (i.e., in practice, $\beta \gg 1$ ) at the IB solution $T=X$ (we noticed that regular deterministic annealing sometimes yielded sub-optimal solutions because they followed sub-optimal branches at IB bifurcations [1,71], which was not the case for reverse annealing). We always obtained that $I(X ; T)$ was a strictly increasing function of the Lagrangian parameter $\beta$, so it makes sense to index the solutions by $\lambda=I(X ; T)$ rather than $\beta$; for instance, in this section and Section 3.2, we will write $q_{\lambda}(T \mid X)$ for our algorithm's output for a $\beta$ such that $I(X ; T)=\lambda$.

In all our numerical experiments, after reducing a bottleneck $T$ to its canonical form (see Section 1.3), the decoder channel $q_{\lambda}(X \mid T)$ was injective. Therefore, thanks to Theorem 4, the convex hull condition (7) being satisfied here does imply successive refinement. In the remainder of the paper, we will thus use the convex hull condition as a proxy for numerically assessing successive refinement (see Appendix D for more details on what we mean by "proxy"). This condition can be investigated in two ways. First, for two distinct trade-off parameters $\lambda_{1}<\lambda_{2}$, we can compute whether the convex hull condition (7) holds or not with the linear program described in Appendix B.6. Second, for $|\mathcal{X}| \leq 3$, we can visualise the whole trajectories, for varying $\lambda$, of the points $q_{\lambda}(X \mid t)$ on the source simplex $\Delta_{\mathcal{X}}$. As we will see, this yields interesting qualitative insights.

As a sanity check for our algorithm, we compute bottleneck solutions for binary $X$ and $Y$, which we proved in Proposition 5 to be successively refinable for all trade-off parameters. We used the linear program to check the convex hull condition numerically for all pairs $\lambda_{1}<\lambda_{2}$ and for distributions $p(X, Y)$ uniformly sampled on the joint probability simplex $\Delta_{\mathcal{X}} \times \mathcal{Y}$. We find that the convex hull condition is indeed always numerically satisfied.

Then, we study the case $|\mathcal{X}|=|\mathcal{Y}|=3$, once again uniformly sampling example distributions $p(X, Y)$ on $\Delta_{\mathcal{X} \times \mathcal{Y}}$. Figures 4-6 show, for representative examples, visualisations of the trajectories over $\lambda$ of the $q_{\lambda}(X \mid t)$ (left)—which we will refer to as the bottleneck trajectories-along with the corresponding computations of the convex hull condition as a function of $\lambda_{1}$ and $\lambda_{2} \geq \lambda_{1}$ (right)—which we will refer to as the $S R$ patterns (The correspodning $p(Y \mid X)$ are plotted in Appendix E , and $p(X)$ is shown in Figures 4-6 (left). The explicit $p(X, Y)$ corresponding to each of these paper's figures can be found at: https:/ / gitlab.com/uh-adapsys/successive-refinement-ib/(accessed on 12 September 2023).


Figure 4. Left: bottleneck trajectories for an example distribution $p(X, Y)$ such that $|\mathcal{X}|=|\mathcal{Y}|=3$, i.e., trajectory of $q_{\lambda}(X \mid T)$, represented as the family of points $\left\{q_{\lambda}(X \mid t), t \in \mathcal{T}\right\}$ on the source simplex $\Delta_{\mathcal{X}}$, as a function of $\lambda=I(X ; T)$ (crosses: value of $q_{\lambda_{c}}(X \mid T)$ just before a symbol split at a critical parameter $\lambda_{c}$, where the crosses' color corresponds to the value of $\lambda_{c}$ ). The conditional distribution $q_{\lambda}(X \mid T)$ is defined by the single point $p(X)$ when $\lambda=0$ (dark blue cross on the black square), or by two distinct points between the first and second symbol splits (dark blue to cyan), or by three distinct points after the second symbol split (cyan to red). Note the discontinuity of $q_{\lambda}(X \mid T)$ at each symbol split (without the discontinuity, the trajectory around a symbol split would look like a branching). Right: corresponding SR pattern, i.e., corresponding output for the convex hull condition (blue: satisfied; red: not satisfied; dashed white lines: critical values $\lambda_{c}(i)$ of either $\lambda_{1}$ or $\lambda_{2}$ ). For instance, the critical value $\lambda_{c}(2) \approx 0.33$ corresponds, on the bottleneck trajectories (left), to the symbol split from two to three symbols (cyan crosses). Note that $\lambda_{c}(1) \approx 0$. The respective $p(Y \mid X)$ corresponding to this figure and to Figures 5 and 6 are plotted in Appendix E.



Figure 5. Same as Figure 4, with a different example distribution $p(X, Y)$ such that $|\mathcal{X}|=|\mathcal{Y}|=3$.


Figure 6. Same as Figure 4, with a different example distribution $p(X, Y)$ such that $|\mathcal{X}|=|\mathcal{Y}|=3$.

Let us first give a general description of the bottleneck trajectories. For $\lambda \approx 0$, the $q_{\lambda}(X \mid t)$ all coincide with the source distribution $p(X)$. This should be the case, as, for $0=\lambda=I(X ; T)$, the bottleneck $T$ is independent of $X$. Then, when $\lambda$ increases, the trajectories seem piecewise continuous, where each discontinuity corresponds to a symbol split, i.e., a change in effective cardinality (see Section 1.3). We mark with a cross, for each $t \in \mathcal{T}$, the $q_{\lambda}(X \mid t)=q_{\lambda_{c}}(X \mid t)$ located just before such a change in effective cardinality.

In the examples of Figures 4-6, as $|\mathcal{X}|=3$, there are two symbol splits, corresponding to that from one to two and two to three symbols, respectively. Eventually, for large $\lambda$, the last continuous segment of bottleneck trajectories corresponds to effective cardinality $k\left(T_{\lambda}\right)=|\mathcal{X}|$, and, for the maximal $\lambda$, each corner of the source simplex $\Delta_{\mathcal{X}}$ is reached by $q(X \mid t)$ for some $t \in \mathcal{T}$. This means that for maximum $\lambda$, there is a deterministic bijective relationship between $T$ and $X$. The latter is expected: for maximum $\lambda$, bottlenecks are minimal sufficient statistics of $X$ for $Y$ [72]; where for $p(X, Y)$ sampled uniformly on the simplex, these minimal sufficient statistics are, with probability 1, just permutations of $X$.

Definition 6. In the following, we refer to the piece of trajectory where the bottleneck's effective cardinality $k=k\left(T_{\lambda}\right)$ is equal to the integer $i$ as the "segment $k=i$ ", i.e., it is the segment where $q_{\lambda}(X \mid T)$ corresponds to exactly $i$ distinct points on the source simplex $\Delta_{\mathcal{X}}$; for instance, in Figure 4, the segment $k=2$ corresponds to the first piece of trajectory spanning colors from dark blue to cyan.

Notation 2. We denote by $\lambda_{c}(i)$ the trade-off parameter's critical value corresponding to the $i$-th change in effective cardinality, i.e., the symbol split from $i$ to $i+1$ symbols. Here, we will only need to consider the critical values $\lambda_{c}(1)=0$ and $\lambda_{c}(2)$,corresponding to the splits from one to two and two to three symbols, respectively.

Let us now come back to the question of successive refinement: for which parameters $\lambda_{1}<\lambda_{2}$ is the convex hull condition satisfied? The right-hand sides of Figures 4-6 provide the answers corresponding to trajectories on the respective left-hand sides-where blue and red mean that the condition is and is not satisfied, respectively. Moreover, we highlight with dashed white vertical and horizontal lines the critical parameter values $\lambda_{1}=\lambda_{c}(i)$ and $\lambda_{2}=\lambda_{c}(i)$, respectively, at which the symbol split occurs (see Appendix B. 8 for details on the computation of these symbols splits). Note that we always have $\lambda_{c}(1) \approx 0$, which is expected, as a bottleneck $T$ corresponding to some $\lambda=I(X ; T)>0$ must necessarily define at least two distinct $q_{\lambda}(X \mid t)$.

First, in these examples as in most non-reported examples, the convex hull condition (right) breaks as long as $\lambda_{2}<\lambda_{c}(2)$, i.e., as long as the finer bottleneck's effective cardinality is at most $k=2$. This can also be read from the bottleneck trajectories (left): if the condition was satisfied for all $\lambda_{1}<\lambda_{2}<\lambda_{c}(2)$, for instance, then the segment $k=2$ would be a line segment. This is clearly not the case in Figures 4 and 6, and even though visually it virtually seems to be the case in Figure 5, the segment $k=2$ happens to be very slightly curved, which is enough to break the convex hull condition. In other words, for $\lambda_{1}<\lambda_{2}<\lambda_{c}(i)$, several-stage processing seems to induce, in these examples, a nonzero loss of information optimality.

Then, for $\lambda_{2}>\lambda_{c}(2)$, even though there is no single general pattern, the trajectory's structure at the bifurcation seems to impact successive refinement. Indeed, at the bifurcation at $\lambda_{c}(2)$, the set $\operatorname{Hull}\left\{q_{\lambda_{2}}(X \mid t), t \in \mathcal{T}\right\}$ opens up along a new, third dimension, and keeps widening when $\lambda_{2}$ increases. This allows it to (gradually in Figures 4 and 6, or virtually straight away in Figure 5) encompass the segment $k=2$ because it "overcomes" the curvature of this piece of trajectory. For instance, in Figure 4, because the segment $k=2$ is strongly curved, the convex hull condition gets satisfied for all $\lambda_{1}<\lambda_{c}(2)$ only if $\lambda_{2}$ is significantly larger than $\lambda_{c}(2)$. On the contrary, because in Figure 5, the segment $k=2$ is virtually not curved, it is almost as soon as $\lambda_{2}>\lambda_{c}(2)$ that the convex hull condition is satisfied for all $\lambda_{1}<\lambda_{c}(2)$.

In Figure 6, the lack of successive refinement for $\lambda_{2}>\lambda_{c}(2)$ does not seem to be due to the same phenomenon as the one just described. Generally speaking, we observed a whole variety of SR patterns (see Appendix F for more examples), and our aim here is not to try to interpret all of them. However, despite this diversity, the SR patterns that we studied typically shared a common qualitative feature: the bifurcation structure of the bottleneck trajectories seemingly participates in shaping these SR patterns. Mostly, it seems typically necessary, for SR to hold, that the larger parameter $\lambda_{2}$ has crossed the bifurcation value $\lambda_{c}(2)$, because the non-zero curvature of the segment $k=2$ can only be "overcome" by opening the set $\operatorname{Hull}\left\{q_{\lambda_{2}}(X \mid t), t \in \mathcal{T}\right\}$ along a new dimension, through the symbol split at $\lambda_{2}=\lambda_{c}(2)$. This phenomenon will be explored in more details in Section 3.2.

Besides this relationship between SR and the structure of bottleneck bifurcations, this numerical study suggests a generalisation of the notion of successive refinement. Indeed, in Figure 5 for instance, even though the right-hand side asserts that successive refinement does not hold for $\lambda_{1}<\lambda_{2}<\lambda_{c}(2)$, the virtually linear piece of trajectory on the left-hand side suggests that this is "almost" the case. In the next section, we formalise this intuition.

## 3. Soft Successive Refinement of the IB

The minimal experiments from Section 2.3 suggest the intuition that even though successive refinement might not always hold exactly, when broken, it might still be "close" to being satisfied. More generally speaking, let us recall that we are trying here to understand the informationally optimal limits of several-stage information processing. As our numerical experiments suggest that the IB problem is not always successively refinable, it is desirable to quantify the lack of successive refinement-i.e., the lack of informational optimality induced by several-stage processing. These considerations lead to the notion of soft successive refinement [18], which we define and motivate in this section. As we will see, this generalisation of exact SR does not depend on the specific structure of the IB setting; rather, it can also be used as a generalisation of exact SR for any rate-distortion scenario.

### 3.1. Formalism

Let us first focus on the case $n=2$ : we thus want to quantify the amount of information captured by a coarse bottleneck $T_{1}$ and then discarded by a finer bottleneck $T_{2}$. Let us recall that, from Proposition 1, bottlenecks $T_{1}$ and $T_{2}$ achieve successive refinement if there exists an extension $q\left(X, T_{1}, T_{2}\right)$ of $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$ such that, under $q$, we have the Markov chain $X-T_{2}-T_{1}$, which is equivalent to $I_{q}\left(X ; T_{1} \mid T_{2}\right)=0$. It thus seems natural to quantify soft successive refinement with the conditional mutual information $I_{q}\left(X ; T_{1} \mid T_{2}\right)$. However, the IB method does not entirely define the relationship between distinct bottlenecks; formally, there is a whole polytope $\Delta_{q_{1}, q_{2}} \subseteq \Delta_{\mathcal{X} \times \mathcal{T}_{1} \times \mathcal{T}_{2}}$ of possible extensions $q\left(X, T_{1}, T_{2}\right)$ of $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$ (see Section 1.3). Among these possible extensions, it seems natural to search for those that minimise the violation of the SR condition $I_{q}\left(X ; T_{1} \mid T_{2}\right)=0$. This leads us to use the unique information [40]

$$
\begin{equation*}
U I\left(X: T_{1} \backslash T_{2}\right):=\min _{q \in \Delta_{q_{1}, q_{2}}} I_{q}\left(X ; T_{1} \mid T_{2}\right) \tag{8}
\end{equation*}
$$

This quantity was already defined in [40] in the context of partial information decomposition [61-64], and it happens to be relevant to us for several reasons.

First of all, it depends only on the distributions $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$, which are indeed the only distributions provided by the IB framework. Second, from Proposition 1, there is successive refinement if and only if there are two bottlenecks $T_{1}$ and $T_{2}$ such that $U I_{q_{1}, q_{2}}\left(X: T_{1} \backslash T_{2}\right)=0$. Third, it is thoroughly argued in [40] that (8) is a good measure of the information that only $T_{1}$, and not $T_{2}$, has about $X$, which is an interpretation that coincides neatly with the intuition that we want to operationalise here. Eventually, Proposition 6 below, which first requires some definitions, provides an information-geometric justification.

Definition 7. For $\Delta$ a probability simplex and $E_{1}, E_{2} \subseteq \Delta$, we define

$$
D_{K L}\left(E_{1} \| E_{2}\right):=\inf _{r_{1} \in E_{1}, r_{2} \in E_{2}} D_{K L}\left(r_{1} \| r_{2}\right),
$$

where $D_{K L}$ is the Kullback-Leibler divergence: $D_{K L}\left(r_{1} \| r_{2}\right):=\sum_{a \in \mathcal{A}} r_{1}(a) \log \left(\frac{r_{1}(a)}{r_{2}(a)}\right)$, if the probability distributions $r_{1}$ and $r_{2}$ are defined on the discrete alphabet $\mathcal{A}$.

Definition 8. The successive refinement set $\Delta_{S R, n} \subseteq \Delta_{\mathcal{X} \times \mathcal{T}_{1} \times \cdots \times \mathcal{T}_{n}}$ is the set of distributions $r$ on $\mathcal{X} \times \mathcal{T}_{1} \times \cdots \times \mathcal{T}_{n}$ such that, under $r$, the Markov chain $X-T_{n}-\cdots-T_{1}$ holds.

Note that $\Delta_{S R, n}$ does not require its elements to be extensions of any fixed bottleneck distributions $q_{i}\left(X, T_{i}\right)$ but imposes the Markov chain that characterises SR (see Proposition 1). SR is achieved for bottlenecks $q_{1}\left(X, T_{1}\right), \ldots, q_{n}\left(X, T_{n}\right)$ if and only if the successive refinement set $\Delta_{S R, n}$ and the extension set $\Delta_{q_{1}, \ldots, q_{n}}$ share a common distribution $q \in \Delta_{S R, n} \cap \Delta_{q_{1}, \ldots, q_{n}}$. In general (for $n=2$ ), the following proposition can easily be derived:

Proposition 6. For fixed distributions $q_{1}=q_{1}\left(X, T_{1}\right), q_{2}=q_{2}\left(X, T_{2}\right)$, we have

$$
\begin{equation*}
U I\left(X: T_{1} \backslash T_{2}\right)=D_{K L}\left(\Delta_{q_{1}, q_{2}} \| \Delta_{S R, 2}\right) \tag{9}
\end{equation*}
$$

## Proof. See Appendix C.1.

In this sense, $\mathrm{UI}\left(\mathrm{X}: T_{1} \backslash T_{2}\right)$ quantifies "how far" the joint distributions extending the bottlenecks $T_{1}$ and $T_{2}$ are from making the successive refinement condition $X-T_{2}-T_{1}$ hold true, where the "distance" is understood as a minimised Kullback-Leibler divergence.

Our new measure of soft SR is continuous:

Proposition 7 ([73], Property P.7). The unique information $\operatorname{UI}\left(X: T_{1} \backslash T_{2}\right)$ is a continuous function of the probabilities $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$.

Remark 3. In particular, if $\operatorname{UI}\left(X: T_{1} \backslash T_{2}\right)$ has a discontinuity as a function of the parameter $\lambda_{1}$ or $\lambda_{2}$, which define the bottleneck distribution $q_{\lambda_{1}}\left(X, T_{1}\right)$ or $q_{\lambda_{2}}\left(X, T_{2}\right)$, respectively, then this can only be a consequence of a discontinuity of the probability $q_{\lambda_{1}}\left(X, T_{1}\right)$ as a function of $\lambda_{1}$ or $q_{\lambda_{2}}\left(X, T_{2}\right)$ as a function of $\lambda_{2}$, itself, respectively. This consideration will be useful for analysing our numerical experiments in Section 3.2.

Moreover, the formulation (9) of unique information suggests a natural generalisation to an arbitrary number of processing stages:

Definition 9. Let $T_{1}, \ldots, T_{n}$ be bottlenecks with respective parameters $\lambda_{1}<\cdots<\lambda_{n}$, and $q_{i}\left(X, T_{i}\right)$ their respective individual distributions. One can quantify soft successive refinement, or, equivalently, the lack of successive refinement, through the divergence $D_{K L}\left(\Delta_{q_{1}, \ldots, q_{n}} \| \Delta_{S R, n}\right)$.

While [74] proposes a provably convergent algorithm to compute $\operatorname{UI}\left(X: T_{1} \backslash T_{2}\right)$, to the best of our knowledge, there currently exists no provably convergent algorithm to compute $D_{K L}\left(\Delta_{q_{1}, \ldots, q_{n}} \| \Delta_{S R, n}\right)$ for $n>2$. Our numerical investigations (see Section 3.2) will stick to the case $n=2$, but this generalisation makes soft SR in particular, at least conceptually for now, more relevant to deep learning (see Section 4.2).

For the sake of completeness, let us point out that for each $\lambda$, there is a whole set of solutions $q_{\lambda}(T \mid X)$-or, equivalently, $q_{\lambda}(X, T)$-to the IB problem (1). Thus, the unique information, which is defined as a function of specific bottleneck distributions $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$, could a priori not be uniquely defined by the corresponding trade-off parameters $\lambda_{1}$ and $\lambda_{2}$. This subtlety is further explained in Appendix D, where we also formulate a conjecture that would prove that, at least in the case of a strictly concave information curve, the trade-off parameters do uniquely define the unique information.

### 3.2. Numerical Results on Minimal Examples

A provably convergent algorithm that computes, in the discrete case, the unique information (8), was provided in [74]. In this section, we use the authors' implementation of this algorithm (https:/ /github.com/infodeco/computeUI, accessed on 12 September 2023) to qualitatively investigate, on minimal examples, the landscapes of unique information (UI) and their relationship to the bottleneck trajectories on the simplex.

In Figures 7-9 (left), we plot again the same bottlenecks trajectories as in Figures 4-6 (left), but compare them this time with the unique information $U I\left(X: T_{1} \backslash T_{2}\right)$, plotted as a function of $\lambda_{1}$ and $\lambda_{2}$ (right). We also plot, in Figures 10-12, some representative examples of the exact SR patterns (left) and UI landscapes (right) for slightly larger source and relevancy cardinalities, where $p(X, Y)$ is, as above, uniformly sampled - the explicit distributions $p(X, Y)$ corresponding to Figures 10-12 can be found at https://gitlab.com/uh-adapsys/successive-refinement-ib/. (see Appendix F for additional examples of comparison of the UI landscapes with bottleneck trajectories, and with the exact SR patterns.) Once again, we highlight with dashed white vertical and horizontal lines the critical parameter values $\lambda_{1}=\lambda_{c}(i)$ and $\lambda_{2}=\lambda_{c}(i)$, respectively, where, as expected, $\lambda_{c}(1) \approx 0$. We will first describe, for a fixed $p(X, Y)$, the relative variations in unique information as a function of $\lambda_{1}$ and $\lambda_{2}$. Then, we will compare the absolute values of unique information to the information globally processed by the system.

For all Figures from Figures 7-9, the UI landscape partly mirrors the respective exact SR pattern of Figures 4-6 (right). However, within the region where these latter figures answered a binary "no" to the question of exact SR, Figures 7-9 reveal a sharply uneven variation in the violation of $S R$, where, for important ranges of trade-off parameters, the unique information is negligible comparative to others. For instance, even though Figure 5 (right) seems to indicate that SR does not hold for $\lambda_{1}<\lambda_{2}<\lambda_{c}(2)$, the corresponding UI in Figure 8 (right) is virtually zero on a large part of this set of parameters, while still peaking for $\lambda_{2}$ close to $\lambda_{c}(2)$. This richer structure of the unique information landscape is further evidenced by Figures 10-12.

Moreover, the unique information landscapes seem shaped by the bottleneck trajectories. Most importantly, the influence of IB bifurcations on SR can be seen even more clearly with soft than with exact SR. In particular, in Figures 10-12, it seems that along the lines where one of the trade-off parameters crosses a critical value, the UI often goes through discontinuities, or at least sharp variations in either $\lambda_{1}, \lambda_{2}$, or both directions. In particular, even though patterns widely vary across different example distributions $p(X, Y)$, unique information can significantly drop when $\lambda_{2}$ crosses a critical value from below-a feature observed in both shown and non-shown examples. As we know that the unique information is continuous, the apparent discontinuity should be one of the bottleneck probability $q_{\lambda_{2}}\left(X, T_{2}\right)$ itself (see Proposition 7 and Remark 3). This is consistent with the observation from Section 2.3 that, at symbol splits, the trajectory of $q_{\lambda}(X \mid T)$ often seems to go through a discontinuity. Further, the fact that the sharp variation in UI is a decrease in this quantity (in increasing order of $\lambda_{2}$ ) is intuitively consistent with the fact that the bottleneck trajectory's discontinuity often induces a sudden "widening" (in increasing order of $\lambda$ ) of

$$
\mathcal{H}_{T}:=\operatorname{Hull}\{q(X \mid t), t \in \mathcal{T}\} .
$$

Indeed, for fixed $\lambda_{1}$, when $\lambda_{2}$ crosses a critical value from below, the corresponding symbol split means that $\mathcal{H}_{T_{2}}$ "widens" by opening up a new dimension, so it "more easily" encompasses $\mathcal{H}_{T_{1}}$, yielding as a consequence a drop in unique information. Recalling our intuition (see Section 2.2) that $\mathcal{H}_{T}$ describes the information content that a bottleneck $T$ contains about the source $X$, the feature just described can be interpreted in the following way: the IB bifurcations seem to induce a sudden "expansion" (in increasing order of $\lambda$ ) of the information content carried by the bottleneck about the source, which makes the latter's content more easily contain the information content of coarser bottlenecks.


Figure 7. Left: example trajectory of $q_{\lambda}(X \mid T)$ as a function of $\lambda=I(X ; T)$ (crosses: value of $q_{\lambda_{c}}(X \mid T)$ just before a symbol split at a critical parameter $\lambda_{c}$ ). Right: corresponding unique information, in bits (color), expressed as a function of the pair of trade-off parameters (white dashed lines indicate critical values $\lambda_{c}(i)$ of either $\lambda_{1}$ or $\lambda_{2}$.). For instance, the critical value $\lambda_{c}(2) \approx 0.33$ (right) corresponds, on the bottleneck trajectories (left), to the symbol split from two to three symbols (cyan crosses). The respective $p(Y \mid X)$ corresponding to this figure and to Figures 8 and 9 are plotted in Appendix E.


Figure 8. Same as Figure 7, where the example distribution $p(X, Y)$ is that of Figure 5.


Figure 9. Same as Figure 7, where the example distribution $p(X, Y)$ is that of Figure 6.


Figure 10. New example of an exact SR pattern and the corresponding UI landscape over trade-off parameters $\lambda_{1}<\lambda_{2}$, where, here, $|\mathcal{X}|=5$ and $|\mathcal{Y}|=3$. Left: exact SR pattern, i.e., output for the convex hull condition (blue: satisfied, red: not satisfied). Right: corresponding UI landscape, in bits (color). White dashed lines indicate critical values $\lambda_{c}(i)$ of either $\lambda_{1}$ or $\lambda_{2}$. Note that ( $i$ ) the binary notion of exact SR (left) filters out most of the structure unveiled by UI (right), (ii) the UI landscape seems highly impacted by IB bifurcations, and (iii) the UI is in any case always small, even though not entirely negligible. See main text for more details.


Figure 11. Same as Figure 10, with a new example distribution $p(X, Y)$, where, here, $|\mathcal{X}|=5$ and $|\mathcal{Y}|=3$. Besides the white orthogonal dashed lines, other white dots correspond to values of $\left(\lambda_{1}, \lambda_{2}\right)$ for which the algorithm did not converge (see main text for a comment on this lack of convergence).


Figure 12. Same as Figure 10, with a new example distribution $p(X, Y)$, where, here, $|\mathcal{X}|=7$ and $|\mathcal{Y}|=5$.

Note, however, that these simple numerical results do not allow one to discriminate between the interpretation of the UI's sharp variations at bifurcations as a discontinuity with regard to trade-off parameters, or a discontinuity of the UI's differential. For instance, if the derivative with regard to $\lambda_{2}$ discontinuously takes a value close to $-\infty$ for $\lambda_{2}$ slightly larger than some $\lambda_{c}$, then the UI graph can seem discontinuous at finite numerical resolution, even if, formally, only the UI's differential is so. On the other hand, as an example, bifurcations can be characterised precisely as points of discontinuities of the derivatives, with regard to the trade-off parameter, of $I(T ; X)$ and $I(T ; Y)[43,75]$, even though the functions themselves are continuous [2,75]. A more involved analysis distinguishing discontinuities of UI from those of its differential is left to future work. In any case, the interpretation as a discontinuity of the differential rests on a weaker assumption, which is still sufficient for explaining the numerical results.

More generally, these results suggest that for a several-stage processing that is IBoptimal at each stage, to minimise the information discarded along stages, the trade-off parameters should rather lie close to well-chosen IB bifurcations. If this happens to be a general feature of the IB framework, it would have implications for incremental learning. Indeed, coming back to the modelling of embodied agents (see Section 1), for instance, it would mean that organisms that are poised close to information optimality by evolution should have a very specific structure of developmental learning, where the stages of learning should be discrete and determined by the right trade-off parameters.

Eventually, a last crucial feature was also satisfied on these minimal examples: whatever the structure of bottleneck trajectories, the maximal UI was significantly lower than the mutual information $I\left(X ; T_{1}, T_{2}\right)$ between the external source $X$ and the system's internal representations $\left(T_{1}, T_{2}\right)$. More precisely, for an extension $q\left(X, T_{1}, T_{2}\right)$ of $q_{\lambda_{1}}:=q_{\lambda_{1}}\left(X, T_{1}\right)$ and $q_{\lambda_{2}}:=q_{\lambda_{2}}\left(X, T_{2}\right)$ that achieves the minimum in (8), let us define

$$
\sigma\left(q_{\lambda_{1}}, q_{\lambda_{2}}\right):=\frac{U I_{q_{\lambda_{1}}, q_{\lambda_{2}}}\left(X: T_{1} \backslash T_{2}\right)}{I_{q}\left(X ; T_{1}, T_{2}\right)} .
$$

Note that decomposing $I_{q}\left(X ; T_{1}, T_{2}\right)$, where $q \in \Delta_{q_{1}, q_{2}}$, with the chain rule for mutual information shows that this quantity only depends on $q_{\lambda_{1}}$ and $q_{\lambda_{2}}$ : thus here, $\sigma\left(q_{\lambda_{1}}, q_{\lambda_{2}}\right)$ is indeed well-defined by $q_{\lambda_{1}}$ and $q_{\lambda_{2}}$. The maximum ratio over all trade-off parameters $\lambda_{1}<$ $\lambda_{2}$ was typically of the order of $1 \%$ in our minimal experiments; for instance, it was $1.89 \%$, $0.39 \%, 1.82 \%, 2.03 \%, 1.34 \%$, and $0.31 \%$ for the IB problems corresponding to Figures $7-12$, respectively. Among all the (shown and non-shown) studied examples, it never exceeded $5.4 \%$, and we did not notice an increase in this maximum ratio when the source or relevancy cardinalities were increased (the largest cardinalities that we experimented with were $|\mathcal{X}|=20,|\mathcal{Y}|=10)$. In short, even though several-stage processing might incur a nonnegligible loss of information optimality in the IB sense, these results suggest that this loss could often be significantly limited. Of course, here as in Section 2.3, on the one hand, the numerical results are purely phenomenological, and, on the other, it is at this stage far from being clear that the qualitative insights brought by these minimal experiments generalise well to more complex situations. However, they exhibit the potentially crucial qualitative features of exact and soft successive refinement in the IB framework, which can be targeted by further theoretical research.

## 4. Alternative Interpretations: Decision Problems and Deep Learning

The notion of successive refinement presented in this work builds on the intuition of the optimal incorporation of information. However, alternative interpretations can be given to the very same mathematical notion. First, thanks to the Sherman-Stein-Blackwell theorem [45,65], the rate-distortion-theoretic notion of SR can be shown to be equivalent to a specific order relation between the encoder of the finer bottleneck $q\left(T_{2} \mid X\right)$ and that of the coarser one $q\left(T_{1} \mid X\right)$, namely the Blackwell order. This point of view turns SR into an operational decision-theoretic statement; in short, there is SR when, for any task and any source
distribution $p(X)$, the optimal performance is better (or at least as good) when decisions are based on the output of $q\left(T_{2} \mid X\right)$ than when they are based on the output of $q\left(T_{1} \mid X\right)$. Second, the Markov chain (4) characterising successive refinement makes it directly relevant [46] to the IB analysis of deep neural networks [49-56]. In the next two sections, we make these connections explicit and relate them to this paper's investigations.

### 4.1. Successive Refinement, Decision Problems, and Orders on Encoder Channels

Here, we show that exact and soft successive refinement can be, in the discrete case at least, understood in terms of optimally solving decision problems on arbitrary tasks, through orders on the encoder channels $q(T \mid X)$ (or more precisely, pre-orders: i.e., we will consider binary relations that are reflexive and transitive). We will rely on [45], where these orders were considered.

Let us first make clear what we mean here by a decision problem. Consider a state variable $X$ over a finite set $\mathcal{X}$, another finite set $\mathcal{A}$ of possible actions, and a reward function $u=u(x, a)$ that depends on both the value $x$ of the state $X$, and the chosen action $a \in \mathcal{A}$. The agent's observation is not the state $X$ itself, but only the output $T$ of $X$ through some stochastic channel $\kappa:=p(T \mid X)$ (where we assume here that the observation space $\mathcal{T}$ is finite). To each observation-dependent policy $\pi=\pi(A \mid T)$ corresponds an expected reward

$$
\mathbb{E}_{\pi}(u(X, A)):=\sum_{t} p(t) \mathbb{E}_{(X, A) \sim p(X \mid t) \pi(A \mid t)}(u(X, A))
$$

where $p(X \mid t)$ is determined from $\kappa:=p(T \mid X), p(X)$ through the Bayes rule, and $p(X \mid t)$ $\pi(A \mid t)$ denotes the product measure of $p(X \mid t)$ and $\pi(A \mid t)$. Solving the decision problem $(p(X), \mathcal{A}, u)$ for the observation channel $\kappa$ means choosing a policy that yields an optimal expected reward

$$
\mathcal{R}(p(X), \kappa, u):=\max _{\pi} \mathbb{E}_{\pi}(u(X, A)) .
$$

For instance, any Markov decision process can be seen as a decision problem as defined above (for discrete time and finite state-space, number of possible actions at each state, and horizon). In this case, $\mathcal{X}$ and $\mathcal{T}$ are the spaces of state trajectories and observation trajectories, respectively, that an agent can go through along one episode; $\mathcal{A}$ is the space of action sequences that can be chosen along the episode; and $u$ is the cumulative reward, i.e., the (potentially discounted) sum of rewards obtained at each time-step in the episode. (See, e.g., [76] for more details on the terminology used in this example.)

We can now define the following order [45]:
Definition 10. For two channels $\kappa$ and $\mu$, we write $\kappa \exists \mathcal{X} \quad \mu$, if, for any decision problem ( $p(X), \mathcal{A}, u)$, we have

$$
\mathcal{R}(p(X), \kappa, u) \geq \mathcal{R}(p(X), \mu, u)
$$

In short, $\kappa \sqsupseteq_{\mathcal{X}} \mu$ means that, for any conceivable task based on any data distribution $p(X)$ over the fixed data space $\mathcal{X}$, the observation channel $\kappa$ can yield a performance at least as good as that of the observation channel $\mu$-if combined with a well-chosen policy. The second order is the Blackwell order [65]:

Definition 11. For two channels $\kappa$ and $\mu$, we write $\kappa \sqsupseteq^{\prime} \mathcal{X} \mu$ if there exists a channel $\eta$ such that $\mu=\eta \circ \kappa$, where " $\circ$ " denotes the composition of channels, i.e., such that $M_{\mu}=M_{\eta} M_{\kappa}$, where $M_{\mu}$, $M_{\eta}$, and $M_{\kappa}$ are the column transition matrices corresponding to $\mu, \eta$, and $\kappa$.

It turns out that successive refinement can be characterised by either of these two orders, thanks to the Sherman-Stein-Blackwell theorem [45,65]. In other words, SR, which is a priori not a decision-theoretic statement, turns into one through its equivalence with the Blackwell order:

Proposition 8. Let $0<\lambda_{1}<\lambda_{2}$. The following are equivalent:
(i) There is successive refinement for parameters $\left(\lambda_{1}, \lambda_{2}\right)$.
(ii) There are bottlenecks $T_{1}, T_{2}$ of respective parameters $\lambda_{1}, \lambda_{2}$ such that

$$
q\left(T_{2} \mid X\right) \sqsupseteq \mathcal{X} q\left(T_{1} \mid X\right) .
$$

(iii) There are bottlenecks $T_{1}, T_{2}$ of respective parameters $\lambda_{1}, \lambda_{2}$ such that

$$
q\left(T_{2} \mid X\right) \sqsupseteq^{\prime} \mathcal{X} q\left(T_{1} \mid X\right)
$$

Proof. Using the Markov chain characterisation (point (ii) in Proposition 1), the result is nothing more than a reformulation of Theorem 4 in [45] in the language of the present paper. Note that, to use this theorem, we need to assume that the source $X$ is fully supported, but this is indeed an assumption that we are using along the whole paper because it does not incur any loss of generality (see Section 1.3).

Let us highlight the intuitive meaning of Proposition 8. Point (ii) means that there is SR when the coarse representation $T_{1}$ can be retrieved by post-processing the finer representation $T_{2}$-which has implications in terms of feed-forward processing (see Section 4.2).

Now, the equivalence of SR with point (iii) relies on the mathematically deep part of the Sherman-Stein-Blackwell theorem [45], and provides a new operational meaning to SR. Namely, there is SR when, for any distribution $p(X)$ on the source, and any reward function, the optimal performance is at least as good when the decisions are based on the output of $q\left(T_{2} \mid X\right)$, seen as an observation channel, than when they are based on the output of $q\left(T_{1} \mid X\right)$. Let us stress that the fact that $q\left(T_{2} \mid X\right)$ defines a finer bottleneck than $q\left(T_{1} \mid X\right)$ crucially depends on $p(X, Y)$, i.e., on the specific source distribution $p(X)$, and on how the latter relates to the specific relevancy variable through $p(Y \mid X)$. Proposition 8 shows that SR describes a much more "universal" relation between the channels $q\left(T_{1} \mid X\right)$ and $q\left(T_{2} \mid X\right)$.

For example, assume that evolution poises the sensors of a given biological organism at optimality in the IB sense $[10,16]$, i.e., if $X$ is the environment, $S$ some sensor's output (e.g., a retina's ganglion cells activation), and $Y$ a behaviourally relevant feature (e.g., the edibility of food), then $S$ is a bottleneck for $p(X, Y)$. Successive refinement here means that if the sensor $S_{2}$ is finer than $S_{1}$ as a bottleneck for the fixed feature $Y$ relevant to a particular task, then $S_{2}$ will afford to the organism-if combined with the right decision making-better performances than $S_{1}$ on any other task, for any other input distribution $p(X)$. In other words, $S_{2}$ is then "universally better" than $S_{1}$, which is a very strong (and somewhat unexpected) generalisation.

Eventually, the unique information that we chose as our measure of soft SR has initially been thought precisely as measuring the deviation from the order " $\sqsupseteq \mathcal{X}$ " (see arguments in [45]). Unique information can thus, for instance, be understood as quantifying the deviation from a finer IB-optimal sensor to be "universally better" than a coarser one.

### 4.2. Successive Refinement and Deep Learning

As suggested by Remark 1 and Proposition 8-(ii), successive refinement can be equally well understood in terms of feed-forward processing, an interpretation which is particularly relevant to deep neural networks. Indeed, while the information bottleneck theory of deep learning [49-51] is still under debate [52-56], our results can be connected to some of this theory's specific claims concerning the benefits of hidden and output layers' IB-optimality.

Let $L_{1}, \ldots, L_{n}$ denote the successive layers of a feed-forward deep neural network (DNN), which is fed with an input $X$ and attempts to extract, within it, information about a target variable $Y$,thus satisfying the Markov chain [49]

$$
\begin{equation*}
Y-X-L_{1}-\cdots-L_{n} \tag{10}
\end{equation*}
$$

One of the claims of the IB theory of DNNs [49-51] is that, once converged, a DNN's hidden and output layers lie close to the information curve of the IB problem defined by $p(X, Y)$, with each new layer corresponding to a coarser trade-off parameter. The performance and generalisation abilities of DNNs would rely on this IB-optimality of networks after training. While these claims have been challenged [52,77], the identified caveats have sparked a still ongoing line of research [54-56], which suggests that more nuanced versions of the initial claims might still hold. Most importantly for us here, numerical results suggest that layer-by-layer training with the IB Lagrangian as the loss function induces a performance on par with end-to-end training with cross-entropy loss [54], while recent theoretical work proved that the IB trade-off optimises a bound on the generalisation error [56]. In other words, the IB method seems to be relevant at least as a normative, if not descriptive, framework for DNNs. Thus, an interesting informationally optimal limit to compare a given DNN to is a sequence of variables $L_{1}, \ldots, L_{n}$ that
(i) Satisfy the Markov chain (10); and
(ii) Are each bottlenecks with source $X$ and relevancy $Y$, for respective trade-off parameters $\lambda_{1}>\cdots>\lambda_{n}$.
However, it is not clear that variables satisfying those conditions even exist; actually, it is the case if and only if the IB problem is $\left(\lambda_{n}, \ldots, \lambda_{1}\right)$-successively refinable. Indeed, points (i) and (ii) are exactly the conditions of point (iii) in Proposition 1, with $T_{i}:=L_{n-i}$, and the order of trade-off parameters reversed as well. In this sense, the notion of exact successive refinement is relevant to deep learning; in particular-as suggested by the numerical results from Section 2.3 -it might well be the case that there is successive refinement only for well-chosen combinations of trade-off parameters. In this case, an IB-optimal DNN should be designed and trained in such a way that its successive layers implement a compression corresponding to these well-chosen trade-off parameters.

Remark 4. The single-letter formulation above mirrors, in large part, the asymptotic coding version of [46]. More precisely, Ref. [46] defines in asymptotic coding terms a feed-forward processing pipeline where each layer tries to extract, from the input coming from the previous layer, information about a potentially distinct relevancy $Y_{i}$. Theorem 2 in [46] shows that, for constant relevancy $Y_{i}:=Y$, the notion of "successive refinement" defined there by the authors happens to be equivalent to points (i) and (ii) above, and thus to our notion of "successive refinement". In particular, the deep learning interpretation presented in this section also has an operational formulation in terms of asymptotic coding.

Now, if exact SR describes the situation where each layer of a DNN can potentially reach the information curve, is our notion of soft SR also relevant to deep learning? Note that, here,

- We know that the variables $L_{1}, \ldots, L_{n}$ must satisfy $X-L_{1}-\cdots-L_{n}$, i.e., we know that the joint distribution $q:=q\left(X, L_{n}, \ldots, L_{1}\right)$ must be in $\Delta_{S R}$;
- And we want to know "how close" we can choose this joint distribution $q$ to one whose marginals $q\left(X, L_{1}\right), \ldots, q\left(X, L_{n}\right)$ coincide with bottleneck distributions $q_{1}:=q_{1}\left(X, T_{1}\right), \ldots, q_{n}:=q_{n}\left(X, T_{n}\right)$, respectively, of parameters $\lambda_{1}>\cdots>\lambda_{n}$, respectively, i.e., we want to know how close we can choose $q$ to the set $\Delta_{q_{1}, \ldots, q_{n}}$.
Thus, the quantity $D_{K L}\left(\Delta_{q_{1}, \ldots, q_{n}} \| \Delta_{S R, n}\right)$ can also be interpreted as a measure of the deficiency of a DNN's layers from all those simultaneously being bottlenecks. Note, however, that, in previous sections, we knew that any joint distribution $q\left(X, T_{1}, \ldots, T_{n}\right)$ had to be in the extension set $\Delta_{q_{1}, \ldots, q_{n}}$, and wanted to know "how close" to the successive refinement set $\Delta_{S R, n}$, in the KL sense, we could choose it. On the contrary, in the case of DNNs, we know that any $q\left(X, T_{1}, \ldots, T_{n}\right)$ must be in $\Delta_{S R, n}$-because the bottlenecks correspond to a DNN's layer-and want to know "how close" to $\Delta_{q_{1}, \ldots, q_{n}}$ we can choose it.

From this perspective, the numerical results of Section 3.2 suggest interesting properties, or at least desirable features, of DNNs. First, if the fact that the UI is typically low
generalises well from our minimal investigation to the much richer deep learning setting, this would imply that even in situations where a DNN's successive layers cannot all lie exactly along the information curve, they might still be able to remain reasonably close to it. Second, the fact that UI (or its differential) seems to go through a discontinuity close to well-chosen bifurcations-such that the UI sharply drops when $\lambda_{2}$ crosses the bifurcation from below-suggests that, for each layer of the DNN to be individually as IB-optimal as possible, their corresponding trade-off parameters should each lie close to these IB bifurcations. This resonates with previous considerations suggesting that DNNs' hidden layers should [49] or might indeed do [50] lie at IB bifurcations.

## 5. Limitations and Future Work

Our convex hull characterisation intertwines the question of exact SR with the more fundamental question of the structure of decoder curves

$$
\begin{equation*}
\left\{\left(\lambda \mapsto q_{\lambda}(X \mid t)\right), t \in \mathcal{T}\right\} \tag{11}
\end{equation*}
$$

on the source simplex $\Delta_{\mathcal{X}}$, a question for which the convexity approach to the IB problem [35-39] seems promising. In short, this approach reformulates the IB problem to that of finding the lower convex envelope of a well-chosen function $F_{\beta}$, defined on the source simplex $\Delta_{\mathcal{X}}$, and parameterised by the information curve's inverse slope $\beta$ (see Appendix B.7). More precisely, bottlenecks are essentially characterised by the fact that the lower convex envelope must be achieved by convex combinations of the points $F_{\beta}(q(X \mid t))$; this approach thus provides analytical tools for proving key properties of the set of trajectories (11), which would then have consequences for SR through the convex hull condition. Despite the limited scope of the result itself, the proof of Proposition 5 gives an example of such a fruitful interaction, thus suggesting a way forward for further theoretical progress. As a first step, one could try to use the convexity approach to the IB to prove our Conjecture 1 about the unicity, up to permutations and injectivity of $q(X \mid T)$, for canonical bottlenecks and the strictly concave information curve. This would both simplify our convex hull characterisation of SR for the case of the strictly concave information curve (see Appendix D) and provide in itself a crucial property of the curves (11). Generally speaking, leveraging, through our convex hull characterisation, the convexity approach to the IB problem might allow one to (i) identify new wholly refinable IB problems, but also (ii) produce general methods to identify, for a given distribution $p(X, Y)$, the combination of parameters for which exact $S R$ holds.

It must be stressed that even though we motivate the successive refinement of the IB by diverse scientific questions in Sections 2 and 4, in this work, we do not model any concrete system. Rather, our minimal numerical experiments target the qualitative exploration of the formalised problem. Our results might in turn be relevant for future modelling work (see the last paragraph of this section), but the most pressing aspect is to first develop further the theoretical and computational framework. In particular, it seems important to describe formally the apparent discontinuity of UI (or its differential) as a function of the trade-off parameters $\lambda_{1}$ and $\lambda_{2}$ at IB bifurcations (through that of the $q_{\lambda}(X, T)$ as functions of $\lambda$ ); to describe more formally why the UI tends to peak and then drop close to IB bifurcations; to provide global bounds on UI in general or as functions of the source and relevancy distribution $p(X, Y)$; or to make formal the informal relationship between the "extent to which" the convex hull condition is broken, and variations in UI. Another interesting contribution would be to provide an asymptotic coding interpretation to unique information; indeed, the deviation from successive refinement is more classically quantified as a difference between asymptotic rates or distortions (see, e.g., [60]), and it is not clear whether or not this interpretation can be made for UI. Numerically speaking, one could design algorithms allowing for the computation of UI for continuous $p(X, Y)$ and/or more than two processing stages. Indeed, the algorithm from [74] only encompasses the case of discrete variables and two processing stages. One could, for instance, take inspiration
from [74] to formulate the quantity $D_{K L}\left(\Delta_{q_{1}, \ldots, q_{n}} \| \Delta_{S R, n}\right)$ as a double minimisation problem over separate parameters, allowing for an alternating optimisation algorithm.

The deep learning interpretation of (exact and soft) SR depends crucially on some aspects of the ongoing debate on the IB theory of deep learning [49-52,54-56]. In this regard, it would be interesting to directly measure the unique information between different layers of a DNN or determine whether or not having the layers lying close to IB bifurcations does induce better performance or generalisation capabilities.

Let us point out that our framework considers that the source of information $X$ and the target variable $Y$ are the same along all processing stages. More general frameworks could allow for variations in either the source of information (as in the case in temporal series) or the target variable (as is the case in transfer learning). Frameworks for both these kinds of extensions have already been proposed [46,78], and it would be interesting to study if, in these cases as well, the specific nature of the IB problem imprints the informationally optimal limits of several-stage processing.

Eventually, we deem the interpretation in terms of the incorporation of information to be particularly relevant to modelling adaptive behaviour. For instance, for a given developmental or skill-learning problem on a given task, our framework could help in distinguishing situations where the choice of the successive representations' complexity along incrementally learning the task does not matter (i.e., when there is successive refinement) from situations where these complexities must be minutely weighed, so as to avoid as much as possible the "waste" of cognitive work along the way (i.e., when the unique information is not negligible and unevenly distributed). In the latter case, our framework, once mature, might precisely describe those sequences of representations' complexity that minimise the "waste" of cognitive work from one learning stage to another, thereby potentially identifying key stages of skill or developmental learning. Future work should keep in mind the horizon of identifying such qualitative features and producing measures capturing the relevant phenomena for experimental research in these areas.

## 6. Conclusions

Our approach in this paper is three-fold: to bring together in a common framework existing work on the exact successive refinement of the IB and related topics; to develop further this common framework, particularly through a geometric approach to the problem; and to then open up a line of research on the soft successive refinement of the IB.

The formal unity that we make explicit in this paper is mainly that between these three scientific questions: (i) that of informationally optimal incorporation of informationrelevant in particular to developmental and skill learning; (ii) that of informationally optimal feed-forward processing-relevant in particular to describing and designing deep neural networks (DNNs); and (iii) that of channel order in statistical decision theorywhich provides clear interpretations of distinct bottlenecks' comparison in terms of universal informativeness of an agent's sensor. Indeed, while we focused for most of the paper on the information incorporation interpretation, we saw in Section 4 that the two other ones are as legitimate as the first one.

Once the formal problem is motivated and set, we turn to the mathematical analysis of it. We first note that, for jointly Gaussian vectors $(X, Y)$ or for deterministic $p(Y \mid X)$, successive refinability can be easily drawn from existing IB literature [33,34]. Then, we propose a new geometric characterisation of $S R$, which builds on the intuition that what is "known" by a bottleneck is the convex hull of its decoder conditional probabilities. This new point of view, associated with an active approach that reformulates the IB problem as that of finding the lower convex envelope of a well-chosen function [35-39], provides a new tool for theoretical research on this topic. We exemplify this potential fertility by proving, thanks to the combination of our convex hull characterisation with the convexity approach to the IB, the successive refinability of binary source $X$ and binary relevancy $Y$ (Proposition 5). This convex hull characterisation also allows one to numerically investigate SR with a linear program, which can be helpful for computational studies on this topic.

Our own minimal numerical experiments suggest that $(i)$ successive refinement does not always hold for the IB, (ii) the successive refinement patterns are shaped by IB bifurcations, and (iii) even when successive refinement seems to break, sometimes it is "close" to being satisfied, in the sense of the convex hull condition being only "slightly" violated.

To formalise this latter intuition, we propose to soften the traditional notion of SR into a quantification of the loss of information optimality incurred by several-stage processing. For that purpose, we call on the measure of unique information (UI) used in [40]. Intuitively, this quantity measures the information that only the coarser bottleneck $T_{1}$, and not the finer one $T_{2}$, holds about the source $X$, and it can be generalised to an arbitrary number of processing stages. Our minimal experiments, in the case of two processing stages, unveil a rich structure of soft $S R$ that was partially hidden by exact $S R$, which only makes the distinction between vanishing UI (if there is SR) and positive UI (if there is no SR). Even though the UI landscapes depend strongly on the distribution $p(X, Y)$ that defines the IB problem, some qualitative features seem to emerge: $(i)$ the "more" the convex hull condition is broken, the higher the unique information; (ii) the IB bifurcations crucially shape the UI landscape, with sharp decreases in unique information in particular when the finer trade-off parameter $\lambda_{2}$ crosses a bifurcation critical value; and (iii) in any case, this violation of successive refinement seems to always be mild compared to the system's globally processed information.

The features exhibited by these numerical experiments offer a "first outlook" of potentially general properties of exact and soft successive refinement for the IB problem, thus providing a guide for future theoretical research. These potential properties might provide interesting perspectives on the scientific questions that motivate the formalism, particularly in terms of the incorporation of fresh information into already learned models, and deep learning. For instance, the apparently important role of bifurcations in exact and soft successive refinement suggests that informationally optimal several-stage learning or processing should ideally be organised along well-chosen "checkpoints" on the information plane. Moreover, if the loss of information optimality induced by this sequential processing is indeed typically low (even though not entirely negligible) for the IB framework, this could be taken as an indication that incremental learning might be made highly efficient. These potential features thus provide a strong incentive to bring the formal framework presented here closer to maturity-for instance, along the lines of research proposed in Section 5.
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## Abbreviations

The following abbreviations are used in this manuscript:

| IB | Information Bottleneck |
| :--- | :--- |
| SR | Successive Refinement |
| UI | Unique Information |
| DNN | Deep Neural Network |

## Appendix A. Section 1 Details

## Appendix A.1. Effective Cardinality

In [43], the effective cardinality of a Lagrangian bottleneck $T$ is defined as the number of distinct $q(Y \mid t)$, whereas it is defined as that of distinct $q(X \mid t)$ in our Definition 1. However, as mentioned in Section 1.3, both choices happen to be equivalent:

Proposition A1. Let $q(T \mid X)$ be a fixed solution to the Lagragian IB problem (3) for some $\beta$, where $p(X, Y)$ is discrete. The number of distinct $q(X \mid t)$ and that of distinct $q(Y \mid t)$ are equal.

Proof. It is proven in [1] that a solution to the Lagrangian IB must satisfy for all $t \in \mathcal{T}$, $x \in \mathcal{X}$ the self-consistent equation

$$
\begin{equation*}
q(t \mid x)=\frac{q(t)}{Z(x)} \exp \left(-\beta \mathrm{D}_{\mathrm{KL}}(p(Y \mid x) \| q(Y \mid t))\right) \tag{A1}
\end{equation*}
$$

where $Z(x)$ is the normalisation factor, and

$$
\begin{align*}
q(t) & :=\sum_{x} q(t \mid x) p(x)  \tag{A2}\\
q(y \mid t) & :=\sum_{x} p(y \mid x) q(x \mid t) \tag{A3}
\end{align*}
$$

with

$$
\begin{equation*}
q(x \mid t):=\frac{q(t \mid x) p(x)}{q(t)} . \tag{A4}
\end{equation*}
$$

If $q\left(Y \mid t_{1}\right)=q\left(Y \mid t_{2}\right)$, then (A1) implies that $q\left(t_{1} \mid X\right)=q\left(t_{2} \mid X\right)$, which, combined with (A2), implies that we also have $q\left(t_{1}\right)=q\left(t_{2}\right)$. These two new equalities, combined with (A4), then prove that $q\left(X \mid t_{1}\right)=q\left(X \mid t_{2}\right)$. Conversely, if $q\left(X \mid t_{1}\right)=q\left(X \mid t_{2}\right)$, then Equation (A3) proves that $q\left(Y \mid t_{1}\right)=q\left(Y \mid t_{2}\right)$.

Crucially, it is proven in [43] that a given Lagrangian bottleneck $T$ can be reduced to effective cardinality while still being a bottleneck for the same trade-off parameter $\beta$ by merging all bottleneck symbols $t_{1} \ldots, t_{r}$ with equal decoder distributions $q\left(X \mid t_{1}\right)=\cdots=$ $q\left(X \mid t_{r}\right)$ into a new symbol $[t]$ defined by

$$
q([t] \mid x):=\sum_{i=1}^{r} q\left(t_{i} \mid x\right) .
$$

Moreover, this merging can also be carried out for primal bottlenecks (this is not a direct consequence of Proposition A1, as it is known that when the information curve is not strictly concave, the primal and Lagrangian problems might not be exactly equivalent $[39,67]$ ).

Proposition A2. Let $T$ be a primal bottleneck of parameter $\lambda$, i.e., a solution to (1), where $p(X, Y)$ is discrete. The bottleneck obtained from $T$ by merging the symbols $t$ with identical $q(X \mid t)$ is still a solution to (A38) for the same parameter $\lambda$.

Proof. We will use the following reparametrisation of the IB problem (1) (see Section 2.2):

$$
\begin{gather*}
\arg \max \quad I(Y ; T) .  \tag{A5}\\
(q(T), q(X \mid T)): \\
\sum_{t} q(t) q(X \mid t)=p(X) \\
T-X-Y, I(X ; T) \leq \lambda
\end{gather*}
$$

We thus consider the bottleneck $T$ from Proposition A2's statement as defined by a pair $(q(T), q(X \mid T))$ satisfying $\sum_{t} q(t) q(X \mid t)=p(X)$. Now, assume that there exist $t_{1}, t_{2} \in \mathcal{T}$ such that $q\left(X \mid t_{1}\right)=q\left(X \mid t_{2}\right)$. Then,

$$
\sum_{x} q\left(x \mid t_{1}\right) \log \left(\frac{q\left(x \mid t_{1}\right)}{p(x)}\right)=\sum_{x} q\left(x \mid t_{2}\right) \log \left(\frac{q\left(x \mid t_{2}\right)}{p(x)}\right)
$$

so that

$$
\begin{align*}
I(X ; T) & =\sum_{t, x} q(t) q(x \mid t) \log \left(\frac{q(x \mid t)}{p(x)}\right) \\
& =\alpha_{t_{1}, t_{2}} \sum_{x} q\left(x \mid t_{1}\right) \log \left(\frac{q\left(x \mid t_{1}\right)}{p(x)}\right)+\sum_{t \notin\left\{t_{1}, t_{2}\right\}, x} q(t) q(x \mid t) \log \left(\frac{q(x \mid t)}{p(x)}\right), \tag{A6}
\end{align*}
$$

where $\alpha_{t_{1}, t_{2}}:=q\left(t_{1}\right)+q\left(t_{2}\right)$. Moreover,

$$
q\left(Y \mid t_{1}\right)=\sum_{x} q\left(x \mid t_{1}\right) p(y \mid x)=\sum_{x} q\left(x \mid t_{2}\right) p(y \mid x)=q\left(Y \mid t_{2}\right),
$$

so that, similarly,

$$
\begin{equation*}
I(Y ; T)=\alpha_{t_{1}, t_{2}} \sum_{y} q\left(y \mid t_{1}\right) \log \left(\frac{q\left(y \mid t_{1}\right)}{p(y)}\right)+\sum_{t \notin\left\{t_{1}, t_{2}\right\}, y} q(t) q(y \mid t) \log \left(\frac{q(y \mid t)}{p(y)}\right) \tag{A7}
\end{equation*}
$$

Eventually,

$$
\begin{equation*}
p(X)=\sum_{t} q(t) q(X \mid t)=\alpha_{t_{1}, t_{2}} q\left(X \mid t_{1}\right)+\sum_{t \notin\left\{t_{1}, t_{2}\right\}} q(t) q(X \mid t), \tag{A8}
\end{equation*}
$$

where the first equality comes from the fact that $(q(T), q(X \mid T))$ is a solution to (A5) (so, in particular, it must satisfy the hard constraints required in the optimisation problem). Let us define the bottleneck $\tilde{T}$ on $\tilde{\mathcal{T}}:=\mathcal{T} \backslash t_{2}$ by

$$
\tilde{q}(t):= \begin{cases}\alpha_{t_{1}, t_{2}} & \text { if } t=t_{1} \\ q(t) & \text { if } t \in \mathcal{T} \backslash\left\{t_{1}, t_{2}\right\}\end{cases}
$$

and, for all $t \in \mathcal{T} \backslash\left\{t_{2}\right\}$,

$$
\tilde{q}(X \mid t):=q(X \mid t) .
$$

The last line of (A6) can then be rewritten as

$$
\begin{aligned}
I(X ; T) & =\tilde{q}\left(t_{1}\right) \sum_{x} \tilde{q}\left(x \mid t_{1}\right) \log \left(\frac{\tilde{q}\left(x \mid t_{1}\right)}{p(x)}\right)+\sum_{t \notin\left\{t_{1}, t_{2}\right\}, x} \tilde{q}(t) \tilde{q}(x \mid t) \log \left(\frac{\tilde{q}(x \mid t)}{p(x)}\right) \\
& =\sum_{t \in \tilde{\mathcal{T}} x \in \mathcal{X}} \tilde{q}(t) \tilde{q}(x \mid t) \log \left(\frac{\tilde{q}(x \mid t)}{p(x)}\right) \\
& =I(X, \tilde{T}) .
\end{aligned}
$$

Similarly, from (A7), we obtain $I(Y ; \tilde{T})=I(Y ; T)$, while from (A8), we have $\sum_{t} \tilde{q}(t) \tilde{q}(X \mid t)=$ $p(X)$. In other words, $\tilde{T}$ is also a solution to the reparametrised primal bottleneck problem
(A5), for the same parameter $\lambda$. Moreover, it is clear that our definition of ( $\tilde{q}(T), \tilde{q}(X \mid T)$ ) implies that $\tilde{q}\left(t_{1} \mid x\right)=q\left(t_{1} \mid x\right)+q\left(t_{2} \mid x\right)$ and $\tilde{q}(t \mid x)=q(t \mid x)$ for $t \in \mathcal{T} \backslash\left\{t_{1}, t_{2}\right\}$, so $\tilde{T}$ is the variable obtained from $T$ by merging the symbols $t_{1}$ and $t_{2}$. The result follows by iterating this argument until all the $\tilde{q}(X \mid t)$ are distinct.

## Appendix B. Section 2 Details

## Appendix B.1. Proof of Proposition 1

$(i) \Rightarrow(i i)$ : Suppose that there are variables $T_{1}$ and $T_{i}:=\left(T_{i-1}, S_{i}\right)$ for $2 \leq i \leq n$ such that each $T_{i}$ is a bottleneck with parameter $\lambda_{i}$. Unrolling the iterative definitions of the $T_{i}$, we obtain

$$
T_{i}=\left(T_{1}, S_{2}, \ldots, S_{i}\right)
$$

which implies that, if $j<i$, then $T_{j}$ is a deterministic function of $T_{i}$; in other words, given $T_{i}$, the variable $T_{j}$ is independent of any other variable. So, first, we have $X-T_{n}-T_{n-1}$. Now, assume that for a given $i$, we have

$$
\begin{equation*}
X-T_{n}-\cdots-T_{i} . \tag{A9}
\end{equation*}
$$

Given $T_{i}$, the variable $T_{i-1}$ is independent of any other variable, so, in particular,

$$
\begin{equation*}
\left(X, T_{n}, \ldots, T_{i+1}\right)-T_{i}-T_{i-1} . \tag{A10}
\end{equation*}
$$

The Markov chains (A9) and (A10) together imply that

$$
X-T_{n}-\cdots-T_{i-1} .
$$

Thus, a recurrence from $i=n$ to $i=1$ proves that we do have $X-T_{n}-\cdots-T_{1}$, where, by assumption, each $T_{i}$ is indeed a bottleneck of parameter $\lambda_{i}$.
$($ iii $) \Rightarrow(i)$ : For all $i$, the Markov chain (5) implies that

$$
\begin{aligned}
I\left(X ; T_{i}\right) & =I\left(X ; T_{i}^{\prime}\right), \\
I\left(Y ; T_{i}\right) & =I\left(Y ; T_{i}^{\prime}\right),
\end{aligned}
$$

where $T_{i}^{\prime}:=\left(T_{i}, \ldots, T_{1}\right)$. The Markov chain (5) also implies that these $T_{i}^{\prime}$ satisfy $Y-X-T_{i}^{\prime}$. Thus, the $T_{i}^{\prime}$ are also bottlenecks with respective trade-off parameters $\lambda_{1}, \ldots, \lambda_{n}$. But, by construction, they satisfy $T_{i}^{\prime}=\left(T_{i-1}^{\prime}, S_{i}\right)$, where, here, $S_{i}:=T_{i}$.
(ii) $\Rightarrow$ (iii). We merely define $q\left(X, T_{1}, \ldots, T_{n}, Y\right)$ through the density

$$
q\left(x, t_{1}, \ldots, t_{n}, y\right):=q\left(x, t_{1}, \ldots, t_{n}\right) q(y \mid x) .
$$

From this construction and the fact that each individual bottleneck must by definition satisfy $Y-X-T_{i}$, it is clear that $q\left(X, T_{1}, \ldots, T_{n}, Y\right)$ is indeed an extension of the individual bottleneck probabilities $q\left(X, Y, T_{i}\right)$. Moreover, by construction, we have

$$
Y-X-\left(T_{n}, \ldots, T_{1}\right) .
$$

This latter Markov chain, combined with the assumed Markov chain (4), together imply that the Markov chain (5) holds.

## Appendix B.2. Operational Interpretation of Successive Refinement

This section describes the operational interpretation-for the case of discrete variables $X, Y$ —of successive refinement, which was already proposed in [30,31], as well as, in a slightly more general fashion, in [32]. We will here rely on the content from the latter work (even though our notations will be different). We will denote, for a variable $Z$, by $Z^{l}$, the concatenation of $l$ i.i.d. variables with the same law as $Z$.

Definition A1. For $l \in \mathbb{N}$, an $n$-stage $\left(l, M_{1}, \ldots, M_{n}\right)$-code consists of $n$ encoder functions

$$
\phi_{i}^{l}: \mathcal{X}^{l} \rightarrow\left\{1, \ldots, M_{i}\right\}
$$

and $n$ decoder functions

$$
\psi_{i}^{l}:\left\{1, \ldots, M_{1}\right\} \times \cdots \times\left\{1, \ldots, M_{i}\right\} \rightarrow \mathcal{Y}^{l}
$$

For a given source $X$, the $i$-th output of the $\left(l, M_{1}, \ldots, M_{n}\right)$-code will be written

$$
\hat{Y}_{i}^{l}:=\psi_{i}^{l}\left(\phi_{1}^{l}\left(X^{l}\right), \ldots, \phi_{i}^{l}\left(X^{l}\right)\right) .
$$

Intuitively, each new encoder extracts additional information from the same source, and, crucially, each new decoder is allowed to rely on all the information encoded until the $i$-th stage. Note that the output space of the decoder is modelled on that of the relevancy variable because this is the one about which one wants to extract information.

Definition A2. The relevance-complexity region is the set of tuples $\left(R_{1}, \ldots, R_{n}, \mu_{1}, \ldots, \mu_{n}\right)$ such that there exists a sequence of $n$-stage $\left(1, M_{1}, \ldots, M_{n}\right)$-codes for all $1 \leq i \leq n$,

$$
\forall l \in \mathbb{N}, \quad \frac{1}{l} \log M_{i} \leq R_{i}
$$

and

$$
\forall l \in \mathbb{N}, \quad \frac{1}{l} I\left(Y^{l} ; \hat{Y}_{i}^{l}\right) \geq \mu_{i} .
$$

Intuitively, for a tuple to be in the relevance-complexity region, there must be an $n$-stage code such that the $i$-th encoder adds information at a rate no larger than $R_{i}$, and the $i$-th decoder yields information about the target variable $Y$ no lower than $\mu_{i}$. In other words, the relevance-complexity region is made of all the tuples that are achievable by $n$-stage codes.

Now, let us give the operational definition of successive refinement. We will denote, for a parameter $\lambda$, by $I_{Y}(\lambda)$, the maximum value of $I(Y ; T)$ in the primal IB problem (1).

Definition A3. Let $0 \leq \lambda_{1}<\cdots<\lambda_{n}$. An IB problem defined by $p(X, Y)$ is said to be operationally successively refinable, or $\mathrm{O}-\mathrm{SR}$, for rates $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, if the tuple

$$
\left(\lambda_{1}, \lambda_{2}-\lambda_{1}, \ldots, \lambda_{n}-\lambda_{n-1}, I_{Y}\left(\lambda_{1}\right), \ldots, I_{Y}\left(\lambda_{n}\right)\right)
$$

is in the relevance-complexity region.
Intuitively, in the case $n=2$, assume one is given a total rate $\lambda_{2}$ to "spend" on encoding a source $X$. One can choose to encode the source in a single processing stage, yielding at best, after decoding, asymptotic relevant information $I_{Y}\left(\lambda_{2}\right)$ (see [2]). Alternatively, one can choose to break up the total rate $\lambda_{2}$ into two rates $R_{1}:=\lambda_{1}<\lambda_{2}$ and $R_{2}:=\lambda_{2}-\lambda_{1}$, and successively encode potentially different aspects of the source at these rates. Operational SR means that even though this second alternative "spends" the total rate $\lambda_{2}$ along two distinct stages, it can still, after decoding, also yield asymptotic relevant information of $I_{Y}\left(\lambda_{2}\right)$. Naturally, in this case, the relevant information decodable from only the first stage must also be the optimal one, i.e., $I_{Y}\left(\lambda_{1}\right)$ —otherwise, the "waste" in spending the rate $\lambda_{1}$ would prevent the second-stage decoder, which partially relies on the information encoded at the first stage, from ever achieving the optimal relevant information $I_{Y}\left(\lambda_{2}\right)$.

We then have the following single-letter characterisation:

Proposition A3. The IB problem defined by $p(X, Y)$ is $O-S R$ for rates $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ if and only if there exist variables $T_{1}, \ldots, T_{n}$ such that
(i) We have the Markov chain $Y-X-T_{n}-\cdots-T_{1}$;
(ii) The variables $T_{1}, \ldots, T_{n}$ are each bottlenecks with respective parameters $\lambda_{1}, \ldots, \lambda_{n}$.

Proof. This single-letter characterisation is a consequence of Remark 1 in [32], which states the following: a tuple $\left(R_{1}, \ldots, R_{n}, \mu_{1}, \ldots, \mu_{n}\right)$ is in the relevance-complexity region if and only if there exist variables $T_{1}, \ldots, T_{n}$ such that the Markov chain $Y-X-T_{n}-\cdots-T_{1}$ holds, and such that, for all $i=1, \ldots, n$,

$$
\begin{align*}
\sum_{j=1}^{i} I\left(X ; T_{j} \mid T_{1}, \ldots, T_{j-1}\right) & \leq \sum_{j=1}^{i} R_{j},  \tag{A11}\\
I\left(Y ; T_{i}\right) & \geq \mu_{i} . \tag{A12}
\end{align*}
$$

By simplifying the left-hand side in (A11) through the chain rule for mutual information, defining $\lambda_{i}:=\sum_{j=1}^{i} R_{j}$, and applying the statement with $\mu_{i}:=I_{Y}\left(\lambda_{i}\right)$, we obtain that the IB problem is O-SR for rates $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ if and only if there exist variables $T_{1}, \ldots, T_{n}$ such that

1. We have the Markov chain $Y-X-T_{n}-\cdots-T_{1}$; and
2. We have, for all $i=1, \ldots, n$,

$$
\begin{align*}
I\left(X ; T_{i}\right) & \leq \lambda_{i}  \tag{A13}\\
I\left(Y ; T_{i}\right) & \geq I_{Y}\left(\lambda_{i}\right) . \tag{A14}
\end{align*}
$$

However, if point 1 above holds, then, particularly for all $i=1, \ldots, n$, we have the Markov chain $Y-X-T_{i}$. As a consequence, by definition of the primal IB problem (1), the inequality in (A14) can be replaced by an equality, and thus point 2 as a whole can be replaced by the condition that $T_{i}$ is a bottleneck of parameter $\lambda_{i}$ for the IB problem defined by $p(X, Y)$. Hence, we are left with points $(i)$ and (ii) of Theorem A3's statement.

It is worth mentioning that our Proposition A3 is also essentially Theorem 7 in [30], which proves the same single-letter characterisation for the same operational problem-up to the difference that the result is limited to $n=2$, and that the latter work does not consider any decoder functions $\psi_{i}^{l}$. Moreover, Proposition A3 is a consequence of Lemma 4 in [31].

It is clear that the conditions of Theorem A3 are exactly those of Proposition 4-(iii), so the operational Definition A3 and the single-letter Definition 5 are equivalent; in other words, the notion studied in our work does have an operational interpretation. Crucially, the operational construction of Definitions A1-A3 also goes clearly along the interpretation in terms of the successive incorporation of information.

## Appendix B.3. Proof of Proposition 2

First of all, note that even though in the Definition 5 of successive refinement, the term "bottleneck" refers to a solution to the primal problem (1), the definition makes as much sense if now by "bottleneck" we mean a solution to the Lagrangian problem (3). This is, therefore, what we will be speaking about in this section. With this Lagrangian version, the Markov chain characterisation given by Proposition 1 still holds. More precisely:

Proposition A4. Let $(X, Y)$ be jointly Gaussian, and $1 \leq \beta_{1}<\cdots<\beta_{n}$. The following are equivalent:
(i) There is successive refinement for Lagrangian parameters $\left(\beta_{1}, \ldots, \beta_{n}\right)$.
(ii) There exist Lagrangian bottlenecks $T_{1}, \ldots, T_{n}$, of common source $X$ and relevancy $Y$, with respective parameters $\beta_{1}, \ldots, \beta_{n}$, and an extension $q\left(Y, X, T_{1}, \ldots, T_{n}\right)$ of the $q_{i}:=q_{i}\left(Y, X, T_{i}\right)$, such that, under $q$, we have the Markov chain

$$
\begin{equation*}
Y-X-T_{n}-\cdots-T_{1} . \tag{A15}
\end{equation*}
$$

Proof. One can directly verify that the proof given for Proposition 1 (see Appendix B.1) does not involve the explicit form of the IB problem, so the very same proof can be used for the Lagrangian formulation.

The statement of Proposition 2 is now fully explicit.
Proof of Proposition 2. For the case of the Lagrangian IB problem with jointly Gaussian source $X$ and relevancy $Y$, an analytic solution was given in [75], which proves among other things that the functions $\left(\beta \mapsto I_{\beta}(X ; T)\right)$ and $\left(\beta \mapsto I_{\beta}(Y ; T)\right)$ are continuous and increasing, where $I_{\beta}(X ; T)$ and $I_{\beta}(Y ; T)$ are defined by bottlenecks $T$ of Lagrangian trade-off parameter $\beta$. Let us define

$$
\beta_{I B}(X, Y):=\sup \left\{\beta \in \mathbb{R}: I_{\beta}(X ; T)=0\right\}
$$

where we must have $\beta_{I B}(X, Y) \geq 1$ (see Section 1.3). Moreover, from the continuity of the function $\left(\beta \mapsto I_{\beta}(X ; T)\right)$, this supremum is a maximum, and from the monotonicity of the latter function, $I_{\beta}(X ; T)=0$ for all $\beta \leq \beta_{I B}(X, Y)$, whereas, by definition of $\beta_{I B}(X, Y)$, we have $I_{\beta}(X ; T)>0$ for all $\beta>\beta_{I B}(X, Y)$. Thus, $\beta_{I B}(X, Y)$ delimits trivial from non-trivial solutions, and we can, without loss of generality, choose $\beta \geq \beta_{I B}(X, Y)$.

Let us now turn to the semigroup structure of the Gaussian IB problem, which was both defined and proved in [33]. In short, this structure means that one can compose two Gaussian bottlenecks, while still obtaining a Gaussian bottleneck for the original problem. More precisely, let $\beta_{2}>\beta_{I B}(X, Y)$, and define $T_{2}$ as the analytical solution to the Lagrangian IB from [75]. This provides one with a joint distribution $q_{2}\left(Y, X, T_{2}\right)$, which, importantly for us here, happens to define a Gaussian vector as well. Then, we consider a new IB problem with still the same relevancy variable $Y$, but now with $T_{2}$ as the source, i.e.,

$$
\begin{equation*}
\underset{\left.1 \mid T_{2}\right): T_{1}-T_{2}-Y,}{\arg \min } I\left(T_{2} ; T_{1}\right)-\beta_{1}^{\prime} I\left(Y ; T_{1}\right), \tag{A16}
\end{equation*}
$$

where $\beta_{1}^{\prime} \geq \beta_{I B}\left(T_{2}, Y\right)$. As $T_{2}$ and $Y$ are jointly Gaussian, the problem above is again a Gaussian IB problem, so we can again analytically define a solution $T_{1}$ with the formulas from [75], yielding a distribution $q_{1}\left(Y, T_{2}, T_{1}\right)$. The semigroup structure proven in [33] refers to the following feature:

Proposition A5. Assume that $T_{1}$ and $T_{2}$ are built as above, and define the extension $q\left(Y, X, T_{1}, T_{2}\right)$ of $q_{1}\left(Y, X, T_{1}\right)$ and $q_{2}\left(Y, X, T_{2}\right)$ through

$$
\begin{equation*}
q\left(y, x, t_{1}, t_{2}\right):=q_{2}\left(y, x, t_{2}\right) q_{1}\left(t_{1} \mid t_{2}\right) . \tag{A17}
\end{equation*}
$$

Then, the marginal $q\left(Y, X, T_{1}\right)$ defines a Lagrangian bottleneck of source $X$ and relevancy $Y$ for some parameter $\beta_{1}$ uniquely defined, with $\beta_{I B}(X, Y) \leq \beta_{1}<\beta_{2}$.

Thus, we can define a binary operator " $\circ$ ", which, for every $\beta_{2}>\beta_{I B}(X, Y) \geq 1$ and $\beta_{1}^{\prime} \geq \beta_{I B}\left(T_{1}, Y\right)$, provides the parameter $\beta_{1}:=\beta_{2}^{\prime} \circ \beta_{1}$ defined by Proposition A5. Ref. [33] gives an explicit formula for this binary operator :

$$
\begin{equation*}
\beta_{1}^{\prime} \circ \beta_{2}=\frac{\beta_{1}^{\prime} \beta_{2}}{\beta_{1}^{\prime}+\beta_{2}-1} \tag{A18}
\end{equation*}
$$

which is well-defined for $\beta_{2}>\beta_{I B}(X, Y)$ and $\beta_{1}^{\prime} \geq \beta_{I B}\left(T_{2}, Y\right)$, because $\beta_{I B}(X, Y) \geq 1$ and $\beta_{I B}\left(T_{2}, Y\right) \geq 1 \geq 0$ imply that $\beta_{1}^{\prime}+\beta_{2}-1>0$. This formula implies the following:

Proposition A6. Let $\beta_{2}>\beta_{I B}(X, Y)$. For any $\beta_{1}$ such that $\beta_{I B}(X, Y) \leq \beta_{1}<\beta_{2}$, there exists a $\beta_{1}^{\prime}$ such that $\beta_{1}=\beta_{1}^{\prime} \circ \beta_{2}$.

Proof. Let $f$ denote the function $\beta_{1}^{\prime} \mapsto \beta_{1}^{\prime} \circ \beta_{2}$, which is well-defined and continuous on the interval $\left[\beta_{I B}\left(T_{1}, Y\right),+\infty[\right.$. It is clear from formula (A18) that

$$
\begin{equation*}
\lim _{\beta_{1}^{\prime} \rightarrow \infty} f\left(\beta_{1}^{\prime}\right)=\beta_{2} . \tag{A19}
\end{equation*}
$$

On the other hand, note first that as $\beta_{I B}\left(T_{2}, Y\right)$ delimits trivial from non-trivial solutions, we have $I_{\beta_{I B}\left(T_{2}, Y\right)}\left(T_{2} ; T_{1}\right)=0$. But, by construction, under $q$ given by Equation (A17), we have the Markov chain $Y-X-T_{2}-T_{1}$. Thus, $I_{\beta_{I B}\left(T_{2}, Y\right) \circ \beta_{2}}\left(X ; T_{1}\right) \leq I_{\beta_{I B}\left(T_{2}, Y\right)}\left(T_{2}, T_{1}\right)$, i.e., $I_{\beta_{I B}\left(T_{2}, Y\right) \circ \beta_{2}}\left(X ; T_{1}\right)=0$. So, by definition of $\beta_{I B}(X, Y)$, we have

$$
\begin{equation*}
\beta_{I B}\left(T_{2}, Y\right) \circ \beta_{2} \leq \beta_{I B}(X, Y) \tag{A20}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
f\left(\beta_{I B}\left(T_{2}, Y\right)\right) \leq \beta_{I B}(X, Y) \tag{A21}
\end{equation*}
$$

Now, Equations (A19) and (A21), combined with the continuity of $f$, imply that

$$
\left[\beta_{I B}(X, Y), \beta_{2}\left[\subseteq f \left(\left[\beta_{I B}\left(T_{2}, Y\right), \infty[)\right.\right.\right.\right.
$$

which yields the result.
Now let us consider a family of parameters $\beta_{I B}(X, Y) \leq \beta_{1}<\cdots<\beta_{n}$. By iterating Propositions A5 and A6 used together, we obtain that there exist bottlenecks $T_{1}, \ldots, T_{n}$ of common source $X$ and relevancy $Y$, with respective parameters $\beta_{1}, \ldots, \beta_{n}$, and an extension $q\left(Y, X, T_{1}, \ldots, T_{n}\right)$ of these bottlenecks defined by

$$
q\left(y, x, t_{1}, \ldots, t_{n}\right):=q\left(y, x, t_{n}\right) q\left(t_{n-1} \mid t_{n}\right) \ldots q\left(t_{1} \mid t_{2}\right) .
$$

By construction, under $q$, the Markov chain $Y-X-T_{n}-\cdots-T_{1}$ holds. In other words, condition (ii) from Proposition A4 is satisfied, which proves the successive refinability of jointly Gaussian vectors for the Lagrangian IB problem.

## Appendix B.4. Proof of Proposition 3

Here, for $\alpha \in[0,1]$, we denote by $T_{\alpha}$ the variable defined by

$$
\begin{align*}
q\left(T_{\alpha}=Y \mid X\right) & =\alpha \\
q\left(T_{\alpha}=e \mid X\right) & =1-\alpha, \tag{A22}
\end{align*}
$$

where $e$ denotes a dummy symbol not pertaining to either $\mathcal{X}$ or $\mathcal{Y}$. It was proven in [67] that, for every primal parameter $\lambda \in[0, I(X ; Y)]$, there exists an $\alpha$ such that $T_{\alpha}$ is a bottleneck of parameter $\lambda$. Note that we must have

$$
\begin{equation*}
\lambda=I\left(X ; T_{\alpha}\right)=\alpha I(X ; Y) \tag{A23}
\end{equation*}
$$

where the first equality comes the general fact that a bottleneck must saturate the information constraint in (1) (see Section 1.3), and the second equality is a direct computation from (A22). Thus, $\alpha$ is a bijective and increasing function of $\lambda$, and it is sufficient, for
proving successive refinement, to prove that, for $0 \leq \alpha_{1}<\cdots<\alpha_{n} \leq 1$, we can design a joint distribution $q\left(X, T_{\alpha_{1}}, \ldots, T_{\alpha_{n}}\right)$ such that we have the Markov chain

$$
X-T_{\alpha_{n}}-\cdots-T_{\alpha_{1}} .
$$

Let us first focus on the case $n=2$. We define a bottleneck $T_{2}:=T_{\alpha_{2}}$, i.e, we set $q\left(X, T_{2}\right):=q\left(X, T_{\alpha_{2}}\right)$ and then a distribution $q\left(T_{1}, T_{2}\right)$ through

$$
\begin{aligned}
q\left(T_{1}=Y \mid T_{2}=Y\right) & :=\frac{\alpha_{1}}{\alpha_{2}} \\
q\left(T_{1}=e \mid T_{2}=Y\right) & :=\frac{\alpha_{2}-\alpha_{1}}{\alpha_{2}} \\
q\left(T_{1}=Y \mid T_{2}=e\right) & :=0 \\
q\left(T_{1}=e \mid T_{2}=e\right) & :=1 .
\end{aligned}
$$

We then define an extension $q\left(X, T_{1}, T_{2}\right)$ of $q\left(X, T_{2}\right)$ and $q\left(T_{1}, T_{2}\right)$ through

$$
q\left(x, t_{1}, t_{2}\right):=q\left(x, t_{2}\right) q\left(t_{1} \mid t_{2}\right)
$$

which implies by construction the Markov chain $X-T_{2}-T_{1}$. But it also implies that

$$
\begin{aligned}
q\left(T_{1}=Y \mid x\right) & =q\left(T_{1}=Y \mid T_{2}=Y\right) q\left(T_{2}=Y \mid x\right)+q\left(T_{1}=Y \mid T_{2}=e\right) q\left(T_{2}=e \mid x\right) \\
& =\frac{\alpha_{1}}{\alpha_{2}} \alpha_{2}+0 \times\left(1-\alpha_{2}\right) \\
& =\alpha_{1},
\end{aligned}
$$

and thus, necessarily, $q\left(T_{1}=e \mid X\right)=1-\alpha_{1}$. So, $q\left(X, T_{1}\right)=q\left(X, T_{\alpha_{1}}\right)$. Thus, we built a joint law $q\left(X, T_{\alpha_{1}}, T_{\alpha_{2}}\right)$ such that $X-T_{\alpha_{2}}-T_{\alpha_{1}}$, which proves successive refinement for the case $n=2$. The case of arbitrary $n$ follows by direct iteration of the previous reasoning, where one starts from defining $q\left(X, T_{n}\right)$ through $T_{n}:=T_{\alpha_{n}}$, and then iteratively defines $q\left(X, T_{i}, T_{i+1}, \ldots, T_{n}\right)$ through a well-chosen $q\left(T_{i} \mid T_{i+1}\right)$ and the Markov chain condition $X-T_{n}-\cdots-T_{i+1}-T_{i}$.

## Appendix B.5. Proof of Proposition 4

The result is a consequence of the following general fact, where we will eventually set $U:=T_{1}, V:=T_{2}$, and $W:=X$.

Proposition A7. Let $q(U, W)$ and $q(V, W)$ be full-support consistent distributions, defined on discrete alphabets $\mathcal{U} \times \mathcal{W}$ and $\mathcal{V} \times \mathcal{W}$, respectively. Consider the following properties:
(i) There exists an extension $\tilde{q}(U, V, W)$ of $q(U, W)$ and $q(V, W)$ under which the Markov chain $U-V-W$ holds.
(ii) For each $u \in \mathcal{U}$, there exists a family of convex combination coefficients $\left\{\alpha_{v, u}, v \in \mathcal{V}\right\}$ such that

$$
q(W \mid u)=\sum_{v} \alpha_{v, u} q(W \mid v) .
$$

Then, we always have $(i) \Rightarrow$ (ii) and, if, moreover, the channel $q(W \mid V)$ is injective, then we also have $(i i) \Rightarrow(i)$, and the extension $\tilde{q}$ is uniquely defined.

Note the abuse of notations in the statement of Proposition A7: we write $q$ for both $q(U, V)$ and $q(V, W)$, which are distinct distributions on partially distinct alphabets, even though they are consistent; in addition, along the proof, context, if not explicit statements, will make clear which distribution we are referring to.

Proof. Along the proof, we will be using the fact that a probability distribution is equivalent to a family of convex combination coefficients several times; indeed, both notions define a family of non-negative numbers such that their sum equals one.
$(i) \Rightarrow(i i)$. For all $u, w$, assumption $(i)$ provides a $\tilde{q}(U, V, W)$ such that

$$
\begin{aligned}
q(w \mid u) & =\tilde{q}(w \mid u) \\
& =\sum_{v} \tilde{q}(w, v \mid u) \\
& =\sum_{v} \tilde{q}(v \mid u) \tilde{q}(w \mid v) \\
& =\sum_{v} \tilde{q}(v \mid u) q(w \mid v),
\end{aligned}
$$

where the first and fourth equalities use the fact that $\tilde{q}(U, V, W)$ is an extension of $q(U, W)$ and $q(V, W)$, and the third equality uses the fact that, under $\tilde{q}(U, V, W)$, the Markov chain $U-V-W$ holds. Let us define $\alpha_{v, u}:=q(v \mid u)$. For each $u \in \mathcal{U}$, the family $\left\{\alpha_{v, u}, v \in \mathcal{V}\right\}$ is a probability distribution, and thus a family of convex combination coefficients.
(ii) $\Rightarrow(i)$. We want to design a distribution $\tilde{q}$ that is both consistent with $q(U, W)$ and $q(V, W)$, and satisfies $U-V-W$. Thus, such a distribution is wholly defined by $\tilde{q}(V \mid U)$, because it must satisfy

$$
\begin{align*}
\tilde{q}(u, v, w) & =\tilde{q}(u) \tilde{q}(v \mid u) \tilde{q}(w \mid v) \\
& =q(u) \tilde{q}(v \mid u) q(w \mid v), \tag{A24}
\end{align*}
$$

where $q(U)$ is obtained by marginalising $q(U, W)$, whereas $q(W \mid V)$ is obtained from $q(V, W)$. Assumption (ii) provides a candidate: let us define $\tilde{q}(v \mid u):=\alpha_{v, u}$, which makes sense because, for each $u$, the family $\left(\alpha_{v, u}\right)_{v}$ is made of convex combination coefficients. From assumption (ii), for all $u, w$,

$$
\begin{equation*}
q(w \mid u)=\sum_{v} \tilde{q}(v \mid u) q(w \mid v), \tag{A25}
\end{equation*}
$$

and the corresponding $\tilde{q}(U, V, W)$ defined through Equation (A24) satisfies the Markov chain $U-V-W$.

To prove that $\tilde{q}$ is an extension of $q(U, W)$ and $q(V, W)$, let us prove first that $\tilde{q}$ is consistent with $q(U, W)$. We have

$$
\begin{aligned}
\tilde{q}(u, w) & =\sum_{v} \tilde{q}(u, v, w) \\
& =\sum_{v} q(u) \tilde{q}(v \mid u) q(w \mid v) \\
& =q(u) \sum_{v} \tilde{q}(v \mid u) q(w \mid v) \\
& =q(u) q(w \mid u) \\
& =q(u, w),
\end{aligned}
$$

where the first equality is the definition of the marginal $\tilde{q}(u, w)$; the second equality uses Equation (A24); and the fourth equality uses (A25). Thus, $\tilde{q}(U, V, W)$ is consistent with $q(U, W)$.

Now, let us prove that $\tilde{q}(V, W)=q(V, W)$. This is equivalent to the channel $\tilde{q}(V \mid U)$ sending the marginal $q(U)$ on the marginal $q(V)$ :

Lemma A1. We have $\tilde{q}(V, W)=q(V, W)$ if and only if

$$
\begin{equation*}
\tilde{Q}_{v u} q_{u}=q_{v}, \tag{A26}
\end{equation*}
$$

where $q_{u}$ and $q_{v}$ are the column vectors defined by $q(U)$ and $q(V)$, respectively, and $\tilde{Q}_{v u}$ is the column transition matrix defined by $\tilde{q}(V \mid U)$.

Proof. For all $v, w$,

$$
\begin{aligned}
\tilde{q}(v, w) & =\sum_{u} \tilde{q}(u, v, w) \\
& =\left(\sum_{u} q(u) \tilde{q}(v \mid u)\right) q(w \mid v),
\end{aligned}
$$

where the first equality is the definition of the marginal $\tilde{q}(v, w)$, and the second one uses Equation (A24). Thus, for all $v, w$,

$$
\begin{aligned}
\tilde{q}(v, w)=q(v, w) & \Leftrightarrow \quad q(v, w)=\left(\sum_{u} q(u) \tilde{q}(v \mid u)\right) \tilde{q}(w \mid v) \\
& \Leftrightarrow \quad q(v) q(w \mid v)=\left(\sum_{u} q(u) \tilde{q}(v \mid u)\right) q(w \mid v),
\end{aligned}
$$

and, eventually, for all $v, w$,

$$
\begin{equation*}
\tilde{q}(v, w)=q(v, w) \quad \Leftrightarrow \quad q(w \mid v)=0 \quad \text { or } \quad q(v)=\sum_{u} q(u) \tilde{q}(v \mid u) . \tag{A27}
\end{equation*}
$$

Let us momentarily fix $v \in \mathcal{V}$. Since $q(W \mid v)$ is a probability, there must be some $w_{0}$ such that $q\left(w_{0} \mid v\right)>0$. Choosing that $w_{0}$, we find that, for the given $v$, the vector equality $\tilde{q}(v, W)=q(v, W)$ implies, through Equation (A27), that the scalar equality $q(v)=$ $\sum_{u} q(u) \tilde{q}(v \mid u)$. By now applying this reasoning to each $v \in \mathcal{V}$, we obtain that $\tilde{q}(V, W)=$ $q(V, W)$ implies that

$$
\begin{equation*}
\forall v \in \mathcal{V}, \quad \sum_{u} q(u) \tilde{q}(v \mid u)=q(v), \tag{A28}
\end{equation*}
$$

whose matrix formulation is precisely (A26). Conversely, if (A28) holds, then Equation (A27) shows that $\tilde{q}(V, W)=q(V, W)$.

We now prove that Equation (A26) indeed holds. Let us also write $Q_{w v}$ and $Q_{w u}$ for the column transition matrices defined by $q(W \mid V)$ and $q(W \mid U)$, respectively. Then, Equation (A25), which, here, is our assumption, can be rewritten as

$$
\begin{equation*}
Q_{w u}=Q_{w v} \tilde{Q}_{v u} \tag{A29}
\end{equation*}
$$

Thus,

$$
Q_{w v} \tilde{Q}_{v u} q_{u}=Q_{w u} q_{u}=q_{w}=Q_{w v} q_{v}
$$

where $q_{w}$ is the column vector defined by $q(W)$, and the second and third equalities are the matrix versions of the decompositions $q(W)=\sum_{u} q(u) q(W \mid u)$ and $q(W)=\sum_{v} q(v) q(W \mid v)$, respectively. In other words,

$$
\begin{equation*}
Q_{w v}\left(\tilde{Q}_{v u} q_{u}-q_{v}\right)=0 \tag{A30}
\end{equation*}
$$

The injectivity of $Q_{w v}$ implies that (A26) indeed holds, so, from Lemma A1, we have $\tilde{q}(V, W)=q(V, W)$. We have thus proven that $\tilde{q}$ extends both $q(U, W)$ and $q(V, W)$, so point (ii) holds.

Eventually, let us prove the uniqueness. Let $\tilde{q}^{\prime}:=\tilde{q}^{\prime}(U, V, W)$ be another extension of $q(U, W)$ and $q(V, W)$ such that, under $\tilde{q}^{\prime}$, the Markov chain $U-V-W$ holds. For the same reasons as above, $\tilde{q}^{\prime}$ must satisfy Equation (A24) with $\tilde{q}$ replaced by $\tilde{q}^{\prime}$, so $\tilde{q}^{\prime}$ is wholly
specified by $\tilde{q}^{\prime}(V \mid U)$, and is enough to prove that $\tilde{q}^{\prime}(V \mid U)=\tilde{q}(V \mid U)$. Now, using the assumptions of consistency and the Markov chain for $\tilde{q}^{\prime}$, we obtain

$$
\begin{align*}
q(w \mid u) & =\tilde{q}^{\prime}(w \mid u) \\
& =\sum_{v} \tilde{q}^{\prime}(v, w \mid u) \\
& =\sum_{v} \tilde{q}^{\prime}(v \mid u) \tilde{q}^{\prime}(w \mid v)  \tag{A31}\\
& =\sum_{v} \tilde{q}^{\prime}(v \mid u) q(w \mid v),
\end{align*}
$$

i.e., in matrix terms, if $\tilde{Q}_{u v}^{\prime}$ is the column transition matrix representing $\tilde{q}^{\prime}(V \mid U)$,

$$
Q_{w u}=Q_{w v} \tilde{Q}_{v u}^{\prime}
$$

Combining this with Equation (A29), we have $Q_{w v}\left(\tilde{Q}_{v u}^{\prime}-\tilde{Q}_{v u}\right)=0$. In other words, if $c_{i}$ is the $i$-th column of $\tilde{Q}_{v u}^{\prime}-\tilde{Q}_{v u}$, then $Q_{w v} c_{i}=0$, which, by injectivity of $Q_{w v}$, means that $c_{i}=0$. Thus, $\tilde{Q}_{v u}^{\prime}-\tilde{Q}_{v u}=0$, i.e., $\tilde{q}(U \mid V)=\tilde{q}^{\prime}(U \mid V)$.

This ends the proof of Proposition A7.
Now, first of all, note that if we set $U:=T_{1}, V:=T_{2}$ and $W:=X$, then point $(i i)$ in Proposition A7 is equivalent to the convex hull condition (7).

If there is successive refinement for parameters $\left(\lambda_{1}, \lambda_{2}\right)$, then, from Proposition 1, there are bottlenecks $T_{1}, T_{2}$ of parameters $\lambda_{1}, \lambda_{2}$, respectively, such that $X-T_{2}-T_{1}$; and the direction $(i) \Rightarrow(i i)$ of Proposition A7 implies that the convex hull condition (7) is satisfied.

Conversely, assume that the convex hull condition is satisfied for some bottlenecks $T_{1}, T_{2}$ of parameters $\lambda_{1}, \lambda_{2}$, respectively, such that $q_{2}\left(X \mid T_{2}\right)$ is injective. Then, the sense (ii) $\Rightarrow($ i $)$ of Proposition A7 shows that there exists a unique extension $\tilde{q}\left(X, T_{1}, T_{2}\right)$ of $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$ such that we have $X-T_{2}-T_{1}$. We then conclude with the Markov chain characterisation of successive refinement (Proposition 1).

## Appendix B.6. Linear Program Used to Compute the Convex Hull Condition (7)

Consider, for points $u, v_{1}, \ldots, v_{k} \in \mathbb{R}^{m}$, the condition

$$
\begin{equation*}
u \in \operatorname{Hull}\left\{v_{i}, i=1, \ldots, k\right\} . \tag{A32}
\end{equation*}
$$

A linear program can be used to check whether this condition holds or not; in short, it consists of the first step of the simplex method (see, e.g., [68], Section 5.6), which asserts the existence or not of an initial feasible basis, and computes this basis if it exists. More precisely, let us first note $V$ the $m \times k$ matrix whose columns are the points $v_{i}$, and define

$$
M:=\left(\begin{array}{ccc} 
& V & \\
1 & \ldots & 1
\end{array}\right), \quad \tilde{u}:=\binom{u}{1} .
$$

Then, condition (A32) can be reformulated as

$$
\exists \alpha:=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \mathbb{R}^{k}:\left\{\begin{array}{l}
M \alpha=\tilde{u}  \tag{A33}\\
\alpha_{i} \geq 0 \text { for } i=1, \ldots, k .
\end{array}\right.
$$

We now consider the linear program defined for the augmented variable

$$
\tilde{\alpha}:=\left(\alpha_{1}, \ldots, \alpha_{k}, \alpha_{k+1}, \ldots, \alpha_{k+m+1}\right) \in \mathbb{R}^{k+m+1}
$$

$$
\begin{equation*}
\min _{\substack{\tilde{M} \tilde{\alpha}=\tilde{u} \\ ., k+m+1, \quad \alpha_{i} \geq 0}} \alpha_{k+1}+\cdots+\alpha_{k+m+1} \tag{A34}
\end{equation*}
$$

where $\tilde{M}:=\left(M \mid I_{m+1}\right)$ is obtained by appending the $(m+1) \times(m+1)$ identity matrix to $M$ to the right. It can be directly verified that (A33), and thus, equivalently, (A32), holds if and only if the minimum is 0 in the linear program (A34), and that if this is the case, then the first $k$ coordinates $\alpha_{1}, \ldots, \alpha_{k}$ of any of the program's solutions provide coefficients for obtaining $u$ as a convex combination of the $v_{i}$.

Now, consider two bottleneck distributions $q_{1}:=q_{1}\left(X, T_{1}\right)$ and $q_{2}:=q_{2}\left(X, T_{2}\right)$ such that $q\left(X \mid T_{2}\right)$ is injective. We want to check the convex hull condition (7), which holds if and only if for every $t_{1} \in \mathcal{T}_{1}$, we have

$$
\begin{equation*}
q\left(X \mid t_{1}\right) \in \operatorname{Hull}\left\{q\left(X \mid t_{2}\right), t_{2} \in \mathcal{T}_{2}\right\} . \tag{A35}
\end{equation*}
$$

This condition can be checked, for every fixed $t_{1}$, with the linear program described above, where if the condition holds, the algorithm also outputs a family of coefficients $\left(\alpha_{t_{2}, t_{1}}\right)_{t_{2}}$ such that

$$
\begin{equation*}
q\left(X \mid t_{1}\right)=\sum_{t_{2}} \alpha_{t_{2}, t_{1}} q\left(X \mid t_{2}\right) . \tag{A36}
\end{equation*}
$$

Let us define $q\left(t_{2} \mid t_{1}\right):=\alpha_{t_{2}, t_{1}}$ and a joint distribution $q\left(X, T_{1}, T_{2}\right)$ through

$$
\begin{equation*}
q\left(x, t_{1}, t_{2}\right):=q_{1}\left(t_{1}\right) q\left(t_{2} \mid t_{1}\right) q_{2}\left(x \mid t_{2}\right) . \tag{A37}
\end{equation*}
$$

By construction, under $q$, we have the Markov chain $X-T_{2}-T_{1}$. Moreover thanks to Equation (A36) and the injectivity of $q\left(X \mid T_{2}\right)$, Proposition A7 shows that $q$ is indeed an extension of $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$. Thus, the linear program above allows one both to check whether or not the convex hull condition holds and, when it does, to obtain Theorem 4's unique extension $q\left(X, T_{1}, T_{2}\right)$ such that $X-T_{2}-T_{1}$.

Let us turn to considering the algorithm's complexity. For each $t_{1} \in \mathcal{T}_{1}$, we want to know if the point $q\left(X \mid t_{1}\right)$, which is made of $m=|\mathcal{X}|$ coordinates, is in the convex hull of $k=\left|\mathcal{T}_{2}\right|$ points, where we can always choose $\left|\mathcal{T}_{2}\right| \leq|\mathcal{X}|+1$ (see Section 1.3). One can directly verify that the linear program (A34) thus consists of at most $2|\mathcal{X}|+2$ variables and $3|\mathcal{X}|+2$ equality and inequality constraints. Moreover, we want to check condition (A35) for every $t_{1} \in \mathcal{T}_{1}$, where we can always choose $\left|\mathcal{T}_{1}\right| \leq|\mathcal{X}|+1$. As a consequence, the time complexity of checking the convex hull condition (7) can be bounded as $O((|\mathcal{X}|+1) K)$, where $K$ is the complexity bound of a linear program with $2|\mathcal{X}|+2$ variables and $3|\mathcal{X}|+2$ constraints. By changing the multiplicative constant in the definition of the $O(\cdot)$ notation, the bound $O((|\mathcal{X}|+1) K)$ clearly simplifies to $O(|\mathcal{X}| K)$. Eventually, Ref. [69] shows that

$$
K=\tilde{O}\left(|\mathcal{X}|^{\omega} \log \left(\frac{|\mathcal{X}|}{\delta}\right)\right)
$$

where $\omega \approx 2.38$ corresponds to the complexity of matrix multiplication and $\delta$ is the relative accuracy. Here the notation $\tilde{O}(\cdot)$ hides polylogarithmic factors: i.e., for two functions $f$ and $g$ defined over positive integers, $f(n)=\tilde{O}(g(n))$ means that there exists some $r \in \mathbb{N}$ such that $f(n)=O\left(g(n) \log ^{r}(g(n))\right)$. Overall, the convex hull condition (7) can thus be checked with an algorithm of time complexity no worse than $\tilde{O}\left(|\mathcal{X}|^{\omega+1} \log \left(\frac{\mathcal{X} \mid}{\delta}\right)\right)$.

Note that as the convex hull condition holds if and only if the linear program's output is 0 for all $t_{1} \in \mathcal{T}_{1}$, in numerical computations, the threshold for rounding the program's output impacts the answer. In our numerical experiments, we chose the threshold $10^{-6}$.

## Appendix B.7. Proof of Proposition 5

We will first present the framework developed in $[35,37]$ and the original content of this proof, which starts with Lemma A4 below. A full plan of this proof is presented in the main text.

We already noticed (in Section 2.2) that the primal IB problem (1) can be reformulated as an optimisation over the pairs $(q(T), q(X \mid T))$, i.e., Equation (6). Using the identity $I(U ; V)=H(U)-H(U \mid V)$, and recalling that a bottleneck $T$ must satisfy $I(X ; T)=\lambda$ [37], we can further reformulate the problem (6) as

$$
\begin{align*}
& \underset{(q(T), q(X \mid T))}{\arg \min } H(Y \mid T),  \tag{A38}\\
& \Sigma_{t} q(t) q(X \mid t)=p(X) \\
& H(X \mid T)=v
\end{align*}
$$

where $v:=H(X)-\lambda$. In particular, we can assume, without loss of generality, that $0 \leq v \leq H(X)$ (see Section 1.3), where $v=H(X)$ corresponds to $I(X ; T)=0$. Similarly as we denoted before by $I_{Y}(\lambda)$ the maximum in the classic IB problem (1), here, we denote by $H_{Y}(v)$ the minimum in (A38). Rather than considering the information curve, i.e., the graph of $I_{Y}$, and following [35] upon which we rely, here, we consider the graph of $H_{Y}$, which we will refer to as the conditional entropy (CE) curve. This curve is convex [35], and it is just an affine translation of the information curve. Let us now define, for $\beta \geq 1$, the function

$$
\begin{aligned}
F_{\beta}: \Delta_{\mathcal{X}} & \rightarrow \mathbb{R} \\
p & \mapsto H(\kappa p)-\beta^{-1} H(p),
\end{aligned}
$$

where $\kappa$ is the column transition matrix defined by the conditional probability $p(Y \mid X)$. Note that, for $p=p(X)$, we have $\kappa p=p(Y)$. (In this section, we choose notations close to those from [37], as long as they do not clash with the ones we already established; most notably, what we denote here by $\beta$ would correspond to $\beta^{-1}$ in [37].)


Figure A1. The function $F_{\beta}$ for example values of $\beta$ and $p(X, Y)$, where the source and relevancy are binary. Here, on the $x$-axis, $p$ parameterises the binary distribution $[p, 1-p]$.

The function $F_{\beta}$ is plotted in Figure A1 for example values of $\beta$ and $p(X, Y)$, where the source and relevancy are binary. As a difference in concave functions, the function is a priori neither concave nor convex, but we can define its lower convex envelope, i.e., the largest convex function, which is still inferior or equal to $F_{\beta}$ everywhere: we will denote it by
$\mathcal{K}_{\cup}\left(F_{\beta}\right)$. In Section IV in [35], through convex duality arguments, the following relationship between bottlenecks and $F_{\beta}$ was proven:

Proposition A8. If a pair $(q(T), q(X \mid T))$ solves the reformulated primal IB problem (A38), then

$$
\begin{equation*}
\sum_{t} q(t) F_{\beta}(q(X \mid t))=\mathcal{K}_{\cup}\left(F_{\beta}\right)(p(X)), \tag{A39}
\end{equation*}
$$

for some $\beta \geq 1$ such that $\beta^{-1}$ is the slope of a tangent to the CE curve at the point $\left(v, H_{Y}(v)\right)$.
Let us also define the set of points where $F_{\beta}$ differs from its lower convex envelope:

$$
\begin{equation*}
\mathcal{P}(\beta):=\left\{p \in \Delta_{\mathcal{X}}: F_{\beta}(p) \neq \mathcal{K}_{\cup}\left(F_{\beta}\right)(p)\right\} \tag{A40}
\end{equation*}
$$

which will happen to be crucial for our considerations on successive refinement. As already noted (see [37], Section II.B), this set grows when $\beta$ increases:

Lemma A2. If $\beta_{1} \leq \beta_{2}$, then $\mathcal{P}\left(\beta_{1}\right) \subseteq \mathcal{P}\left(\beta_{2}\right)$.
Proof. For the sake of self-containedness, we reproduce the computation from [37]. Let $p \notin \mathcal{P}\left(\beta_{2}\right)$, which means that $\mathcal{K}_{\cup}\left(F_{\beta_{2}}\right)(p)=F_{\beta_{2}}(p)$. For all $\beta_{1} \leq \beta_{2}$,

$$
\begin{aligned}
F_{\beta_{1}}(p) & =H(\kappa p)-\beta_{1}^{-1} H(p) \\
& =F_{\beta_{2}}(p)-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H(p)
\end{aligned}
$$

so

$$
\begin{aligned}
\mathcal{K}_{\cup}\left(F_{\beta_{1}}\right)(p) & =\mathcal{K}_{\cup}\left(F_{\beta_{2}}-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H\right)(p) \\
& \geq \mathcal{K}_{\cup}\left(F_{\beta_{2}}\right)(p)+\mathcal{K}_{\cup}\left(-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H\right)(p) \\
& =\mathcal{K}_{\cup}\left(F_{\beta_{2}}\right)(p)-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H(p),
\end{aligned}
$$

where the last equality comes from the convexity of the function $p \mapsto-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H(p)$. Thus,

$$
\begin{aligned}
\mathcal{K}_{\cup}\left(F_{\beta_{1}}\right)(p) & \geq \mathcal{K}_{\cup}\left(F_{\beta_{1}}\right)(p)-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H(p) \\
& =F_{\beta_{2}}(p)-\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right) H(p) \\
& =F_{\beta_{1}}(p) .
\end{aligned}
$$

But, by definition, we have $\mathcal{K}_{\cup}\left(F_{\beta_{1}}\right)(p) \leq F_{\beta_{1}}(p)$, so $\mathcal{K}_{\cup}\left(F_{\beta_{1}}\right)(p)=F_{\beta_{1}}(p)$; in other words, $p \notin \mathcal{P}\left(\beta_{1}\right)$. Thus, we have proved that $\mathcal{P}\left(\beta_{2}\right)^{c} \subseteq \mathcal{P}\left(\beta_{1}\right)^{c}$, which is equivalent to $\mathcal{P}\left(\beta_{1}\right) \subseteq \mathcal{P}\left(\beta_{2}\right)$.

Let us now assume that $|\mathcal{X}|=|\mathcal{Y}|=2$. As we already proved successive refinability for deterministic $p(Y \mid X)$ in Proposition 3, we can assume that $p(Y \mid X)$ is not deterministic. But, the case of $|\mathcal{X}|=|\mathcal{Y}|=2$ and non-deterministic $p(Y \mid X)$ is exhaustively studied in [35] (Section IV.A, IV.B and IV.D). The latter work implies that, in this case:

Lemma A3. Let $0 \leq v<H(X)$, let $(q(T), q(X \mid T))$ be a a solution to (A38) with parameter $v$, and let $\beta$ be given by Proposition A8. Then, the set $\mathcal{P}(\beta)$ is a non-empty open interval and, for a pair $(q(T), q(X \mid T))$ to satisfy (A39), the set of points

$$
\{q(X \mid t), t \in \mathcal{T}\}
$$

must coincide with the extreme points of the interval $\mathcal{P}(\beta)$.

Equipped with these previously established facts, we can leverage them to prove successive refinement when $|\mathcal{X}|=|\mathcal{Y}|=2$ and $p(Y \mid X)$ is not deterministic. Note that the computations from [35] that yield Lemma A3 extract crucial information from the fact that the sign of $F_{\beta}^{\prime \prime}$ is given here by a quadratic polynomial. These computations are not straightforwardly generalisable to larger source and relevancy cardinalities-even though they might serve as inspiration for potential generalisations. Let us start with the following lemma.

Lemma A4. Let $0 \leq v<H(X)$. Then, we can assume, without loss of generality, that $|\mathcal{T}|=2$. Moreover, in this case, a solution $(q(T), q(X \mid T))$ to the reformulated IB problem (A38) is such that $q(X \mid T)$, seen as a probability transition matrix, is injective.

Proof. Let $(q(T), q(X \mid T))$ be a solution to (A38) for parameter $v$, and let $\beta$ be given by Proposition A8. From Lemma A3, each $q(X \mid t)$ must correspond to one of the two extreme points of the interval $\mathcal{P}(\beta)$. Moreover, Proposition A2 ensures that, for any primal bottleneck (or equivalently, any solution to (A38)), we still obtain a bottleneck for the same parameter if we merge symbols $t$ with identical $q(X \mid t)$. Thus, we can assume, without loss of generality, that $|\mathcal{T}|=2$, and, in this case, the decoder $q(X \mid T)$ is, up to permutation of bottleneck symbols, uniquely defined by $\beta$.

Moreover, as $\mathcal{P}(\beta)$ is open and non-empty, these extreme points are distinct; in other words, the column transition matrix $Q$ defined by $q(X \mid T)$ has its columns made of two distinct points on the simplex $\Delta_{\mathcal{X}}$. These points must thus be linearly independent as vectors in $\mathbb{R}^{2}$, so the rank of $Q$ is 2 . By the null rank theorem and as $|\mathcal{T}|=2$, this implies that $Q$ is injective.

Let us now first consider SR for the case of $n=2$ processing stages. Let $0<\lambda_{1}<$ $\lambda_{2} \leq H(X)$, and let $T_{1}, T_{2}$ be solutions to the primal IB problem (1) of respective parameters $\lambda_{1}, \lambda_{2}$. Equivalently, $T_{1}$ and $T_{2}$ are solutions to the reformulated IB problem (A38) with resp. parameters $v_{1}, v_{2}$, where $0 \leq v_{2}<v_{1}<H(X)$. From Lemma A4, we can assume that $q\left(X \mid T_{2}\right)$ is injective. Moreover, from Proposition A8, the bottleneck pairs $\left(q\left(T_{1}\right), q\left(X \mid T_{1}\right)\right)$ and $\left(q\left(T_{2}\right), q\left(X \mid T_{2}\right)\right)$ are solutions to (A39) for parameters $\beta_{1}, \beta_{2}$, respectively, which correspond to inverse slopes of the CE curve at $\left(v_{1}, H_{Y}\left(v_{1}\right)\right)$ and $\left(v_{2}, H_{Y}\left(v_{2}\right)\right)$, respectively. By convexity of the CE curve [35], we have $\beta_{1} \leq \beta_{2}$. Thus, from Lemma A2,

$$
\mathcal{P}\left(\beta_{1}\right) \subseteq \mathcal{P}\left(\beta_{2}\right)
$$

This is equivalent to

$$
\operatorname{Hull}\left(\overline{\mathcal{P}\left(\beta_{1}\right)}\right)=\overline{\mathcal{P}\left(\beta_{1}\right)} \subseteq \overline{\mathcal{P}\left(\beta_{2}\right)}=\operatorname{Hull}\left(\overline{\mathcal{P}\left(\beta_{2}\right)}\right)
$$

where $\bar{E}$ denotes the closure of a set $E$, so, here, $\mathcal{P}\left(\beta_{i}\right)$ and $\overline{\mathcal{P}\left(\beta_{i}\right)}$ only differ by taking or not taking the segment's extreme points, and the equalities come from the convexity of this segment. From Lemma A3, this can be rewritten as

$$
\operatorname{Hull}\left\{q\left(X \mid t_{1}\right), t_{1} \in \mathcal{T}_{1}\right\} \subseteq \operatorname{Hull}\left\{q\left(X \mid t_{2}\right), t_{2} \in \mathcal{T}_{2}\right\}
$$

But this is exactly the convex hull condition (7). As we chose an injective $q\left(X \mid T_{2}\right)$, we can use the convex hull characterisation (Theorem 4) to conclude that $T_{1}$ and $T_{2}$ achieve successive refinement. Thus, we have proved SR for $n=2$ stages.

## Appendix B.8. Computation of Bifurcations Values

In this work, we compute the bottlenecks' bifurcation parameters as the values where the effective cardinality changes [43]: i.e., a bifurcation is a trade-off parameter value $\lambda$ for
which the number of distinct $q_{\lambda}(X \mid t)$ changes in a neighborhood of $\lambda$ (see Section 1.3). With this naive method, the threshold chosen to numerically equate points $q(X \mid t)$ impacts the computed critical values, which could be avoided by using more sophisticated methods for computing these bifurcation values [42,43,71]. However, the bifurcation values computed by our naive method did correspond, on our minimal examples, to parameters where the smoothness of the functions $I_{X}(\beta):=I_{\beta}(X ; T)$ and $I_{Y}(\beta):=I_{\beta}(Y ; T)$ breaks. Thus, our method seemingly identifies discontinuities of the first-order derivative of $I_{X}$ and $I_{Y}$, which are those of second-order derivatives of the Lagrangian in (3) (see Corollary 1 in [43]). In this sense, our naive method still identifies the IB bifurcations, if defined as second-order bifurcations of the IB Lagragian as in, e.g., [42,43].

## Appendix C. Section 3 Details

Appendix C.1. Proof of Proposition 6
We recall that $\Delta_{q_{1}, q_{2}}$ is the space of extensions $q\left(X, T_{1}, T_{2}\right)$ of $q_{1}\left(X, T_{1}\right)$ and $q_{2}\left(X, T_{2}\right)$, and that $\Delta_{S R, 2}$ is the space of all distributions $r\left(X, T_{1}, T_{2}\right)$ (not necessarily consistent with $q_{1}$ and $q_{2}$ ) under which the Markov chain $X-T_{2}-T_{1}$ holds. We write the proof for discrete variables for ease of presentation, but the very same proof works for continuous variables if we replace sums by integrals. For $q\left(X, T_{1}, T_{2}\right) \in \Delta_{q_{1}, q_{2}}$ and $r\left(X, T_{1}, T_{2}\right) \in \Delta_{S R, 2}$,

$$
\begin{align*}
D_{K L}(q \| r) & =\sum q\left(x, t_{1}, t_{2}\right) \log \left(\frac{q\left(x, t_{1}, t_{2}\right)}{r\left(x, t_{1}, t_{2}\right)}\right) \\
& =\sum q\left(x, t_{1}, t_{2}\right) \log \left(\frac{q\left(x, t_{2}\right) q\left(t_{1} \mid x, t_{2}\right)}{r\left(x, t_{2}\right) r\left(t_{1} \mid t_{2}\right)}\right) \\
& =\sum q\left(x, t_{1}, t_{2}\right) \log \left(\frac{q\left(t_{1} \mid x, t_{2}\right)}{r\left(t_{1} \mid t_{2}\right)}\right)+D_{K L}\left(q\left(X, T_{2}\right) \| r\left(X, T_{2}\right)\right)  \tag{A41}\\
& \geq \sum q\left(x, t_{1}, t_{2}\right) \log \left(\frac{q\left(t_{1} \mid x, t_{2}\right)}{r\left(t_{1} \mid t_{2}\right)}\right) \\
& =\sum q\left(x, t_{1}, t_{2}\right) \log \left(\frac{q\left(t_{1} \mid x, t_{2}\right)}{q\left(t_{1} \mid t_{2}\right)}\right)+\sum q\left(t_{2}\right) D_{K L}\left(q\left(T_{1} \mid t_{2}\right) \| r\left(T_{1} \mid t_{2}\right)\right) \\
& \geq \sum q\left(x, t_{1}, t_{2}\right) \log \left(\frac{q\left(t_{1} \mid x, t_{2}\right)}{q\left(t_{1} \mid t_{2}\right)}\right)
\end{align*}
$$

The last term is $D_{K L}\left(q \| r_{0}\right)$, with

$$
r_{0}\left(X, T_{1}, T_{2}\right):=q(X) q\left(T_{2} \mid X\right) q\left(T_{1} \mid T_{2}\right) \in \Delta_{S R, 2}
$$

because, under $r_{0}$, the Markov chain $X-T_{2}-T_{1}$ holds. So, from the last inequality in (A41),

$$
\inf _{r \in \Delta_{S R, 2}} D_{K L}(q \| r)=D_{K L}\left(q \| r_{0}\right) .
$$

But, the last term of (A41) is also $I_{q}\left(X ; T_{1} \mid T_{2}\right)$. Thus,

$$
\begin{aligned}
D_{K L}\left(\Delta_{q_{1}, q_{2}} \| \Delta_{S R}\right) & =\inf _{q \in \Delta_{q_{1}, q_{2}}} \inf _{r \in \Delta_{S R}} D_{K L}(q, r) \\
& =\inf _{q \in \Delta_{q_{1}, q_{2}}} D_{K L}\left(q \| r_{0}\right) \\
& =\inf _{q \in \Delta_{q_{1}, q_{2}}} I_{q}\left(X ; T_{1} \mid T_{2}\right) \\
& =\operatorname{UI}\left(X: T_{1} \backslash T_{2}\right) .
\end{aligned}
$$

## Appendix D. The Unicity and Injectivity Conjecture, and Technical Subtleties It Would Solve

In this section, we describe in more details some technical subtleties encountered in the main text, and present a conjecture that, if true, would make them fade away in cases where the information curve is strictly concave. Let us start by stating the conjecture, which is also interesting in itself. We recall that a bottleneck $T$ is in canonical form when all the pointwise conditional probabilities $q(X \mid t)$ are distinct (see Section 1.3), and that every primal bottleneck can be reduced to canonical form (see Proposition A2).

Conjecture 1. Let $p(X, Y)$ be such that the information curve is strictly concave. Then, the set of solutions $(q(T), q(X \mid T))$ to the primal IB problem (6) that are expressed in canonical form is such that
(i) The pair $(q(T), q(X \mid T))$ is, up to permuting bottleneck symbols, uniquely determined.
(ii) The channel $q(X \mid T)$, seen as a linear operator on probability distributions, is injective.

Note that point $(i i)$ in the conjecture was always numerically satisfied in our minimal numerical experiments, where we also always observed a strictly concave information curve. The strict concavity assumption is necessary for this conjecture to be possibly true, because it has been shown that for a non-strictly concave information curve, the channel $q(X \mid T)$ can be non-injective [39].

The convex hull characterisation of exact SR, i.e., Theorem 4, would, with Conjecture 1, be made more complete for the strictly concave case. Indeed, one can prove that the conjecture would imply the following one (Conjecture 2 can be obtained by combining Theorem 4 and Conjecture 1; as the latter is in any case not a statement for now, we omit the details):

Conjecture 2. Let $X$ and $Y$ be discrete variables, let $\lambda_{1}<\lambda_{2}$, and assume that the information curve is strictly concave. Then, there is successive refinement for parameters $\left(\lambda_{1}, \lambda_{2}\right)$ if and only if, equivalently:
(i) There exist bottlenecks $T_{1}, T_{2}$ of parameters $\lambda_{1}, \lambda_{2}$, respectively, such that the convex hull condition (7) holds;
(ii) For any bottlenecks $T_{1}, T_{2}$ of parameters $\lambda_{1}, \lambda_{2}$, respectively, the convex hull condition (7) holds.

In particular, assuming that the information curve is strictly concave and that Conjecture 1 is true, then if the convex hull condition breaks for some bottlenecks $T_{1}$ and $T_{2}$ of parameters $\lambda_{1}$ and $\lambda_{2}$, respectively, this is enough to conclude that there is not SR for parameters $\left(\lambda_{1}, \lambda_{2}\right)$. Recalling that, in our numerical experiments, we observed strictly concave information curves, this would make the exact SR patterns in Figures 4-6 (right), Figures 10-12 (left), and Figure A3 (middle) exact characterisations of successive refinement. On the contrary, with Theorem 4 in its current state, in the latter figures, we are indeed guaranteed that SR holds in the blue areas where the convex hull condition is satisfied, but we are not formally guaranteed that SR does not hold in the red areas where the convex hull condition breaks. This is the reason for why, in the main text, we refer to these figures as mere numerical proxies for successive refinement.

Conjecture 1 being true would also, in the strictly concave case, solve a potential ambiguity in the definition of soft SR. Indeed, we do not provide, in Section 3.1, any formal guarantee that the quantity $U I\left(X: T_{1} \backslash T_{2}\right)$ does not depend on the choice of the bottlenecks $T_{1}$ and $T_{2}$, among all those that solve the IB problems with respective trade-off parameters $\lambda_{1}$ and $\lambda_{2}$. To make sure that there is no such dependency, we should rather consider

$$
\delta\left(\lambda_{1}, \lambda_{2}\right):=\inf _{q\left(T_{1} \mid X\right) \in I B\left(\lambda_{1}\right), q\left(T_{2} \mid X\right) \in I B\left(\lambda_{2}\right)} U I\left(X: T_{1} \backslash T_{2}\right),
$$

where, here, $I B(\lambda)$ denotes the set of distributions $q(T \mid X)$ that solve the IB problem (1) with trade-off parameter $\lambda$. In practice, there currently exists, to the best of our knowledge, no
algorithm to compute, for a given bottleneck problem, all the solutions in $\operatorname{IB}(\lambda)$. This is the reason for why, in this paper, we stick to computing $\operatorname{UI}\left(X: T_{1} \backslash T_{2}\right)$ for fixed bottlenecks $T_{1}$ and $T_{2}$. Careful readers should take this number to be, a priori, only an upper bound on the true measure of soft successive refinement $\delta\left(\lambda_{1}, \lambda_{2}\right)$.

However, one can directly verify that either permuting bottleneck symbols $t$ or merging those with identical $q(X \mid t)$-so as to obtain a canonical bottleneck-leaves the unique information invariant. Thus, if Conjecture 1-(i) is true, it proves that, for a strictly concave information curve, $\mathrm{UI}\left(\mathrm{X}: T_{1} \backslash T_{2}\right)$ is actually uniquely defined by the trade-off parameters $\lambda_{1}, \lambda_{2}$, because any pair of corresponding bottlenecks $T_{1}$ and $T_{2}$ results in the same unique information.

Eventually, Conjecture 1 seems interesting in itself. Indeed, it would provide crucial information on the trajectory of the bottlenecks' pointwise decoders $q_{\lambda}(X \mid t)$ over $\lambda$, which could then help for theoretical advances on the successive refinement of the IB.

## Appendix E. Sample $p(Y \mid X)$ Used in Sections 2.3 and 3.2



Figure A2. Plot of the sample distributions $p(Y \mid X)$ used in, respectively, from top to bottom: (i) Figures 4 and 7; (ii) Figures 5 and 8 ; (iii) Figures 6 and 9 . The simplex depicted here is $\Delta y$, where $|\mathcal{Y}|=3$, and each black square corresponds to a symbol-wise conditional probability $p(Y \mid x) \in \Delta_{\mathcal{Y}}$. Note that the corresponding $p(X) \in \Delta_{\mathcal{X}}$ is shown in the left parts of Figures 4-9, which depict the simplex $\Delta_{\mathcal{X}}$, where, here, we also have $|\mathcal{X}|=3$. The explicit values of the corresponding $p(X, Y)$ can be found at: https://gitlab.com/uh-adapsys/successive-refinement-ib/.

## Appendix F. Additional Plots for Exact and Soft Successive Refinement



Figure A3. Additional examples for $|\mathcal{X}|=|\mathcal{Y}|=3$ : comparison of bottleneck trajectories (left) with exact SR patterns (center) and unique information landscapes (right). See Figures 4 and 7 for more details on the legends. The conditional distributions $p(Y \mid X)$ corresponding to each row in this figure are plotted in Figure A4. The explicit values of the corresponding $p(X, Y)$ can be found at: https://gitlab.com/uh-adapsys/successive-refinement-ib/.


Figure A4. Sample distributions $p(Y \mid X)$ used in Figure A3, where the vertical order here corresponds to that of Figure A3. The simplex depicted here is $\Delta y$, where $|\mathcal{Y}|=3$, and each black square corresponds to a symbol-wise conditional probability $p(Y \mid x) \in \Delta_{\mathcal{Y}}$. Note that the corresponding $p(X) \in \Delta_{\mathcal{X}}$ is shown in the left parts of each row in Figure A3, which depict the simplex $\Delta_{\mathcal{X}}$, where, here, we also have $|\mathcal{X}|=3$. The explicit values of the corresponding $p(X, Y)$ can be found at: https://gitlab.com/uh-adapsys/successive-refinement-ib/.
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[^1]
#### Abstract

A double-sided variant of the information bottleneck method is considered. Let ( $\mathrm{X}, \mathrm{Y}$ ) be a bivariate source characterized by a joint pmf $P_{X Y}$. The problem is to find two independent channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ (setting the Markovian structure $\mathrm{U} \rightarrow \mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{V}$ ), that maximize $I(\mathrm{U} ; \mathrm{V})$ subject to constraints on the relevant mutual information expressions: $I(\mathrm{U} ; \mathrm{X})$ and $I(\mathrm{~V} ; \mathrm{Y})$. For jointly Gaussian $X$ and $Y$, we show that Gaussian channels are optimal in the low-SNR regime but not for general SNR. Similarly, it is shown that for a doubly symmetric binary source, binary symmetric channels are optimal when the correlation is low and are suboptimal for high correlations. We conjecture that $Z$ and $S$ channels are optimal when the correlation is 1 (i.e., $\mathrm{X}=\mathrm{Y}$ ) and provide supporting numerical evidence. Furthermore, we present a Blahut-Arimoto type alternating maximization algorithm and demonstrate its performance for a representative setting. This problem is closely related to the domain of biclustering.


Keywords: information bottleneck; lossy compression; remote source coding; biclustering

## 1. Introduction

The information bottleneck (IB) method [1] plays a central role in advanced lossy source compression. The analysis of classical source coding algorithms is mainly approached via the rate-distortion theory, where a fidelity measure must be defined. However, specifying an appropriate distortion measure in many real-world applications is challenging and sometimes infeasible. The IB framework introduces an essentially different concept, where another variable is provided, which carries the relevant information in the data to be compressed. The quality of the reconstructed sequence is measured via the mutual information metric between the reconstructed data and the relevance variables. Thus, the IB method provides a universal fidelity measure.

In this work, we extend and generalize the IB method by imposing an additional bottleneck constraint on the relevant variable and considering noisy observation of the source. In particular, let ( $\mathrm{X}, \mathrm{Y}$ ) be a bivariate source characterized by a fixed joint probability law $\mathrm{P}_{\mathrm{XY}}$ and consider all Markov chains $\mathrm{U} \rightarrow \mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{V}$. The Double-Sided Information Bottleneck (DSIB) function is defined as [2]:

$$
\begin{equation*}
R_{\mathrm{P}_{\mathrm{XY}}}\left(C_{u}, C_{v}\right) \triangleq \max I(\mathrm{U} ; \mathrm{V}) \tag{1}
\end{equation*}
$$

where the maximization is over all $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ satisfying $I(\mathrm{U} ; \mathrm{X}) \leq C_{u}$ and $I(\mathrm{~V} ; \mathrm{Y}) \leq C_{v}$. This problem is illustrated in Figure 1. In our study, we aim to determine the maximum value and the achieving conditional distributions ( $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}, \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ ) (test channels) of (1) for various fixed sources $\mathrm{P}_{\mathrm{XY}}$ and constraints $C_{u}$ and $C_{v}$.


Figure 1. Block diagram of the Double-Sided Information Bottleneck function.
The problem we consider originates from the domain of clustering. Clustering is applied to organize similar entities in unsupervised learning [3]. It has numerous practical applications in data science, such as: joint word-document clustering, gene expression [4], and pattern recognition. The data in those applications are arranged as a contingency table. Usually, clustering is performed on one dimension of the table, but sometimes it is helpful to apply clustering on both dimensions of the contingency table [5], for example, when there is a strong correlation between the rows and the columns of the table or when highdimensional sparse structures are handled. The input and output of a typical biclustering algorithm are illustrated in Figure 2. Consider an $S \times T$ data matrix ( $a_{s t}$ ). Find partitions $\mathcal{B}_{k} \subseteq\{1, \ldots, S\}$ and $\mathcal{C}_{l} \subseteq\{1, \ldots, T\}, k=1, \ldots, K, l=1, \ldots, L$ such that all elements of the "biclusters" [6] $\left(a_{s t}\right)_{s \in \mathcal{B}_{k}, t \in \mathcal{C}_{l}}$ are homogeneous. The measure of homogeneity depends on the application.


Figure 2. Illustration of a typical biclustering algorithm.
This problem can also be motivated by a remote source coding setting. Consider a latent random variable W , which satisfies $\mathrm{U} \leftarrow \mathrm{X} \leftarrow \mathrm{W} \rightarrow \mathrm{Y} \rightarrow \mathrm{V}$ and represents a source of information. We have two users that observe noisy versions of W , i.e., X and Y . Those users try to compress the observed noisy data so that their reconstructed versions, U and V , will be comparable under the maximum mutual information metric. The problem we consider also bears practical applications. Imagine a distributed sensor network where the different edges measure a noisy version of a particular signal but are not allowed to communicate with each other. Each of the nodes performs compression of the received signal. Under the DSIB framework, we can find the optimal compression schemes that preserve the reconstructed symbols' proximity subject to the mutual information measure.

Dhillon et al. [7] initiated an information-theoretic approach to biclustering. They have regarded the normalized non-negative contingency table as a joint probability distribution matrix of two random variables. Mutual information was proposed as a measure for optimal co-clustering. An optimization algorithm was presented that intertwines both
row and column clustering at all stages. Distributed clustering from a proper informationtheoretic perspective was first explicitly considered by Pichler et al. [2]. Consider the model illustrated in Figure 3. A bivariate memory-less source with joint law $P_{X Y}$ generates $n$ i.i.d. copies $\left(X^{n}, Y^{n}\right)$ of $(X, Y)$. Each sequence is observed at two different encoders, and each encoder generates a description of the observed sequence, $f_{n}\left(\mathrm{X}^{n}\right)$ and $g_{n}\left(\mathrm{Y}^{n}\right)$. The objective is to construct the mappings $f_{n}$ and $g_{n}$ such that the normalized mutual information between the descriptions would be maximal while the description coding has bounded rate constraints. Single-letter inner and outer bounds for a general $P_{X Y}$ were derived. An example of a doubly symmetric binary source (DSBS) was given, and several converse results were established. Furthermore, connections were made to the standard IB [1] and the multiple description CEO problems [8]. In addition, the equivalence of information-theoretic biclustering problem to hypothesis testing against independence with multiterminal data compression and a pattern recognition problem was established in $[9,10]$, respectively.


Figure 3. Block diagram of the information-theoretic biclustering problem.
The DSIB problem addressed in our paper is, in fact, a single-letter version of the distributed clustering setup [2]. The inner bound in [2] coincides with our problem definition. Moreover, if the Markov condition $U \rightarrow X \rightarrow Y \rightarrow Z$ is imposed on the multi-letter variant, then those problems are equivalent. A similar setting, but with a maximal correlation criterion between the reconstructed random variables, has been considered in [11,12]. Furthermore, it is sometimes the case that the optimal biclustering problem is more straightforward to solve than its standard, single-sided, clustering counterpart. For example, the Courtade-Kumar conjecture [13] for the standard single-sided clustering setting was ultimately proven for the biclustering setting [14]. A particular case, where ( $\mathrm{X}, \mathrm{Y}$ ) are drawn from DSBS distribution and the mappings $f_{n}$ and $g_{n}$ are restricted to be Boolean functions, was addressed in [14]. The bound $I\left(f_{n}\left(\mathrm{X}^{n}\right) ; g_{n}\left(\mathrm{Y}^{n}\right)\right) \leq I(\mathrm{X} ; \mathrm{Y})$ was established, which is tight if and only if $f_{n}$ and $g_{n}$ are dictator functions.

### 1.1. Related Work

Our work extends the celebrated standard (single-sided) IB (SSIB) method introduced by Tishby et al. [1]. Indeed, consider the problem illustrated in Figure 4. This single-sided counterpart of our work is essentially a remote source coding problem [15-17], choosing the distortion measure as the logarithmic loss. The random variable $U$ represents the noisy version $(\mathrm{X})$ of the source $(\mathrm{Y})$ with a constrained number of bits $(I(\mathrm{U} ; \mathrm{X}) \leq C)$, and the goal is to maximize the relevant information in $U$ regarding $Y$ (measured by the mutual information between $Y$ and $U$ ). In the standard IB setup, $I(U ; X)$ is referred to as the complexity of $U$, and $I(Y ; U)$ is referred to as the relevance of $U$.

For the particular case where $(U, X, Y)$ are discrete, an optimal $P_{U \mid X}$ can be found by iteratively solving a set of self-consistent equations. A generalized Blahut-Arimoto algorithm [18-21] was proposed to solve those equations. The optimal test-channel $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ was characterized using a variation principle in [1]. A particular case of deterministic mappings from $X$ to $U$ was considered in [22], and algorithms that find those mappings were described.


Figure 4. Block diagram of the Single-Sided Information Bottleneck function.
Several representing scenarios have been considered for the SSIB problem. The setting where the pair $(\mathrm{X}, \mathrm{Y})$ is a doubly symmetric binary source (DSBS) with transition probability $p$ was addressed from various perspectives in [17,23,24]. Utilizing Mrs. Gerber's Lemma (MGL) [25], one can show that the optimal test-channel for the DSBS setting is a BSC. The case where ( $\mathbf{X}, \mathbf{Y}$ ) are jointly multivariate Gaussians in the SSIB framework was first considered in [26]. It was shown that the optimal distribution of $(\mathbf{U}, \mathbf{X}, \mathbf{Y})$ is also jointly Gaussian. The optimality of the Gaussian test channel can be proven using EPI [27], or exploiting I-MMSE and Single Crossing Property [28]. Moreover, the proof can be easily extended to jointly Gaussian random vectors (X,Y) under the I-MMSE framework [29].

In a more general scenario where $X=Y+Z$ and only $Z$ is fixed to be Gaussian, it was shown that discrete signaling with deterministic quantizers as test-channel sometimes outperforms Gaussian $P_{X}$ [30]. This exciting observation leads to a conjecture that discrete inputs are optimal for this general setting and may have a connection to the input amplitude constrained AWGN channels where it was already established that discrete input distributions are optimal [31-33]. One reason for the optimality of discrete distributions stems from the observation that constraining the compression rate limits the usable input amplitude. However, as far as we know, it remains an open problem.

There are various related problems considered in the literature that are equivalent to the SSIB; namely, they share a similar single-letter optimization problem. In the conditional entropy bound (CEB) function, studied in [17], given a fixed bivariate source ( $\mathrm{X}, \mathrm{Y}$ ) and an equality constraint on the conditional entropy of $X$ given $U$, the goal is to minimize the conditional entropy of $Y$ given $U$ over the set of $U$ such that $U \rightarrow X \rightarrow Y$ constitute a Markov chain. One can show that CEB is equivalent to SSIB. The common reconstruction CR setting [34] is a source coding with a side-information problem, also known as Wyner-Ziv coding, as depicted in Figure 5; with an additional constraint, the encoder can reconstruct the same sequence as the decoder. Additional assumption of log-loss fidelity results in a single-letter rate-distortion region equivalent to the SSIB. In the problem of information combining (IC) [23,35], motivated by message combining in LDPC decoders, a source of information, $P_{Y}$, is observed through two test-channels $P_{X \mid Y}$ and $P_{Z \mid Y}$. The IC framework aims to design those channels in two extreme approaches. For the first, IC asks what those channels should be to make the output pair $(X, Z)$ maximally informative regarding $Y$. On the contrary, IC also considers how to design $P_{X \mid Y}$ and $P_{Z \mid Y}$ to minimize the information in $(X, Z)$ regarding $Y$. The problem of minimizing IC can be shown to be equivalent to the SSIB. In fact, if $(X, Y)$ is a DSBS, then by [23], $\mathrm{P}_{\mathrm{Z\mid Y}}$ is a binary symmetric channel (BSC), recovering similar results from (Section IV.A of [17]).


Figure 5. Block diagram of Source Coding with Side Information.

The IB method has been extended to various network topologies. A multilayer extension of the IB method is depicted in Figure 6. This model was first considered in [36]. A multivariate source $\left(X, Y_{1}, \ldots, Y_{L}\right)$ generates a sequence of $n$ i.i.d. copies $\left(X^{n}, Y_{1}^{n}, \ldots, Y_{L}^{n}\right)$. The receiver has access only to the sequence $X^{n}$ while $\left(Y_{1}^{n}, \ldots, Y_{L}^{n}\right)$ are hidden. The decoder performs a consecutive $L$-stage compression of the observed sequence. The representation at step $k$ must be maximally informative about the respective hidden sequence $\mathrm{Y}_{k}$, $k \in\{1,2, \ldots, L\}$. This setup is highly motivated by the structure of deep neural networks. Specific results were established for the binary and Gaussian sources.


Figure 6. Block diagram of the Multi-Layer IB.
The model depicted in Figure 7 represents a multiterminal extension of the standard IB. A set of receivers observe noisy versions $\left(X_{1}, X_{2}, \ldots, X_{K}\right)$ of some source of information $Y$. The channel outputs $\left(X_{1}, X_{2}, \ldots, X_{K}\right)$ are conditionally independent given $Y$. The receivers are connected to the central processing unit through noiseless but limited-capacity backhaul links. The central processor aims to attain a good prediction $\hat{Y}$ of the source $Y$ based on compressed representations of the noisy version of $Y$ obtained from the receivers. The quality of prediction is measured via the mutual information merit between $Y$ and $\hat{Y}$. The Distributive IB setting is essentially a CEO source coding problem under logarithmic loss (log-loss) distortion measure [37]. The case where ( $\mathrm{X}, \mathrm{Y}_{1}, \ldots, \mathrm{Y}_{K}$ ) are jointly Gaussian random variables was addressed in [20], and a Blahut-Arimoto-type algorithm was proposed An optimized algorithm to design quantizers was proposed in [38].


Figure 7. Block diagram of the Distributive IB.
A cooperative multiterminal extension of the IB method was proposed in [39]. Let $\left(X_{1}^{n}, X_{2}^{n}, Y^{n}\right)$ be $n$ i.i.d. copies of the multivariate source $\left(X_{1}, X_{2}, Y\right)$. The sequences $X_{1}^{n}$ and $X_{2}^{n}$ are observed at encoders 1 and 2, respectively. Each encoder sends a representation of the observed sequence through a noiseless yet rate-limited link to the other encoder and the mutual decoder. The decoder attempts to reconstruct the latent representation sequence $Y^{n}$ based on the received descriptions. As shown in Figure 8, this setup differs from the CEO setup [40] since the encoders can cooperate during the transmission. The set of all feasible rates of complexity and relevance were characterized, and specific regions for the binary and Gaussian sources were established. There are many additional variations of multi-user IB in the literature [20,26,35-37,39-44].


Figure 8. Block diagram of the Collaborative IB.
The IB problem connects to many timely aspects, such as capital investment [43], distributed learning [45], deep learning [46-52], and convolutional neural networks [53,54]. Moreover, it has been recently shown that the IB method can be used to reduce the data transfer rate and computational complexity in 5G LDPC decoders [55,56]. The IB method has also been connected with constructing good polar codes [57]. Due to the exponential output-alphabet growth of polarized channels, it becomes demanding to compute their capacities to identify the location of "frozen bits". Quantization is employed in order to reduce the computation complexity. The quality of the quantization scheme is assessed via mutual information preservation. It can be shown that the corresponding IB problem upper bounds the quantization technique. Quantization algorithms based upon the IB method were considered in [58-60]. Furthermore, a relationship between the KL means algorithm and the IB method has been discovered in [61].

A recent comprehensive tutorial on the IB method and related problems is given in [24]. Applications of IB problem in machine learning are detailed in [26,45-47,51,52,62].

### 1.2. Notations

Throughout the paper, random variables are denoted using a sans-serif font, e.g., X , their realizations are denoted by the respective lower-case letters, e.g., $x$, and their alphabets are denoted by the respective calligraphic letters, e.g., $\mathcal{X}$. Let $\mathcal{X}^{n}$ stand for the set of all $n$-tuples of elements from $\mathcal{X}$. An element from $\mathcal{X}^{n}$ is denoted by $x^{n}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and substrings are denoted by $x_{i}^{j}=\left(x_{i}, x_{i+1}, \ldots, x_{j}\right)$. The cardinality of a finite set, say $\mathcal{X}$, is denoted by $|\mathcal{X}|$. The probability mass function (pmf) of $X$, the joint pmf of $X$ and $Y$, and the conditional pmf of $X$ given $Y$ are denoted by $P_{X}, P_{X Y}$, and $P_{X \mid Y}$, respectively. The expectation of $X$ is denoted by $\mathbb{E}[X]$. The probability of an event $\mathcal{E}$ is denoted as $\mathrm{P}(\mathcal{E})$.

Let $X$ and $Y$ be an $n$-ary and $m$-ary random variables, respectively. The marginal probability vector is denoted by a lowercase boldface letter, i.e.,

$$
\begin{equation*}
\mathrm{q} \triangleq(\mathrm{P}(\mathrm{X}=1), \mathrm{P}(\mathrm{X}=2), \ldots, \mathrm{P}(\mathrm{X}=n))^{T} \tag{2}
\end{equation*}
$$

The probability vector of an $n$-ary uniform random variable is denoted by $\mathbf{u}_{n}$. We denote by $T$ the transition matrix from X to Y , i.e.,

$$
\begin{equation*}
T_{i j} \triangleq \mathrm{P}(\mathrm{Y}=i \mid \mathrm{X}=j), \quad 1 \leq i \leq m, 1 \leq j \leq n \tag{3}
\end{equation*}
$$

The entropy of $n$-ary probability vector $\mathbf{q}$ is given by $h(\mathbf{q})$, where

$$
\begin{equation*}
h(\mathbf{q}) \triangleq-\sum_{i=1}^{n} q_{i} \log q_{i} \tag{4}
\end{equation*}
$$

Throughout this paper all logarithms are taken to base 2 unless stated otherwise. We denote the ones complemented with a bar, i.e., $\bar{x}=1-x$. The binary convolution of $x, y \in[0,1]$ is defined as $x * y \triangleq x \bar{y}+\bar{x} y$. The binary entropy function is defined by $h_{b}(p):[0,1] \rightarrow[0,1]$, i.e., $h_{b}(p) \triangleq-p \log p-\bar{p} \log \bar{p}$, and $h_{b}^{-1}(\cdot)$ its inverse, restricted to [0,1/2].

Let $X$ and $Y$ be a pair of random variables with joint pmf $P_{X Y}$ and marginal pmfs $P_{X}=\mathbf{q}_{x}$ and $P_{Y}=\mathbf{q}_{y}$. Furthermore, let $T(\bar{T})$ be the transition matrix from $X(Y)$ to $Y(X)$. The mutual information between $X$ and $Y$ is defined as:

$$
\begin{equation*}
I(\mathrm{X} ; \mathrm{Y})=I\left(\mathbf{q}_{\mathrm{x}}, T\right)=I\left(\mathbf{q}_{\mathrm{y}}, \bar{T}\right)=\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} \mathrm{P}_{\mathrm{XY}}(x, y) \log \frac{\mathrm{P}_{\mathrm{XY}}(x, y)}{\mathrm{P}_{\mathrm{X}}(x) \mathrm{P}_{\mathrm{Y}}(y)} \tag{5}
\end{equation*}
$$

### 1.3. Paper Outline

Section 2 gives a proper definition of the DSIB optimization problem, mentions various results directly related to this work, and provides some general preliminary results. The spotlight of Section 3 is on the binary ( $\mathrm{X}, \mathrm{Y}$ ), where we derive bounds on the respective DSIB function and show a complete characterization for extreme scenarios. The jointly Gaussian ( $X, Y$ ) is considered in Section 4, where an elegant representation of an objective function is presented, and complete characterization in the low-SNR regime is established. A Blahut-Arimoto-type alternating maximization algorithm will be presented in Section 5. Representative numerical evaluation of the bounds and the proposed algorithm will be provided in Section 6. Finally, a summary and possible future directions will be described in Section 7. The prolonged proofs are postponed to the Appendix A.

## 2. Problem Formulation and Basic Properties

The DSIB function is a multi-terminal extension of the standard IB [1]. First, we briefly remind the latter's definition and give related results that will be utilized for its doublesided counterpart. Then, we provide a proper definition of the DSIB optimization problem and present some general preliminaries.

### 2.1. The Single-Sided Information Bottleneck (SSIB) Function

Definition 1 (SSIB). Let (X,V) be a pair of random variables with $|\mathcal{X}|=n,|\mathcal{V}|=m$, and fixed $P_{X V}$. Denote by $\mathbf{q}$ the marginal probability vector of X , and let $T$ be the transition matrix from X to V,i.e.,

$$
T_{i j} \triangleq \mathrm{P}(\mathrm{~V}=i \mid \mathrm{X}=j), \quad 1 \leq i \leq m, \quad 1 \leq j \leq n
$$

Consider all random variables U satisfying the Markov chain $\mathrm{U} \rightarrow \mathrm{X} \rightarrow \mathrm{V}$. The SSIB function is defined as:

$$
\begin{align*}
& \hat{R}_{T}(\mathbf{q}, C) \triangleq \underset{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}}{\operatorname{maximize}} I(\mathrm{U} ; \mathrm{V})  \tag{6}\\
& \text { subject to } \\
& I(\mathrm{X} ; \mathrm{U}) \leq C .
\end{align*}
$$

Remark 1. The SSIB problem defined in (6) is equivalent (has similar solution) to the CEB problem considered in [17].

Although the optimization problem in (6) is well defined, the auxiliary random variable $U$ may have an unbounded alphabet. The following lemma provides an upper bound on the cardinality of $\mathcal{U}$, thus relaxing the optimization domain.

Lemma 1 (Lemma 2.2 of [17]). The optimization over $U$ in (6) can be restricted to $|\mathcal{U}| \leq n+1$.
Remark 2. A tighter bound, namely $|\mathcal{U}| \leq n$, was previously proved in [63] for the corresponding dual problem, namely, the IB Lagrangian. However, since $\hat{R}_{T}(\mathbf{q}, C)$ is generally not a strictly convex function of $C$, it cannot be directly applied for the primal problem (6).

Note that the SSIB optimization problem (6) is basically a convex function maximization over a convex set; thus, the maximum is attained on the boundary of the set.

Lemma 2 (Theorem 2.5 of [17]). The inequality constraint in (6) can be replaced by equality constraint, i.e., $I(\mathrm{X} ; \mathrm{U})=C$.

### 2.2. The Double-Sided Information Bottleneck (DSIB) Function

Definition 2 (DSIB). Let (X, Y) be a pair of random variables with $|\mathcal{X}|=n,|\mathcal{Y}|=m$ and fixed $\mathrm{P}_{\mathrm{XY}}$. Consider all the random variables U and V satisfying the Markov chain $\mathrm{U} \rightarrow \mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{V}$. The DSIB function $R:[0, H(\mathrm{X})] \times[0, H(\mathrm{Y})] \rightarrow \mathbb{R}_{+}$is defined as:

$$
\begin{align*}
R_{\mathrm{P}_{\mathrm{x}}}\left(C_{u}, C_{v}\right) \triangleq & \underset{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}, \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}}{\operatorname{maximize}}  \tag{7}\\
& \text { subject to } \quad I(\mathrm{U} ; \mathrm{V}) \\
& I(\mathrm{X} ; \mathrm{U}) \leq C_{u} \text { and } I(\mathrm{Y} ; \mathrm{V}) \leq C_{v} .
\end{align*}
$$

The achieving conditional distributions $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ will be termed as the optimal testchannels. Occasionally, we will drop the subscript denoting the particular choice of the bivariate source $\mathrm{P}_{\mathrm{XY}}$.

Note that (7) can be expressed in the following equivalent form:

$$
\begin{array}{rll}
R\left(C_{u}, C_{v}\right) \triangleq \underset{\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}}{\operatorname{maximize}} & \underset{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}}{\operatorname{maximize}} \quad I(\mathrm{U} ; \mathrm{V}) .  \tag{8}\\
& \text { subject to } & \text { subject to } \\
& I(\mathrm{Y} ; \mathrm{V}) \leq C_{v} & I(\mathrm{X} ; \mathrm{U}) \leq C_{u}
\end{array}
$$

Evidently, we can define (8) using (6). Indeed, fix $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ so that it satisfies $I(\mathrm{Y} ; \mathrm{V}) \leq C_{v}$. Denote by $T_{V \mid Y}$ the transition matrix from Y to V and by $T_{Y \mid X}$ the transition matrix from X to Y , respectively, i.e.,

$$
\begin{array}{ll}
\left(T_{\mathrm{V} \mid \mathrm{Y}}\right)_{i k} \triangleq \mathrm{P}(\mathrm{~V}=i \mid \mathrm{Y}=k), & 1 \leq i \leq|\mathcal{V}|, 1 \leq k \leq m \\
\left(T_{\mathrm{Y} \mid \mathrm{X}}\right)_{k j} \triangleq \mathrm{P}(\mathrm{Y}=k \mid \mathrm{X}=j), & 1 \leq k \leq m, 1 \leq j \leq n .
\end{array}
$$

Denote by $\mathbf{q}_{x}$ and $\mathbf{q}_{y}$ the marginal probability vectors of $X$ and $Y$, respectively, and consider the inner maximization term in (8). Since $P_{V \mid Y}$ and $P_{X Y}$ are fixed, then $P_{X V}=$ $\sum_{y} \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}(\cdot \mid y) \mathrm{P}_{\mathrm{XY}}(\cdot, y)$ is also fixed. Denote by $T_{V \mid X} \triangleq T_{V \mid Y} T_{Y \mid X}$ the transition matrix from $X$ to V . Therefore, the inner maximization term in (8) is just the SSIB function with parameters $T_{\mathrm{V} \mid \mathrm{X}}$ and $C_{u}$, namely, $\hat{R}_{T_{\mathrm{V} \mid \mathrm{X}}}\left(\mathbf{q}_{\times}, C_{u}\right)$. Hence, our problem can also be interpreted in the following two equivalent ways:

$$
\begin{array}{rll}
R\left(C_{u}, C_{v}\right) \triangleq & \underset{T_{\mathrm{V} \mid \mathrm{Y}}}{\operatorname{maximize}} & \hat{R}_{T_{\mathrm{V} \mid \mathrm{Y}} T_{\mathrm{Y} \mid \mathrm{X}}}\left(\mathbf{q}_{\mathrm{X}}, C_{u}\right)  \tag{9}\\
& \text { subject to } & I\left(\mathbf{q}_{\mathrm{y}}, T_{\mathrm{V} \mid \mathrm{Y}}\right) \leq C_{v} ;
\end{array}
$$

or, similarly, by interchanging the order of maximization in (8), it can be expressed as follows:

$$
\begin{array}{rll}
R\left(C_{u}, C_{v}\right) \triangleq & \underset{T_{\mathrm{U} \mid \mathrm{X}}}{\operatorname{maximize}} & \hat{R}_{T_{\mathrm{U} \mid \mathrm{X}} T_{\mathrm{X} \mid \mathrm{Y}}}\left(\mathbf{q}_{\mathrm{y}}, C_{v}\right)  \tag{10}\\
& \text { subject to } & I\left(\mathbf{q}_{\mathrm{x}}, T_{\mathrm{U} \mid \mathrm{X}}\right) \leq C_{u}
\end{array}
$$

where $T_{U \mid X}$ is the transition matrix from $X$ to $U$, and $T_{X \mid Y}$ is the transition matrix from $Y$ to $X$. This representation gives us a different perspective on our problem as an optimal compressed representation of the relevance random variable for the IB framework.

Remark 3. Taking $C_{v}=\infty$ in (9) results in an deterministic channel from Y to V , i.e., $\mathrm{V}=\mathrm{Y}$. Thus, the DSIB problem defined in (7) reduces to the SSIB problem (6).

The bound from Lemma 1 can be utilized to give cardinality bounding for the doublesided problem.

Proposition 1. For the DSIB optimization problem defined in (7), it suffices to consider random variables U and $\vee$ with cardinalities $|\mathcal{U}| \leq n+1$ and $|\mathcal{V}| \leq m+1$.

Proof. Let $T_{\mathrm{U} \mid \mathrm{X}}$ and $T_{\mathrm{V} \mid \mathrm{Y}}$ be two arbitrary transition matrices. By Lemma 1, there exists $T_{\tilde{\mathrm{U}} \mid \mathrm{X}}$ with $|\tilde{\mathcal{U}}| \leq n+1$ such that $I(\tilde{\mathrm{U}} ; \mathrm{V}) \geq I(\mathrm{U} ; \mathrm{V})$ and $I(\mathrm{X} ; \tilde{\mathrm{U}}) \leq C_{u}$. Similarly, $T_{\mathrm{V} \mid \mathrm{Y}}$ can be replaced with $T_{\tilde{\mathrm{V}} \mid \mathrm{Y}},|\tilde{\mathcal{V}}| \leq m+1$ such that $I(\tilde{\mathrm{U}} ; \tilde{\mathrm{V}}) \geq I(\tilde{\mathrm{U}}, \mathrm{V}) \geq I(\mathrm{U} ; \mathrm{V})$, and $I(\mathrm{Y} ; \tilde{\mathrm{V}}) \leq C_{v}$. Therefore, there exists an optimal solution with $|\mathcal{U}| \leq n+1$ and $|\mathcal{V}| \leq m+1$.

In the following two sections, we will present the primary analytical outcomes of our study. First, we consider the scenario where our bivariate source is binary, specifically DSBS. Then, we handle the case where X and Y are jointly Gaussian.

## 3. Binary $(X, Y)$

Let $(X, Y)$ be a DSBS with parameter $p$, i.e.,

$$
\begin{equation*}
\operatorname{P}_{\mathrm{XY}}(x, y)=\frac{1}{2}(p \cdot \mathbb{1}(x \neq y)+(1-p) \mathbb{1}(x=y)) . \tag{11}
\end{equation*}
$$

We entitle the respective optimization problem (7) as the binary double-sided information bottleneck (BDSIB) and emphasize its dependence on the parameter $p$ as $R\left(C_{u}, C_{v}, p\right)$.

The following proposition states that the cardinality bound from Lemma 1 can be tightened in the binary case.

Proposition 2. Considering the optimization problem in (6) with $X=\operatorname{Ber}(q)$ and $|\mathcal{Y}|=3$, binary U is optimal.

The proof of this proposition is postponed to Appendix A. Using similar justification for Proposition 1 combined with Proposition 2, we have the following strict cardinality formula for the BDSIB setting.

Proposition 3. For the respective DSBS setting of (7), it suffices to consider random variables $U$ and V with cardinalities $|\mathcal{U}|=|\mathcal{V}|=2$.

Note that the above statement is not required for the results in the rest of this section to hold and will be mainly applied to justify our conjectures via numerical simulations.

We next show that the specific objective function for the binary setting of (7), i.e, the mutual information between U and V , has an elegant representation which will be useful in deriving lower and upper bounds.

Lemma 3. The mutual information between U and V can be expressed as follows:

$$
\begin{equation*}
I(\mathrm{U} ; \mathrm{V})=\mathbb{E}_{\mathrm{P}_{\mathrm{U}} \times \mathrm{P}_{\mathrm{V}}}[K(\mathrm{U}, \mathrm{~V}, p) \log K(\mathrm{U}, \mathrm{~V}, p)] \tag{12}
\end{equation*}
$$

where the expectation is taken over the product measure $\mathrm{P}_{\mathrm{U}} \times \mathrm{P}_{\mathrm{V}}, \mathrm{U}$ and V are binary random variables satisfying:

$$
\begin{equation*}
\mathrm{P}(\mathrm{U}=0)=\frac{\alpha_{1}-\frac{1}{2}}{\alpha_{1}-\alpha_{0}}, \quad \mathrm{P}(\mathrm{~V}=0)=\frac{\beta_{1}-\frac{1}{2}}{\beta_{1}-\beta_{0}} \tag{13}
\end{equation*}
$$

the kernel $K(u, v, p)$ is given by:

$$
\begin{equation*}
K(u, v, p)=2 \alpha_{u} * \beta_{v} * p=1-(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right), \tag{14}
\end{equation*}
$$

and the reverse test-channels are defined by: $\alpha_{u} \triangleq \mathrm{P}(\mathrm{X}=1 \mid \mathrm{U}=u), \beta_{v} \triangleq \mathrm{P}(\mathrm{Y}=0 \mid \mathrm{V}=v)$. Furthermore, since $\left|(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right)\right|<1$, utilizing Taylor's expansion of $\log (1-x)$, we obtain:

$$
\begin{equation*}
I(\mathrm{U} ; \mathrm{V})=\sum_{n=2}^{\infty} \frac{(1-2 p)^{n} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{U}}\right)^{n}\right] \mathbb{E}\left[(1-2 \beta \mathrm{~V})^{n}\right]}{n(n-1)} \tag{15}
\end{equation*}
$$

The general cascade of test-channels and the DSBS, defined by $\left\{\alpha_{u}\right\}_{u=0}^{1},\left\{\beta_{v}\right\}_{v=0}^{1}$ and $p$, is illustrated in Figure 9. The proof of Lemma 3 is postponed to Appendix B.


Figure 9. General test-channel construction of the BDSIB function.
We next examine some corner cases for which $R\left(C_{u}, C_{v}, p\right)$ is fully characterized.

### 3.1. Special Cases

A particular case where we have a complete analytical solution is when $p$ tends to 1/2.

Theorem 1. Suppose $p=\frac{1}{2}-\epsilon$, and consider $\epsilon \rightarrow 0$. Then

$$
\begin{equation*}
R\left(C_{u}, C_{v}, \epsilon\right)=2 \epsilon^{2} \log e \cdot\left(1-2 h_{b}^{-1}\left(1-C_{u}\right)\right)^{2}\left(1-2 h_{b}^{-1}\left(1-C_{v}\right)\right)^{2}+o\left(\epsilon^{2}\right), \tag{16}
\end{equation*}
$$

and it is achieved by taking $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ as BSC test-channels satisfying the constraints with equality.

This theorem follows by considering the low SNR regime in Lemma 3 and is proved in Appendix D. For the lower bound we take $P_{U \mid X}$ and $P_{V \mid Y}$ to be BSCs.

In Section 6 we will give a numerical evidence that BSC test-channels are in fact optimal provided that $p$ is sufficiently large. However, for small $p$ this is no longer the case and we believe the following holds.

Conjecture 1. Let $\mathrm{X}=\mathrm{Y}$, i.e., $p=0$. The optimal test-channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ that achieve $R\left(C_{u}, C_{v}, 0\right)$ are Z-channel and S-channel respectively.

Remark 4. Our results in the numerical section strongly support this conjecture. In fact they prove it within the resolution of the experiments, i.e., for optimizing over a dense set of test-channels rather then all test-channels. Nevertheless, we were not able to find an analytical proof for this result.

Remark 5. Suppose $\mathrm{X}=\mathrm{Y}, I(\mathrm{X} ; \mathrm{U})=C_{u}$, and $I(\mathrm{X} ; \mathrm{V})=C_{v}$. Since $I(\mathrm{U} ; \mathrm{V})=I(\mathrm{U} ; \mathrm{X})+$ $I(\mathrm{~V} ; \mathrm{X})-I(\mathrm{X} ; \mathrm{U}, \mathrm{V})$ (as $\mathrm{U} \rightarrow \mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{V}$ form a Markov chain in this order) then maximizing $I(\mathrm{U} ; \mathrm{V})$ is equivalent to minimizing $I(\mathrm{X} ; \mathrm{U}, \mathrm{V})$, namely, minimizing information combining as in $[23,35]$. Therefore, Conjecture 1 is equivalent to the conjecture that among all channels with $I(\mathrm{X} ; \mathrm{U}) \geq C_{u}$ and $I(\mathrm{Y} ; \mathrm{V}) \geq C_{v}, \mathrm{Z}$ and $S$ are the worst channels for information combining.

This observation leads us the following additional conjecture.
Conjecture 2. The test-channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ that maximize $I(\mathrm{X} ; \mathrm{U}, \mathrm{V})$ are both Z channels.

Remark 6. Suppose now that $p$ is arbitrary and assume that one of the channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ or $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ is restricted to be a binary memoryless symmetric (BMS) channel (Chapter 4 of [64]), then the maximal $I(\mathrm{U} ; \mathrm{V})$ is attained by BSC channels, as those are the symmetric channels minimizing $I(\mathrm{X} ; \mathrm{U}, \mathrm{V})$ [23]. It is not surprising that once the BMS constraint is removed, symmetric channels are no longer optimal (see the discussion in (Section VI.C of [23])).

Consider now the case $\mathrm{X}=\mathrm{Y}(p=0)$ with an additional symmetry assumption $C_{u}=C_{v}$. The most reasonable apriori guess is that the optimal test-channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ are the same up to some permutation of inputs and outputs. Surprisingly, this is not the case, unless they are BSC or Z channels, as the following negative result states.

Proposition 4. Suppose $C_{u}=C_{v}$ and the transition matrix from X to V , given by

$$
T_{\mathrm{V} \mid \mathrm{X}}=\left(\begin{array}{cc}
a & b  \tag{17}\\
1-a & 1-b
\end{array}\right)
$$

satisfies $I\left(\mathbf{u}_{2}, T_{\mathrm{V} \mid \mathrm{X}}\right)=C_{v}$. Consider the respective SSIB optimization problem

$$
\begin{equation*}
\hat{R}_{T_{\mathrm{V} \mid \mathrm{X}}}\left(\mathbf{u}_{2}, C_{u}\right)=\max _{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}: I(\mathrm{U} ; \mathrm{X}) \leq C_{u}} I(\mathrm{U} ; \mathrm{V}) . \tag{18}
\end{equation*}
$$

The optimal $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ that attains (6) with $\mathbf{q}_{\mathrm{X}}=\mathbf{u}_{2}$ and $\mathrm{C}=C_{u}$ does not equal to $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ or any permutation of $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$, unless $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ is a BSC or a Z channel.

The proof is based on [17] and is postponed to Appendix E.
As for the case of $\mathrm{X} \neq \mathrm{Y}$, i.e., $p \neq 0$, we have the following conjecture.
Conjecture 3. For every $\left(C_{u}, C_{v}\right) \in[0,1] \times[0,1]$, there exists $\theta\left(C_{u}, C_{v}\right)$, such that for every $p>\theta\left(C_{u}, C_{v}\right)$ the achieving test-channels $P_{\mathrm{U} \mid \mathrm{X}}$ and $P_{\mathrm{V} \mid \mathrm{Y}}$ are BSC with parameters $\alpha=h_{b}^{-1}(1-$ $\left.C_{u}\right)$ and $\beta=h_{b}^{-1}\left(1-C_{v}\right)$ respectively.

We will provide supporting arguments for this conjecture via numerical simulations in Section 6.

### 3.2. Bounds

In this section we present our lower and upper bounds on the BDSIB function, then we compare them for various channel parameters. The proofs are postponed to Appendix F. For the simplicity of the following presentation we define

$$
\begin{equation*}
g_{b}(x) \triangleq \frac{1}{2(1-x)} h_{b}(x), \quad x \in[0,1 / 2] \tag{19}
\end{equation*}
$$

denote $g_{b}^{-1}(\cdot)$ as its inverse restricted to $[0,1]$, and $\hbar(x) \triangleq-x \log x$.
Proposition 5. The BDSIB function is bounded from below by

$$
\begin{align*}
& R\left(C_{u}, C_{v}, p\right) \geq \\
& \max \left\{\begin{array}{l}
1-h_{b}(\alpha * \beta * p), \\
1-\frac{1}{2 \bar{\delta} \bar{\zeta}}[\hbar(\delta * \zeta * p)+(1-2 \zeta) \cdot \hbar(\bar{\delta} * p)+(1-2 \delta) \cdot \hbar(\bar{\zeta} * p)+(1-2 \delta)(1-2 \zeta) \cdot \hbar(p)], \\
\quad \text { where } \alpha=h_{b}^{-1}\left(1-C_{u}\right), \beta=h_{b}^{-1}\left(1-C_{v}\right), \delta=g_{b}^{-1}\left(1-C_{u}\right), \text { and } \zeta=g_{b}^{-1}\left(1-C_{v}\right) .
\end{array}\right. \tag{20}
\end{align*}
$$

All terms in the RSH of (20) are attained by taking test-channels that match the constraints with equality and plugging them in Lemma 3. In particular: the first term is achieved by BSC test channels with transition probabilities $\alpha$ and $\beta$; the second term is achieved by taking $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ be a $Z(\delta)$ channel and $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ be an $S(\zeta)$ channel. The aforementioned test-channel configurations are illustrated in Figure 10.

(a) Two BSCs.
(b) Z and S channels.

Figure 10. Test-channel that achieve the lower bound of Proposition 5.
We compare the different lower bounds derived in Proposition 5 for various values of constraints. The achievable rate vs channel transition probability $p$ is shown in Figure 11. Our first observation is that BSC test-channels outperform all other choices for almost all values of $p$. However, Figure 12 gives a closer look on small values of $p$. It is evident that the combination of $Z$ and $S$ test-channels outperforms any other schemes for small values of $p$. We have used this observation as one supporting evidence to Conjecture 1.


Figure 11. Comparison of the lower bounds.


Figure 12. Comparison of the lower bounds in high SNR regime.
We proceed to give an upper bound.
Proposition 6. A general upper bound on BDSIB is given by

$$
R\left(C_{u}, C_{v}, p\right) \leq \min \left\{\begin{array}{l}
(1-2 p)^{2}\left(1-2 h_{b}^{-1}\left(1-C_{u}\right)^{2}\left(1-2 h_{b}^{-1}\left(1-C_{v}\right)^{2}\right.\right.  \tag{21}\\
\min \left\{1-h_{b}\left(h_{b}^{-1}\left(1-C_{u}\right) * p\right), 1-h_{b}\left(h_{b}^{-1}\left(1-C_{v}\right) * p\right)\right\}
\end{array}\right.
$$

Note that the first term can be derived by applying Jensen's inequality on (12), and the second term is a combination of the standard IB and the cut-set bound. We postpone the proof of Proposition 6 to Appendix F.

Remark 7. Since $p=\frac{1}{2}-\epsilon$, we have a factor 2 loss in the first term compared to the precise behavior we have found for $p \approx \frac{1}{2}$ in Theorem 1. This loss comes from the fact that the bound in (21) actually upper bounds the $\chi$-squared mutual information between U and V . It is well-known that for very small $I(\mathrm{X} ; \mathrm{Y})$ we have that $I(\mathrm{X} ; \mathrm{Y}) \approx 1 / 2 I_{\chi^{2}}(\mathrm{X} ; \mathrm{Y})$, see [65].

We compare the different upper bounds from Proposition 6 in Figure 13 for various bottleneck constraints, and in Figure 14 for various values of channel transition probabilities $p$. We observe that there are regions of $C$ and $p$ for which Jensen's based bound outperforms the standard IB bound.


Figure 13. Comparison of the upper bounds for various values of $\left(C_{u}, C_{v}\right)$.


Figure 14. Comparison of the upper bounds for various values of $p$.

Finally, we compare the best lower and upper bounds from Propositions 5 and 6 for various values of channel parameters in Figure 15. We observe that the bounds are tighter for asymmetric constraints and high transition probabilities.


Figure 15. Capacity bounds for various values of $p$ and $C=C_{u}=C_{v}$.

## 4. Gaussian ( $\mathrm{X}, \mathrm{Y}$ )

In this section we consider a specific setting where $(X, Y)$ is the normalized zero mean Gaussian bivariate source, namely,

$$
\binom{X}{Y} \sim \mathcal{N}\left(\binom{0}{0},\left(\begin{array}{ll}
1 & \rho  \tag{22}\\
\rho & 1
\end{array}\right)\right) .
$$

We establish achievability schemes and show that Gaussian test-channels $P_{U \mid X}$ and $P_{V \mid Y}$ are optimal for vanishing SNR. Furthermore we show an elegant representation of the problem through probabilistic Hermite polynomials which are defined by

$$
\begin{equation*}
H_{n}(x) \triangleq(-1)^{n} e^{\frac{x^{2}}{2}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} e^{-\frac{x^{2}}{2}}, \quad n \in \mathbb{N}_{0} \tag{23}
\end{equation*}
$$

We denote the Gaussian DSIB function with explicit dependency on $\rho$ as $R\left(C_{u}, C_{v}, \rho\right)$.
Proposition 7. Let $H_{n}(\cdot)$ be the nth order probabilistic Hermite polynomial, then the objective function of (7) for the Gaussian setting is given by

$$
\begin{equation*}
I(\mathrm{U} ; \mathrm{V})=\mathbb{E}_{\mathrm{UV}}\left[\log \left(\sum_{n=0}^{\infty} \frac{\rho^{n}}{n!} \mathbb{E}\left[H_{n}(\mathrm{X}) \mid \mathrm{U}\right] \mathbb{E}\left[H_{n}(\mathrm{Y}) \mid \mathrm{V}\right]\right)\right] \tag{24}
\end{equation*}
$$

This representation follows by considering $I(\mathrm{U} ; \mathrm{V})=D\left(\mathrm{P}_{\mathrm{UV}} \| \mathrm{P}_{\mathrm{U}} \cdot \mathrm{P}_{\mathrm{V}}\right)$ and expressing $\frac{P_{u v}}{P_{U} \cdot P_{V}}$ using Mehler Kernel [66]. Mehler Kernel decomposition is a special case of a much richer family of Lancaster distributions [67]. The proof of Proposition 7 is relegated to Appendix G.

Now we give two lower bounds on $R\left(C_{u}, C_{v}, \rho\right)$. Our first lower bound is established by choosing $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{V \mid Y}$ to be additive Gaussian channels, satisfying the mutual information constraints with equality.

Proposition 8. A lower bound on $R\left(C_{u}, C_{v}, \rho\right)$ is given by

$$
\begin{equation*}
R\left(C_{u}, C_{v}, \rho\right) \geq-\frac{1}{2} \log \left(1-\rho^{2}\left(1-2^{-2 C_{u}}\right)\left(1-2^{-2 C_{v}}\right)\right) \tag{25}
\end{equation*}
$$

The proof of this bound is developed in Appendix H.

Although it was shown in [26] that choosing the test-channel to be Gaussian is optimal for the single-sided variant, it is not the case for its double-sided extension. We will show this by examining a specific set of values for the rate constraints, $\left(C_{u}, C_{v}\right)=(1,1)$. Furthermore, we choose the test channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ to be deterministic quantizers.

Proposition 9. Let $\left(C_{u}, C_{v}\right)=(1,1)$, then

$$
\begin{equation*}
R(1,1, \rho) \geq 1-h_{2}\left(\frac{\arccos \rho}{\pi}\right) \tag{26}
\end{equation*}
$$

The proof of this bound is developed in Appendix I.
We compare the bounds from Propositions 8 and 9 with $\left(C_{u}, C_{v}\right)=(1,1)$ in Figure 16. The most unexpected observation here is that the deterministic quantizers lower bound outperform the Gaussian test-channels for high values of $\rho$. The crossing point of those bounds is given by

$$
\begin{equation*}
\rho_{\mathrm{cros}}=\frac{e}{\sqrt{1+e^{2}}} \rightarrow \sqrt{S N R_{\mathrm{cros}}}=\frac{\rho_{\mathrm{cros}}}{\sqrt{1-\rho_{\mathrm{cros}}^{2}}}=e \tag{27}
\end{equation*}
$$

We proceed to present our upper bound on $R\left(C_{u}, C_{v}, \rho\right)$. This bound is a combination of the cutset bound and the single-sided Gaussian IB.

Proposition 10. An upper bound on (7) with Gaussian (X,Y) setting (22) is given by

$$
\begin{equation*}
R\left(C_{u}, C_{v}, \rho\right) \leq \min \left\{-\frac{1}{2} \log \left(1-\rho^{2}\left(1-2^{-2 C_{u}}\right)\right),-\frac{1}{2} \log \left(1-\rho^{2}\left(1-2^{-2 C_{v}}\right)\right)\right\} . \tag{28}
\end{equation*}
$$

We compare the best lower and upper bounds from Propositions 8-10 in Figure 17. We observe that the bounds become tighter as the constraint increases and in the low-SNR regime.


Figure 16. Comparison of the lower bounds from Propositions 8 and 9 .

### 4.1. Low-SNR Regime

For $\rho \rightarrow 0$, the exact asymptotic behavior of the Gaussian (Proposition 8) and deterministic (Proposition 9) test-channels, respectively, for $C_{u}=C_{v}=1$ bit is given by:

$$
\begin{aligned}
\lim _{\rho \rightarrow 0}-\frac{1}{2} \log \left(1-\rho^{2}\left(1-2^{-2 C_{u}}\right)\left(1-2^{-2 C_{v}}\right)\right) & =\frac{9 \log e}{32} \rho^{2}+o\left(\rho^{2}\right), \\
\lim _{\rho \rightarrow 0} 1-h_{2}\left(\frac{\arccos \rho}{\pi}\right) & =\frac{2 \log e}{\pi^{2}} \rho^{2}+o\left(\rho^{2}\right) .
\end{aligned}
$$

Hence, the Gaussian choice outperforms the second lower bound for vanishing SNR. The following theorem establishes that Gaussian test-channels are optimal for low-SNR.


Figure 17. Capacity bounds for various values of $p$ and $C=C_{u}=C_{v}=1$.
Theorem 2. For small $\rho$, the GDSIB function is given by:

$$
\begin{equation*}
R\left(C_{u}, C_{v}, \rho\right)=\frac{\rho^{2} \log e}{2}\left(1-2^{-2 C_{u}}\right)\left(1-2^{-2 C_{v}}\right)+o\left(\rho^{2}\right) \tag{29}
\end{equation*}
$$

The lower bound follows from Proposition 8. The upper bound is established by considering the kernel representation from Proposition 7 in the limit of vanishing $\rho$. The detailed proof is given in Appendix J .

### 4.2. Optimality of Symbol-by-Symbol Quantization When $\mathrm{X}=\mathrm{Y}$

Consider an extreme scenario for which $\mathrm{X}=\mathrm{Y} \sim \mathcal{N}(0,1)$. Taking the encoders $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ as a symbol-by-symbol deterministic quantizers satisfying:

$$
H(\mathrm{U})=H(\mathrm{~V})=\min \left\{C_{u}, C_{v}\right\},
$$

we achieve the optimum

$$
I(\mathrm{U} ; \mathrm{V})=\min \left\{C_{u}, C_{v}\right\} .
$$

## 5. Alternating Maximization Algorithm

Consider the DSIB problem for DSBS with parameter $p$ analyzed in Section 3. The respective optimization problem involves simultaneous search of the maximum over the sets $\left\{P_{U \mid X}\right\}$ and $\left\{P_{V \mid Y}\right\}$. An alternating maximization, namely, fixing $P_{U \mid X}$, then finding the respective optimal $P_{V \mid Y}$ and vice versa, is sub-optimal in general and may result in convergent to a saddle point. However, for the case $p=0$ with symmetric bottleneck constraints, Proposition 4 implies that such point exists only for the BSC and Z/S channels. This motivates us to believe that performing an alternating maximization procedure on (9) will not result in sub-optimal saddle point, but rather converge to the optimal solution also for the general discrete $(X, Y)$.

Thus, we propose an alternating maximization algorithm. The main idea is to fix $P_{V \mid Y}$ and then compute $P_{U \mid X}^{*}$ that attains the inner term in (9). Then, using $P_{U \mid X}^{*}$, we find the optimal $P_{V \mid Y}^{*}$ that attains the inner term in (10). Then, we repeat the procedure in alternating manner until convergence.

Note that inner terms of (9) and (10) are just the standard IB problem defined in (6). For completeness, we state here the main result from [1] and adjust it for our problem. Consider the respective Lagrangian of (6) given by:

$$
\begin{equation*}
L\left(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}, \lambda\right)=I(\mathrm{U} ; \mathrm{V})+\lambda(\mathrm{C}-I(\mathrm{X} ; \mathrm{U})) . \tag{30}
\end{equation*}
$$

Lemma 4 (Theorem 4 of [1]). The optimal test-channel that maximizes (30) satisfies the equation:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}(u \mid x)=\frac{\mathrm{P}_{\mathrm{U}}(u)}{\mathrm{Z}(x, \beta)} e^{-\beta D\left(\mathrm{P}_{\mathrm{V} \mid \mathrm{X}=x} \| \mathrm{P}_{\mathrm{V} \mid \mathrm{U}=u}\right)} \tag{31}
\end{equation*}
$$

where $\beta \triangleq 1 / \lambda$ and $\mathrm{P}_{\mathrm{V} \mid \mathrm{U}}$ is given via Bayes' rule, as follows:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{V} \mid \mathrm{U}}(v \mid u)=\frac{1}{\mathrm{P}_{\mathrm{U}}(u)} \sum_{x} \mathrm{P}_{\mathrm{V} \mid \mathrm{X}}(v \mid x) \mathrm{P}_{\mathrm{U} \mid \mathrm{X}}(u \mid x) \mathrm{P}_{\mathrm{X}}(x) \tag{32}
\end{equation*}
$$

In a very similar manner to the Blahut-Arimoto algorithm [18], the self-consistent equations can be adapted into converging, alternating iterations over the convex sets $\left\{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}\right\}=\Delta_{n}^{\otimes n},\left\{\mathrm{P}_{\mathrm{U}}\right\}=\Delta_{n}$, and $\left\{\mathrm{P}_{\mathrm{V} \mid \mathrm{U}}\right\}=\Delta_{n}^{\otimes n}$, as stated in the following lemma.

Lemma 5 (Theorem 5 of [1]). The self-consistent equations are satisfied simultaneously at the minima of the functional:

$$
\begin{equation*}
F\left(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}, \mathrm{P}_{\mathrm{U}}, \mathrm{P}_{\mathrm{Y} \mid \mathrm{U}}\right)=I(\mathrm{U} ; \mathrm{X})+\beta \mathbb{E}\left[D\left(\mathrm{P}_{\mathrm{V} \mid \mathrm{X}} \| \mathrm{P}_{\mathrm{V} \mid \mathrm{U}}\right)\right] \tag{33}
\end{equation*}
$$

where the minimization is performed independently over the convex sets of $\left\{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}\right\}=\Delta_{n}^{\otimes n}$, $\left\{\mathrm{P}_{\mathrm{U}}\right\}=\Delta_{n}$, and $\left\{\mathrm{P}_{\mathrm{V} \mid \mathrm{U}}\right\}=\Delta_{n}^{\otimes n}$. The minimization is performed by the converging alternation iterations as described in Algorithm 1.

```
Algorithm 1: IB iterative algorithm IBAM(args)
    Input: \(P_{U \mid X}^{(0)}, P_{X Y}, \beta, \epsilon\)
    \(R^{(0)}=0\)
    \(t \leftarrow 0\)
    while \(\Delta R \geq \epsilon\) do
        \(\mathrm{P}_{\mathrm{U}}(u) \leftarrow \sum_{x} \mathrm{P}_{\mathrm{X}}(x) \mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(t)}(u \mid x)\)
        \(\mathrm{P}_{\mathrm{X} \mid \mathrm{U}} \leftarrow \frac{\mathrm{P}_{\mathrm{U}}^{(t)} \mathrm{P}_{\mathrm{X}}}{\mathrm{P}_{\mathrm{U}}}\)
        \(\mathrm{P}_{\mathrm{Y} \mid \mathrm{U}}(y \mid u) \leftarrow \sum_{x} \mathrm{P}_{\mathrm{Y} \mid \mathrm{X}}(y \mid x) \mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(x \mid u)\)
        \(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(t+1)}(u \mid x) \leftarrow \frac{\mathrm{P}_{\mathrm{U}}(u) \exp \left(-\beta D\left(\mathrm{P}_{\mathrm{Y} \mid \mathrm{X}=x} \| \mathrm{P}_{\mathrm{Y} \mid \mathrm{U}=u}\right)\right)}{\sum_{u} \mathrm{P}_{\mathrm{U}}(u) \exp \left(-\beta D\left(\mathrm{P}_{\mathrm{Y} \mid \mathrm{X}=x} \| \mathrm{P}_{\mathrm{Y} \mid \mathrm{U}=u}\right)\right)}\)
        \(R^{(t+1)} \leftarrow I\left(\mathrm{P}_{\mathrm{U}}^{(t+1)}, \mathrm{P}_{\mathrm{Y} \mid \mathrm{U}}^{(t+1)}\right)\)
        \(\Delta R=\left|R^{(t+1)}-R^{(t)}\right|\)
        \(t \leftarrow t+1\)
    Output: \(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(t)}(u \mid x)\)
```

Next, we propose a combined algorithm to solve the optimization problem from (7). The main idea is to fix one of the test-channels, i.e., $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$, and then find the corresponding optimal opposite test-channel, i.e., $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$, using Algorithm 1. Then, we apply again Algorithm 1 by switching roles, i.e., fixing the opposite test-channel, i.e., $P_{U \mid X}$, and then identifying the optimal $P_{V \mid Y}$. We repeat this procedure until convergence of the objective function $I(\mathrm{U} ; \mathrm{V})$. We summarize the proposed composite method in Algorithm 2.

Remark 8. Note that every alternating step of the algorithm involves finding an optimal $\left(\beta^{*}, \eta^{*}\right)$ that corresponds to the respective problem constraints $\left(C_{u}, C_{v}\right)$. We have chosen to implement this exploration step using a bisection-type method. This may result that the actual pair $\left(C_{u}, C_{v}\right)$ is $\epsilon$-far away from the desired constraint.

```
Algorithm 2: DSIB iterative algorithm DSIBAM(args)
    Input: \(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(0)} \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(0)}, \mathrm{P}_{\mathrm{XY}}, C_{u}, C_{v}, \epsilon\)
    \(R^{(0)}=0\)
    \(s \leftarrow 0\)
    while \(\Delta R \geq \epsilon\) do
        \(\mathrm{P}_{\mathrm{XV}}(x, v) \leftarrow \sum_{y} \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(s)}(v \mid y) \mathrm{P}_{\mathrm{XY}}(x, y)\)
        \(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}(\beta) \leftarrow \operatorname{IBAM}\left(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(s)}, \mathrm{P}_{\mathrm{XV}}, \beta, \epsilon\right)\)
        \(\beta^{*} \leftarrow \arg \min _{\beta}\left|I\left(\mathrm{P}_{\mathrm{X}}, \mathrm{P}_{\mathrm{U} \mid \mathrm{X}}(\beta)\right)-C_{u}\right|\)
        \(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(s+1)} \leftarrow \mathrm{P}_{\mathrm{U} \mid \mathrm{X}}\left(\beta^{*}\right)\)
        \(\operatorname{PYU}_{\mathrm{YU}}(y, u) \leftarrow \sum_{x} \mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(s+1)}(u \mid x) \mathrm{P}_{\mathrm{XY}}(x, y)\)
        \(\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}(\eta) \leftarrow I B A M\left(\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(s)}, \mathrm{P}_{\mathrm{YU}}, \eta, \epsilon\right)\)
        \(\eta^{*} \leftarrow \arg \min _{\eta}\left|I\left(\mathrm{P}_{\mathrm{Y}}, \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}(\eta)\right)-C_{v}\right|\)
        \(\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(s+1)} \leftarrow \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}\left(\eta^{*}\right)\)
        \(\operatorname{P}_{\mathrm{UV}}(u, v)=\sum_{y} \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(s+1)}(v, y) \mathrm{P}_{\mathrm{YU}}(y, u)\)
        \(R^{(s+1)} \leftarrow I\left(\mathrm{P}_{\mathrm{UV}}\right)\)
        \(\Delta R \leftarrow\left|R^{(s+1)}-R^{(s)}\right|\)
        \(s \leftarrow s+1\)
    \(C_{u}^{(s)} \leftarrow I\left(\mathrm{P}_{\mathrm{X}}, \mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(s)}\right)\)
    \(C_{v}^{(s)} \leftarrow I\left(\mathrm{P}_{\mathrm{Y}}, \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(s)}\right)\)
    Output: \(\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}^{(s)} \mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}^{(s)} R^{(s)}, C_{u}^{(s)}, \mathrm{C}_{v}^{(s)}\)
```


## 6. Numerical Results

In this section, we focus on the DSBS setting of Section 3. In the first part of this section, we will show using a brute-force method the existence of a sharp, phase-transition phenomena in the optimal test-channels $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ and $\mathrm{P}_{\mathrm{V} \mid Y}$ vs. DSBS parameter $p$. In the second part of this section, we will evaluate the alternating maximization algorithm proposed in Section 5; then, we compare its performance to the brute-force method.

### 6.1. Exhaustive Search

In this set of simulations, we again fix the transition matrix from $Y$ to $V$ characterized by the parameters:

$$
T=\left(\begin{array}{cc}
a & b  \tag{34}\\
1-a & 1-b
\end{array}\right)
$$

chosen such that $I(\mathrm{Y} ; \mathrm{V})=C_{v}$. This choice defines a path $b=f(a)$ in the $(a, b)$ plain. Then, for every such $T$ we optimize $I(\mathrm{U} ; \mathrm{V})$ for different values of the DSBS parameter $p$. The results for a specific choice of $\left(C_{u}, C_{v}\right)=(0.4,0.6)$ vs. a for different values of $p$ are plotted in Figure 18. Note that the region of $a$ corresponds to the continuous conversion from a Z channel $(a=0)$ to a BSC $\left(a=a_{\max }\right)$. We observe here a very sharp transition from the optimality of Z-S channels to BSC channels configuration for a small change in $p$. This kind of behavior continues to hold with a different choice of ( $C_{u}=0.1, C_{v}=0.9$ ), as can be seen in Figure 19.


Figure 18. Maximal $I(\mathrm{U} ; \mathrm{V})$ for fixed values $\left(C_{u}, C_{v}\right)=(0.4,0.6)$ and different values of $p$.


Figure 19. Maximal $I(\mathrm{U} ; \mathrm{V})$ for fixed values $\left(C_{u}, C_{v}\right)=(0.1,0.9)$ and different values of $p$.

Next, we would like to emphasize this sharp phase transition phenomena by plotting the optimal $a$ that achieves the maximal $I(\mathrm{U} ; \mathrm{V})$ vs the DSBS parameter $p$. The results for various combinations of $C_{u}$ and $C_{v}$ are presented in Figures 20 and 21. We observe that the curves are convex for $p \in\left[0, p_{t h}\right)$ and constant for $p>p_{t h}$ with $a=a_{b s c}$. Furthermore, the derivative of $a(p)$ for $p \rightarrow p_{\text {th }}$ tends to $\infty$.



Figure 20. Optimal value of $a$ for various values of $C_{u}$ and $C_{v}$.


Figure 21. Optimal value of $a$ for various values of $C_{u}$ and $C_{v}=0.9$.
One may further claim that there is no sharp transition to the BSC test-channels $P_{U \mid X}$ and $P_{V \mid Y}$ as $p$ grows away from zero, but rather only approaches BSC. To convince the reader that the optimal test channels are exactly BSC, we performed an alternating maximization experiment. We fixed $p>0, C_{u}$ and $C_{v}$. Then we have chosen $\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}$ as an almost BSC channel satisfying $I(\mathrm{Y} ; \mathrm{V}) \leq C_{v}$ and found the channel $P_{\mathrm{X} \mid \mathrm{U}}$ that maximizes $I(\mathrm{U} ; \mathrm{V})$ subject to $I(\mathrm{X} ; \mathrm{U}) \leq C_{u}$. Then, we fixed the channel $\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}$ and found the $\mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}$ that maximizes $I(\mathrm{U} ; \mathrm{V})$ subject to $I(\mathrm{Y} ; \mathrm{V}) \leq C_{v}$. We have repeated this alternating maximization procedure until it converges. The transition matrices were parameterized as follows:

$$
T_{\mathrm{Y} \mid \mathrm{V}}=\left(\begin{array}{cc}
q_{0} & q_{1}  \tag{35}\\
1-q_{0} & 1-q_{1}
\end{array}\right), \quad T_{\mathrm{X} \mid \mathrm{U}}=\left(\begin{array}{cc}
p_{0} & p_{1} \\
1-p_{0} & 1-p_{1}
\end{array}\right)
$$

The results for different values of $p, C_{u}$, and $C_{v}$ are shown in Figures 22-24. We observe that $p_{0}$ and $q_{0}$ rapidly converge to their respective BSC values satisfying the mutual information constraints. Note that the last procedure is still an exhaustive search, but it is performed in alternating fashion between the sets $\left\{\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}\right\}$ and $\left\{\mathrm{P}_{\mathrm{V} \mid \mathrm{Y}}\right\}$.


Figure 22. Alternating maximization with exhaustive search for various $p, C_{u}, C_{v}$.


Figure 23. Alternating maximization with exhaustive search for various $p, C_{u}, C_{v}$.


Figure 24. Alternating maximization with exhaustive search for various $p, C_{u}, C_{v}$.

### 6.2. Alternating Maximization

In this section, we will evaluate the algorithm proposed in Section 5 . We focus on the DSBS setting of Section 3 with various values of problem parameters.

First, we explore the convergence behavior of the proposed algorithm. Figure 25 shows the objective function $I(\mathrm{U}, \mathrm{V})$ on every iteration step for representative fixed-channel transition parameters $p$ and the constraints $C_{u}$ and $C_{v}$. We observe a slow convergence to a final value for $p=0$ and $C_{u}=C_{v}=0.2$, but once the constraints and the transition probability are increased, the algorithm converges much more rapidly. The non-monotonic behavior in some regimes is justified with the help of Remark 8. In Figure 26, we see the respective test-channel probabilities $\alpha_{0}+\alpha_{1}, 1-\alpha_{0}, \beta_{0}+\beta_{1}$, and $1-\beta_{1}$. First, note that if $\alpha_{0}+\alpha_{1}=1$, then $\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}$ is a BSC. Similarly, if $\beta_{0}+\beta_{1}=1$, then $\mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}$ is a BSC. Second, if $1-\alpha_{0}=1$, then $\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}$ is a Z -channel. Similarly, if $1-\beta_{1}=1$, then $\mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}$ is an S-channel. We observe that for $p=0$, the test-channels $\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}$ and $\mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}$ converge to Z - and S-channels, respectively. As for all other settings, the test-channels converge to BSC channels.


Figure 25. Convergence of $I(\mathrm{U} ; \mathrm{V})$ for various values of $p, C_{u}$ and $C_{v}$.
Finally, we compare the outcome of Algorithm 2 to the optimal solution achieved by the brute-force method, namely, evaluating (12) for every $P_{U \mid X}$ and $P_{V \mid Y}$ that satisfy the problem constraints. The results for various values of channel parameters are shown in Figure 27. We observe that the proposed algorithm achieves the optimum for any DSBS parameter $p$ and some representative constraints $C_{u}$ and $C_{v}$.


Figure 26. Convergence of $I(U ; V) p$ with: (a) $C_{u}=C_{v}=0.2, p=0 ;(b) C_{u}=C_{v}=0.7, p=0$; (c) $C_{u}=C_{v}=0.5, p=0.1 ;(\mathbf{d}) C_{u}=0.65, C_{v}=0.4, p=0.1$.


Figure 27. Comparison of the proposed alternating maximization algorithm and the brute-force search method for various problem parameters.

## 7. Concluding Remarks

In this paper, we have considered the Double-Sided Information Bottleneck problem. Cardinality bounds on the representation's alphabets were obtained for an arbitrary discrete bivariate source. When $X$ and $Y$ are binary, we have shown that taking binary auxiliary random variables is optimal. For DSBS, we have shown that BSC test-channels are optimal when $p \rightarrow 0.5$. Furthermore, numerical simulations for arbitrary $p$ indicate that Z -and S-channels are optimal for $p=0$. As for the Gaussian bivariate source,
representation of $I(\mathrm{U} ; \mathrm{V})$ utilizing Hermite polynomials was given. In addition, the optimality of the Gaussian test-channels was demonstrated for vanishing SNR. Moreover, we have constructed a lower bound attained by deterministic quantizers that outperforms the jointly Gaussian choice at high SNR. Note that the solution for the $n$-letter problem $\max \frac{1}{n} I(\mathrm{U} ; \mathrm{V})$ for $\mathrm{U} \rightarrow \mathrm{X}^{n} \rightarrow \mathrm{Y}^{n} \rightarrow \mathrm{~V}$ under constraints $I\left(\mathrm{U} ; \mathrm{X}^{n}\right) \leq n C_{u}$ and $I\left(\mathrm{~V} ; \mathrm{Y}^{n}\right) \leq n C_{v}$ does not tensorize in general. For $\mathrm{X}^{n}=\mathrm{Y}^{n} \sim \operatorname{Ber}^{\otimes n}(0.5)$, we can easily achieve the cutset bound $I(\mathrm{U} ; \mathrm{V}) / n=\min \left\{C_{u}, C_{v}\right\}$. In addition, if time-sharing is allowed, the results change drastically.

Finally, we have proposed an alternating maximization algorithm based on the standard IB [1]. For the DSBS, it was shown that the algorithm converges to the global optimal solution.
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## Appendix A. Proof of Proposition 2

Before proceeding to proof Proposition 2, we need the following auxiliary results.
Lemma A1. Let $\mathrm{P}_{\mathrm{Y} \mid \mathrm{X}}$ be an arbitrary binary-input, ternary-output channel, parameterized using the following transition matrix:

$$
T \triangleq\left(\begin{array}{cc}
a & b  \tag{A1}\\
c & d \\
1-a-c & 1-b-d
\end{array}\right) .
$$

Consider the function $p \mapsto \phi(p, \lambda)=h(T \mathbf{p})-\lambda h_{b}(p)$ defined on $[0,1]$. This function has the following properties:

1. If $\phi(p, \lambda)$ is linear on a sub-interval of $[0,1]$, then it is linear for every $p \in[0,1]$.
2. Otherwise, it is strictly convex over $[0,1]$ or there are points $p_{l}$ and $p_{u}$ such that $0<p_{l}<$ $p_{u}<1$ where

$$
\phi(p, \lambda)= \begin{cases}\text { strictly convex } & 0<p<p_{l}=\mathcal{I}_{1}  \tag{A2}\\ \text { strictly concave } & p_{l}<p<p_{u}=\mathcal{I}_{2} \\ \text { strictly convex } & p_{u}<p<1=\mathcal{I}_{3}\end{cases}
$$

We postpone the proof of this lemma to Appendix K.
Lemma A2. The convex envelope of $\phi(\cdot)$ at any point $q \in[0,1]$ can be obtained as a convex combination of only points in $\mathcal{I}_{1}$ and $\mathcal{I}_{3}$.

We postpone the proof of this lemma to Appendix L and proceed to proof Proposition 2. Note that if $F_{T}(x)$ is strictly convex in $\left[0, h_{b}(q)\right]$, then by the paragraph following (Theorem 2.3 of [17]) $|\mathcal{U}|=2$, we are done.

From now on, we consider the case where $F_{T}(x)$ is not strictly convex. Then, there is an interval $\mathcal{L} \subset[0, h(q)]$ and $a \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
F_{T}(x)=a+\lambda_{\mathcal{L}} \cdot x \quad \forall x \in \mathcal{L} . \tag{A3}
\end{equation*}
$$

Let $\mathbf{t}_{0}$ and $\mathbf{t}_{1}$ represent the columns of $T$ corresponding to $X=0$ and $X=1$, respectively, Moreover let $q \triangleq \mathrm{P}(\mathbf{X}=0)$ and $\mathbf{p} \triangleq(p, \bar{p})^{T}$ be the probability vector of an arbitrary binary random variable, where $\bar{p} \triangleq 1-p$.

Assume $x_{1}, x_{2} \in \mathcal{L}$ and $x_{1} \neq x_{2}$. Then, there must be $\left\{\alpha_{1 i}, p_{1 i}\right\}_{i=1,2,3}$ and $\left\{\alpha_{2 i}, p_{2 i}\right\}_{i=1,2,3}$ such that

$$
\begin{array}{lll}
\sum_{i=1}^{3} \alpha_{1 i} p_{1 i}=q, & \sum_{i=1}^{3} \alpha_{1 i} h_{b}\left(p_{1 i}\right)=x_{1}, & \sum_{i=1}^{3} \alpha_{1 i} h\left(T \mathbf{p}_{1 i}\right)=a+\lambda_{\mathcal{L}} x_{1}, \\
\sum_{i=1}^{3} \alpha_{2 i} p_{2 i}=q, & \sum_{i=1}^{3} \alpha_{2 i} h_{b}\left(p_{2 i}\right)=x_{2}, & \sum_{i=1}^{3} \alpha_{2 i} h\left(T \mathbf{p}_{2 i}\right)=a+\lambda_{\mathcal{L}} x_{2} . \tag{A5}
\end{array}
$$

Lemma A3. The set $\left\{p_{11}, p_{12}, p_{13}, p_{21}, p_{22}, p_{23}\right\}$ must contain at least three distinct points.
We postpone the proof of this lemma to Appendix M.
Consider the function $p \mapsto \phi(p)=\phi\left(p, \lambda_{\mathcal{L}}\right)=h(T \mathbf{p})-\lambda_{\mathcal{L}} h_{b}(p)$ defined on [0,1]. We have that

$$
\begin{equation*}
\sum_{i=1}^{3} \alpha_{1 i} \phi\left(p_{1 i}\right)=\sum_{i=1}^{3} \alpha_{2 i} \phi\left(p_{2 i}\right)=a \tag{A6}
\end{equation*}
$$

In addition, if we define $\psi(\cdot)$ to be the lower convex envelope of $\phi(\cdot)$, then $\psi(q)=a$. Thus, the lower convex envelope of $\phi(\cdot)$ at $q$ is attained by two linear combinations.

By Lemma Lemma A3, the set $\left\{p_{11}, p_{12}, p_{13}, p_{21}, p_{22}, p_{23}\right\}$ must contain at least three distinct points, say $\left\{p_{11}, p_{21}, p_{22}\right\}$. Due to Lemma A2, they are all in $\mathcal{I}_{1} \cup \mathcal{I}_{3}$. Furthermore, by the pigeonhole principle, we must have that one of the intervals contains at least two points. Assume WLOG that $\left\{p_{11}, p_{21}\right\} \in \mathcal{I}_{1}$. For any $\gamma \in[0,1]$, let $S=\bar{\gamma} \alpha_{11}+\gamma \alpha_{21}$ and consider the following set of weights/probabilities:

$$
\begin{equation*}
\left\{\left(S, \frac{\bar{\gamma} \alpha_{11}}{S} \cdot p_{11}+\frac{\gamma \alpha_{21}}{S} \cdot p_{21}\right),\left(\bar{\gamma} \alpha_{12}, p_{12}\right),\left(\bar{\gamma} \alpha_{13}, p_{13}\right),\left(\gamma \alpha_{22}, p_{22}\right),\left(\gamma \alpha_{23}, p_{23}\right)\right\} . \tag{A7}
\end{equation*}
$$

Note that

$$
\begin{equation*}
S+\bar{\gamma} \alpha_{12}+\bar{\gamma} \alpha_{13}+\gamma \alpha_{22}+\gamma \alpha_{23}=1 \tag{A8}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\gamma} \alpha_{11} \cdot p_{11}+\gamma \alpha_{21} \cdot p_{21} \bar{\gamma} \alpha_{12} \cdot p_{12}+\bar{\gamma} \alpha_{13}, p_{13}+\gamma \alpha_{22} \cdot p_{22}+\gamma \alpha_{23} \cdot p_{23}=q, \tag{A9}
\end{equation*}
$$

but since $\left\{p_{11}, p_{21}\right\} \in \mathcal{I}_{1}$

$$
\begin{align*}
& S \cdot \phi\left(\frac{\bar{\gamma} \alpha_{11}}{S} \cdot p_{11}+\frac{\gamma \alpha_{21}}{S} \cdot p_{21}\right)+\bar{\gamma} \alpha_{12} \phi\left(p_{12}\right)+\bar{\gamma} \alpha_{13} \phi\left(p_{13}\right)+\gamma \alpha_{22} \phi\left(p_{22}\right)+\gamma \alpha_{23} \phi\left(p_{23}\right)  \tag{A10}\\
& <S \cdot\left(\frac{\bar{\gamma} \alpha_{11}}{S} \cdot \phi\left(p_{11}\right)+\frac{\gamma \alpha_{21}}{S} \cdot \phi\left(p_{21}\right)\right)+\bar{\gamma} \alpha_{12} \phi\left(p_{12}\right)+\bar{\gamma} \alpha_{13} \phi\left(p_{13}\right)+\gamma \alpha_{22} \phi\left(p_{22}\right)+\gamma \alpha_{23} \phi\left(p_{23}\right)=a, \tag{A11}
\end{align*}
$$

thus, it attains a smaller value than $a$, provided that $\phi$ is strictly convex on $\mathcal{I}_{1}$. This contradicts our assumption that the convex envelope at $q$ equals $a$, and thus $\phi(\cdot)$ must contain a linear segment in $\mathcal{I}_{1}$.

By Lemma A1, this can happen only if $p$ is linear for every $p \in[0,1]$. In particular:

$$
\begin{equation*}
h(T \mathbf{p})-\lambda_{\mathcal{L}} h_{b}(p)=\phi(p)=(1-p) \phi(0)+p \phi(1)=(1-p) h\left(\mathbf{t}_{0}\right)+p h\left(\mathbf{t}_{1}\right) \tag{A12}
\end{equation*}
$$

Note that for any choice of $\mathrm{P}_{\mathrm{X} \mid \mathrm{U}=u}$

$$
\begin{align*}
H(\mathrm{Y} \mid \mathrm{U}=u) & =h\left(T \mathbf{p}_{u}\right)  \tag{A13}\\
& =\phi\left(p_{u}\right)+\lambda_{\mathcal{L}} h_{b}\left(p_{u}\right)  \tag{A14}\\
& =\left(1-p_{u}\right) h\left(\mathbf{t}_{0}\right)+p_{u} h\left(\mathbf{t}_{1}\right)+\lambda_{\mathcal{L}} h_{b}\left(p_{u}\right) . \tag{A15}
\end{align*}
$$

Taking the expectation we obtain:

$$
\begin{equation*}
H(\mathrm{Y} \mid \mathrm{U})=(1-q) h\left(\mathbf{t}_{0}\right)+q h\left(\mathbf{t}_{1}\right)+\lambda_{\mathcal{L}} x . \tag{A16}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
F_{T}(x)=(1-q) h\left(\mathbf{t}_{0}\right)+q h\left(\mathbf{t}_{1}\right)+\lambda_{\mathcal{L}} x \tag{A17}
\end{equation*}
$$

and this is attained by any choice of $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ satisfying $H(\mathrm{X} \mid \mathrm{U})=x$. In particular the choice $\mathrm{U}=\mathrm{X} \oplus \mathrm{Z}$, where $\mathrm{Z} \sim \operatorname{Ber}(\delta)$ is statistically independent of X and is chosen such that $H(\mathrm{X} \mid \mathrm{U})=x$, attains $F_{T}(x)$. Thus, $|\mathcal{U}|=2$ suffices even if $F_{T}(x)$ is not strictly convex.

## Appendix B. Proof of Lemma 3

Let $P_{U \mid X}$ and $P_{V \mid Y}$ be the test-channels from $X$ to $U$ and from $Y$ to $V$, respectively. The joint probability function of $U$ and $V$ can be expressed via Bayes' rule and the Markov chain condition $\mathrm{U} \rightarrow \mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{V}$ as:

$$
\begin{equation*}
\operatorname{PuV}(u, v)=4 \cdot \mathrm{P}_{\mathrm{U}}(u) \mathrm{P}_{\mathrm{V}}(v) \sum_{x, y} \mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(x \mid u) \mathrm{P}_{\mathrm{XY}}(x, y) \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(y \mid v) \tag{A18}
\end{equation*}
$$

Since $I(\mathrm{U} ; \mathrm{V})=\mathbb{E}\left[\log \left(\mathrm{P}_{\mathrm{UV}} / \mathrm{P}_{\mathrm{U}} \times \mathrm{P}_{\mathrm{V}}\right)\right]$, we define $K(u, v, p)$ as the ratio between the joint distribution of $U$ and $\vee$ relative to the respective product measure. Note that:

$$
\begin{align*}
K(u, v, p) \triangleq & \frac{\mathrm{P}_{\mathrm{UV}}(u, v)}{\mathrm{P}_{\mathrm{U}}(u) \mathrm{P}_{\mathrm{V}}(v)}  \tag{A19}\\
= & 4 \sum_{x, y} \mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(x \mid u) \mathrm{P}_{\mathrm{XY}}(x, y) \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(y \mid v)  \tag{A20}\\
= & 2\left(\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(0 \mid u) \cdot \bar{p} \cdot \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(0 \mid u)+\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(1 \mid u) \cdot p \cdot \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(0 \mid u)\right)  \tag{A21}\\
& +2\left(\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(0 \mid u) \cdot p \cdot \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(1 \mid u)+\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(1 \mid u) \cdot \bar{p} \cdot \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(1 \mid u)\right) . \tag{A22}
\end{align*}
$$

Denoting $\alpha_{u} \triangleq \mathrm{P}_{\mathrm{X} \mid \mathrm{U}}(1 \mid u)$ and $\beta_{v} \triangleq \mathrm{P}_{\mathrm{Y} \mid \mathrm{V}}(0 \mid v)$, we obtain:

$$
\begin{equation*}
K(u, v, p)=2\left(\bar{\alpha}_{u} \bar{p} \beta_{v}+\alpha_{u} p \beta_{v}+\bar{\alpha}_{u} p \bar{\beta}_{v}+\alpha_{u} \bar{p}^{\beta} \bar{\beta}_{v}\right)=2 \alpha_{u} * \beta_{v} * p . \tag{A23}
\end{equation*}
$$

The last expression can also be represented as follows:

$$
\begin{align*}
2 \alpha_{u} * \beta_{v} * p & =2(1-p)\left(\alpha_{u}+\beta_{v}-2 \alpha_{u} \beta_{v}\right)+2 p\left(1-\alpha_{u}-\beta_{v}+2 \alpha_{u} \beta_{v}\right)  \tag{A24}\\
& =2 \alpha_{u}+2 \beta_{v}-4 \alpha_{u} \beta_{v}+2 p\left(1-2 \alpha_{u}-2 \beta_{v}+4 \alpha_{u} \beta_{v}\right)  \tag{A25}\\
& =1-(1-2 p)\left(1-2 \alpha_{u}-2 \beta_{v}+4 \alpha_{u} \beta_{v}\right)  \tag{A26}\\
& =1-(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right) . \tag{A27}
\end{align*}
$$

Thus,

$$
\begin{align*}
I(\mathrm{U} ; \mathrm{V}) & =\sum_{u, v} \mathrm{P}_{\mathrm{UV}}(u, v) \log \frac{\mathrm{P}_{\mathrm{UV}}(u, v)}{\mathrm{P}_{\mathrm{U}}(u) \mathrm{P}_{\mathrm{V}}(v)}  \tag{A28}\\
& =\sum_{u, v} \mathrm{P}_{\mathrm{U}}(u) \mathrm{P}_{\mathrm{V}}(v) K(u, v, p) \log K(u, v, p) . \tag{A29}
\end{align*}
$$

Furthermore, note that since $\left|(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right)\right|<1$, we can utilize Taylor's expansion of $\log (1-x)$ to obtain:

$$
\begin{equation*}
\log K(u, v, p)=-\sum_{n=1}^{\infty} \frac{(1-2 p)^{n}\left(1-2 \alpha_{u}\right)^{n}\left(1-2 \beta_{v}\right)^{n}}{n} \tag{A30}
\end{equation*}
$$

and

$$
\begin{align*}
& K(u, v, p) \log K(u, v, p)=-\sum_{n=1}^{\infty} \frac{(1-2 p)^{n}\left(1-2 \alpha_{u}\right)^{n}\left(1-2 \beta_{v}\right)^{n}}{n} \\
& \quad+\sum_{n=1}^{\infty} \frac{(1-2 p)^{n+1}\left(1-2 \alpha_{u}\right)^{n+1}\left(1-2 \beta_{v}\right)^{n+1}}{n} \tag{A31}
\end{align*}
$$

Therefore:

$$
\begin{align*}
I(\mathrm{U} ; \mathrm{V})= & -\sum_{n=1}^{\infty} \frac{(1-2 p)^{n} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{U}}\right)^{n}\right] \mathbb{E}\left[\left(1-2 \beta_{\mathrm{V}}\right)^{n}\right]}{n}  \tag{A32}\\
& +\sum_{n=1}^{\infty} \frac{(1-2 p)^{n+1} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{V}}\right)^{n+1}\right] \mathbb{E}\left[\left(1-2 \beta \mathrm{~V}^{n+1}\right]\right.}{n}  \tag{A33}\\
\stackrel{(\mathrm{a})}{=} & -\sum_{n=2}^{\infty} \frac{(1-2 p)^{n} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{U}}\right)^{n}\right] \mathbb{E}\left[\left(1-2 \beta \mathrm{~V}^{n}\right]\right.}{n}  \tag{A34}\\
& +\sum_{n=1}^{\infty} \frac{(1-2 p)^{n+1} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{V}}\right)^{n+1}\right] \mathbb{E}\left[\left(1-2 \beta_{\mathrm{V}}\right)^{n+1}\right]}{n}  \tag{A35}\\
= & -\sum_{n=1}^{\infty} \frac{(1-2 p)^{n+1} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{U}}\right)^{n+1}\right] \mathbb{E}\left[(1-2 \beta \mathrm{~V})^{n+1}\right]}{n+1}  \tag{A36}\\
& +\sum_{n=1}^{\infty} \frac{(1-2 p)^{n+1} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{V}}\right)^{n+1}\right] \mathbb{E}\left[(1-2 \beta \mathrm{~V})^{n+1}\right]}{n}  \tag{A37}\\
= & \sum_{n=1}^{\infty}(1-2 p)^{n+1} \mathbb{E}\left[\left(1-2 \alpha_{\mathrm{U}}\right)^{n+1}\right] \mathbb{E}\left[(1-2 \beta \mathrm{~V})^{n+1}\right] \cdot \frac{1}{n(n+1)} \tag{A38}
\end{align*}
$$

where (a) follows since $\mathbb{E}\left[\alpha_{\mathrm{U}}\right]=\mathbb{E}\left[\beta_{\mathrm{V}}\right]=\frac{1}{2}$. This completes the proof.

## Appendix C. Auxiliary Concavity Lemma

As a preliminary step to proving Theorem 1, we will need the following auxiliary lemma.

Lemma A4. The function $f(x)=\left(1-2 h_{b}^{-1}(x)\right)^{2}$ is concave.
Proof. Denoting $g(x) \triangleq h_{b}^{-1}(x)$, we have $f(x)=(1-2 g(x))^{2}$. Since $f(x)$ is twice differentiable, it is sufficient to show that $f^{\prime}(x)$ is decreasing. The first derivative is given by:

$$
\begin{equation*}
f^{\prime}(x)=-4(1-2 g(x)) g^{\prime}(x) \tag{A39}
\end{equation*}
$$

Since

$$
\begin{align*}
& h_{b}(x)=-x \log x-(1-x) \log (1-x)  \tag{A40}\\
& h_{b}^{\prime}(x)=\log \frac{1-x}{x}  \tag{A41}\\
& h_{b}^{\prime \prime}(x)=-\frac{1}{(1-x) \ln 2}-\frac{1}{x \ln 2}=-\frac{1}{x(1-x) \ln 2} \tag{A42}
\end{align*}
$$

utilizing the inverse function derivative property, we obtain:

$$
\begin{align*}
g(x) & =h_{b}^{-1}(x)  \tag{A43}\\
g^{\prime}(x) & =\frac{1}{h^{\prime}(g(x))}=\frac{1}{\log \frac{1-g(x)}{g(x)}} \tag{A44}
\end{align*}
$$

In addition, the second order derivative is given by:

$$
\begin{align*}
g^{\prime \prime}(x) & =\frac{\log e}{\log ^{3} \frac{1-g(x)}{g(x)}} \frac{g(x)}{1-g(x)} \frac{1}{(g(x))^{2}}  \tag{A45}\\
& =\frac{\log e}{\log ^{3} \frac{1-g(x)}{g(x)}} \frac{1}{(1-g(x)) g(x)}  \tag{A46}\\
& =\frac{\left(g^{\prime}(x)\right)^{3}}{\ln 2 g(x)(1-g(x))} . \tag{A47}
\end{align*}
$$

Define

$$
\begin{equation*}
r(t) \triangleq \frac{-4(1-2 t)}{\log \frac{1-t}{t}} \tag{A48}
\end{equation*}
$$

Note that $f^{\prime}(x)=r(g(x))$. Since $g(x)$ is increasing, in order to show that $f^{\prime}(x)$ decreasing, it suffices to show that $r(t)$ decreasing. The first order derivative of $r(t)$ is given by:

$$
r^{\prime}(t)=\frac{8}{\log ^{2} \frac{1-t}{t}} \frac{1}{t(1-t)}\left(t(1-t) \log \frac{1-t}{t}-\frac{1-2 t}{\ln 4}\right) .
$$

Define $\alpha \triangleq 1-2 t$ such that $t=\frac{1}{2}(1-\alpha)$. Note that $\alpha \in[0,1]$. We obtain:

$$
r^{\prime}(t)=\frac{32}{\log ^{2} \frac{1+\alpha}{1-\alpha}} \frac{1}{1-\alpha^{2}}\left(\frac{1}{4}\left(1-\alpha^{2}\right) \log \frac{1+\alpha}{1-\alpha}-\frac{\alpha}{\ln 4}\right) .
$$

Now, making use of the expansion $\log (1+x)=\sum_{k=1}^{\infty}(-1)^{k+1} \frac{x^{k}}{k}$, we have:

$$
\log \frac{1+\alpha}{1-\alpha}=\sum_{k=1}^{\infty}(-1)^{k+1} \frac{\alpha^{k}}{k}-\sum_{k=1}^{\infty}(-1)^{k+1} \frac{(-\alpha)^{k}}{k}=2 \sum_{k \text { odd }} \frac{\alpha^{k}}{k} .
$$

Thus,

$$
\begin{aligned}
& \frac{1}{4}\left(1-\alpha^{2}\right) \log \frac{1+\alpha}{1-\alpha}-\frac{\alpha}{\ln 4} \\
& =\frac{1}{2} \sum_{k \text { odd }} \frac{\alpha^{k}}{k}-\frac{1}{2} \sum_{k \text { odd }} \frac{\alpha^{k+2}}{k}-\frac{\alpha}{\ln 4} \\
& =\alpha\left(\frac{1}{2}-\frac{1}{\ln 4}\right)+\frac{1}{2} \sum_{\substack{k \text { odd } \\
k \geq 3}} \alpha^{k}\left(\frac{1}{k}-\frac{1}{k-2}\right) \\
& \stackrel{(a)}{<} \alpha\left(\frac{1}{2}-\frac{1}{\ln e^{2}}\right)-\sum_{\substack{k \text { odd } \\
k \geq 3}} \frac{\alpha^{k}}{k(k-2)}<0,
\end{aligned}
$$

where (a) follows since $\alpha>0$. Thus, $r^{\prime}(t)<0$ and $f(x)$ is concave.

## Appendix D. Proof of Theorem 1

Plugging $p \leftarrow \frac{1}{2}-\epsilon\left(\epsilon \triangleq \frac{1}{2}-p\right)$ in (14), we obtain:

$$
\begin{equation*}
K(u, v, \epsilon)=1+2 \epsilon\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right) . \tag{A49}
\end{equation*}
$$

Now, we rewrite $I(\mathrm{U} ; \mathrm{V})$ with explicit dependency on $\epsilon$ as:

$$
\begin{equation*}
I(\epsilon)=\sum_{u, v} P_{\mathrm{U}}(u) P_{\mathrm{V}}(v) K(u, v, \epsilon) \log K(u, v, \epsilon) . \tag{A50}
\end{equation*}
$$

We would like to expand $I(\epsilon)$ with Taylor series around $\epsilon=0$. Note that $I(0)=0=$ $\left.I^{\prime}(\epsilon)\right|_{\epsilon=0}$. Furthermore, the second derivative is given by:

$$
\left.I^{\prime \prime}(\epsilon)\right|_{\epsilon=0}=4 \log e \cdot\left(\sum_{u} P_{\mathrm{U}}(u)\left(1-2 \alpha_{u}\right)^{2}\right)\left(\sum_{v} P_{\mathrm{V}}(v)\left(1-2 \beta_{v}\right)^{2}\right) .
$$

Hence,

$$
I(\epsilon)=2 \epsilon^{2} \log e \cdot\left(\sum_{u} P_{\mathrm{U}}(u)\left(1-2 \alpha_{u}\right)^{2}\right)\left(\sum_{v} P_{\mathrm{V}}(v)\left(1-2 \beta_{v}\right)^{2}\right)+o\left(\epsilon^{2}\right) .
$$

Now, note that

$$
\alpha_{u}= \begin{cases}h_{2}^{-1}(H(\mathrm{X} \mid \mathrm{U}=u)), & \alpha_{u} \leq \frac{1}{2}  \tag{A51}\\ 1-h_{2}^{-1}(H(\mathrm{X} \mid \mathrm{U}=u)), & \alpha_{u}>\frac{1}{2}\end{cases}
$$

with similar relation for $\beta_{v}$. Therefore,

$$
\begin{aligned}
I(\epsilon) & =\frac{2 \epsilon^{2}}{\ln 2} \cdot \mathbb{E}_{u}\left[\left(1-2 h_{2}^{-1}(H(\mathrm{X} \mid \mathrm{U}=u))\right)^{2}\right] \cdot \mathbb{E}_{v}\left[\left(1-2 h_{2}^{-1}(H(\mathrm{Y} \mid \mathrm{V}=v))\right)^{2}\right]+o\left(\epsilon^{2}\right) \\
& \leq 2 \epsilon^{2} \log e \cdot\left(1-2 h_{2}^{-1}(H(\mathrm{X} \mid \mathrm{U}))\right)^{2}\left(1-2 h_{2}^{-1}(H(\mathrm{Y} \mid \mathrm{V}))\right)^{2}+o\left(\epsilon^{2}\right) \\
& \leq 2 \epsilon^{2} \log e \cdot\left(1-2 h_{2}^{-1}\left(1-C_{x}\right)\right)^{2}\left(1-2 h_{2}^{-1}\left(1-C_{y}\right)\right)^{2}+o\left(\epsilon^{2}\right),
\end{aligned}
$$

where the first inequality follows since the function $f: x \mapsto\left(1-2 h_{2}^{-1}(x)\right)^{2}$ is concave by Lemma A4 and applying Jensen's inequality, and the second inequality follows from rate constraints.

## Appendix E. Proof of Proposition 4

Suppose that the optimal test-channel $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ is given by the following transition matrix:

$$
T_{\mathrm{V} \mid \mathrm{X}}=\left(\begin{array}{cc}
a & b  \tag{A52}\\
1-a & 1-b
\end{array}\right) .
$$

Assume in contradiction that the opposite optimal test-channel $\mathrm{P}_{\mathrm{U} \mid \mathrm{X}}$ is symmetric to $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ and is given by:

$$
T_{\mathrm{U} \mid \mathrm{X}}=\left(\begin{array}{cc}
1-b & 1-a  \tag{A53}\\
b & a
\end{array}\right)
$$

Applying Bayes' rule on (A53), we obtain:

$$
T_{\mathrm{X} \mid \mathrm{U}}=\left(\begin{array}{cc}
1-\alpha_{0} & 1-\alpha_{1}  \tag{A54}\\
\alpha_{0} & \alpha_{1}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\bar{b}}{\bar{a}+\bar{b}} & \frac{b}{a+b} \\
\frac{a}{\bar{a}+\bar{b}} & \frac{a}{a+b}
\end{array}\right) .
$$

It was shown in (Section IV.D of [17]) that for fixed $\mathrm{P}_{\mathrm{V} \mid \mathrm{X}}$ given by (A52), the optimal $\mathrm{P}_{\mathrm{X} \mid \mathrm{U}}$ must satisfy the following equation:

$$
\begin{array}{r}
(a-b)\left(h_{b}\left(\alpha_{1}\right)-h_{b}\left(\alpha_{0}\right)\right)\left(h_{b}^{\prime}\left(\hat{\alpha}_{0}\right)-h_{b}^{\prime}\left(\hat{\alpha}_{1}\right)\right)+\left(h_{b}^{\prime}\left(\alpha_{1}\right)-h_{b}^{\prime}\left(\alpha_{0}\right)\right)\left(h_{b}\left(\hat{\alpha}_{1}\right)-h_{b}\left(\hat{\alpha}_{0}\right)\right) \\
+(a-b)\left(\alpha_{1}-\alpha_{0}\right)\left(h_{b}^{\prime}\left(\alpha_{0}\right) h_{b}^{\prime}\left(\hat{\alpha}_{1}\right)-h_{b}^{\prime}\left(\alpha_{1}\right) h_{b}^{\prime}\left(\hat{\alpha}_{0}\right)\right)=0, \tag{A55}
\end{array}
$$

where $\hat{\alpha}_{0} \triangleq a \alpha_{0}+b \bar{\alpha}_{0}$ and $\hat{\alpha}_{1} \triangleq a \alpha_{1}+b \bar{\alpha}_{1}$. Plugging $\alpha_{0}$ and $\alpha_{1}$ from (A54) in (A55) results in a contradiction, thus establishing the proof of Proposition 4.

## Appendix F. Proof of Proposition 6

By Lemma 3, the objective function of (7) for a DSBS setting, denoted here by $I(p)$, is given by:

$$
\begin{equation*}
I(p)=\mathbb{E}_{\mathbf{P}_{\mathrm{U}} \times \mathrm{P}_{\mathrm{V}}}[K(\mathrm{U}, \mathrm{~V}, p) \log K(\mathrm{U}, \mathrm{~V}, p)] \tag{A56}
\end{equation*}
$$

where $K(u, v, p)$ can be expressed as:

$$
\begin{equation*}
K(u, v, p)=1+(1-2 p)\left(1-2 \alpha_{u} * \beta_{v}\right)=1+(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right) . \tag{A57}
\end{equation*}
$$

Since $\log (1+x) \leq x$, we have the following upper bound on $I(p)$ :

$$
\begin{align*}
I(p)= & \sum_{u, v} P_{\mathrm{U}}(u) P_{\mathrm{V}}(v) K(u, v, p) \log K(u, v, p)  \tag{A58}\\
\leq & \sum_{u, v} P_{\mathrm{U}}(u) P_{\mathrm{V}}(v)\left(1+(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right)\right)(1-2 p)\left(1-2 \alpha_{u}\right)\left(1-2 \beta_{v}\right)  \tag{A59}\\
= & (1-2 p)\left(1-2 \sum_{u} P_{\mathrm{U}}(u) \alpha_{u}\right)\left(1-2 \sum_{v} P_{\mathrm{V}}(v) \beta_{v}\right)  \tag{A60}\\
& +(1-2 p)^{2} \sum_{u} P_{\mathrm{U}}(u)\left(1-2 \alpha_{u}\right)^{2} \sum_{v} P_{\mathrm{V}}(v)\left(1-2 \beta_{v}\right)^{2}  \tag{A61}\\
= & (1-2 p)\left(1-2 \sum_{u} P_{\mathrm{U}}(u) \mathrm{P}(\mathrm{X}=1 \mid \mathrm{U}=u)\right)\left(1-2 \sum_{v} P_{\mathrm{V}}(v) \mathrm{P}(\mathrm{Y}=1 \mid \mathrm{V}=v)\right)  \tag{A62}\\
+ & (1-2 p)^{2} \sum_{u} P_{\mathrm{U}}(u)(1-2 \mathrm{P}(\mathrm{X}=1 \mid \mathrm{U}=u))^{2} \sum_{v} P_{\mathrm{V}}(v)(1-2 \mathrm{P}(\mathrm{Y}=1 \mid \mathrm{V}=v))^{2} \\
= & (1-2 p)(1-2 \mathrm{P}(\mathrm{X}=1))(1-2 \mathrm{P}(\mathrm{Y}=1))  \tag{A63}\\
+ & (1-2 p)^{2} \sum_{u} P_{\mathrm{U}}(u)\left(1-2 h_{2}^{-1}(H(\mathrm{X} \mid \mathrm{U}=u))\right)^{2} \sum_{v} P_{\mathrm{V}}(v)\left(1-2 h_{2}^{-1}(H(\mathrm{Y}=\mid \mathrm{V}=v))\right)^{2} \tag{A64}
\end{align*}
$$

$\stackrel{(\mathrm{a})}{\leq}(1-2 p)^{2}\left(1-2 h_{2}^{-1}(H(\mathrm{X} \mid \mathrm{U}))\right)^{2}\left(1-2 h_{2}^{-1}(H(\mathrm{Y}=\mid \mathrm{V}))\right)^{2}$
$\stackrel{(\mathrm{b})}{\leq}(1-2 p)^{2}\left(1-2 h_{2}^{-1}\left(1-C_{x}\right)^{2}\left(1-2 h_{2}^{-1}\left(1-C_{y}\right)^{2}\right.\right.$,
where the inequality in (a) follows from Lemma A4 and inequality in (b) follows from the problem constraints.

## Appendix G. Proof of Proposition 7

We assume U and V are continuous RVs. The proof for the discrete case is identical. The joint density $f_{\mathrm{UV}}(u, v)$ can be expressed with explicit dependency on $\rho$ as follows:

$$
f(u, v ; \rho) \triangleq f_{\mathrm{U}}(u) f_{\mathrm{V}}(v) \iint_{\mathbb{R}^{2}} f_{\mathrm{X} \mid \mathrm{U}}(x \mid u) M(x, y ; \rho) f_{\mathrm{Y} \mid \mathrm{V}}(y \mid v) \mathrm{d} x \mathrm{~d} y
$$

where $M(x, y ; \rho)=\sum_{n=0}^{\infty} \frac{\rho^{n}}{n!} H_{n}(x) H_{n}(y)$ [66]. Similarly, $I(U ; V)$ can also be written with explicit dependency on $\rho$

$$
I(\rho) \triangleq I_{\rho}(\mathrm{U} ; \mathrm{V})=\iint f(u, v ; \rho) \log \frac{f(u, v ; \rho)}{f_{\mathrm{U}}(u) f_{\mathrm{V}}(v)} \mathrm{d} u \mathrm{~d} v
$$

## Appendix H. Proof of Proposition 8

Let ( $\mathrm{U}, \mathrm{X}, \mathrm{Y}, \mathrm{V}$ ) be jointly Gaussian Random variables, such that

$$
\mathrm{X}=\sigma_{\mathrm{UX}} \mathrm{U}+\sqrt{1-\sigma_{\mathrm{UX}}^{2}} \mathrm{Z}_{u}, \quad \mathrm{Y}=\sigma_{\mathrm{YV}} \mathrm{~V}+\sqrt{1-\sigma_{\mathrm{YV}}^{2}} \mathrm{Z}_{v},
$$

where $Z_{u} \sim \mathcal{N}(0,1), Z_{v} \sim \mathcal{N}(0,1), Z_{u} \perp U, Z_{v} \perp V$. Due to Proposition 7, the mutual information for jointly Gaussian $(\mathrm{U}, \mathrm{X}, \mathrm{Y}, \mathrm{V})$ is given by

$$
\begin{aligned}
I(\mathrm{U} ; \mathrm{V}) & =\mathbb{E}_{\mathrm{UV}}\left[\log \left(\sum_{n=0}^{\infty} \frac{\rho^{n}}{n!} \mathbb{E}\left[H_{n}(\mathrm{X}) \mid \mathrm{U}\right] \mathbb{E}\left[H_{n}(\mathrm{Y}) \mid \mathrm{V}\right]\right)\right] \\
& \stackrel{(\mathrm{a})}{=} \mathbb{E}_{\mathrm{UV}}\left[\log \left(\sum_{n=0}^{\infty} \frac{\left(\rho \sigma_{\mathrm{UX}} \sigma_{\mathrm{YV}}\right)^{n}}{n!} H_{n}(\mathrm{U}) H_{n}(\mathrm{~V})\right)\right] \\
& \stackrel{(\mathrm{b})}{=} \mathbb{E}_{\mathrm{UV}}\left[\log \left(\frac{1}{\sqrt{1-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}}} \exp \left(\frac{2 \rho \sigma_{\mathrm{UX}} \sigma_{\mathrm{YV}} \mathrm{UV}-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}\left(\mathrm{U}^{2}+\mathrm{V}^{2}\right)}{2\left(1-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}\right)}\right)\right)\right] \\
& =-\frac{1}{2} \log \left(1-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}\right)+\frac{\rho \sigma_{\mathrm{UX}} \sigma_{\mathrm{YV}}}{1-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}} \mathbb{E}[\mathrm{UV}]-\frac{\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}}{2\left(1-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}\right)}\left(\mathbb{E}\left[\mathrm{U}^{2}\right]+\mathbb{E}\left[\mathrm{V}^{2}\right]\right) \\
& =-\frac{1}{2} \log \left(1-\rho^{2} \sigma_{\mathrm{UX}}^{2} \sigma_{\mathrm{YV}}^{2}\right)
\end{aligned}
$$

where (a) and (b) follow from the properties of Mehler Kernel [66].
By the Mutual Information constraints we have:

$$
\begin{equation*}
\sigma_{\mathrm{UX}}^{2}=1-e^{-2 C_{u}} \quad \sigma_{\mathrm{Y} V}^{2}=1-e^{-2 C_{v}} \tag{A66}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
I(\mathrm{U} ; \mathrm{V})=-\frac{1}{2} \log \left(1-\rho^{2}\left(1-e^{-2 C_{u}}\right)\left(1-e^{-2 C_{v}}\right)\right) \tag{A67}
\end{equation*}
$$

## Appendix I. Proof of Proposition 9

We choose $U$ and $V$ to be deterministic functions of $X$ and $Y$, respectively, i.e., $U=$ $\operatorname{sign}(X)$ and $V=\operatorname{sign}(Y)$. In such case, the rate constraints are met with equality, namely, $I(\mathrm{U} ; \mathrm{X})=1=I(\mathrm{Y} ; \mathrm{V})$. We proceed to evaluate the achievable rate:

$$
\begin{aligned}
I(\mathrm{U} ; \mathrm{V}) & =1-\mathrm{P}(\mathrm{U}=0) h_{2}(\mathrm{P}(\mathrm{~V}=1 \mid \mathrm{U}=0))-\mathrm{P}(\mathrm{U}=1) h_{2}(\mathrm{P}(\mathrm{~V}=0 \mid \mathrm{U}=1)) \\
& \stackrel{(\mathrm{a})}{=} 1-h_{2}(\mathrm{P}(\mathrm{U} \neq \mathrm{V}))
\end{aligned}
$$

where equality in (a) follows since $\mathrm{P}(\mathrm{V}=1 \mid \mathrm{U}=0)=\mathrm{P}(\mathrm{V}=0 \mid \mathrm{U}=1)$ by symmetry. We therefore obtain the following formula for the "error probability":

$$
P(V \neq U)=1-P(X<0, Y<0)-P(X>0, Y>0) \stackrel{(a)}{=} 1-2 P(X<0, Y<0)
$$

where (a) also follows from symmetry. Utilizing Sheppard's Formula (Chapter 5, p. 107 of [68]), we have $1-2 \mathrm{P}(\mathrm{X}<0, \mathrm{Y}<0)=\frac{\arccos \rho}{\pi}$. This completes the proof of the proposition.

## Appendix J. Proof of Theorem 2

We would like to approximate $I(\rho)$ in the limit $\rho \rightarrow 0$ using a Taylor series up to a second order in $\rho$. As a first step, we evaluate the first two derivatives of $f(u, v ; \rho)$ at $\rho=0$. Note that $M(x, y ; 0)=1$ and

$$
\begin{equation*}
\left.\frac{\mathrm{d} M}{\mathrm{~d} \rho}\right|_{\rho=0}=x y,\left.\quad \frac{\mathrm{~d}^{2} M}{\mathrm{~d} \rho^{2}}\right|_{\rho=0}=\left(x^{2}-1\right)\left(y^{2}-1\right) \tag{A68}
\end{equation*}
$$

Thus, $f(u, v ; 0)=f_{\mathrm{U}}(u) f_{\mathrm{V}}(v)$,

$$
\left.\frac{\mathrm{d} f}{\mathrm{~d} \rho}\right|_{\rho=0}=f_{\mathrm{U}}(u) f_{\mathrm{V}}(v) \mathbb{E}[\mathrm{X} \mid \mathrm{U}=u] \mathbb{E}[\mathrm{Y} \mid \mathrm{V}=v]
$$

and

$$
\begin{align*}
\left.\frac{\mathrm{d}^{2} f}{\mathrm{~d} \rho^{2}}\right|_{\rho=0} & =\left.f_{\mathrm{U}}(u) f_{\mathrm{V}}(v) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{\mathrm{X} \mid \mathrm{U}}(x \mid u) \frac{\mathrm{d}^{2} M(x, y ; \rho)}{\mathrm{d} \rho^{2}}\right|_{\rho=0} f_{\mathrm{Y} \mid \mathrm{V}}(y \mid v) \mathrm{d} x \mathrm{~d} y  \tag{A69}\\
& =f_{\mathrm{U}}(u) f_{\mathrm{V}}(v)\left(\int_{-\infty}^{\infty}\left(x^{2}-1\right) f_{\mathrm{X} \mid \mathrm{U}}(x \mid u) \mathrm{d} x\right)\left(\int_{-\infty}^{\infty}\left(y^{2}-1\right) f_{\mathrm{Y} \mid \mathrm{V}}(y \mid v) \mathrm{d} y\right)  \tag{A70}\\
& =f_{\mathrm{U}}(u) f_{\mathrm{V}}(v)\left(\mathbb{E}\left[\mathrm{X}^{2} \mid \mathrm{U}=u\right]-1\right)\left(\mathbb{E}\left[\mathrm{Y}^{2} \mid \mathrm{V}=v\right]-1\right) . \tag{A71}
\end{align*}
$$

Expanding $I(\rho)$ in Taylor series around $\rho=0$ gives us $I(0)=0=\left.\frac{\mathrm{d} I(\rho)}{\mathrm{d} \rho}\right|_{\rho=0}$ and

$$
\left.\frac{\mathrm{d}^{2} I(\rho)}{\mathrm{d} \rho^{2}}\right|_{\rho=0}=\log e \cdot \mathbb{E}\left[(\mathbb{E}[\mathrm{X} \mid \mathrm{U}])^{2}\right] \mathbb{E}\left[(\mathbb{E}[\mathrm{Y} \mid \mathrm{V}])^{2}\right]
$$

Thus,

$$
\begin{equation*}
I(\rho)=\frac{\rho^{2} \log e}{2} \mathbb{E}\left[(\mathbb{E}[\mathrm{X} \mid \mathrm{U}])^{2}\right] \mathbb{E}\left[(\mathbb{E}[\mathrm{Y} \mid \mathrm{V}])^{2}\right]+o\left(\rho^{2}\right) \tag{A72}
\end{equation*}
$$

Note that $\mathbb{E}[X]=\mathbb{E}[\mathbb{E}[X \mid U]]$ and

$$
\begin{equation*}
1=\mathbb{E}\left[\mathrm{X}^{2}\right]=\mathbb{E}\left[\mathbb{E}\left[\mathrm{X}^{2} \mid \mathrm{U}\right]\right]=\mathbb{E}[\operatorname{var}[\mathrm{X} \mid \mathrm{U}]]+\mathbb{E}\left[(\mathbb{E}[\mathrm{X} \mid \mathrm{U}])^{2}\right] \tag{A73}
\end{equation*}
$$

In addition, by (Corollary to Theorem 8.6.6 of [69]), $\mathbb{E}[\operatorname{var}[\mathrm{X} \mid \mathrm{U}]] \geq \frac{1}{2 \pi e} e^{2 h(\mathrm{X} \mid \mathrm{U})}$. Moreover, from MI constraint, we have

$$
I(\mathrm{X} ; \mathrm{U})=h(\mathrm{X})-h(\mathrm{X} \mid \mathrm{U})=\frac{1}{2} \log (2 \pi e)-h(\mathrm{X} \mid \mathrm{U}) \leq C_{u}
$$

and therefore $h(\mathrm{X} \mid \mathrm{U}) \geq \log (2 \pi e)-C_{u}$. Thus, we obtain:

$$
\begin{equation*}
-C_{u} \leq \frac{1}{2} \log (\mathbb{E}[\operatorname{var}[\mathrm{X} \mid \mathrm{U}]]) \rightarrow \mathbb{E}[\operatorname{var}[\mathrm{X} \mid \mathrm{U}]] \geq 2^{-2 C_{u}} \tag{A74}
\end{equation*}
$$

Combining (A73) and (A74), we obtain $\mathbb{E}\left[(\mathbb{E}[\mathrm{X} \mid \mathrm{U}])^{2}\right] \leq 1-2^{-2 C_{u}}$.
In a very similar method, one can show that $\mathbb{E}\left[(\mathbb{E}[\mathrm{Y} \mid \mathrm{V}])^{2}\right] \leq 1-2^{-2 C_{v}}$.
Thus, for $\rho \rightarrow 0$

$$
\begin{equation*}
I(\rho) \leq \frac{\rho^{2} \log e}{2}\left(1-2^{-2 C_{u}}\right)\left(1-2^{-2 C_{v}}\right)+o\left(\rho^{2}\right) \tag{A75}
\end{equation*}
$$

## Appendix K. Proof of Lemma A1

The function $\phi(p, \lambda)$ is a twice differentiable continuous function with respective second derivative given by

$$
\begin{equation*}
\frac{\partial^{2} \phi(p, \lambda)}{\partial p^{2}}=\phi_{p p}(p, \lambda)=-\frac{(a-b)^{2}}{a p+b \bar{p}}-\frac{(c-d)^{2}}{c p+d \bar{p}}-\frac{(a-b+c-d)^{2}}{1-(a+c) p-(b+d) \bar{p}}+\frac{\lambda}{p \bar{p}} . \tag{A76}
\end{equation*}
$$

The former can also be written as a proper rational function [70], i.e., $\phi_{p p}(p, \lambda)=\frac{N(p)}{D(p)}$, where

$$
\begin{array}{r}
N(p)=\lambda(a p+b \bar{p})(c p+d \bar{p})(1-(a+c) p-(b+d) \bar{p})-(a-b)^{2}(c p+d \bar{p})(1-(a+c) p \\
-(b+d) \bar{p}) p \bar{p}-(c-d)^{2}(a p+b \bar{p})(1-(a+c) p-(b+d) \bar{p}) p \bar{p} \\
-(a-b+c-d)^{2}(a p+b \bar{p})(c p+d \bar{p}) p \bar{p} \tag{A77}
\end{array}
$$

and

$$
\begin{equation*}
D(p)=p \bar{p}(a p+b \bar{p})(c p+d \bar{p})(1-(a+c) p-(b+d) \bar{p}) . \tag{A78}
\end{equation*}
$$

Note that $\phi_{p p}(p, \lambda)$ equals $+\infty$ for $p \in\{0,1\}$ and hence is positive for this set of points.

1. Suppose $\phi(p, \lambda)$ is linear over some interval $\mathcal{I} \subset[a, b]$. In such case, its second derivative must be zero over this interval, which implies that $N(p)$ is zero over this interval. Since $N(p)$ is a degree 3 polynomial, it can be zero over some interval if and only if it is zero everywhere. Thus, if $\phi(p, \lambda)$ is linear over some interval $\mathcal{I}$, then it is non-linear for every $p \in[0,1]$.
2. For $p \in(0,1), D(p)>0$ and $N(p)$ is a degree 3 polynomial in $p$. Since $N\left(0^{+}\right)>0$ and $N\left(1^{-}\right)>0$, this polynomial has no sign changes or has exactly two sign changes in $(0,1)$. Therefore, either $\phi(p, \lambda)$ is convex or there are two points $p_{1}$ and $p_{2}, 0<p_{1}<$ $p_{2}<1$, such that $\phi(p, \lambda)$ is convex in $p \in\left[0, p_{1}\right] \cup\left[p_{2}, 1\right]$ and concave in $p \in\left[p_{1}, p_{2}\right]$.

## Appendix L. Proof of Lemma A2

Let $\mathcal{I}_{2}=[c, d] \subset[0,1]$ and assume in contradiction that $\left\{\alpha_{i}, p_{i}\right\}_{i=1,2,3}$ attains the lower convex envelope at point $q$, and that $p_{2} \in \mathcal{I}_{2}$. By assumption, we have that

$$
\begin{equation*}
\alpha_{1} p_{1}+\alpha_{2} p_{2}+\alpha_{3} p_{3}=q . \tag{A79}
\end{equation*}
$$

We can write $p_{2}=\bar{\gamma} c+\gamma d$ for some $\gamma \in(0,1)$ and still

$$
\begin{equation*}
\alpha_{1} p_{1}+\alpha_{2} \bar{\gamma} c+\alpha_{2} \gamma d+\alpha_{3} p_{3}=q . \tag{A80}
\end{equation*}
$$

However, due to concavity of $\phi(\cdot)$ in $\mathcal{I}_{2}$, we must have

$$
\begin{align*}
\alpha_{1} \phi\left(p_{1}\right)+\alpha_{2} \bar{\gamma} \phi(c)+\alpha_{2} \gamma \phi(d)+\alpha_{3} \phi\left(p_{3}\right) \leq \alpha_{1} \phi & \left(p_{1}\right)+\alpha_{2} \phi(\bar{\gamma} c+\gamma d)+\alpha_{3} \phi\left(p_{3}\right) \\
& =\alpha_{1} \phi\left(p_{1}\right)+\alpha_{2} \phi\left(p_{2}\right)+\alpha_{3} \phi\left(p_{3}\right) . \tag{A81}
\end{align*}
$$

This implies that there is a linear combination of point from $\mathcal{I}_{1} \cup \mathcal{I}_{3}$ that attains a lower value than $\phi(q)$, contradicting the assumption that $\phi(q)$ is the lower convex envelope at point $q$. Since $p_{2}$ was arbitrary, the lemma holds.

## Appendix M. Proof of Lemma A3

Assume in contradiction that there are no distinct points, i.e., it has $p_{11}=p_{12}=p_{13}=$ $p_{21}=p_{22}=p_{23}=p$, then $p=q$ and $x_{1}=x_{2}$, which contradicts the initial assumption that $x_{1} \neq x_{2}$. Assume WOLG that $p_{11}=p_{12}=p_{13}=p_{21}=p_{22}=p$ but $p_{23} \neq p$. Since $p_{11}=p_{12}=p_{13}=p$ implies $p=q$, then $p_{23}$ must be $q$ as well in contradiction to the initial assumption.

Consider the following cases:

- $\quad p_{11}=p_{12}=p_{13}=p_{21}=p_{1}, p_{22}=p_{23}=p_{2}, p_{1} \neq p_{2}$ : This implies $p_{1}=q$. Furthermore,

$$
\begin{equation*}
\alpha_{21} q+\alpha_{22} p_{2}+\left(1-\alpha_{21}-\alpha_{22}\right) p_{2}=q \rightarrow\left(1-\alpha_{21}\right) p_{2}=\left(1-\alpha_{21}\right) q, \tag{A82}
\end{equation*}
$$

which holds only if $p_{2}=q$ in contradiction to our initial assumption.

- $\quad p_{11}=p_{12}=p_{21}=p_{22}=p_{1}, p_{13}=p_{23}=p_{2}, p_{1} \neq p_{2}$ : This implies

$$
\begin{equation*}
\left(\alpha_{11}+\alpha_{12}\right) p_{1}+\left(1-\alpha_{21}-\alpha_{22}\right) p_{2}=q=\left(\alpha_{21}+\alpha_{22}\right) p_{1}+\left(1-\alpha_{21}-\alpha_{22}\right) p_{2}, \tag{A83}
\end{equation*}
$$

which holds only if $\alpha_{11}+\alpha_{12}=\alpha_{21}+\alpha_{22}$. In such case

$$
\begin{align*}
x_{1}=\left(\alpha_{11}+\alpha_{12}\right) h\left(p_{1}\right)+(1 & \left.-\alpha_{11}-\alpha_{12}\right) h\left(p_{2}\right) \\
& =\left(\alpha_{21}+\alpha_{22}\right) h\left(p_{1}\right)+\left(1-\alpha_{21}-\alpha_{22}\right) h\left(p_{2}\right)=x_{2} \tag{A84}
\end{align*}
$$

in contradiction to the assumption $x_{1} \neq x_{2}$.
Thus, the lemma holds.
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#### Abstract

Learning invariant (causal) features for out-of-distribution (OOD) generalization have attracted extensive attention recently, and among the proposals, invariant risk minimization (IRM) is a notable solution. In spite of its theoretical promise for linear regression, the challenges of using IRM in linear classification problems remain. By introducing the information bottleneck (IB) principle into the learning of IRM, the IB-IRM approach has demonstrated its power to solve these challenges. In this paper, we further improve IB-IRM from two aspects. First, we show that the key assumption of support overlap of invariant features used in IB-IRM guarantees OOD generalization, and it is still possible to achieve the optimal solution without this assumption. Second, we illustrate two failure modes where IB-IRM (and IRM) could fail in learning the invariant features, and to address such failures, we propose a Counterfactual Supervision-based Information Bottleneck (CSIB) learning algorithm that recovers the invariant features. By requiring counterfactual inference, CSIB works even when accessing data from a single environment. Empirical experiments on several datasets verify our theoretical results.


Keywords: out-of-distribution generalization; information bottleneck; causal learning

## 1. Introduction

Modern machine learning models are prone to catastrophic performance loss during deployment when the test distribution is different from the training distribution. This phenomenon has been repeatedly witnessed and intentionally exposed in many examples [1-5]. Among the explanations, shortcut learning [6] is considered as a main factor causing this phenomenon. A good example is the classification of images of cows and camels-a trained convolutional network tends to recognize cows or camels by learning spurious features from image backgrounds (e.g., green pastures for cows and deserts for camels), rather than learning the causal shape features of the animals [7]; decisions based on the spurious features would make the learned models fail when cows or camels appear in unusual or different environments. Machine learning models are expected to have the capability of out-of-distribution (OOD) generalization and avoid shortcut learning.

To achieve OOD generalization, recent theories [8-12] are motivated by causality literature $[13,14]$ and resort to extraction of the invariant, causal features and establishing the relevant conditions under which machine learning models have guaranteed generalization. Among these works, invariant risk minimization (IRM) [8] is a notable learning paradigm that incorporates the invariance principle [15] into practice. In spite of the theoretical promise of IRM, it is only applicable to problems of linear regression. For other problems, such as linear classification, Ahuja et al. [12] first show that for OOD generalization, linear classification is more difficult (see Theorem 1) and propose a new learning method of information bottleneck-based invariant risk minimization (IB-IRM) based on the support overlap assumption (Assumption 7). In this work, we closely investigate the conditions identified in [12] and propose improved results for OOD generalization of linear classification.

Our technical contributions are as follows. In [12], a notion of support overlap of invariant features is assumed in order to make the OOD generalization of linear classification successful. In this work, we first show that this assumption is strong, but it is still possible to achieve such goal without this assumption. Then, we examine whether the IB-IRM proposed in [12] is sufficient to learn invariant features for linear classification and find that IB-IRM (and IRM) could fail in two modes. We then analyze two failure modes of IB-IRM and IRM, in particular when the spurious features in training environments capture sufficient information for the task of interest but have less information than the invariant features. Based on the above analyses, we propose a new method, termed counterfactual supervision-based information bottleneck (CSIB), to address such failures. We prove that without the need of the support overlap assumption, CSIB is theoretically guaranteed for the success of OOD generalization in linear classification. Notably, CSIB works even when accessing data from a single environment. Finally, we design three synthetic datasets and a colored MINST dataset based on our examples; experiments demonstrate the effectiveness of CSIB empirically.

The rest of this article is organized as follows. The learning problem of out-ofdistribution (OOD) generalization is formulated in Section 2. In Section 3, we study the learnability of the OOD generalization with different assumptions to the training and test environments. Using these assumptions, two failure modes of previous methods (IRM and IB-IRM) are analysed in Section 4. Based on the above analysis, our method is then proposed in Section 5. The experiments are reported in Section 6. Finally, we discuss the related works in Section 7 and provide some conclusions and limitations of our work in Section 8. All the proofs and details of experiments are given in the Appendices A and B.

## 2. OOD Generalization: Background and Formulations

### 2.1. Background on Structural Equation Models

Before introducing our formulations of OOD generalization, we provide a detailed background on structural equation models (SEMs) [8,13].

Definition 1 (Structural Equation Model (SEM)). A structural equation model (SEM) $\mathcal{C}:=$ $(\mathcal{S}, N)$ governing the random vector $X=\left(X_{1}, \ldots, X_{d}\right)$ is a set of structural equations:

$$
\mathcal{S}_{i}: X_{i} \leftarrow f_{i}\left(\operatorname{Pa}\left(X_{i}\right), N_{i}\right),
$$

where $\operatorname{Pa}\left(X_{i}\right) \subseteq\left\{X_{1}, \ldots, X_{d}\right\} \backslash\left\{X_{i}\right\}$ are called the parents of $X_{i}$, and $N_{i}$ are independent noise random variables. For every SEM, we yield a directed acyclic graph (DAG) $\mathcal{G}$ by adding one vertex for each $X_{i}$ and directed edges from each parent in $\operatorname{Pa}\left(X_{i}\right)$ (the causes) to child $X_{i}$ (the effect).

Definition 2 (Intervention). Consider an $\operatorname{SEM} \mathcal{C}=(\mathcal{S}, N)$. An intervention e on $\mathcal{C}$ consists of replacing one or several of its structural equations to obtain an intervened SEM $\mathcal{C}^{e}=\left(\mathcal{S}^{e}, N^{e}\right)$, with structural equations:

$$
\mathcal{S}_{i}^{e}: X_{i}^{e} \leftarrow f_{i}^{e}\left(P a^{e}\left(X_{i}^{e}\right), N_{i}^{e}\right),
$$

The variable $X^{e}$ is intervened if $\mathcal{S}_{i} \neq \mathcal{S}_{i}^{e}$ or $N_{i} \neq N_{i}^{e}$.
In an $\mathrm{SEM} \mathcal{C}$, we can draw samples from the observational distribution $\mathbb{P}(X)$ according to the topological ordering of its DAG $\mathcal{G}$. We can also manipulate (intervene) a unique SEM $\mathcal{C}$ in different ways, indexed by $e$, to different but related SEMs $\mathcal{C}^{e}$, which results in different interventional distributions $\mathbb{P}\left(X^{e}\right)$. Such family of interventions are used to model the environments.

### 2.2. Formulations of $O O D$ Generalization

In this paper, we study the OOD generalization problem by following the linear classification structural equation model below [12].

Assumption 1 (Linear classification SEM $\mathcal{C}_{\text {ood }}$ ).

$$
\begin{align*}
& Y \leftarrow \mathbf{1}\left(w_{i n v}^{*} \cdot Z_{i n v}\right) \oplus N, \quad N \sim \operatorname{Bernoulli}(q), q<\frac{1}{2}  \tag{1}\\
& X \leftarrow S\left(Z_{i n v}, Z_{s p u}\right),
\end{align*}
$$

where $w_{i n v}^{*} \in \mathbb{R}^{m}$ is the labeling hyperplane, $Z_{\text {inv }} \in \mathbb{R}^{m}, Z_{\text {spu }} \in \mathbb{R}^{0}, X \in \mathbb{R}^{d}, \oplus$ is the $X O R$ operator, $S \in \mathbb{R}^{d \times(m+o)}$ is invertible $(d=m+o)$, is the dot product function, and $\mathbf{1}(a)=1$ if $a \geq 0$ otherwise 0 .

The $S E M \mathcal{C}_{\text {ood }}$ governs four random variables $\left\{X, Y, Z_{\text {inv }}, Z_{\text {spu }}\right\}$, and its directed acyclic graph (DAG) is illustrated in Figure 1a, where the exogenous noise variable $N$ is omitted. Following Definition 2, each intervention $e$ generates a new environment $e$ with interventional distribution $\mathbb{P}\left(X^{e}, Y^{e}, Z_{i n v}^{e}, Z_{s p u}^{e}\right)$. We assume only the variables of $X^{e}$ and $Y^{e}$ are observable. In OOD generalization, we are interested in a set of environments $\mathcal{E}_{\text {all }}$ defined as below.

(a)

(b)

(c)

(d)

Figure 1. (a) DAG of the SEM $\mathcal{C}_{\text {ood }}$ (Assumption 1); (b-d) DAGs of the interventional SEM $\mathcal{C}_{\text {ood }}^{e}$ in the training environments $\mathcal{E}_{t r}$ with respect to different correlations between $Z_{i n v}$ and $Z_{s p u}$. Grey nodes denote observed variables, and white nodes represent unobserved variables. Dashed lines denote the edges which might vary across the interventional environments and even be absent in some scenarios, whilst solid lines indicate that they are invariant across all the environments. All exogenous noise variables are omitted in the DAGs.

Definition $3\left(\mathcal{E}_{\text {all }}\right)$. Consider the $S E M \mathcal{C}_{\text {ood }}$ (Assumption 1) and the learning goal of predicting $Y$ from $X$. Then, the set of all environments $\mathcal{E}_{\text {all }}\left(\mathcal{C}_{\text {ood }}\right)$ indexes all the interventional distributions $\mathbb{P}\left(X^{e}, Y^{e}\right)$ obtainable by valid interventions $e$. An intervention $e \in \mathcal{E}_{\text {all }}\left(\mathcal{C}_{\text {ood }}\right)$ is valid as long as (i) the DAG remains acyclic, (ii) $\mathbb{P}\left(Y^{e} \mid Z_{i n v}^{e}\right)=\mathbb{P}\left(Y \mid Z_{i n v}\right)$, and (iii) $\mathbb{P}\left(X^{e} \mid Z_{i n v}^{e}, Z_{s p u}^{e}\right)=$ $\mathbb{P}\left(X \mid Z_{\text {inv }}, Z_{\text {spu }}\right)$.

Assumption 1 shows that $Z_{i n v}$ is the cause of the response $Y$. We name $Z_{i n v}$ the invariant features or causal features because $\mathbb{P}\left(Y^{e} \mid Z_{\text {inv }}^{e}\right)=\mathbb{P}\left(Y \mid Z_{\text {inv }}\right)$ always holds among all valid interventional SEMs $\mathcal{C}_{\text {ood }}^{e}$, as defined in Definition 3. The $Z_{s p u}$ is called spurious features because $\mathbb{P}\left(Y^{e} \mid Z_{s p u}^{e}\right)$ may vary in different environments of $\mathcal{E}_{\text {all }}$.

Let $D=\left\{D^{e}\right\}_{e \in \mathcal{E}_{t r}}$ be the training data gathered from a set of training environments $\mathcal{E}_{\text {tr }} \subset \mathcal{E}_{\text {all }}$, where $D^{e}=\left\{\left(x_{i}^{e}, y_{i}^{e}\right)\right\}_{i=1}^{n_{e}}$ is the dataset from environment $e$ with each instance $\left(x_{i}^{e}, y_{i}^{e}\right)$ i.i.d. drawn from $\mathbb{P}\left(X^{e}, Y^{e}\right)$. Let $\mathcal{X}^{e} \subseteq \mathbb{R}^{d}$ and $\mathcal{Y} \subseteq\{0,1\}$ be the support sets of $X^{e}$ and $Y$, respectively. Given observed data $D$, the goal of OOD generalization is to find a predictor $f: \mathbb{R}^{d} \rightarrow \mathcal{Y}$ such that it can perform well across a set of OOD environments (test environments) $\mathcal{E}_{\text {ood }}$ of interest, where $\mathcal{E}_{\text {ood }} \subseteq \mathcal{E}_{\text {all }}$. Formally, it is expected to minimize

$$
\begin{equation*}
\max _{e \in \mathcal{E}_{\text {ood }}} R^{e}(f) \tag{2}
\end{equation*}
$$

where $R^{e}(f):=\mathbb{E}_{X^{e}, Y^{e}}\left[l\left(f\left(X^{e}\right), Y^{e}\right)\right]$ is the risk under the environment $e$ with $l(\cdot, \cdot)$ the 0-1 loss function. Since $\mathcal{E}_{\text {ood }}$ may be different from $\mathcal{E}_{\text {tr }}$, this learning problem is called OOD generalization. We assume the predictor $f=w \circ \Phi$ includes a feature extractor $\Phi: \mathcal{X} \rightarrow \mathcal{H}$ and a classifier $w: \mathcal{H} \rightarrow \mathcal{Y}$. With a slight abuse of notation, we also let the classifier $w$
and feature extractor $\Phi$ be parameteried by themselves, respectively, as $w \in \mathbb{R}^{c+1}$ and $\Phi \in \mathbb{R}^{c \times d}$ with $c$ the number of feature dimension.

### 2.3. Background on IRM and IB-IRM

To minimize Equation (2), two notable solutions of IRM [8] and IB-IRM [12] are listed as follows:

$$
\begin{equation*}
\text { IRM: } \quad \min _{w, \Phi} \frac{1}{\left|\mathcal{E}_{t r}\right|} \sum_{e \in \mathcal{E}_{t r}} R^{e}(w \circ \Phi), \text { s.t. } w \in \arg \min _{\tilde{w}} R^{e}(\tilde{w} \circ \Phi), \forall e \in \mathcal{E}_{t r}, \tag{3}
\end{equation*}
$$

IB-IRM: $\quad \min _{w, \Phi} \sum_{e \in \mathcal{E}_{t r}} h^{e}(\Phi)$, s.t. $\frac{1}{\left|\mathcal{E}_{t r}\right|} \sum_{e \in \mathcal{E}_{t r}} R^{e}(w \circ \Phi) \leq r t h, w \in \arg \min _{\tilde{w}} R^{e}(\tilde{w} \circ \Phi), \forall e \in \mathcal{E}_{t r}$,
where $R^{e}(w \circ \Phi)=\mathbb{E}_{X^{e}, Y^{e}}\left[l\left(w \circ \Phi\left(X^{e}\right), Y^{e}\right)\right]$, and $h^{e}(\Phi)=H\left(\Phi\left(X^{e}\right)\right)$ with $H$ the Shannon entropy (or a lower bounded differential entropy), and $r$ th is the threshold on the average risk. If we drop the invariance constraint from IRM and IB-IRM, we obtain standard empirical risk minimization (ERM) and information bottleneck-based empirical risk minimization (IB-ERM), respectively. The use of an entropy constraint in IB-IRM is inspired from the information bottleneck principle [16] where mutual information $I(X ; \Phi(X))$ is used for information compression. Since the representation $\Phi(X)$ is a deterministic mapping of $X$, we have

$$
\begin{equation*}
I(X ; \Phi(X))=H(\Phi(X))-H(\Phi(X) \mid X)=H(\Phi(X)) \tag{5}
\end{equation*}
$$

thus minimizing the entropy of $\Phi(X)$ is equivalent to minimizing the mutual information $I(X ; \Phi(X))$. In brief, the optimization goal of IB-IRM is to select the one that has the least entropy among all highly predictive invariant predictors.

## 3. OOD Generalization: Assumptions and Learnability

To study the learnability of OOD generalization, we make following definition.
Definition 4. Given $\mathcal{E}_{\text {tr }} \subset \mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {ood }} \subseteq \mathcal{E}_{\text {all }}$. We say an algorithm succeeds to solve $O O D$ generalization with respect to $\left(\mathcal{E}_{t r}, \mathcal{E}_{\text {ood }}\right)$ if the predictor $f^{*} \in \mathcal{F}$ returned by this algorithm satisfies the following equation:

$$
\begin{equation*}
\max _{e \in \mathcal{E}_{\text {ood }}} R^{e}\left(f^{*}\right)=\min _{f \in \mathcal{F}} \max _{e \in \mathcal{E}_{\text {ood }}} R^{e}(f), \tag{6}
\end{equation*}
$$

where $\mathcal{F}$ is the learning hypothesis (a function set including all possible linear classifier). Otherwise we say it fails to solve OOD generalization.

So far, we have omitted how different environments of $\mathcal{E}_{t r}$ and $\mathcal{E}_{\text {ood }}$ exactly are to enable OOD generalization. Different assumptions about $\mathcal{E}_{t r}$ and $\mathcal{E}_{\text {ood }}$ make the OOD generalization problem different.

### 3.1. Assumptions about the Training Environments $\mathcal{E}_{\text {tr }}$

Define the support set of the invariant (resp., spurious) features $Z_{i n v}^{e}$ (resp., $Z_{s p u}^{e}$ ) in environment $e$ as $\mathcal{Z}_{i n v}^{e}$ (resp., $\mathcal{Z}_{s p u}^{e}$ ). In general, we make following assumptions to the invariant features $\mathcal{Z}_{i n v}^{e}$ in the training environments $\mathcal{E}_{t r}$.

Assumption 2 (Bounded invariant features). $\cup_{e \in \mathcal{E}_{t r}} \mathcal{Z}_{\text {inv }}^{e}$ is a bounded set. (A set $\mathcal{Z}$ is bounded if $\exists M<\infty$ such that $\forall z \in \mathcal{Z},\|z\| \leq M$ ).

Assumption 3 (Strictly separable invariant features). $\forall z \in \cup_{e \in \mathcal{E}_{t r}} \mathcal{Z}_{i n v}^{e}, w_{i n v}^{*} \cdot z \neq 0$.

The difficulties of OOD generalization are due to the spurious correlations between $Z_{i n v}$ and $Z_{s p u}$ in the training environments $\mathcal{E}_{t r}$. In this paper, we consider three modes induced by different correlations between $Z_{i n v}$ and $Z_{s p u}$ as shown below.

Assumption 4 (Spurious correlation 1). Assume each $e \in \mathcal{E}_{t r}$,

$$
\begin{equation*}
Z_{s p u}^{e} \leftarrow A Z_{i n v}^{e}+W^{e} ; \tag{7}
\end{equation*}
$$

where $A \in \mathbb{R}^{0 \times m}$, and $W^{e} \in \mathbb{R}^{0}$ is a continuous (or discrete with each component supported on at least two distinct values), bounded, and zero mean noise variable.

Assumption 5 (Spurious correlation 2). Assume each $e \in \mathcal{E}_{\text {tr }}$,

$$
\begin{equation*}
Z_{i n v}^{e} \leftarrow A Z_{s p u}^{e}+W^{e} ; \tag{8}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times o}$, and $W^{e} \in \mathbb{R}^{m}$ is a continuous (or discrete with each component supported on at least two distinct values), bounded, and zero mean noise variable.

Assumption 6 (Spurious correlation 3). Assume each $e \in \mathcal{E}_{t r}$,

$$
\begin{equation*}
Z_{s p u}^{e} \leftarrow W_{1}^{e} Y^{e}+W_{0}^{e}\left(1-Y^{e}\right) \tag{9}
\end{equation*}
$$

where $W_{0}^{e} \in \mathbb{R}^{0}$ and $W_{1}^{e} \in \mathbb{R}^{0}$ are independent noise variables.
For each $e \in \mathcal{E}_{\text {tr }}$, the DAGs of its corresponding interventional SEMs $\mathcal{C}_{\text {ood }}^{e}$ with respect to Assumptions 4-6 are illustrated in Figure 1b-d, respectively. It is worth noting that although the DAGs are identical across all training environments in each mode of Assumptions 4-6, the interventional SEMs $\mathcal{C}_{\text {ood }}^{e}$ among different training environments are different due to the interventions on the exogenous noise variables.

### 3.2. Assumptions about the OOD Environments $\mathcal{E}_{\text {ood }}$

Theorem 1 (Impossibility of guaranteed OOD generalization for linear classification [12]). Suppose $\mathcal{E}_{\text {ood }}=\mathcal{E}_{\text {all }}$. If for all the training environments $\mathcal{E}_{\text {tr }}$, the latent invariant features are bounded and strictly separable, i.e., Assumptions 2 and 3 hold, then every deterministic algorithm fails to solve the OOD generalization.

The above theorem shows that it is impossible to solve OOD generalization if $\mathcal{E}_{\text {ood }}=\mathcal{E}_{\text {all }}$. To make it learnable, Ahuja et al. [12] propose the support overlap assumption (Assumption 7) to the invariant features.

Assumption 7 (Invariant feature support overlap). $\forall e \in \mathcal{E}_{\text {ood }}, \mathcal{Z}_{\text {inv }}^{e} \subseteq \cup_{e^{\prime} \in \mathcal{E}_{t r}} \mathcal{Z}_{i n v}^{e^{\prime}}$.
However, Assumption 7 is strong, and we would show that it is still possible to solve OOD generalization without this assumption. For better illustration, consider an OOD generalization task from $\mathbb{P}\left(X^{e_{1}}, Y^{e_{2}}\right)$ to $\mathbb{P}\left(X^{e_{2}}, Y^{e_{2}}\right)$ with $\mathcal{E}_{\text {tr }}=\left\{e_{1}\right\}$ and $\mathcal{E}_{\text {ood }}=\left\{e_{2}\right\}$, and the support sets of the corresponding invariant features $Z_{i n v}^{e_{1}}$ and $Z_{i n v}^{e_{2}}$ are intuitively illustrated in Figure 2c (assume $\operatorname{dim}\left(Z_{i n v}\right)=2$ in this example). From Figure 2c, it is clear that although the support sets of invariant features between the two environments are different, it is still possible to solve OOD generalization if the learned feature extractor $\Phi$ only captures the invariant features, e.g., $\Phi(X)=Z_{i n v}$.


Figure 2. (a) Example 1; (b) example 2; (c) example illustration. Here, $\operatorname{dim}\left(Z_{i n v}\right)=2$ and $Z_{i n v}=\left(Z_{1}, Z_{2}\right)$. The blue and black regions represent the support sets of $Z_{i n v}^{e_{1}}$ and $Z_{i n v}^{e_{2}}$ corresponding to the environments $e_{1}$ and $e_{2}$, respectively. $\mathcal{E}_{t r}=\left\{e_{1}\right\}$ is the training environment and $\mathcal{E}_{\text {ood }}=\left\{e_{2}\right\}$ is the OOD environment. Although Assumption 7 does not hold in this example, any zero-error classifier with $\Phi(X)=Z_{i n v}$ on the $e_{1}$ environment data would clearly make the classification error zero in $e_{2}$, thus succeeding to solve OOD generalization.

To make Assumption 7 weaker, we propose the following assumption.
Assumption 8. Let $\mathbb{P}\left(Z_{i n v}^{t r}, Y^{t r}\right)=\frac{1}{\left|\mathcal{E}_{t r}\right|} \sum_{e \in \mathcal{E}_{t r}} \mathbb{P}\left(Z_{i n v}^{e}, Y^{e}\right)$ be the mixture distribution of invariant features in the training environments. Denote $\mathcal{A}$ be a hypothesis set including all linear classifiers mapping from $\mathbb{R}^{m}$ to $\mathcal{Y}$. $\forall e \in \mathcal{E}_{\text {ood, }}$, assume $F_{l}\left(\mathbb{P}\left(Z_{i n v}^{t r}, Y^{t r}\right)\right) \subseteq F_{l}\left(\mathbb{P}\left(Z_{i n v}^{e}, Y^{e}\right)\right)$, where $l$ is the 0-1 loss function and $F_{l}(\mathbb{P}(Z, Y))=\arg \min _{f \in \mathcal{A}} \mathbb{E}_{Z, Y}[l(f(Z), Y)]$.

Clearly, under the assumption of separable invariant features (Assumption 3), for any $e \in \mathcal{E}_{\text {ood }}$, Assumption 7 holds $\Rightarrow \mathcal{Z}_{i n v}^{e} \subseteq \mathcal{Z}_{i n v}^{t r} \Rightarrow F_{l}\left(\mathbb{P}\left(Z_{i n v}^{t r}, Y^{t r}\right)\right) \subseteq F_{l}\left(\mathbb{P}\left(Z_{i n v}^{e}, Y^{e}\right)\right) \Rightarrow$. Assumption 8 holds, but not vice versa. Therefore, Assumption 8 is weaker than Assumption 7. We show that Assumption 8 could be substituted for Assumption 7 for the success of OOD generalization in our proposed method in Section 5.

## 4. Failures of IRM and IB-IRM

Under Spurious Correlation 1 (Assumption 4), the IB-IRM algorithm has been shown to enable OOD generalization, while IRM fails [12]. In this section, we would show that both IRM and IB-IRM could fail under Spurious Correlations 2 and 3 (Assumptions 5 and 6).

### 4.1. Failure under Spurious Correlation 2

Example 1 (Counter-Example 1). Under Assumption 5, let $Z_{i n v}^{e} \leftarrow Z_{s p u}^{e}+W^{e}$ with dim $\left(Z_{i n v}^{e}\right)$ $=\operatorname{dim}\left(Z_{s p u}^{e}\right)=\operatorname{dim}\left(W^{e}\right)=1$ and $w_{i n v}^{*}=1$ be the generated classifier in Assumption 1. We assume two training environments and a OOD environment as:

$$
\begin{gathered}
\mathcal{E}_{t r}=\left\{e_{1}, e_{2}\right\} ; \quad \mathcal{E}_{\text {ood }}=\left\{e_{3}\right\} ; \\
e_{1}: \mathbb{P}\left(Z_{s p u}^{e_{1}}=-2\right)=1, \mathbb{P}\left(W^{e_{1}}=-1\right)=0.5, \mathbb{P}\left(W^{e_{1}}=1\right)=0.5 ; \\
e_{2}: \mathbb{P}\left(Z_{s p u}^{e_{2}}=2\right)=1, \mathbb{P}\left(W^{e_{2}}=-1\right)=0.5, \mathbb{P}\left(W^{e_{2}}=1\right)=0.5 ; \\
e_{3}: \mathbb{P}\left(Z_{s p u}^{e_{3}}=1\right)=1, \mathbb{P}\left(W^{e_{3}}=-2\right)=0.5, \mathbb{P}\left(W^{e_{3}}=2\right)=0.5 .
\end{gathered}
$$

Figure 2a shows the support points of these features in the training environments. Then, by applying any algorithm to solve the above example with $r$ th $=q$, we would obtain a predictor of $f^{*}=w^{*} \circ \Phi^{*}$. Consider the prediction made by this model as (we ignore the classifier bias for convenience)

$$
\begin{equation*}
f^{*}\left(X^{e}\right)=f^{*}\left(S\left(Z_{i n v}^{e}, Z_{s p u}^{e}\right)\right)=\mathbf{1}\left(\Phi_{i n v}^{*} Z_{i n v}^{e}+\Phi_{s p u}^{*} Z_{s p u}^{e}\right) . \tag{10}
\end{equation*}
$$

It is trivial to show that the $f^{*}$ of $\Phi_{i n v}^{*}=0$ and $\Phi_{s p u}^{*}=1$ is an invariant predictor across training environments with classification error $R^{e_{1}}=R^{e_{2}}=q$, and it achieves the least entropy of $h^{e}\left(\Phi^{*}\right)=0$ for each training environment $e$. Therefore, it is a solution of IB-IRM
and IRM. However, the predictor of $f^{*}$ relies on spurious features and has the test error $R^{e_{3}}=0.5$; thus, it fails to solve the OOD generalization.

### 4.2. Failure under Spurious Correlation 3

Example 2 (Counter-Example 2). Under Assumption 6, let $Z_{s p u}^{e} \leftarrow W_{1}^{e} Y^{e}+W_{0}^{e}\left(1-Y^{e}\right)$ with $\operatorname{dim}\left(Z_{\text {inv }}\right)=\operatorname{dim}\left(Z_{\text {spu }}\right)=\operatorname{dim}\left(W_{0}^{e}\right)=\operatorname{dim}\left(W_{1}^{e}\right)=1, Z_{i n v}^{e}$ be a discrete variable supported uniformly on six points $\{-4,-3,-2,2,3,4\}$ among all environments, and $w_{i n v}^{*}=1$ be the generated classifier in Assumption 1. We assume two training environments and a OOD environment as:

$$
\begin{gathered}
\mathcal{E}_{t r}=\left\{e_{1}, e_{2}\right\} ; \quad \mathcal{E}_{\text {ood }}=\left\{e_{3}\right\} \\
e_{1}: \mathbb{P}\left(W_{0}^{e_{1}}=-1\right)=1, \mathbb{P}\left(W_{1}^{e_{1}}=1\right)=1 ; \\
e_{2}: \mathbb{P}\left(W_{0}^{e_{2}}=-0.5\right)=1, \mathbb{P}\left(W_{1}^{e_{2}}=0.5\right)=1 ; \\
e_{3}: \mathbb{P}\left(W_{0}^{e_{3}}=1\right)=1, \mathbb{P}\left(W_{1}^{e_{3}}=-1\right)=1 ;
\end{gathered}
$$

Figure $2 b$ shows the support points of these features in the training environments. Then, by applying any algorithm to solve the above example with $r$ th $=q$, we would obtain a predictor of $f^{*}=w^{*} \circ \Phi^{*}$. Consider the prediction made by this model as (we ignore the classifier bias for convenience):

$$
\begin{equation*}
f^{*}\left(X^{e}\right)=f^{*}\left(S\left(Z_{i n v}^{e}, Z_{s p u}^{e}\right)\right)=\mathbf{1}\left(\Phi_{i n v}^{*} Z_{i n v}^{e}+\Phi_{s p u}^{*} Z_{s p u}^{e}\right) . \tag{11}
\end{equation*}
$$

It is trivial to show that the $f^{*}$ of $\Phi_{i n v}^{*}=0$ and $\Phi_{s p u}^{*}=1$ is an invariant predictor across training environments with classification error $R^{e_{1}}=R^{e_{2}}=0$, and it achieves the least entropy of $h^{e}\left(\Phi^{*}\right)=1$ among all highly predictive predictors for each training environment $e$. and Therefore, it is a solution of IB-IRM and IRM. However, the predictor of $f^{*}$ relies on spurious features and has the test error $R^{e_{3}}=1$; thus, it fails to solve the OOD generalization.

### 4.3. Understanding the Failures

From the illustrations of the above simple examples, we can conclude that the failure of the invariance constraint for removing the spurious features is because the spurious features among all training environments are strictly linearly separable by their corresponding labels. This would make the predictor rely only on spurious features to achieve minimum training error and also be the invariant predictor across training environments. Since the label set is finite (with only two values in binary classification) in classification problems, such a phenomenon may exist. We state such failure mode formally as below.

Theorem 2. Given any $\mathcal{E}_{\text {tr }} \subset \mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {ood }} \subseteq \mathcal{E}_{\text {all }}$ satisfying Assumptions 2, 3, and 7 , if two sets $\cup_{e \in \mathcal{E}_{t r}} \mathcal{Z}_{s p u}^{e}\left(Y^{e}=1\right)$ and $\cup_{e \in \mathcal{E}_{t r}} \mathcal{Z}_{s p u}^{e}\left(Y^{e}=0\right)$ are linearly separable and $H\left(Z_{i n v}^{e}\right)>H\left(Z_{s p u}^{e}\right)$ on each training environment $e$, then IB-IRM (and IRM, ERM, or IB-ERM) with any $r$ rth $\in \mathbb{R}$ fails to solve the OOD generalization.

The understanding of Theorem 2 is intuitive since when the spurious features in the training environments with respect to different labels are linearly separable, there is no algorithm that can distinguish spurious features from invariant features. Although the assumption of linear separation of the spurious features seems strong for this failure, it is easy to hold in high-dimensional space when $\operatorname{dim}\left(Z_{s p u}\right)$ is large (common cases in practice such as image data). We show one case in Appendix A. 3 that if the number of environments is $\left|\mathcal{E}_{t r}\right|<\operatorname{dim}\left(Z_{s p u}\right) / 2$ under Assumption 6, the spurious features in the training environments are probably separable by their labels. This is because in $o$ dimensional space there is a high probability that $o$ randomly drawn distinct points are linearly separable for any two subsets.

## 5. Counterfactual Supervision-Based Information Bottleneck

In the above analyses, we have shown two failure modes of IB-IRM and IRM for OOD generalization in the linear classification problem. The key reason for the failure is due to the learned features $\Phi(X)$ that rely on spurious features. To prevent such failure, we present the counterfactual supervision-based information bottleneck (CSIB) learning algorithm for removing the spurious features progressively.

In general, the IB-ERM method is applied to extract features from the beginning of each iteration:

$$
\begin{equation*}
\min _{w, \Phi} \sum_{e \in \mathcal{E}_{t r}} h^{e}(\Phi) \quad \text { s.t. } \frac{1}{\left|\mathcal{E}_{t r}\right|} \sum_{e \in \mathcal{E}_{t r}} R^{e}(w \circ \Phi) \leq r t h \tag{12}
\end{equation*}
$$

Due to the information bottleneck, only a part of the information of the input $X$ are exploited in $\Phi(X)$. If the information of spurious features $Z_{s p u}$ exists in the learned features $\Phi(X)$, the idea of CSIB is to drop such information and meanwhile maintain the causal information (represented by invariant features $Z_{i n v}$ ) as well. However, achieving such a goal faces two challenges: (1) how to determine whether $\Phi(X)$ contains spurious information of $Z_{\text {spu }}$ ? and (2) how to remove the information of $Z_{\text {spu }}$ ?

Fortunately, due to the orthogonality in the linear space, it is possible to disentangle the features that are exploited by $\Phi(X)$ (denoted as $X_{1}$ ) and the features that are not exploited by $\Phi(X)$ (denoted as $X_{2}$ ) via Singular Value Decomposition (SVD). Based on that, we could construct an SEM $\mathcal{C}_{\text {new }}$ governing three variables of $X_{1}, X_{2}$, and $X$. Therefore, by conducting counterfactual interventions on $X_{1}$ and $X_{2}$ in $\mathcal{C}_{\text {new }}$, we could solve the first challenge by requiring a single supervision on the counterfactual examples $X^{\prime}$. For example, if we intervene on $X_{1}$ and find that the causal information remains in the resulting $X^{\prime}$, then the extracted features $\Phi(X)$ are definitely the spurious features. To address the second challenge, we replace the input by $X_{2}$ by filtering out the information of $X_{1}$ and conduct the same learning procedure from the beginning.

The learning algorithm of CSIB is illustrated in Algorithm 1, and Figure 3 shows the framework of CSIB. We show in Theorem 3 that CSIB is theoretically guaranteed to succeed to solve OOD generalization.
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Figure 3. A simplified framework for the illustration of the proposed CSIB method.
Theorem 3 (Guarantee of CSIB). Given any $\mathcal{E}_{\text {tr }} \subset \mathcal{E}_{\text {all }}$ and $\mathcal{E}_{\text {ood }} \subseteq \mathcal{E}_{\text {all }}$ satisfying Assumptions 2, 3, and 8, then for every spurious correlation of Assumptions 4, 5, and 6 (in this correlation mode, assume the spurious features are linearly separable in the training environments), the CSIB algorithm with $r$ th $=q$ succeeds in solving the OOD generalization.

```
Algorithm 1 Counterfactual Supervision-based Information Bottleneck (CSIB)
Input: \(\mathbb{P}\left(X^{e}, Y^{e}\right), e \in \mathcal{E}_{\text {tr }}, r\) th \(>0, c \geq \operatorname{dim}\left(Z_{\text {inv }}\right), M \gg 0\), and \((x, y)\) is an example
randomly drawn from \(\mathbb{P}\left(X^{e}, Y^{e}\right)\).
Output: classifier \(w \in \mathbb{R}^{c+1}\), feature extractor \(\Phi=\mathbb{R}^{c \times d}\).
Begin:
    \(L v \leftarrow[] ; L r \leftarrow[] ; \Phi^{\prime} \leftarrow \mathbb{I}^{d \times d}\)
    \(d^{\prime} \leftarrow \operatorname{dim}\left(X^{e}\right)\)
    Apply IB-ERM method (Equation (12)) to \(\mathbb{P}\left(X^{e}, Y^{e}\right)\) and obtain \(w^{*} \in \mathbb{R}^{c+1}\) and \(\Phi^{*} \in\)
    \(\mathbb{R}^{c \times d^{\prime}}\)
    Apply SVD to \(\Phi^{*}\) as \(\Phi^{*}=U \Lambda V^{T}=\left[U_{1}, U_{2}\right]\left[\Lambda_{1}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right]\left[V_{1}^{T} ; V_{2}^{T}\right]\)
    \(r \leftarrow \operatorname{rank}\left(\Phi^{*}\right)\)
    \(z_{1: r}^{1} \leftarrow[-M, \ldots,-M] ; z_{r+1: d^{\prime}}^{1} \leftarrow V_{2}^{T} \Phi^{\prime} x\)
    \(z_{1: r}^{2} \leftarrow[M, \ldots, M] ; z_{r+1: d^{\prime}}^{2} \leftarrow V_{2}^{T} \Phi^{\prime} x\)
    \(x^{1} \leftarrow V z^{1} ; x^{2} \leftarrow V z^{2}\)
    if \(L v\) is not empty then
        \(z_{\text {old }} \leftarrow[] ; i \leftarrow 0 ; x^{\prime} \leftarrow x\)
        while \(i<\operatorname{len}(L v)\) do
            \(z \leftarrow L v[i] x^{\prime}\)
            \(z_{\text {old }}\).append \((z)\)
            \(x^{\prime} \leftarrow z_{L r[i]}:\)
            \(i \leftarrow i+1\)
        end while
        \(i \leftarrow 0\)
        while \(i<\operatorname{len}(L v)\) do
            \(j \leftarrow \operatorname{len}(L v)-i\)
            \(z^{1} \leftarrow z_{\text {old }}[j] ; z^{2} \leftarrow z_{\text {old }}[j]\)
            \(z_{L r[j]:}^{1} \leftarrow x^{1} ; z_{L r[j]:}^{2} \leftarrow x^{2}\)
            \(x^{1} \leftarrow L v[j]^{T} z^{1} ; x^{2} \leftarrow L v[j]^{T} z^{2}\)
            \(i \leftarrow i+1\)
        end while
    end if
    if label \(\left(x^{1}\right)=\operatorname{label}\left(x^{2}\right)\) then
        \(L r\).append \((r) ; L v . a p p e n d\left(V^{T}\right)\)
        \(X^{e} \leftarrow V_{2}^{T} X^{e} ; \Phi^{\prime} \leftarrow V_{2}^{T} \Phi^{\prime}\)
        Goto Step 2
    end if
    \(w \leftarrow w^{*} ; \Phi \leftarrow \Phi^{*}\)
```

End

Remark 1. CSIB succeeds to solve OOD generalization without assuming the support overlap to invariant features and could apply to multiple spurious modes where IB-IRM (as well as ERM, IRM, and IB-ERM) may fail. By introducing counterfactual inference and further supervision (usually conducted by a human) with several steps, CSIB works even when accessing data from a single environment, which is significant especially in the cases where multiple environments' data are not available.

## 6. Experiments

### 6.1. Toy Experiments on Synthetic Datasets

We perform experiments on three synthetic datasets from different spurious correlations modes to verify our method-counterfactual, supervision-based, and information bottleneck (CSIB)—and compare them to ERM, IB-ERM, IRM, and IB-IRM. We follow the same protocol for tuning hyperparameters from $[8,12,17]$ and report the classification error for all experiments. In the following, we first briefly describe the designed datasets and then report the main results. More experimental details can be found in the Appendix.

### 6.1.1. Datasets

Example 1/1S. The example is a modified one from the linear unit tests introduced in [17], which generalizes the cow/camel classification task with relevant backgrounds.

$$
\begin{aligned}
& \theta_{\text {cow }}=\mathbf{1}_{m}, \quad \theta_{\text {camel }}=-\theta_{\text {cow }}, \quad v_{\text {animal }}=10^{-2} \\
& \theta_{\text {grass }}=\mathbf{1}_{0}, \quad \theta_{\text {sand }}=-\theta_{\text {grass }}, \quad v_{\text {background }}=1 .
\end{aligned}
$$

The dataset $D_{e}$ of each environment $e \in \mathcal{E}_{t r}$ is sampled from the following distribution

$$
\begin{gathered}
U^{e} \sim \text { Categorical }\left(p^{e} s^{e},\left(1-p^{e}\right) s^{e}, p^{e}\left(1-s^{e}\right),\left(1-p^{e}\right)\left(1-s^{e}\right)\right), \\
Z_{\text {inv }}^{e} \sim \begin{cases}\left(\mathcal{N}_{m}(0,0.1)+\theta_{\text {cow }}\right) v_{\text {animal }} & \text { if } U^{e} \in\{1,2\}, \\
\left(\mathcal{N}_{m}(0,0.1)+\theta_{\text {camel }}\right) v_{\text {animal }} & \text { if } U^{e} \in\{3,4\},\end{cases} \\
Z_{s p u}^{e} \sim \begin{cases}\left(\mathcal{N}_{o}(0,0.1)+\theta_{\text {grass }}\right) v_{\text {background }} & \text { if } U^{e} \in\{1,4\}, \\
\left(\mathcal{N}_{o}(0,0.1)+\theta_{\text {sand }}\right) v_{\text {background }} & \text { if } U^{e} \in\{2,3\},\end{cases} \\
Z^{e} \leftarrow\left(Z_{i n v}^{e}, Z_{s p u}^{e}\right), \quad X^{e} \leftarrow S\left(Z^{e}\right), \quad N \sim \operatorname{Bernoulli}(q), q<0.5, \quad Y^{e} \leftarrow \mathbf{1}\left(\mathbf{1}_{m}^{T} Z_{\text {inv }}^{e}\right) \oplus N
\end{gathered}
$$

We set $s^{e_{0}}=0.5, s^{e_{1}}=0.7$, and $s^{e_{2}}=0.3$ for the first three environments, and $s^{e_{j}} \sim$ Uniform $(0.3,0.7)$ for $j>3$. The scrambling matrix $S$ is an identical matrix in Example 1 and a random unitary matrix in Example 1S. Here, we set $p^{e}=1$ and $q=0$ for all environments to make the spurious features and the invariant features both linearly separable to confuse each other. The experiments on different values of $q$ and $p^{e}$ are presented in the Appendix, where we have found very interesting observations related to the inductive bias of neural networks.

Example 2/2S. This example is extended from Example 1 to show one of the failure modes of IB-IRM (as well as ERM, IRM, and IB-ERM) and how our method can be improved by intervention (counterfactual supervision). Given $w^{e} \in \mathbb{R}$, each instance in the environment data $D^{e}$ is sampled by

$$
\begin{gathered}
\theta_{s p u}=5 \cdot \mathbf{1}_{o}, \quad \theta_{w}=w^{e} \cdot \mathbf{1}_{m}, \quad v_{s p u}=10^{-2}, \quad v_{w}=1, \quad p, q \sim \operatorname{Bernoulli}(0.5) \\
Z_{s p u}^{e}=\mathcal{N}_{o}(0,1) v_{s p u}+(2 p-1) \cdot \theta_{s p u}, \quad W^{e}=\mathcal{N}_{m}(0,1) v_{w}+(2 q-1) \cdot \theta_{w} \\
Z_{i n v}^{e}=A Z_{s p u}^{e}+W^{e}, \quad Z^{e} \leftarrow\left(Z_{i n v}^{e}, Z_{s p u}^{e}\right), \quad X^{e} \leftarrow S\left(Z^{e}\right), \quad Y^{e}=\mathbf{1}\left(\mathbf{1}_{m}^{T} Z_{i n v}^{e}\right)
\end{gathered}
$$

where we set $m=o=5$, and $A \in \mathbb{R}^{m \times o}$ is the identical matrix in our experiments. We set $w^{e_{0}}=3, w^{e_{1}}=2, w^{e_{2}}=1$, and $w^{e_{j}}=\operatorname{Uniform}(0,3)$ if $j>3$ for different training environments. This example shows clearer smaller entropy of spurious features than that of invariant features, which is opposite Example $1 / 1 \mathrm{~S}$.

Example 3/3S. This example extends from Example 2 and is similar to the construction of Example 2/2S. Let $w^{e} \sim \operatorname{Uniform}(0,1)$ for different training environments. Each instance in the environments $e$ is sampled by

$$
\begin{gathered}
\theta_{i n v}=\cdot 10 \cdot \mathbf{1}_{m}, \quad v_{i n v}=10, \quad v_{s p u}=1, \quad p, q \sim \operatorname{Bernoulli}(0.5), \\
Z_{i n v}^{e}=\mathcal{N}_{m}(0,1) v_{i n v}+(2 p-1) \cdot \theta_{i n v}, \quad Y^{e}=\mathbf{1}\left(\mathbf{1}_{m}^{T} Z_{i n v}^{e}\right), \\
Z_{s p u}^{e}=2\left(Y^{e}-1\right) \cdot v_{s p u}+(2 q-1) \cdot w^{e} \cdot \mathbf{1}_{o}, \quad Z^{e} \leftarrow\left(Z_{i n v}^{e}, Z_{s p u}^{e}\right), \quad X^{e} \leftarrow S\left(Z^{e}\right),
\end{gathered}
$$

where we set $m=o=5$ in our experiments. The spurious features have smaller entropy than the invariant features in this example, which is similar to Example 2/2S, but the invariant features significantly enjoy much larger margin than the spurious features, which is very different from the above two examples. We show a summary of the properties of these three datasets in Table 1 for a general view.

Table 1. Summary of three synthetic datasets. Note that for linearly separable features, their margin levels significantly influence the final learning classifier due to the implicit bias of the gradient descent [18]. Such bias would push the standard learning (such as cross-entropy loss) to focus more on the large-margin features. The margin with respect to a dataset (or features) $\mathcal{Z}$ (each instance has a label 0 or 1 ) is the minimum distance between a point in $\mathcal{Z}$ and the max-margin hyperplane, which separates $\mathcal{Z}$ by its labels.

| Datasets | Margin Relationship | Entropy Relationship | $\operatorname{Dim}_{\text {inv }}$ | $\operatorname{Dim}_{\text {spu }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Example 1/1S | Margin $_{\text {inv }} \ll$ Margin $_{\text {spu }}$ | Entropy $_{\text {inv }}<$ Entropy $_{\text {spu }}$ | 5 | 5 |
| Example 2/2S | Margin $_{\text {inv }} \approx$ Margin $_{\text {spu }}$ | Entropy $_{\text {inv }}>$ Entropy $_{\text {spu }}$ | 5 | 5 |
| Example 3/3S | Margin $_{\text {inv }} \gg$ Margin $_{\text {spu }}$ | Entropy $_{\text {inv }}>$ Entropy $_{\text {spu }}$ | 5 | 5 |

### 6.1.2. Summary of Results

Table 2 shows the classification errors of different methods when training data comes from single, three, and six environments. We can see that ERM and IRM fail to recognize the invariant features in the experiment of Example $1 / 1 \mathrm{~S}$, where invariant features have smaller margin than spurious features do, while information bottleneck-based methods (IBERM, IB-IRM, and CSIB) show improved results due to the smaller entropy of the invariant features. Our method CSIB shows results consistent with IB-IRM in Example 1/1S when invariant features are extracted in the first run, which verifies the effectiveness of using the information bottleneck for OOD generalization. In another dataset of Example 2/2S, where the invariant features have larger entropy than spurious features do, we can see that only CSIB can remove the spurious features compared with the other method, although the information bottleneck-based method IB-ERM would degrade the performance of ERM by focusing more on the spurious features. In the third experiment of Example 3/3S, we can see that although ERM shows not-bad results due to the significantly larger margin of invariant features, our CSIB method still shows improvements by removing more spurious features. Notably, comparing the IB-ERM and IB-IRM when only spurious features are extracted (Example 2/2S, Example 3/3S), our CSIB method could effectively remove them by counterfactual supervision and then refocus on the invariant features. Note that the reason of non-zero average error and the fluctuant results of CSIB in some experiments is that the entropy minimization in the training process is less accurate, where entropy is substituted by variance for the ease of the optimization. Nevertheless, there always exists a case where the entropy is indeed truly minimized, and the error reaches zero (see ( min ) in the table) in Example 2/2S and Example 3/3S. In summary, CSIB consistently performs better in different spurious correlations modes and is especially more effective than IB-ERM and IB-IRM when the spurious features enjoy much smaller entropy than the invariant features do.

### 6.2. Experiments on Color MNIST Dataset

In this experiment, we set up a binary classification task for digit recognition and identify whether the digit is less than five or more than five. We use real-world dataset, the MNIST database of handwritten digits (http://yann.lecun.com/exdb/mnist/), for the construction. Following our learning setting, we use color information as the spurious features that correlates strongly with the class label. By construction, the label is more strongly correlated with the color than with the digit in the training environments, but this correlation is broken in the test environment. Specifically, the three designed environments (two training environments and one test environment containing 10,000 points each) of the color MNIST are as follows: first, we define a preliminary binary label $\hat{y}$ to the image base on the digit: $\hat{y}=0$ for digits $0-4$ and $\hat{y}=1$ for $5-9$. Second, we obtain the final label $y$ by flipping $\hat{y}$ with probability 0.25 . Then, we flip the final labels to obtain the color id, where the flipping probabilities with respect to two training environments and one test environment are 0.2 and 0.1 , and 0.9. For better understanding, we randomly draw 20 examples for each label from each environment and visualize them in Figure 4.

Table 2. Main results: \#Envs means the number of training environments, and (min) reports the minimal test classification error across different running seeds.

|  | \#Envs | ERM (min) | IRM (min) | IB-ERM (min) | IB-IRM (min) | CSIB (min) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Example 1 | 1 | $0.50 \pm 0.01$ (0.49) | $0.50 \pm 0.01$ (0.49) | $0.23 \pm 0.02$ (0.22) | $0.31 \pm 0.10$ (0.25) | $0.23 \pm 0.02$ (0.22) |
| Example 1S | 1 | $0.50 \pm 0.00$ (0.49) | $0.50 \pm 0.00$ (0.50) | $0.46 \pm 0.04$ (0.39) | $0.30 \pm 0.10$ (0.25) | $0.46 \pm 0.04(0.39)$ |
| Example 2 | 1 | $0.40 \pm 0.20$ (0.00) | $0.50 \pm 0.00$ (0.49) | $0.50 \pm 0.00$ (0.49) | $0.46 \pm 0.02$ (0.45) | $0.00 \pm 0.00$ (0.00) |
| Example 2S | 1 | $0.50 \pm 0.00$ (0.50) | $0.31 \pm 0.23$ (0.00) | $0.50 \pm 0.00$ (0.50) | $0.45 \pm 0.01$ (0.43) | $0.10 \pm 0.20$ (0.00) |
| Example 3 | 1 | $0.16 \pm 0.06$ (0.09) | $0.18 \pm 0.03$ (0.14) | $0.50 \pm 0.01$ (0.49) | $0.40 \pm 0.20$ (0.01) | $0.11 \pm 0.20$ (0.00) |
| Example 3S | 1 | $0.17 \pm 0.07$ (0.10) | $0.09 \pm 0.02$ (0.07) | $0.50 \pm 0.00$ (0.50) | $0.50 \pm 0.00$ (0.50) | $0.21 \pm 0.24$ (0.00) |
| Example 1 | 3 | $0.45 \pm 0.01$ (0.45) | $0.45 \pm 0.01$ (0.45) | $0.22 \pm 0.01$ (0.21) | $0.23 \pm 0.13$ (0.02) | $0.22 \pm 0.01$ (0.21) |
| Example 1S | 3 | $0.45 \pm 0.00$ (0.45) | $0.45 \pm 0.00$ (0.45) | $0.41 \pm 0.04$ (0.34) | $0.27 \pm 0.11$ (0.11) | $0.41 \pm 0.04$ (0.34) |
| Example 2 | 3 | $0.40 \pm 0.20$ (0.00) | $0.50 \pm 0.00$ (0.50) | $0.50 \pm 0.00$ (0.50) | $0.33 \pm 0.04$ (0.25) | $0.00 \pm 0.00$ (0.00) |
| Example 2S | 3 | $0.50 \pm 0.00$ (0.50) | $0.37 \pm 0.15$ (0.15) | $0.50 \pm 0.00$ (0.50) | $0.34 \pm 0.01$ (0.33) | $0.10 \pm 0.20$ (0.00) |
| Example 3 | 3 | $0.18 \pm 0.04$ (0.15) | $0.21 \pm 0.02$ (0.20) | $0.50 \pm 0.01$ (0.49) | $0.50 \pm 0.01$ (0.49) | $0.11 \pm 0.20$ (0.00) |
| Example 3S | 3 | $0.18 \pm 0.04$ (0.15) | $0.08 \pm 0.03$ (0.03) | $0.50 \pm 0.00$ (0.50) | $0.43 \pm 0.09$ (0.31) | $0.01 \pm 0.00$ (0.00) |
| Example 1 | 6 | $0.46 \pm 0.01$ (0.44) | $0.46 \pm 0.09$ (0.41) | $0.22 \pm 0.01$ (0.20) | $0.37 \pm 0.14$ (0.17) | $0.22 \pm 0.01$ (0.20) |
| Example 1S | 6 | $0.46 \pm 0.02$ (0.44) | $0.46 \pm 0.02$ (0.44) | $0.35 \pm 0.10$ (0.23) | $0.42 \pm 0.12$ (0.28) | $0.35 \pm 0.10$ (0.23) |
| Example 2 | 6 | $0.49 \pm 0.01$ (0.48) | $0.50 \pm 0.01$ (0.48) | $0.50 \pm 0.00$ (0.50) | $0.30 \pm 0.01$ (0.28) | $0.00 \pm 0.00$ (0.00) |
| Example 2S | 6 | $0.50 \pm 0.00$ (0.50) | $0.35 \pm 0.12$ (0.25) | $0.50 \pm 0.00$ (0.50) | $0.30 \pm 0.01$ (0.29) | $0.20 \pm 0.24$ (0.00) |
| Example 3 | 6 | $0.18 \pm 0.04$ (0.15) | $0.20 \pm 0.01$ (0.19) | $0.50 \pm 0.00$ (0.49) | $0.37 \pm 0.16$ (0.16) | $0.01 \pm 0.01$ (0.00) |
| Example 3S | 6 | $0.18 \pm 0.04$ (0.14) | $0.05 \pm 0.04$ (0.01) | $0.50 \pm 0.00$ (0.50) | $0.50 \pm 0.00$ (0.50) | $0.11 \pm 0.20$ (0.00) |
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Figure 4. Visualization of the color mnist dataset.
The classification results on the color MNIST dataset are shown in Table 3. From the results, we can see that both ERM and IB-ERM methods almost surely use the color features to achieve the task. Although IRM and IB-IRM methods have shown some improvements over ERM, only our method can perform better than a random prediction, which demonstrates the effectiveness of CSIB.

Table 3. Classification accuracy (\%) on color MNIST dataset. "Oracle" in the table means that the training and test data are in the same environment.

| Methods | ERM | IRM | IB-ERM | IB-IRM | CSIB | Oracle |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Accuracy | $9.94 \pm 0.28$ | $20.39 \pm 2.76$ | $9.94 \pm 0.28$ | $43.84 \pm 12.48$ | $\mathbf{6 0 . 0 3} \pm \mathbf{1 . 2 8}$ | $84.72 \pm 0.65$ |

## 7. Related Works

We divide the works related to OOD generalization into two categories: theory and methods, though some of them belong to both.

### 7.1. Theory of $O O D$ Generalization

Based on different definitions to the distributional changes, we review the corresponding theory by the following three categories.

Based on causality. Due to the close connection between the distributional changes and the interventions discussed in the theory of causality [13,14], the problem of OOD generalization is usually built in the framework of causal learning. The theory states that a response $Y$ is directly caused only by its parents variables $X_{P a(Y)}$, and all interventions other that those on $Y$ do not change the conditional distribution of $\mathbb{P}\left(Y \mid X_{P a(Y)}\right)$. Such theory inspires a popular learning principle-the invariance principle-that aims to discover a set of variables such that they remain invariant to the response $Y$ in all observed environments [15,19,20]. Invariant risk minimization (IRM) [8] is then proposed to learn a feature extractor $\Phi$ in an end-to-end way such that the optimal classifier based on the extracted features $\Phi(X)$ remains unchanged in each environment. The theory in [8] shows the guarantee of IRM for OOD generalization under some general assumptions but only focuses on the linear regression tasks. Different from the failure analyses of IRM for the classification tasks in [21,22], where the response $Y$ is the cause of the spurious feature, Ahuja et al. [12] analyse another scenario when the invariant feature is the cause of the spurious feature and show that in this case, linear classification is more difficult than linear regression, where the invariance principle itself is insufficient to ensure the success of OOD generalization. They also claim that the assumption of support overlap of invariant features is necessarily needed. They then propose a learning principle of information bottleneckbased invariant risk minimization (IB-IRM) for linear classification, which shows how to address the failures of IRM by adding information bottleneck [16] into the learning. In this work, we closely investigate the conditions identified in [12] and first show that support overlap of invariant features is not necessarily needed for the success of OOD generalization. We further show several failure cases of IB-IRM and propose improved results for it.

Recently, some works tackle the challenge of OOD generalization in the nonlinear regime [23,24]. Commonly, both of them use variational autoencoder (VAE)-based models $[25,26]$ to identify the latent variables from observations in the first stage. Then, these inferring latent variables are separated into two distinct parts of invariant (causal) and spurious (non-causal) features based on different assumptions. Specifically, Lu et al. [23,27] assume that the latent variables conditioned on some accessible side information such as the environment index or class label follow the exponential family distributions, and Liu et al. [24] directly disentangle the latent variables to two different parts during the inferring stage and assume that the marginal distributions of them are independent of each other. These assumptions, however, are rather strong in general. Nevertheless, these solutions aim to capture the latent variables such that the response given these variables is invariant for different environments, which could still fail because the invariance principle itself is insufficient for OOD generalization in the classification tasks, as shown in [12]. In this work, we focus on the linear classification only and show a new theory of a new method that addresses several OOD generalization failures in the linear settings. Our method could extend to the nonlinear regime by combining with the disentangled representation learning [28] or causal representation learning [29]. Specifically, once the latent representations are well disentangled, i.e., the latent features are represented by a linear transform of the causal features and spurious features, we then could apply our method to filter out the spurious features in the latent space such that only causal features remain.

Based on robustness. Different from those based on the causality, where different distributions are generated by intervention on a same SEM and the goal is to discover causal features, the robustness-based methods aim to protect the model against the potential distributional shifts within the uncertainty set, which is usually constrained by f-divergence [30] or Wasserstein distance [31]. This series of works is theoretically addressed by distributionally robust optimization (DRO) under a minimax framework [32,33]. Recently, some works tend to discover the connections between causality and robustness [34]. Although these
works show less relevance to us, it is possible that a well-defined measure of distribution divergence could help to effectively extract causal features under the robustness framework. This would be an interesting avenue for future research.

Others. Some other works assume that the distributions (domains) are generated from a hyper-distribution and aim to minimize the average risk estimation error bound [35-37]. These works are often built based on the generalization theory under the independent and identically distributed (IID) assumption. The authors in [38] do not make any assumption on the distributional changes and only study the learnability of OOD generalization in a general way. All of these theories do not cover the OOD generalization problem under a single training environment or domain.

### 7.2. Methods of OOD Generalization

Based on the invariance principle. Inspired from the invariance principle [15,19], many methods are proposed by designing various loss to extract features to better satisfy the principle itself. IRMv1 [8] is the first objective to address this in an end-to-end way by adding a gradient penalty to the classifier. Following this work, Krueger et al. [9] suggest penalizing the variance of the risks, while Xie et al. [39] give the same objective but take the square root of the variance, and many other alternatives can also be found [40-42]. It is clear that all of these methods aim to find an invariant predictor. Recently, Ahuja et al. [12] found that for the classification problem, finding the invariant predictor is not enough to extract causal features since the features could include spurious information to make the predictor invariant across training environments, and they propose IB-IRM to address such a failure. Similar ideas to IB-IRM can also be found in the work [43,44], where different loss functions are proposed to achieve the same purpose. Specifically, Alesiani et al. [44] also use the information bottleneck (IB) for the help in dropping spurious correlations, but their analyses only focus on the scenario when spurious features are independent from the causal features, which could be considered as a special case of ours. More recently, Wang et al. [45] propose similar ideas to ours but only tackle the situation when the invariant features have the same distribution among all environments. In this work, we further show that IB-IRM could still fail in two cases due to the model only relying on spurious features to meet the task of interest. We then propose a counterfactual supervision-based information bottleneck (CSIB) method to address such failures and show improving results to prior works.

Based on distribution matching. It is worth noting that there are many works focused on learning domain invariant features representations [46-48]. Most of these works are inspired by the seminal theory of domain adaptation [49,50]. The goal of these methods is to learn a feature extractor $\Phi$ such that the marginal distribution of $\mathbb{P}(\Phi(X))$ or the conditional distribution of $\mathbb{P}(\Phi(X) \mid Y)$ is invariant across different domains. This is different from the invariance principle, where the goal is to make $\mathbb{P}(Y \mid \Phi(X))$ (or $\mathbb{E}(Y \mid \Phi(X))$ ) invariant. We refer readers to the papers of $[8,51]$ for better understanding the details of why these distribution-matching-based methods often fail to address OOD generalization.

Others. Other related methods are varied, including by using data augmentation in both image level [52] or feature level [53], by removing spurious correlations through stable learning [54], and by utilizing the inductive bias of neural networks [3,55], etc. Most of these methods are empirically inspired from experiments and are verified on some specific datasets. Recently, empirical studies in [56,57] notice that the real effects of many OOD generalization (domain generalization) methods are weak, which indicates that the benchmark-based evaluation criteria may be inadequate to validate the OOD generalization algorithms.

## 8. Conclusions, Limitations and Future Work

In this paper, we focus on the OOD generalization problem of linear classification. We first revisit the fundamental assumptions and results of prior works and show that the condition of invariant features supporting overlap is not necessarily needed for the success of OOD generalization and thus propose a weaker counterpart. Then, we show two failure
cases of IB-IRM (as well as ERM, IB-ERM, and IRM) and illustrate its intrinsic causes by theoretical analysis. We further propose a new method-counterfactual supervision-based information bottleneck (CSIB)—and theoretically prove its effectiveness under some weaker assumptions. CSIB works even when accessing data from a single environment and can easily extend to the multi-class problems. Finally, we design several synthetic datasets with our examples for experimental verification. Empirical observations among all comparing methods illustrate the effectiveness of the CSIB.

Since we only take the linear problem into account, including linear representation and linear classifier, any nonlinear case would not be guaranteed by our theoretical results, and thus CSIB may fail. Therefore, the same as prior works (IRM [8] and IB-IRM [12]), the nonlinear challenge is still an unsolved problem [21,22]. We believe this is of great value for investigating in future work since widely used data in the wild are nonlinearly generated. Another fruitful direction is to design a powerful algorithm for entropy minimization during the learning process of CSIB. Currently, we use the variance of features to replace the entropy of the features during optimization. However, variance and entropy are essentially different. A truly effective entropy minimization is the key to the success of CSIB. Another limitation of our method is that we have to require further supervision to the counterfactual examples during the learning process, although it only takes one time for a single step.
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## Abbreviations

The following abbreviations are used in this manuscript:

| OOD | Out-of-distribution |
| :--- | :--- |
| ERM | Empirical risk minimization |
| IRM | Invariant risk minimization |
| IB-ERM | Information bottleneck-based empirical risk minimization |
| IB-IRM | Information bottleneck-based invariant risk minimization |
| CSIB | Counterfactual supervision-based information bottleneck |
| DAG | Directed acyclic graph |
| SEM | Structure equation model |
| SVD | Singular value decomposition |

## Appendix A. Experiments Details

In this section, we provide more details on the experiments. The code to reproduce the experiments can be found at https:/ / github.com/szubing/CSIB.

## Appendix A.1. Optimization Loss of IB-ERM

The objective function of IB-ERM is as follows:

$$
\begin{equation*}
\min _{w, \Phi} \sum_{e \in \mathcal{E}_{t r}} h^{e}(\Phi) \quad \text { s.t. } \frac{1}{\left|\mathcal{E}_{t r}\right|} \sum_{e \in \mathcal{E}_{t r}} R^{e}(w \circ \Phi) \leq r t h . \tag{A1}
\end{equation*}
$$

Since the entropy of $h^{e}(\Phi)=H\left(\Phi\left(X^{e}\right)\right)$ is hard to estimate by a differential variable that can be optimized by using gradient descent, we follow [12] by using the variance instead of the entropy for optimization. The total loss function is given by

$$
\begin{equation*}
\operatorname{loss}(w, \Phi)=\sum_{e \in \mathcal{E}_{t r}}\left(R^{e}(w \circ \Phi)+\lambda \operatorname{Var}(\Phi)\right) \tag{A2}
\end{equation*}
$$

with a hyperparameter $\lambda$ onto it.

## Appendix A.2. Experiments Setup

Model, hyperparameters, loss, and evaluation. In all experiments, we follow the same protocol as prescribed by $[12,17]$ for the model / hyperparameter selection, training, and evaluation. Except those specified, for all experiments across three examples and five comparing methods, the model is the same with a linear feature extractor $\Phi \in \mathbb{R}^{d \times d}$ followed by a linear classifier $w \in \mathbb{R}^{d+1}$. We use binary cross-entropy loss for classification. All hyperparameters, including the learning rate, the penalty term in IRM, or the $\lambda$ associated with the $\operatorname{Var}(\Phi)$ in Equation (A2), etc., are randomly searched and selected by using 20 test samples for validation. The results reported in the main manuscript use three hyperparameter queries of each and average over five data seeds. The results when searching over more hyperparameter values are reported in the supplementary experiments. The search spaces of all the hyperparameters follow the same as in $[12,17]$. The classification test errors between 0 and 1 are reported.

Compute description. Our computing resource is one GPU of NVIDIA GeForce GTX 1080 Ti with 6 CPU cores of $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-8700 CPU @ 3.20 GHz .

Existing codes and datasets used. In our experiments, we mainly rely on the following two github repositories: InvarianceUnitTests (https:/ /github.com/facebookresearch/ InvarianceUnitTests) and IB-IRM (https://github.com/ahujak/IB-IRM).

## Appendix A.3. Supplementary Experiments

The purpose of the first supplementary experiment is to illustrate what the result would be when we increase the number of running seeds in the hyperparameters selection. These results are shown in Table A1, where we increase the number of hyperparameter queries to 10 of each. It is clear that overall, the results of the CSIB in Table A1 are much better and have less fluctuations than those in Table 2, and the conclusions remain almost the same as we have summarized in Section 6.1.2. This further verifies the effectiveness of the CSIB method.

Observation on different settings in Example 1/1S. In our main experiments of Example $1 / 1 \mathrm{~S}$, we set $p^{e}=1$ and $q=0$ to make the spurious features and the invariant features both linearly separable to confuse each other. Here, we analyse what the result would be if we vary their values. Following [17], we set $p^{e_{0}}=0.95, p^{e_{1}}=0.97, p^{e_{2}}=0.99$, and $p^{e_{j}} \sim \operatorname{Uniform}(0.9,1)$ to make spurious features linearly inseparable, and $q$ is set to $0 / 0.05$ to make invariant features linearly separable/inseparable. Table A2 shows the corresponding results. Interestingly, we find that all methods except for IB-IRM have an ideal error rate (the same as the Oracle) when the spurious features are linearly inseparable ( $p^{e} \neq 1$ ), even when the invariant features are linearly inseparable too ( $q=0.05$ ). Why would this happen? We then remove the linear embedding $\Phi$. The results are presented in Table A3. Comparing the results between Tables A2 and A3, we found there is a significant inductive bias of the neural network, though the model is linear. Further analysis to such observation is out of the scope of this paper, but this would be an interesting avenue for future research.

Table A1. Supplementary results when using 10 hyperparameter queries. \#Envs means the number of training environments, and (min) reports the minimal test classification error across different running data seeds.

|  | \#Envs | ERM (min) | IRM (min) | IB-ERM (min) | IB-IRM (min) | CSIB (min) | Oracle (min) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Example 1 | 1 | $0.50 \pm 0.01(0.49)$ | $0.50 \pm 0.01(0.49)$ | $0.23 \pm 0.02(0.22)$ | $0.31 \pm 0.10(0.25)$ | $0.23 \pm 0.02(0.22)$ | $0.00 \pm 0.00(0.00)$ |
| Example 1S | 1 | $0.50 \pm 0.00(0.49)$ | $0.50 \pm 0.00(0.49)$ | $0.09 \pm 0.04(0.04)$ | $0.30 \pm 0.10(0.25)$ | $0.08 \pm 0.04(0.04)$ | $0.00 \pm 0.00(0.00)$ |
| Example 2 | 1 | $0.40 \pm 0.20(0.00)$ | $0.00 \pm 0.00(0.00)$ | $0.50 \pm 0.00(0.49)$ | $0.48 \pm 0.03(0.43)$ | $0.00 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 2S | 1 | $0.50 \pm 0.00(0.50)$ | $0.30 \pm 0.25(0.00)$ | $0.50 \pm 0.00(0.50)$ | $0.50 \pm 0.01(0.48)$ | $0.00 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 3 | 1 | $0.16 \pm 0.06(0.09)$ | $0.03 \pm 0.00(0.03)$ | $0.50 \pm 0.01(0.49)$ | $0.41 \pm 0.09(0.25)$ | $0.02 \pm 0.01(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 3S | 1 | $0.16 \pm 0.06(0.10)$ | $0.04 \pm 0.01(0.02)$ | $0.50 \pm 0.00(0.50)$ | $0.41 \pm 0.12(0.26)$ | $0.01 \pm 0.01(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 1 | 3 | $0.44 \pm 0.01(0.44)$ | $0.44 \pm 0.01(0.44)$ | $0.21 \pm 0.00(0.21)$ | $0.21 \pm 0.10(0.06)$ | $0.21 \pm 0.00(0.21)$ | $0.00 \pm 0.00(0.00)$ |
| Example 1S | 3 | $0.45 \pm 0.00(0.44)$ | $0.45 \pm 0.00(0.44)$ | $0.09 \pm 0.03(0.05)$ | $0.23 \pm 0.13(0.01)$ | $0.09 \pm 0.03(0.05)$ | $0.00 \pm 0.00(0.00)$ |
| Example 2 | 3 | $0.13 \pm 0.07(0.00)$ | $0.00 \pm 0.00(0.00)$ | $0.50 \pm 0.00(0.50)$ | $0.33 \pm 0.04(0.25)$ | $0.00 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 2S | 3 | $0.50 \pm 0.00(0.50)$ | $0.14 \pm 0.20(0.00)$ | $0.50 \pm 0.00(0.50)$ | $0.34 \pm 0.01(0.33)$ | $0.00 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 3 | 3 | $0.17 \pm 0.04(0.14)$ | $0.02 \pm 0.00(0.02)$ | $0.50 \pm 0.01(0.49)$ | $0.43 \pm 0.08(0.29)$ | $0.01 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 3S | 3 | $0.17 \pm 0.04(0.13)$ | $0.02 \pm 0.00(0.02)$ | $0.50 \pm 0.00(0.50)$ | $0.36 \pm 0.18(0.07)$ | $0.01 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 1 | 6 | $0.46 \pm 0.01(0.44)$ | $0.46 \pm 0.09(0.41)$ | $0.22 \pm 0.01(0.21)$ | $0.41 \pm 0.11(0.26)$ | $0.22 \pm 0.01(0.21)$ | $0.00 \pm 0.00(0.00)$ |
| Example 1S | 6 | $0.46 \pm 0.02(0.44)$ | $0.46 \pm 0.02(0.44)$ | $0.06 \pm 0.04(0.02)$ | $0.45 \pm 0.07(0.41)$ | $0.06 \pm 0.04(0.02)$ | $0.00 \pm 0.00(0.00)$ |
| Example 2 | 6 | $0.21 \pm 0.03(0.17)$ | $0.00 \pm 0.00(0.00)$ | $0.50 \pm 0.00(0.50)$ | $0.36 \pm 0.03(0.31)$ | $0.00 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 2S | 6 | $0.50 \pm 0.00(0.50)$ | $0.10 \pm 0.20(0.00)$ | $0.50 \pm 0.00(0.50)$ | $0.19 \pm 0.16(0.01)$ | $0.00 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 3 | 6 | $0.17 \pm 0.03(0.14)$ | $0.02 \pm 0.00(0.02)$ | $0.50 \pm 0.00(0.49)$ | $0.37 \pm 0.16(0.16)$ | $0.01 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |
| Example 3S | 6 | $0.17 \pm 0.03(0.14)$ | $0.02 \pm 0.00(0.02)$ | $0.50 \pm 0.00(0.50)$ | $0.46 \pm 0.09(0.28)$ | $0.01 \pm 0.00(0.00)$ | $0.00 \pm 0.00(0.00)$ |

Observation on linearly separable properties of high-dimensional data. Here, we empirically show that for o-dimensional data, we have high probability that $o$ randomly drawn points are linearly separable for any two subsets. To verify that, we design a random experiment as follows: (1) Let $o \in[100,10,000]$, and we randomly draw o points from $[-1,1]^{0}$, and give random labels to these $o$ points of 0 or 1 . (2) We train a linear classifier to fit these $o$ points and report the final training error. (3) We perform (1) and (2) 100 times for different seeds. Our results show that for 100 runs, all training errors reach 0 for every 0 , which proves our conjecture.

Table A2. Results in Example 1/1S, where the learning model is a linear embedding $\Phi \in \mathbb{R}^{d \times d}$ followed by a linear classifier $w \in \mathbb{R}^{d+1}$.

|  | \#Envs | $\boldsymbol{p}^{\boldsymbol{e}}=\mathbf{1 ?}$ | $\boldsymbol{q}$ | ERM | IB-ERM | IB-IRM | CSIB | IRM | Oracle |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Example 1 | 1 | Yes | 0 | $0.50 \pm 0.01$ | $0.23 \pm 0.02$ | $0.31 \pm 0.10$ | $0.23 \pm 0.02$ | $0.50 \pm 0.01$ | $0.00 \pm 0.00$ |
| Example 1S | 1 | Yes | 0 | $0.50 \pm 0.00$ | $0.46 \pm 0.04$ | $0.30 \pm 0.10$ | $0.46 \pm 0.04$ | $0.50 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 3 | Yes | 0 | $0.45 \pm 0.01$ | $0.22 \pm 0.01$ | $0.23 \pm 0.13$ | $0.22 \pm 0.01$ | $0.45 \pm 0.01$ | $0.00 \pm 0.00$ |
| Example 1S | 3 | Yes | 0 | $0.45 \pm 0.00$ | $0.41 \pm 0.04$ | $0.27 \pm 0.11$ | $0.41 \pm 0.04$ | $0.45 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 6 | Yes | 0 | $0.46 \pm 0.01$ | $0.22 \pm 0.01$ | $0.37 \pm 0.14$ | $0.22 \pm 0.01$ | $0.46 \pm 0.09$ | $0.00 \pm 0.00$ |
| Example 1S | 6 | Yes | 0 | $0.46 \pm 0.02$ | $0.35 \pm 0.10$ | $0.42 \pm 0.12$ | $0.35 \pm 0.10$ | $0.46 \pm 0.02$ | $0.00 \pm 0.00$ |
| Example 1 | 1 | No | 0 | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.15 \pm 0.20$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1S | 1 | No | 0 | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.12 \pm 0.19$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 3 | No | 0 | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1S | 3 | No | 0 | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.01$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 6 | No | 0 | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.30 \pm 0.20$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1S | 6 | No | 0 | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.31 \pm 0.20$ | $0.00 \pm 0.00$ | $0.04 \pm 0.06$ | $0.00 \pm 0.00$ |
| Example 1 | 1 | No | 0.05 | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.32 \pm 0.22$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ |
| Example 1S | 1 | No | 0.05 | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.19 \pm 0.17$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ |
| Example 1 | 3 | No | 0.05 | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.07 \pm 0.03$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ |
| Example 1S | 3 | No | 0.05 | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ |
| Example 1 | 6 | No | 0.05 | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.30 \pm 0.21$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ |
| Example 1S | 6 | No | 0.05 | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.32 \pm 0.19$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ | $0.05 \pm 0.00$ |

Table A3. Results in Example 1/1S, where the learning model is a linear classifier $w \in \mathbb{R}^{d+1}$ without linear embedding $\Phi$. The CSIB must require a feature extractor, so there are not results related to the CSIB.

|  | \#Envs | $\boldsymbol{p}^{\boldsymbol{e}}=\mathbf{1 ?}$ | $\boldsymbol{q}$ | ERM | IB-ERM | IB-IRM | IRM | Oracle |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Example 1 | 1 | Yes | 0 | $0.50 \pm 0.01$ | $0.25 \pm 0.01$ | $0.31 \pm 0.10$ | $0.50 \pm 0.01$ | $0.00 \pm 0.00$ |
| Example 1S | 1 | Yes | 0 | $0.50 \pm 0.00$ | $0.49 \pm 0.01$ | $0.30 \pm 0.10$ | $0.50 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 3 | Yes | 0 | $0.44 \pm 0.01$ | $0.23 \pm 0.01$ | $0.21 \pm 0.10$ | $0.44 \pm 0.01$ | $0.00 \pm 0.00$ |
| Example 1S | 3 | Yes | 0 | $0.45 \pm 0.00$ | $0.44 \pm 0.01$ | $0.42 \pm 0.04$ | $0.45 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 6 | Yes | 0 | $0.46 \pm 0.01$ | $0.27 \pm 0.07$ | $0.41 \pm 0.11$ | $0.46 \pm 0.01$ | $0.01 \pm 0.01$ |
| Example 1S | 6 | Yes | 0 | $0.46 \pm 0.02$ | $0.42 \pm 0.08$ | $0.46 \pm 0.09$ | $0.46 \pm 0.02$ | $0.01 \pm 0.02$ |
| Example 1 | 1 | No | 0 | $0.50 \pm 0.01$ | $0.00 \pm 0.00$ | $0.15 \pm 0.20$ | $0.50 \pm 0.01$ | $0.00 \pm 0.00$ |
| Example 1S | 1 | No | 0 | $0.50 \pm 0.00$ | $0.00 \pm 0.00$ | $0.13 \pm 0.19$ | $0.50 \pm 0.00$ | $0.00 \pm 0.00$ |
| Example 1 | 3 | No | 0 | $0.45 \pm 0.01$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.45 \pm 0.01$ | $0.00 \pm 0.00$ |
| Example 1S | 3 | No | 0 | $0.45 \pm 0.00$ | $0.01 \pm 0.02$ | $0.08 \pm 0.14$ | $0.46 \pm 0.02$ | $0.00 \pm 0.00$ |
| Example 1 | 6 | No | 0 | $0.46 \pm 0.01$ | $0.10 \pm 0.16$ | $0.30 \pm 0.20$ | $0.46 \pm 0.01$ | $0.01 \pm 0.01$ |
| Example 1S | 6 | No | 0 | $0.46 \pm 0.01$ | $0.24 \pm 0.19$ | $0.41 \pm 0.12$ | $0.47 \pm 0.03$ | $0.01 \pm 0.02$ |
| Example 1 | 1 | No | 0.05 | $0.50 \pm 0.01$ | $0.05 \pm 0.00$ | $0.32 \pm 0.22$ | $0.50 \pm 0.01$ | $0.05 \pm 0.00$ |
| Example 1S | 1 | No | 0.05 | $0.50 \pm 0.01$ | $0.05 \pm 0.01$ | $0.20 \pm 0.17$ | $0.50 \pm 0.00$ | $0.05 \pm 0.00$ |
| Example 1 | 3 | No | 0.05 | $0.45 \pm 0.01$ | $0.05 \pm 0.00$ | $0.07 \pm 0.03$ | $0.47 \pm 0.01$ | $0.05 \pm 0.00$ |
| Example 1S | 3 | No | 0.05 | $0.45 \pm 0.01$ | $0.07 \pm 0.03$ | $0.11 \pm 0.11$ | $0.46 \pm 0.01$ | $0.05 \pm 0.00$ |
| Example 1 | 6 | No | No | 0.05 | $0.47 \pm 0.01$ | $0.14 \pm 0.14$ | $0.30 \pm 0.21$ | $0.47 \pm 0.01$ |
| Example 1S | 6 | No | 0.05 | $0.47 \pm 0.01$ | $0.27 \pm 0.18$ | $0.42 \pm 0.11$ | $0.47 \pm 0.01$ | $0.05 \pm 0.00$ |

Then, we look back to Theorem 2. For real data, such as an image, the dimension of spurious features $o$ is often high. Assume different environments enjoy different spurious points randomly; then, from the above observation, there is a high probability that the following events will occur: For any labeling data in the $n$ training environments with $n<o / 2$ ( 2 is due to the binary label), models could achieve zero training error by relying on spurious features only. This illustrates why prior methods easily fail to address OOD generalization under Assumption 6.

## Appendix B. Proofs

## Appendix B.1. Preliminary

Before our proofs, we first review some useful properties related to the entropy [12,58].
Entropy. For discrete random variable $X \sim \mathbb{P}_{X}$ with support $\mathcal{X}$, its entropy (Shannon entropy) is defined as

$$
\begin{equation*}
H(X)=-\sum_{x \in \mathcal{X}} \mathbb{P}_{X}(X=x) \log \left(\mathbb{P}_{X}(X=x)\right) \tag{A3}
\end{equation*}
$$

The differential entropy of the continuous random variable $X \sim \mathbb{P}_{X}$ with support $\mathcal{X}$ is given by

$$
\begin{equation*}
h(X)=-\int_{x \in \mathcal{X}} p_{X}(x) \log \left(p_{X}(x)\right) d x \tag{A4}
\end{equation*}
$$

where $p_{X}(x)$ is the probability density function of the distribution $\mathbb{P}_{X}$. Sometimes, we may confuse using $H(X)$ or $h(X)$ to represent its entropy no matter whether $X$ is discrete or continuous.

Lemma A1. If $X$ and $Y$ are discrete random variables that are independent, then

$$
\begin{equation*}
H(X+Y) \geq \max \{H(X), H(Y)\} \tag{A5}
\end{equation*}
$$

Proof. Define $Z=X+Y$. Since $X \perp Y$, we have

$$
\begin{aligned}
H(Z \mid X) & =-\sum_{x \in \mathcal{X}} \mathbb{P}_{X}(x) \sum_{z \in \mathcal{Z}} \mathbb{P}_{Z \mid X}(Z=z \mid X=x) \log \left(\mathbb{P}_{Z \mid X}(Z=z \mid X=x)\right) \\
& =-\sum_{x \in \mathcal{X}} \mathbb{P}_{X}(x) \sum_{z \in \mathcal{Z}} \mathbb{P}_{Y \mid X}(Y=z-x \mid X=x) \log \left(\mathbb{P}_{Y \mid X}(Y=z-x \mid X=x)\right) \\
& =-\sum_{x \in \mathcal{X}} \mathbb{P}_{X}(x) \sum_{z \in \mathcal{Z}} \mathbb{P}_{Y}(Y=z-x) \log \left(\mathbb{P}_{Y}(Y=z-x)\right) \\
& =-\sum_{x \in \mathcal{X}} \mathbb{P}_{X}(x) \sum_{y \in \mathcal{Y}} \mathbb{P}_{Y}(Y=y) \log \left(\mathbb{P}_{Y}(Y=y)\right) \\
& =H(Y),
\end{aligned}
$$

and similar we have $H(Z \mid Y)=H(X)$. Therefore,

$$
\begin{align*}
& H(X+Y)=I(Z, X)+H(Z \mid X)=I(Z, X)+H(Y) \geq H(Y)  \tag{A6}\\
& H(X+Y)=I(Z, Y)+H(Z \mid Y)=I(Z, Y)+H(X) \geq H(X) \tag{A7}
\end{align*}
$$

This completes the proof.
Lemma A2. If $X$ and $Y$ are continuous random variables that are independent, then

$$
\begin{equation*}
h(X+Y) \geq \max \{h(X), h(Y)\} \tag{A8}
\end{equation*}
$$

Proof. Define $Z=X+Y$. Since $X \perp Y$, we have

$$
\begin{aligned}
h(Z \mid X) & =-\int_{x \in \mathcal{X}} p_{X}(x) \int_{z \in \mathcal{Z}} p_{Z \mid X}(Z=z \mid X=x) \log \left(p_{Z \mid X}(Z=z \mid X=x)\right) d x d z \\
& =-\int_{x \in \mathcal{X}} p_{X}(x) \int_{z \in \mathcal{Z}} p_{Y \mid X}(Y=z-x \mid X=x) \log \left(p_{Y \mid X}(Y=z-x \mid X=x)\right) d x d z \\
& =-\int_{x \in \mathcal{X}} p_{X}(x) \int_{z \in \mathcal{Z}} p_{Y}(Y=z-x) \log \left(p_{Y}(Y=z-x)\right) d x d z \\
& =-\int_{x \in \mathcal{X}} p_{X}(x) d x \int_{y \in \mathcal{Y}} p_{Y}(Y=y) \log \left(p_{Y}(Y=y)\right) d y \\
& =h(Y),
\end{aligned}
$$

and similar, we have $h(Z \mid Y)=h(X)$. Therefore,

$$
\begin{align*}
& h(X+Y)=I(Z, X)+h(Z \mid X)=I(Z, X)+h(Y) \geq h(Y)  \tag{A9}\\
& h(X+Y)=I(Z, Y)+h(Z \mid Y)=I(Z, Y)+h(X) \geq h(X) \tag{A10}
\end{align*}
$$

This completes the proof.
Lemma A3. If $X$ and $Y$ are discrete random variables that are independent with the supports satisfying $2 \leq|\mathcal{X}|<\infty, 2 \leq|\mathcal{Y}|<\infty$, then

$$
\begin{equation*}
H(X+Y)>\max \{H(X), H(Y)\} . \tag{A11}
\end{equation*}
$$

Proof. From Lemma A1 and due to the symmetry of $X$ and $Y$, we only need to prove $H(X+Y) \neq H(X)$. The proof is by contradiction. Suppose $H(X+Y)=H(X)$, then from Equation (A7) it follows that $I(X+Y, Y)=0$, thus $X+Y \perp Y$. However, $\mathbb{P}(Y=$ $\left.y_{\max } \mid X+Y=x_{\max }+y_{\max }\right)=1$, which is different from $\mathbb{P}\left(Y=y_{\max }\right)<1$ (due to $|Y| \geq 2$ ). This contradicts $X+Y \perp Y$.

Lemma A4. If $X$ and $Y$ are continuous random variables that are independent and have a bounded support, then

$$
\begin{equation*}
h(X+Y)>\max \{h(X), h(Y)\} . \tag{A12}
\end{equation*}
$$

Proof. From Lemma A2 and due to the symmetry of $X$ and $Y$, we only need to prove $h(X+Y) \neq h(X)$. The proof is by contradiction. Suppose $h(X+Y)=h(X)$, then from Equation (A10) it follows that $I(X+Y, Y)=0$, thus $X+Y \perp Y$. For any $\delta>0$, define an event $\mathcal{M}: x_{\max }+y_{\max }-\delta \leq X+Y \leq x_{\max }+y_{\max }$. If $\mathcal{M}$ occurs, then $Y \geq y_{\max }-\delta$ and $X \geq x_{\max }-\delta$. Thus, $\mathbb{P}_{Y}\left(Y \leq y_{\max }-\delta \mid \mathcal{M}\right)=0$. However, we can always choose a $\delta>0$ that is small enough to make $\mathbb{P}_{Y}\left(Y \leq y_{\max }-\delta\right)>0$. This contradicts $X+Y \perp Y$.

## Appendix B.2. Proof of Theorem 2

Proof. The proof is trivial. Since two sets $\cup_{e \in \mathcal{E}_{t r}} \mathcal{Z}_{s p u}^{e}\left(Y^{e}=1\right)$ and $\cup_{e \in \mathcal{E}_{t r}} \mathcal{Z}_{s p u}^{e}\left(Y^{e}=0\right)$ are linearly separable, there exists a linear classifier $w$ that only relies on spurious features and can achieve zero classification error on each environment. Therefore, $w$ is an invariant predictor across different training environments. In addition, $H\left(Z_{i n v}^{e}\right)>H\left(Z_{s p u}^{e}\right)$ would make IB-IRM prefer to choose these spurious features. Therefore, $w$ would be an optimal solution of IB-IRM, ERM, IRM, and IB-ERM. However, since $w$ relies on spurious features which may change arbitrary in unseen environments, it thus fails to solve OOD generalization.

## Appendix B.3. Proof of Theorem 3

Proof. Assume $\Phi^{*} \in \mathbb{R}^{c \times d}$ and $w^{*}$ are the feature extractor and classifier learned by IB-ERM. Consider the feature variable extracted by $\Phi^{*}$ as

$$
\begin{equation*}
\Phi^{*} X^{e}=\Phi^{*} S\left(Z_{i n v}^{e}, Z_{s p u}^{e}\right)=\Phi_{i n v} Z_{i n v}^{e}+\Phi_{s p u} Z_{s p u}^{e} \tag{A13}
\end{equation*}
$$

We first show that $\Phi_{i n v}=\mathbf{0}$ or $\Phi_{s p u}=\mathbf{0}$. We prove this by contradiction. Assume $\Phi_{i n v} \neq \mathbf{0}$ and $\Phi_{s p u} \neq \mathbf{0}$. By observing that a solution of $\Phi_{i n v}=\mathbf{1}, \Phi_{s p u}=0, w^{*}=w_{i n v}^{*}$ could make the average training error to $q$; therefore any solution returned by IB-ERM should also achieve the error no larger than $q$ (because $r t h=q$ in the constraint of Equation (12)). Therefore $w^{*} \neq \mathbf{0}$.

1. In the case when each $e \in \mathcal{E}_{t r}$ follows Assumption 4 of $Z_{s p u}^{e} \leftarrow A Z_{i n v}^{e}+W^{e}$, we have

$$
\begin{gathered}
w^{*} \cdot\left(\Phi_{i n v} Z_{i n v}^{e}+\Phi_{s p u} Z_{s p u}^{e}\right)=w^{*} \cdot \Phi_{i n v} Z_{i n v}^{e}+w^{*} \cdot \Phi_{s p u}\left(A Z_{i n v}^{e}+W^{e}\right) \\
=w^{*} \cdot\left(\Phi_{i n v}+\Phi_{s p u} A\right) Z_{i n v}^{e}+w^{*} \cdot \Phi_{s p u} W^{e}
\end{gathered}
$$

Then, for any $z=\left(z_{i n v}^{e}, z_{s p u}^{e}\right)$ of $\mathbf{1}\left(w_{i n v}^{*} \cdot z_{i n v}^{e}\right)=1$, we must have $w^{*} \cdot\left(\Phi_{i n v}+\right.$ $\left.\Phi_{\text {spu }} A\right) z_{i n v}^{e}+w^{*} \cdot \Phi_{s p u} w^{e} \geq 0$ for any $w^{e}$ to make error no larger than $q$. Since $W^{e}$ is zero mean with at least two distinct points in each component, we can conclude that $w^{*} \cdot\left(\Phi_{i n v}+\Phi_{s p u} A\right) z_{i n v}^{e} \geq 0$. Similarly, for any $z=\left(z_{i n v}^{e}, z_{s p u}^{e}\right)$ of $\mathbf{1}\left(w_{i n v}^{*} \cdot z_{i n v}^{e}\right)=0$, we have $w^{*} \cdot\left(\Phi_{i n v}+\Phi_{\text {spu }} A\right) z_{i n v}^{e}<0$. From Lemma A3 or Lemma A4, we obtain $H\left(\left(\Phi_{i n v}+\Phi_{\text {spu }} A\right) Z_{i n v}^{e}+\Phi_{\text {spu }} W^{e}\right)>H\left(\left(\Phi_{i n v}+\Phi_{\text {spu }} A\right) Z_{i n v}^{e}\right)$. Therefore, there exists a more optimal solution to IB-ERM with zero weight to $Z_{s p u}^{e}$, which contradicts the assumption.
2. In the case when each $e \in \mathcal{E}_{t r}$ follows Assumption 5 of $Z_{i n v}^{e} \leftarrow A Z_{s p u}^{e}+W^{e}$, we have

$$
\begin{gathered}
w^{*} \cdot\left(\Phi_{i n v} Z_{i n v}^{e}+\Phi_{s p u} Z_{s p u}^{e}\right)=w^{*} \cdot \Phi_{i n v}\left(A Z_{s p u}^{e}+W^{e}\right)+w^{*} \cdot \Phi_{s p u} Z_{s p u}^{e} \\
=w^{*} \cdot\left(\Phi_{s p u}+\Phi_{i n v} A\right) Z_{s p u}^{e}+w^{*} \cdot \Phi_{i n v} W^{e}
\end{gathered}
$$

From Lemma A3 or Lemma A4, we obtain $H\left(\left(\Phi_{s p u}+\Phi_{i n v} A\right) Z_{s p u}^{e}+\Phi_{i n v} W^{e}\right)>$ $H\left(\left(\Phi_{s p u}+\Phi_{i n v} A\right) Z_{s p u}^{e}\right)$. In addition, the spurious features are assumed to be linearly separable. Therefore, there exists a more optimal solution to IB-ERM with zero weight to $Z_{i n v}^{e}$, which contradicts the assumption.
3. In the case when each $e \in \mathcal{E}_{t r}$ follows Assumption 6 of $Z_{s p u}^{e} \leftarrow W_{1}^{e} Y^{e}+W_{0}^{e}\left(1-Y^{e}\right)$, we have

$$
\begin{gathered}
w^{*} \cdot\left(\Phi_{i n v} Z_{i n v}^{e}+\Phi_{s p u} Z_{s p u}^{e}\right)=w^{*} \cdot \Phi_{i n v} Z_{i n v}^{e}+w^{*} \cdot \Phi_{s p u}\left(W_{1}^{e} Y^{e}+W_{0}^{e}\left(1-Y^{e}\right)\right) \\
=w^{*} \cdot \Phi_{i n v} Z_{i n v}^{e}+w^{*} \cdot \Phi_{s p u} W_{1}^{e} Y^{e}+w^{*} \cdot \Phi_{s p u} W_{0}^{e}\left(1-Y^{e}\right)
\end{gathered}
$$

Then, for any $z=\left(z_{i n v}^{e}, z_{s p u}^{e}\right)$ of $\mathbf{1}\left(w_{i n v}^{*} \cdot z_{i n v}^{e}\right)=1$, we must have $w^{*} \cdot \Phi_{i n v} z_{i n v}^{e}+w^{*}$. $\Phi_{s p u} w_{1}^{e} y^{e}+w^{*} \cdot \Phi_{s p u} w_{0}^{e}\left(1-y^{e}\right) \geq 0$ for any $w_{1}^{e}$ and $w_{0}^{e}$ to make error no larger than $q$. Since $W_{1}^{e}$ and $W_{0}^{e}$ are both zero mean variables with at least two distinct points in each component, we can conclude that $w^{*} \cdot \Phi_{i n v} z_{i n v}^{e} \geq 0$; Similarly, for any $z=\left(z_{i n v}^{e}, z_{s p u}^{e}\right)$ of $\mathbf{1}\left(w_{i n v}^{*} \cdot z_{i n v}^{e}\right)=0$, we have $w^{*} \cdot \Phi_{i n v} z_{i n v}^{e}<0$. From Lemma A3 or Lemma A4, we obtain $H\left(\Phi_{i n v} Z_{i n v}^{e}+\Phi_{s p u} W_{1}^{e} Y^{e}+\Phi_{s p u} W_{0}^{e}\left(1-Y^{e}\right)\right)>H\left(\Phi_{i n v} Z_{i n v}^{e}\right)$. Therefore, there exists a more optimal solution to IB-ERM with zero weight to $Z_{s p u}^{e}$, which contradicts the assumption.
So far, we have proved that the feature extractor $\Phi^{*}$ learned by IB-ERM would never extract both spurious features and invariant features together. Then, we perform singular value decomposition (SVD) to the $\Phi^{*}$ as

$$
\begin{equation*}
\Phi^{*}=U \Lambda V^{T}=\left[U_{1}, U_{2}\right]\left[\Lambda_{1}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right]\left[V_{1}^{T} ; V_{2}^{T}\right]=U_{1} \Lambda_{1} V_{1}^{T} \tag{A14}
\end{equation*}
$$

Let $S \in \mathbb{R}^{d \times d}$ be the orthogonal matrix. Set $r$ as the rank of the matrix $\Phi^{*}$, i.e., $r=\operatorname{Rank}\left(\Phi^{*}\right)$, and let $V_{1}^{T} S=\left[V_{1}^{\prime}, V_{2}^{\prime}\right]$ with $V_{1}^{\prime} \in \mathbb{R}^{r \times m}$ and $V_{2}^{\prime} \in \mathbb{R}^{r \times o}$, and $V_{2}^{T} S=\left[V_{1}^{\prime \prime}, V_{2}^{\prime \prime}\right]$ with $V_{1}^{\prime \prime} \in$ $\mathbb{R}^{(d-r) \times m}$ and $V_{2}^{\prime \prime} \in \mathbb{R}^{(d-r) \times 0}$, then

$$
\begin{equation*}
\Phi^{*} X^{e}=U_{1} \Lambda_{1} V_{1}^{T} S\left[Z_{i n v}^{e} ; Z_{s p u}^{e}\right]=U_{1} \Lambda_{1}\left(V_{1}^{\prime} Z_{i n v}^{e}+V_{2}^{\prime} Z_{s p u}^{e}\right) \tag{A15}
\end{equation*}
$$

Since $\Phi^{*} X^{e}$ contains the information either from spurious features or from invariant features, we must have $U_{1} \Lambda_{1} V_{1}^{\prime}=0$ or $U_{1} \Lambda_{1} V_{2}^{\prime}=\mathbf{0}$, and thus, $V_{1}^{\prime}=\mathbf{0}$ or $V_{2}^{\prime}=\mathbf{0}$ due to $\operatorname{Rank}\left(U_{1} \Lambda_{1}\right)=r$. If $V_{2}^{\prime}=\mathbf{0}$, then $\Phi^{*}$ extract invariant features only. Otherwise when $V_{1}^{\prime}=\mathbf{0}$, we decompose the $V^{T} S$ by

$$
\begin{equation*}
V^{T} S=\left[V_{1}^{T} ; V_{2}^{T}\right] S=\left[V_{1}^{T} S ; V_{2}^{T} S\right]=\left[V_{1}^{\prime}, V_{2}^{\prime} ; V_{1}^{\prime \prime}, V_{2}^{\prime \prime}\right] . \tag{A16}
\end{equation*}
$$

Since $V^{T}$ and $S$ are both the orthogonal matrix, $V^{T} S$ is also orthogonal; thus $V_{1}^{\prime}=\mathbf{0} \Rightarrow$ $V_{2}^{\prime T} V_{2}^{\prime \prime}=\mathbf{0}$, and then $\operatorname{Rank}\left(V_{2}^{\prime \prime}\right)=\operatorname{Rank}\left(\left[V_{2}^{\prime} ; V_{2}^{\prime \prime}\right]\right)-\operatorname{Rank}\left(V_{2}^{\prime}\right)=o-r$ (note that $r \leq$ $\min \{m, o\})$. Then,

$$
\begin{equation*}
V_{2}^{T} X^{e}=V_{2}^{T} S\left[Z_{i n v}^{e} ; Z_{s p u}^{e}\right]=\left[V_{1}^{\prime \prime}, V_{2}^{\prime \prime}\right]\left[Z_{i n v}^{e} ; Z_{s p u}^{e}\right]=V_{1}^{\prime \prime} Z_{i n v}^{e}+V_{2}^{\prime \prime} Z_{s p u}^{e} \tag{A17}
\end{equation*}
$$

Therefore, by running the CSIB for one iteration, the rank of spurious features would be decreased by $r>0$. This would result in zero weight to spurious features by finite runs of CSIB.

Then, we intend to show why the counterfactual supervision step could help to distinguish whether $V_{1}^{\prime}$ is $\mathbf{0}$ or not. For a specific instance $x=S\left[z_{i n v} ; z_{s p u}\right]$, let two new features be $z^{1}$ and $z^{2}$, then $d o\left(z_{1: r}^{1}\right)=[-M, \ldots,-M]$ and $d o\left(z_{r+1: d}^{1}\right)=V_{2}^{T} x ; \operatorname{do}\left(z_{1: r}^{2}\right)=$ $[M, \ldots, M]$ and $d o\left(z_{r+1: d}^{2}\right)=V_{2}^{T} x$. Back the new features $z^{1}$ and $z^{2}$ to the input space as $x^{1}=V z^{1}$ and $x^{2}=V z^{2}$. If $V_{1}^{\prime}=\mathbf{0}$, then

$$
\begin{gathered}
S^{-1} x^{1}=S^{-1} V z^{1}=S^{-1} V\left[z_{1: r}^{1} ; V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{\text {spu }}\right] \\
=\left(V^{T} S\right)^{T}\left[z_{1:: r}^{1} ; V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{\text {spu }}\right] \\
=\left[V_{1}^{\prime T}, V_{1}^{\prime \prime T} ; V_{2}^{\prime T}, V_{2}^{\prime \prime T}\right]\left[z_{1: r}^{1} ; V_{1}^{\prime \prime} z_{\text {inv }}+V_{2}^{\prime \prime} z_{\text {spu }}\right] \\
=\left[V_{1}^{\prime T} z_{1: r}^{1}+V_{1}^{\prime \prime T}\left(V_{1}^{\prime \prime} z_{\text {inv }}+V_{2}^{\prime \prime} z_{\text {spu }}\right) ; V_{2}^{\prime T} z_{1: r}^{1}+V_{2}^{\prime \prime T}\left(V_{1}^{\prime \prime} z_{\text {inv }}+V_{2}^{\prime \prime} z_{\text {spu }}\right)\right] \\
=\left[z_{i n v} ; V_{2}^{\prime T} z_{1: r}^{1}+V_{2}^{\prime \prime T} V_{2}^{\prime \prime} z_{\text {spu }}\right],
\end{gathered}
$$

and similarly we have $S^{-1} x^{2}=\left[z_{i n v} ; V_{2}^{\prime T} z_{1: r}^{2}+V_{2}^{\prime \prime T} V_{2}^{\prime \prime} z_{s p u}\right]$. Therefore, the ground truths of $x^{1}$ and $x^{2}$ are the same. On other hand, if $V_{1}^{\prime} \neq 0$, then $V_{2}^{\prime}=0$, and

$$
\begin{gathered}
S^{-1} x^{1}=S^{-1} V z^{1}=S^{-1} V\left[z_{1: r}^{1} ; V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{\text {spu }}\right] \\
=\left(V^{T} S\right)^{T}\left[z_{1: r}^{1} ; V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{\text {spu }}\right] \\
=\left[V_{1}^{\prime T}, V_{1}^{\prime \prime T} ; V_{2}^{\prime T}, V_{2}^{\prime \prime T}\right]\left[z_{1: r}^{1} ; V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{\text {spu }}\right] \\
=\left[V_{1}^{\prime T} z_{1: r}^{1}+V_{1}^{\prime \prime T}\left(V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{s p u}\right) ; V_{2}^{\prime T} z_{1: r}^{1}+V_{2}^{\prime \prime T}\left(V_{1}^{\prime \prime} z_{i n v}+V_{2}^{\prime \prime} z_{\text {spu }}\right)\right] \\
=\left[V_{1}^{\prime T} z_{1: r}^{1}+V_{1}^{\prime \prime T} V_{1}^{\prime \prime} z_{i n v} ; z_{\text {spu }}\right],
\end{gathered}
$$

and similarly we have $S^{-1} x^{2}=\left[V_{1}^{\prime T} z_{1: r}^{2}+V_{1}^{\prime \prime T} V_{1}^{\prime \prime} z_{i n v} ; z_{s p u}\right]$. Since $z_{1: r}^{1}=-z_{1: r}^{2}$ and their magnitudes are large enough to make $\boldsymbol{\operatorname { s g n }}\left(w_{i n v}^{*} \cdot\left(V_{1}^{\prime T} z_{1: 2}^{1}+V_{1}^{\prime \prime T} V_{1}^{\prime \prime} z_{i n v}\right)\right) \neq \boldsymbol{\operatorname { s g n }}\left(w_{i n v}^{*} \cdot\right.$ $\left.\left(V_{1}^{\prime T} z_{1: r}^{2}+V_{1}^{\prime \prime T} V_{1}^{\prime \prime} z_{i n v}\right)\right)$; thus the ground truths of $x^{1}$ and $x^{2}$ would be different. Therefore, the counterfactual supervision step could help to detect whether invariant features or spurious features are extracted by using a single sample only.

Finally, when only invariant features are extracted by $\Phi$, the training error is minimized, i.e., $w^{*} \Phi_{i n v} \in \arg \min _{f} \mathbb{E}_{\mathbb{P}}\left[l\left(f\left(Z_{i n v}^{t r}\right), Y^{t r}\right)\right]$. Then, based on our assumption to the OOD environments (Assumptions 8), i.e., $\forall e \in \mathcal{E}_{\text {ood }}, F_{l}\left(\mathbb{P}\left(Z_{i n v}^{t r}, Y^{t r}\right)\right) \subseteq F_{l}\left(\mathbb{P}\left(Z_{i n v}^{e}, Y^{e}\right)\right)$, therefore, for any $e \in \mathcal{E}_{\text {ood }}$, we have $\mathbb{E}_{\mathbb{P}}\left[l\left(\left(X^{e}, Y^{e}\right), w^{*} \Phi\right)\right]=\mathbb{E}_{\mathbb{P}}\left[l\left(\left(Z_{i n v}^{e}, Y^{e}\right), w^{*} \Phi_{\text {inv }}\right)\right]=$ $\mathbb{E}_{\mathbb{P}}\left[l\left(\left(Z_{i n v}^{t r}, Y^{t r}\right), w^{*} \Phi_{i n v}\right)\right]=q$.

It is worth noting that the proof of Theorem 3 does not rely on how many labels there would be, so it is easily extended to the multi-class classification case as long as the corresponding assumptions and conditions are satisfied.
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#### Abstract

It is well-known that a neural network learning process-along with its connections to fitting, compression, and generalization-is not yet well understood. In this paper, we propose a novel approach to capturing such neural network dynamics using information-bottleneck-type techniques, involving the replacement of mutual information measures (which are notoriously difficult to estimate in high-dimensional spaces) by other more tractable ones, including (1) the minimum mean-squared error associated with the reconstruction of the network input data from some intermediate network representation and (2) the cross-entropy associated with a certain class label given some network representation. We then conducted an empirical study in order to ascertain how different network models, network learning algorithms, and datasets may affect the learning dynamics. Our experiments show that our proposed approach appears to be more reliable in comparison with classical information bottleneck ones in capturing network dynamics during both the training and testing phases. Our experiments also reveal that the fitting and compression phases exist regardless of the choice of activation function. Additionally, our findings suggest that model architectures, training algorithms, and datasets that lead to better generalization tend to exhibit more pronounced fitting and compression phases.
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## 1. Introduction

Deep learning models have gained enormous attention thanks to their impressive performance compared with traditional learning models in a variety of areas, such as computer vision, speech processing, natural language processing, and many more [1,2]. However, despite their stunning performance, we still do not fully understand how deep neural networks work [3].

A number of recent approaches have been proposed to study the generalization/ optimization properties of over-parameterized models, such as deep neural networks [4,5]. However, these approaches do not fully capture certain neural network representation properties, including how these evolve during the neural network training procedure. Such an understanding of the role of different components of the model and their impact on the learning process can be essential for selecting or designing better neural network models and associated learning algorithms.

Another popular approach to studying the generalization/optimization dynamics of deep neural networks has been the information bottleneck (IB). This approach, which is based on the information bottleneck theory [6,7], employs the mutual information (MI) between the data and their neural network representation, as well as MI between labels and the neural network representation to capture neural network behavior. In particular, in classification problems, it is typical to model the relationship between the data label
$Y$, the data themselves $X$, and some neural network intermediate data representation $Z$ via a Markov chain $Y \rightarrow X \rightarrow Z$, where $Y, X$, and $Z$ represent random variables/vectors associated with these different objects. Then, the IB principle is described via two MIs: (1) $I(Z ; X)$ to measure the amount of information contained in the data representation about the input data, and $(2) I(Z ; Y)$ to measure the information in the data representation that could contribute to the prediction of ground-truth labels. One can capture how the value of $I(Z ; X)$ and $I(Z ; Y)$ evolve as a function of the number of training epochs for a neural network by plotting pairs of these mutual information values on a twodimensional plane [8]. The plane defined by these MI terms is called the information plane (IP), and the trace of the MI value versus training epoch is called the information plane dynamic (IP-dynamic).

This approach has led to the identification of some trends associated with the optimization of neural networks. In particular, by observing the IP-dynamic of the networks trained on a synthetic dataset and the MNIST dataset, ref. [8] found that, in early epochs, both $I(Z ; X)$ and $I(Z ; Y)$ increase; and, in later epochs, $I(Z ; Y)$ will keep increasing while $I(Z ; X)$ decreases. This led to the conjecture that the training of a neural network contains two different phases: (1) a fitting phase, where the network representation $Z$ fits the input data $X$ as much as possible, and (2) a subsequent compression phase in which the network compresses the useless information in the representation $Z$ about the labels $Y$.

However, the IB approach requires estimating $I(Z ; X)$ and $I(Z ; Y)$, which is notoriously difficult to accomplish because the inputs and representations typically lie in very high-dimensional spaces. For example, non-parametric mutual information estimatorssuch as [9,10]-suffer from either high bias or high variance, especially in high-dimensional settings [10]. This will directly affect any conclusions extracted from the IP-dynamics because high bias prevents recognizing the existence of fitting or compression phases, whereas high variance leads to inconsistent results across different numerical experiments. Indeed, with different mutual information estimators, researchers drew diverse or opposite conclusions about trends in IP-dynamics [8,11-25]. For instance, Saxe et al. [24] argued that the reported phenomena of fitting and compression in Shwartz et al.'s study [8] are highly dependent on the simple binning MI estimator setup adopted.

Therefore, the trends that one often extracts from an IB analysis may not always hold.

### 1.1. Paper Contributions

This paper attempts to resolve these issues by introducing a different approach to studying the dynamics of neural networks. Our main contributions are as follows:

1. First, we propose to use more tractable measures to capture the relationship between an intermediate network data representation and the original data or the intermediate network representation and the data label. In particular, we used the minimum meansquared error between the intermediate data representation and the original data to try to capture fitting and compression phenomena occurring in a neural network; we also used the well-known cross-entropy between the intermediate data representation and the data label to capture performance.
2. Second, by building upon the variational representations of these quantities, we also propose to estimate such measures using neural networks. In particular, our experimental results demonstrate that such an approach leads to consistent estimates of the measures using different estimator neural network architectures and initializations.
3. Finally, using our proposed approach, we conducted an empirical study to reveal the influence of various factors on neural network learning processing, including compression, fitting, and generalization phenomena. Specifically, we considered the impact of (1) the machine learning model, (2) the learning algorithm (optimizer and regularization techniques), and (3) the data.
The main findings deriving from our empirical study—along with the literature that explored similar network architecture, training algorithm, or data setups-are summarized in Table 1. In particular, we highlight that our study suggests that (1) a neural
network generalization performance improves with the magnitude of the network's fitting and compression phase; (2) a network tends to undergo a fitting phase followed by a compression phase, regardless of the activation function; and (3) the specific behavior of the fitting/compression phases depends on a number of factors, including the network architecture, the learning algorithm, and the nature of the data.

Table 1. Overview of our main results and related literature results. Fit., Com., and Gen. are abbreviations for fitting, compression, and generalization, respectively. Note that the related literature listed explored the information bottleneck under similar setups but may report different observations or focus on different phenomena in the dynamics.

| Study | Model | Training Algorithm | Dataset | Section | Our Observation | Related Literature |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Effects of model architectures | Tishby-nets with saturated or nonsaturated activation functions | SGD | Tishbydataset | Section 5.2.1 | Fit./Com. phases exist regardless of the type of activation function. | $\begin{gathered} {[8,11,14,} \\ 24,26,27] \end{gathered}$ |
|  | MLPs with more or fewer neurons per layer |  | MNIST | Section 5.2.2 | MLPs with more neurons per layer exhibit faster Fit., more Com., and better Gen. | - |
|  | MLPs with more or fewer layers |  |  |  | MLPs with more layers have less Fit. but more Com. The MLP that exhibits more pronounced Fit. and Com. also tends to Gen. better. | [27] |
|  | CNNs with more or fewer kernels | Adam | CIFAR-10 | Section 5.2.3 | CNNs with fewer kernels cannot Fit. and Com. effectively, and do not Gen. well. Increasing the number of kernels on a well-generalized CNN does not have a significant impact on Fit., Com., or Gen. | - |
|  | CNNs with bigger or smaller kernels |  |  |  | Both very large and very small kernel sizes tend to result in less Fit. and Com., and can harm Gen. |  |
|  | ResCNN |  |  | Section 5.2.4 | The representations at the outputs of residual blocks do not exhibit Fit./Com. phases, while the representations in the residual blocks exhibit Fit./Com. phases. | [13,18,28] |
| Effects of training algorithms | CNN | SGD, SGDmomentum, RMSprop, Adam |  | Section 5.3.1 | Adaptive optimizers compress more on layers closer to the input. | [29] |
|  | MLP | SGD with or without weight decay | MNIST | Section 5.3.2 | Weight decay does not significantly affect the Fit. phase, but it can increase the Com. capability of the model and improve its Gen. performance. | [11,18,21] |
|  | CNN | Adam with or without dropout | CIFAR-10 |  | A low dropout rate does not significantly impact Fit., but it can enhance Com. and improve Gen. In contrast, a high dropout rate can lead to less Fit. and Com., resulting in worse Gen. | - |
| Effects of dataset size |  | Adam | CIFAR-10, <br> CINIC | Section 5.4 | CINIC dataset enhances Fit., Com., and Gen. CIFAR-10 subset has less Com. and worse Gen.. | [8,14] |

### 1.2. Scope of Study

Finally, we note that the information bottleneck technique has been used as a tool to cast insight into other machine learning paradigms, including semi-supervised learning [30] and unsupervised learning [31-33]. However, we focused exclusively on supervised learning settings-with an emphasis on neural networks-in order to contribute to a deeper understanding of deep learning techniques.

### 1.3. Paper Organization

This paper is organized as follows: Section 2 offers an overview of the literature that relates to our work. Section 3 proposes our approach to studying the compression, fitting, and generalization dynamics of neural networks, whereas Section 4 discusses practical implementation details associated with our proposed approach. Section 5 leverages our approach to conducting an empirical study of the impact of various factors on the compression, fitting, and generalization behavior of a neural network, including the underlying architecture, learning algorithm, and nature of the data. Finally, we summarize the paper, discuss its limitations, and propose future directions in Section 6.

### 1.4. Paper Notation

We adopt the following convention for random variables and their distributions throughout the paper. A random variable (or vector) is denoted by an upper-case letter (e.g., Z), and its space of possible values is denoted with the corresponding calligraphic letter (e.g., $\mathcal{Z}$ ). The probability distribution of the random variable $Z$ is denoted by $P_{Z}$. The joint distribution of a pair of random variables $\left(Z_{1}, Z_{2}\right)$ is denoted by $P_{Z_{1}, Z_{2}} . H(Z)$ represents the entropy (or differential entropy) of random variable $Z, H\left(Z_{1} \mid Z_{2}\right)$ represents the entropy (or differential entropy) of random variable $Z_{1}$ given random variable $Z_{2}$, and $I\left(Z_{1} ; Z_{2}\right)$ represents the mutual information between random variables $Z_{1}$ and $Z_{2}$. We denote the set of integers from 1 to $n$ by $[n] \triangleq\{1, \cdots, n\}$.

## 2. Related Work

There are various lines of research that connect to our work.
Information bottleneck (IB) and information plane (IP) dynamics: Many works have adopted the IB and the IP to study the optimization dynamics of neural networks. Refs. [8,18,19,26,28] concluded that there is a different fitting and compression phase during the training of a deep neural network, while $[24,34]$ claim that neural networks with saturating activation functions exhibit a fitting phase but do not exhibit a compression phase. Ref. [11] conveyed that the network may occasionally compress only for some random initializations. On the other hand, ref. [11] found that weight decay regularization will increase the magnitude of the compression, while [14] did not observe compression unless weight decay is applied. Finally, overfitting was observed from the IP associated with hidden layers in [8,23,34].

While these works mentioned above explore various aspects of deep learning techniques, such as how network behaviors are affected by varying training dataset sizes and regularization techniques, their conclusions may not always be reliable due to the fact that MI estimation can be inaccurate and unstable in high-dimensional settings, as argued in [12].

IB and IP based on other information measures: Many works have also adopted IBs/IPs based on other information measures to study the dynamics of neural networks. Motivated by source coding, ref. [35] proposes to replace the $I(Z ; X)$ with the entropy of the representation $Z$. The authors in [36] introduced a generalized IB based on $f$-divergence. The authors also proposed an estimation bottleneck based on $\chi^{2}$-information, but this quantity is difficult to estimate in practice, preventing its applicability in various problems. The paper [37] proposed an information bottleneck approach based on MMSE and Fisher information to develop robust neural networks. However, the authors utilized MMSE to substitute mutual information between the representation and ground truth label, whereas
we employed it to evaluate the association between representation and data. Inspired by [38], ref. [39] introduced a new IB-called the $\mathcal{V}$-information bottleneck-that articulates the amount of useful information a representation embodies about a target usable by a classifier drawn from a family of classifiers $\mathcal{V}$. Recently, refs. [40,41] have used sliced mutual information to study fitting in neural networks. However, their work mainly focused on the fitting phase and did not explore the role of compression and its relationship with generalization.

Mutual information estimation: Relying on mutual information to study the dynamics of neural networks leads to various challenges. The first challenge relates to the fact that the MI between two quantities that lie in continuous space and are linked by a functional relationship, such as the input and the output of a neural network, is theoretically infinite [42]. This limits its use since a neural network representation is typically a deterministic function of the neural network input [8,11,21,24]. Many works have circumvented this issue by adding additional noise to the random variables. For instance, kernel density estimation (KDE) [43,44] was used by [11,13,24,45], and the $k$-nearest-neighbor based Kraskov estimator [46] was used in [18,24,47]. Other works using variational mutual information estimators address the challenge by adding noise to the neural network representations $[14,19]$. However, adding noise to the representations of a neural network is not a widespread practice in most deep learning implementations. An alternative measure of dependence between two variables is sliced mutual information, which was proposed by [48]. This method involves random projections and the averaging of mutual information across pairs of projected scalar variables. Our approach differs from this method as we directly processed the random variables in high-dimensional space.

The second challenge relates to the fact that many mutual information estimators exhibit high bias and/or high variance in a high-dimensional setting. For example, simple binning methods $[8,49]$ are known to lead to mutual information estimates that vary greatly depending on the bin size choice. Further, variational mutual information estimators, such as MINE [9], are also known to produce mutual information estimates that suffer from high bias or high variance $[10,50]$.

Our work departs from existing work because we propose to study the evolution of two more stable measures during a neural network optimization process: (1) the minimum mean-squared error associated with the estimation of the original data given some intermediate network representation and (2) the cross-entropy associated with the original data label given an intermediate data representation. This offers a more reliable lens for studying compression, fitting, and generalization phenomena occurring in neural networks.

## 3. Proposed Framework

We now introduce our approach to studying the compression, fitting, and generalization dynamics of neural networks. We focused exclusively on classification problems characterized by a pair of random variables $\{(X, Y) \mid X \in \mathcal{X}, Y \in \mathcal{Y}\}$, where $X$ is the input data and $Y$ is the ground-truth label, that follow a distribution $P_{X, Y}$. We delivered an estimate of the ground-truth label $\hat{Y} \in \mathcal{Y}$ given the data $X \in \mathcal{X}$ using an $L$-layer neural network as follows:

$$
\begin{equation*}
\hat{Y}=f_{\theta}(X)=f_{\theta_{L}}^{(L)}\left(f_{\theta_{L-1}}^{(L-1)}\left(\cdots f_{\theta_{1}}^{(1)}(X)\right)\right) \tag{1}
\end{equation*}
$$

where $f_{\theta_{l}}^{(l)}(\cdot)$ models the operation of the $l$-th $(l \in[L])$ network layer, where $\theta_{l}$ represents the parameters of this layer (the weights and biases). The network parameters were optimized using standard procedures given a (training) dataset containing various (training) samples.

The optimized network can then be used to make new output predictions $\hat{Y}$ given new input data $X$.

The network optimization procedure involves the application of iterative learning algorithms such as stochastic gradient descent. Therefore, at a certain epoch $i$ associated
with the learning algorithm, we can model the flow of information in the neural network via a Markov chain as follows:

$$
\begin{equation*}
Y \rightarrow X \rightarrow Z_{1}^{(i)} \rightarrow Z_{2}^{(i)} \rightarrow \cdots \rightarrow Z_{L}^{(i)} \rightarrow \hat{Y} \tag{2}
\end{equation*}
$$

where the random variable $Z_{l}^{(i)}=f_{\theta_{l}}^{(l)}\left(Z_{l-1}^{(i)}\right) \in \mathcal{R}^{n_{l}}$ represents the network representation at layer $l$ at epoch $i$ in the $n_{l}$-dimension (with a convention that $Z_{0}^{(i)}=X$ ). Our goal was to examine how certain quantities-capturing the compression, fitting, and generalization behavior-associated with the network optimization process evolve as a function of the number of algorithm training epochs.

Z-X measure: Our first quantity describes the difficulty in recovering the original data $X$ from some intermediate network representation $Z_{l}^{(i)}$ as follows:

$$
\begin{equation*}
m_{Z_{l}^{(i)} ; X}=\inf _{f_{x} \in \mathcal{C}\left(\mathcal{R}^{n_{l}} \rightarrow \mathcal{X}\right)} \mathbb{E}\left[\ell_{X}\left(f_{x}\left(Z_{l}^{(i)}\right) ; X\right)\right] \tag{3}
\end{equation*}
$$

where $f_{x}(\cdot): \mathcal{R}^{n_{l}} \rightarrow \mathcal{X}$ is an estimator living in the function space $\mathcal{C}\left(\mathcal{R}^{n_{l}} \rightarrow \mathcal{X}\right)$ and $\ell_{X}(\cdot ; \cdot)$ is a loss function. We will take the loss function to correspond to the squared error so that the Z-X measure reduces to the well-known minimum mean-squared error given by:

$$
\begin{equation*}
m_{Z_{l}^{(i)} ; X}=\operatorname{mmse}\left(X \mid Z_{l}^{(i)}\right)=\mathbb{E}\left[\left(X-\mathbb{E}\left[X \mid Z_{l}^{(i)}\right]\right)^{2}\right] \tag{4}
\end{equation*}
$$

where the function $f_{x}(\cdot)$ that minimizes the right-hand side of Equation (3) is the wellknown conditional mean estimator. Our rationale for adopting this quantity to capture the relationship between the network representation and the data in lieu of mutual information-which is used in the conventional IB-is manifold:

- First, the minimum mean-squared error can act as a proxy to capture fitting-the lower the MMSE, the easier it is to recover the data from the representation-and compression-the higher the MMSE, the more difficult it is to estimate the data from the representation.
- Second, this quantity is also easier to estimate than mutual information, allowing us to capture the phenomena above reliably (see Section 5.1).
- Finally, the minimum mean-squared error is also connected to mutual information (see Section 3.1).
Z-Y measure: Our second quantity describes the difficulty in recovering the original label $Y$ from some intermediate network representation $Z_{l}^{(i)}$ as follows:

$$
\begin{equation*}
m_{Z_{l}^{(i)} ; Y}=\inf _{f_{y} \in \mathcal{C}\left(\mathcal{R}^{n_{l}} \rightarrow \mathcal{Y}\right)} \mathbb{E}\left[\ell_{Y}\left(f_{y}\left(\left(Z_{l}^{(i)}\right) ; \Upsilon\right)\right]\right. \tag{5}
\end{equation*}
$$

where $f_{y}(\cdot): \mathcal{R}^{n_{l}} \rightarrow \mathcal{Y}$ is an estimator living in the function space $\mathcal{C}\left(\mathcal{R}^{n_{l}} \rightarrow \mathcal{Y}\right)$ and $\ell_{Y}(\cdot ; \cdot)$ is a loss function. We will take the loss function to correspond to the cross-entropy so that the Z-Y measure reduces to the well-known conditional entropy given by:

$$
\begin{equation*}
m_{Z_{l}^{(i)} ; Y}=H\left(Y \mid Z_{l}^{(i)}\right) \tag{6}
\end{equation*}
$$

where the function $f_{y}(\cdot)$ that minimizes the right-hand side of Equation (5) should model the distribution of the label given the representation. We also adopted this measure because it connects directly to performance-hence the ability of the network to generalize-but also to mutual information (see Section 3.1).

Plane and Dynamics of the Z-X and Z-Y Measures: Equipped with the measures in Equations (4) and (6), one can immediately construct a two-dimensional plane plotting the Z-X measure $m_{Z_{l}^{(i)} ; X}$ against the Z-Y measure $m_{Z_{l}^{(i)} ; Y}$ as a function of the number of network
training epochs $i=1,2,3, \ldots$ in order to understand (empirically) how a particular neural network operates. Such a plane and the associated dynamics are the analogue of the IB plane and the IB dynamics introduced in [8].

### 3.1. Connecting our Approach to the Information Bottleneck

Our approach is also intimately connected to the conventional information bottleneck because-as alluded to earlier-our adopted measures are also connected to mutual information. First, in accordance to [51] (Theorem 10), we can bound the mutual information between the data $X$ and the representation $Z_{l}^{(i)}$ as follows:

$$
\begin{equation*}
\frac{1}{2} I\left(X ; Z_{l}^{(i)}\right) \geq \operatorname{var}(X)-\operatorname{mmse}\left(X \mid Z_{l}^{(i)}\right) \tag{7}
\end{equation*}
$$

where $\operatorname{var}(\cdot)$ represents the variance of the random variable.
Second, we can also trivially express the mutual information between the data $Y$ and the representation $Z_{l}^{(i)}$ as follows:

$$
\begin{equation*}
\mathrm{I}\left(Z_{l}^{(i)} ; Y\right)=\mathrm{H}(Y)-\mathrm{H}\left(Y \mid Z_{l}^{(i)}\right) \tag{8}
\end{equation*}
$$

However, the main advantage of our approach in relation to the traditional IB is that it is much easier to estimate the proposed $\mathrm{Z}-\mathrm{X}$ and $\mathrm{Z}-\mathrm{Y}$ measures than the corresponding mutual information in high-dimensional settings; see Section 5.1.

## 4. Implementation Aspects

### 4.1. Experimental Procedure

The crux of our approach involves tracking how the Z-X and Z-Y measures evolve during the network optimization process as a function of the learning algorithm epochs. However, we cannot estimate the measures in Equations (4) and (6) directly because we do not have access to the relevant probability distributions. Instead, we will leverage the variational representations of the Z-X measure in Equation (3) and the Z-Y measure in Equation (5) to approximate the measures in a data-driven manner, given access to a dataset $\mathcal{S}=\{X(k), Y(k)\}_{k=1}^{n}$ consisting of various input-label pairs.

In particular, given this dataset $\mathcal{S}=\{X(k), Y(k)\}_{k=1}^{n}$, we used learnable functions $f_{\phi}: \mathcal{R}^{n_{l}} \rightarrow \mathcal{X}$ and $f_{\psi}: \mathcal{R}^{n_{l}} \rightarrow \mathcal{Y}$ —which are neural networks parameterized by $\phi$ and $\psi$, respectively-to approximate the measures in Equations (4) and (6) as follows:

$$
\begin{align*}
& m_{Z_{l}^{(i)} ; X}=\inf _{f_{x}} \mathbb{E}\left[\ell_{x}\left(f_{x}\left(Z_{l}^{(i)}\right) ; X\right)\right] \leq \min _{\phi} \mathbb{E}\left[\ell_{x}\left(f_{\phi}\left(Z_{l}^{(i)}\right) ; X\right)\right] \approx \min _{\phi} \frac{1}{n} \sum_{k=1}^{n} \ell_{x}\left(f_{\phi}\left(Z_{l}^{(i)}(k)\right) ; X(k)\right) \\
&= \widehat{\mathrm{m}}_{Z_{l}^{(i)} ; X}  \tag{9}\\
& \quad \quad \text { and }
\end{align*}
$$

$$
\begin{align*}
m_{Z_{l}^{(i)} ; Y} & =\inf _{f_{y}} \mathbb{E}\left[\ell_{y}\left(f_{y}\left(Z_{l}^{(i)}\right) ; Y\right)\right] \leq \min _{\psi} \mathbb{E}\left[\ell_{y}\left(f_{\psi}\left(Z_{l}^{(i)}\right) ; Y\right)\right] \approx \min _{\psi} \frac{1}{n} \sum_{k=1}^{n} \ell_{y}\left(f_{\psi}\left(Z_{l}^{(i)}(k)\right) ; Y(k)\right) \\
& =\widehat{\mathrm{m}}_{Z_{l}^{(i)} ; X} \tag{10}
\end{align*}
$$

respectively, where the learnable function parameters $\phi$ and $\psi$ are drawn from $\Phi$ and $\Psi, Z_{l}^{(i)}=f_{\theta_{l}}^{(l)}\left(Z_{l-1}^{(i)}\right)$, and $Z_{l}^{(i)}(k)=f_{\theta_{l}}^{(l)}\left(Z_{l-1}^{(i)}(k)\right)$. Note that-in view of the fact that $\left\{f_{\phi}: \phi \in \Phi\right\} \subset \mathcal{C}\left(\mathcal{R}^{n_{l}} \rightarrow \mathcal{X}\right)$ and $\left\{f_{\psi}: \psi \in \Psi\right\} \subset \mathcal{C}\left(\mathcal{R}^{n_{l}} \rightarrow \mathcal{Y}\right)$ —one is confronted with an immediate trade-off: the higher the number of parameters in the learnable functions, the closer the upper bounds to the measures in Equations (9) and (10) are to the actual measure but also the higher the number of samples that may be required to approximate the upper bound reliably. This will be further discussed in Section 5.1.

Our setup is summarized in Figure 1. We re-emphasize that there were three neural networks involved in our study: (1) $f_{\theta}(\cdot)$ is the network whose dynamics we wish to study (in the green box of Figure 1), (2) $f_{\phi}(\cdot)$ represents the neural network used to approximate the Z-X measure (in the blue box of Figure 1), and (3) $f_{\psi}(\cdot)$ represents the neural network used to estimate the $\mathrm{Z}-\mathrm{Y}$ measure (in the yellow box of Figure 1)


Figure 1. Proposed approach. We used two estimator neural networks $f_{\phi}(\cdot)$ and $f_{\psi}(\cdot)$ to study the behavior of the Z-X measure and the Z-Y measure associated with the different representations of the subject network $f_{\theta}(\cdot)$. The $\ell_{x}(\cdot)$ and $\ell_{y}(\cdot)$ are squared loss and cross-entropy, respectively.

We optimized these networks using the procedure outlined in Algorithms 1 and 2. The algorithm used to optimize the neural network $f_{\theta}$ can be used with different neural network models, different learning algorithms, or different datasets. Note that this algorithm saves the neural network learnable parameters as checkpoints every several epochs (as shown in Algorithm 1), where we used $T$ to control the total number of checkpoints to limit computational overhead.

In turn, the algorithm used to train the estimator networks $f_{\phi}(\cdot)$ and $f_{\psi}(\cdot)$ uses the Adam optimizer with a learning rate of 0.01 for efficient and stable estimation. The estimator networks were initialized using the standard Xavier [52] initialization (unless otherwise specified), and the estimator networks were also optimized until convergence (which is identified by the increase in loss value on the validation set).

We note that we trained the subject network on a training set, but we trained the estimator networks on a different (independent) validation set in order to obtain estimates of the Z-X and Z-Y measures that can also capture generalization behavior. The Tishbydataset is an exception since it does not have a separate validation set. Note, however, that, in the IB literature, few studies have reported differences in trends by estimating the relevant mutual information quantities on the training set or an independent validation set. Some studies (e.g., [8]) also do not specify the dataset used to compute the mutual information measures.

We will be referring for simplicity in the sequel to the network whose dynamics we wish to study (i.e., $f_{\theta}(\cdot)$ ) as the subject network and to the networks whose purpose is to estimate the relevant measures (i.e., $f_{\phi}(\cdot)$ and $\left.f_{\psi}(\cdot)\right)$ as the estimator networks.

```
Algorithm 1: Train the subject network
    Input: number of epochs \(I\), number of checkpoints \(T\)
    Data: \(\{(X(k) ; Y(k))\}_{k=1}^{n}\)
    Output: \(T\) checkpoint files containing network parameters associated with the
            different intermediate points
    initialize \(f_{\theta}\) with random \(\theta^{(0)}\);
    \(i \leftarrow 1, t \leftarrow 1\);
    while \(i \leq I\) do
        if \(i \%\lfloor I / T\rfloor=0\) then
            save \(\theta^{(i)}\) to a checkpoint file \(\theta^{(t)}\);
            \(t \leftarrow t+1 ;\)
        end
        optimize the parameters \(\theta^{(i)}\) of the subject neural network with a standard
        learning algorithm given dataset \(\left\{(X(k) ; Y(k)\}_{k=1}^{n}\right.\);
    end
```

```
Algorithm 2: Estimate Z-X measure and Z-Y measure
```

Algorithm 2: Estimate Z-X measure and Z-Y measure
Input: $f_{\theta^{(t)}}$ from Algorithm 1, $t$, random seed $s$
Input: $f_{\theta^{(t)}}$ from Algorithm 1, $t$, random seed $s$
Data: $\left\{(X(k) ; Y(k)\}_{k=1}^{n}\right.$
Data: $\left\{(X(k) ; Y(k)\}_{k=1}^{n}\right.$
Output: $\left\{\widehat{\mathrm{m}}_{Z_{1} ; X}, \ldots, \widehat{\mathrm{~m}}_{Z_{L} ; X}\right\},\left\{\widehat{\mathrm{m}}_{Z_{1} ; Y}, \ldots, \widehat{\mathrm{~m}}_{Z_{L} ; Y}\right\}$
Output: $\left\{\widehat{\mathrm{m}}_{Z_{1} ; X}, \ldots, \widehat{\mathrm{~m}}_{Z_{L} ; X}\right\},\left\{\widehat{\mathrm{m}}_{Z_{1} ; Y}, \ldots, \widehat{\mathrm{~m}}_{Z_{L} ; Y}\right\}$
Obtain subject network representations $\left.\left\{\left\{Z_{l}(k)\right\}_{k=1}^{n}\right\}_{l=1}^{L} \leftarrow f_{\theta^{(t)}}(\{X(k)\})\right|_{k=1} ^{n}$;
Obtain subject network representations $\left.\left\{\left\{Z_{l}(k)\right\}_{k=1}^{n}\right\}_{l=1}^{L} \leftarrow f_{\theta^{(t)}}(\{X(k)\})\right|_{k=1} ^{n}$;
$l \leftarrow 1$;
$l \leftarrow 1$;
while $l \leq L ; \quad / /$ This loop is parallelizable.
while $l \leq L ; \quad / /$ This loop is parallelizable.
do
do
initialize $f_{\phi_{l}}, f_{\psi_{l}}$ with random seed $s$;
initialize $f_{\phi_{l}}, f_{\psi_{l}}$ with random seed $s$;
while $f_{\phi_{1}}$ not converge; // Estimating Z-X measure.
while $f_{\phi_{1}}$ not converge; // Estimating Z-X measure.
do
do
$\widehat{\mathrm{m}}_{Z_{l} ; X}\left(\phi_{l}\right) \leftarrow \frac{1}{n} \sum_{k=1}^{n} \ell_{x}\left(f_{\phi_{l}}\left(Z_{l}(k)\right) ; X(k)\right)$;
$\widehat{\mathrm{m}}_{Z_{l} ; X}\left(\phi_{l}\right) \leftarrow \frac{1}{n} \sum_{k=1}^{n} \ell_{x}\left(f_{\phi_{l}}\left(Z_{l}(k)\right) ; X(k)\right)$;
update $\phi_{l}$ to minimize $\widehat{\mathrm{m}}_{Z_{l} ; X}$ with a standard learning algorithm;
update $\phi_{l}$ to minimize $\widehat{\mathrm{m}}_{Z_{l} ; X}$ with a standard learning algorithm;
end
end
while $f_{\psi_{l}}$ not converge; // Estimating Z-Y measure.
while $f_{\psi_{l}}$ not converge; // Estimating Z-Y measure.
do
do
$\widehat{\mathrm{m}}_{Z_{l} ; \gamma}\left(\psi_{l}\right) \leftarrow \frac{1}{n} \sum_{k=1}^{n} \ell_{y}\left(f_{\psi_{l}}\left(Z_{l}(k)\right) ; Y(k)\right) ;$
$\widehat{\mathrm{m}}_{Z_{l} ; \gamma}\left(\psi_{l}\right) \leftarrow \frac{1}{n} \sum_{k=1}^{n} \ell_{y}\left(f_{\psi_{l}}\left(Z_{l}(k)\right) ; Y(k)\right) ;$
update $\psi_{l}$ to minimize $\widehat{\mathrm{m}}_{Z_{l} ; \gamma}$ with a standard learning algorithm;
update $\psi_{l}$ to minimize $\widehat{\mathrm{m}}_{Z_{l} ; \gamma}$ with a standard learning algorithm;
end
end
end

```
    end
```


### 4.2. Experimental Setups

Our experiments studied the effect of the (subject) network model architecture, the (subject) network learning algorithm, and the dataset on key aspects, such as network fitting, compression, and generalization, via the Z-X and the Z-Y dynamics; see also Table 1. We therefore summarize next the main models, learning algorithms, and datasets used in the study reported in Section 5.

Subject Network Models: We adopted a series of neural network models, including: (1) the Tishby-net, proposed by [8], with the Tishby-dataset, consisting of 4096 samples with binary labels; (2) MLP models with varying number of layers and varying width per layer with an MNIST dataset [53], which has 60,000 grayscale handwritten digit images for training and 10,000 for validation; (3) a convolutional neural network (CNN) with VGG-like [54] architecture trained on the CIFAR-10 [55] and CINIC [56] dataset, where the CIFAR-10 dataset comprises 50,000 RGB images categorized into 10 classes for training and 10,000 for validation, and the CINIC dataset consists of 900,000 training samples labeled
in the same way as the CIFAR-10 dataset; and (4) a ResCNN model on the CIFAR-10 dataset, which is a CNN architecture with residual connections modified from the original CNN. The various models and datasets will allow us to study the effect of model architectures and datasets on network dynamics. These models are illustrated in Figure 2. Note that, for MNIST and CIFAR-10 datasets, we separated the validation sets into two halves of the same size: one half was used for plotting the dynamics, and the other half served as the test set for evaluating generalization performance.

Subject Network Learning Algorithm: We also adopted a series of learning algorithms, including (1) training a CNN on the CIFAR-10 dataset using different optimizers, such as non-adaptive (SGD, SGD-momentum) and adaptive (RMSprop, Adam); (2) training an MLP on the MNIST dataset with or without weight decay regularization, where the regularization hyper-parameter was set to 0.001; and (3) training a CNN on the CIFAR-10 dataset with or without dropout regularization, where the dropout was only applied on the fully connected layer of the CNN as implemented in [54]. These setups allowed us to study the effect of different optimization algorithms and regularization methods on network dynamics.

Estimator Neural Network Model and Algorithms: We deployed a variety of estimator network architectures that depend on the architecture of the subject network (namely, the specific shape of the subject network representations in the different layers) as follows:

- For Tishby-net and MLP WxL models, the models for both the Z-X measure estimator and Z-Y measure estimator are fully connected neural networks. The input layer of the estimator networks matches the dimension of the representation $\left(Z_{l}\right)$, while the output layer has a dimension equivalent to either the input vector (for $\mathrm{Z}-\mathrm{X}$ measures) or label length (for Z-Y measures). If the estimator network has multiple layers, its hidden layers will be connected using ReLU non-linearity and have a number of neurons equal to the dimension of representation $\left(Z_{l}\right)$.
- To estimate the Z-Y measure for CNN and $\operatorname{ResCNN}$, we flattened the representation into a vector and employed the same network architecture as for the $\mathrm{Z}-\mathrm{Y}$ measure estimator of Tishby-net and MLP WxL models. In turn, to estimate the Z-X measure, we used a convolution layer with a $3 \times 3$ kernel size to map the representation into the input space of $32 \times 32 \times 3$. However, if the representation is down-sampled by a pooling layer (e.g., Figure $2 \mathrm{CNN} \mathrm{Z}_{2}$ ), we up-sampled it using a transposed convolutional layer with a $2 \times 2$ kernel size before feeding it into the convolutional layer. The number of transposed convolutional layers equals the number of pooling layers that the representation has gone through since each transposed convolutional layer can only up-sample the representation by a factor of 2 . ReLU non-linearity exists between all hidden layers. For example, when the representation is generated by a layer with two pooling layers before it (e.g., Figure $2 \mathrm{CNN} \mathrm{Z}_{3}$ ), the estimator for the Z-X measure would contain two transposed convolutional layers.
These estimators have been shown to be computationally efficient, offering stable results.


### 4.3. Other Practical Considerations

In view of the fact that we computed the relevant measures for different layers of the subject network at different learning epochs, we also adopted various other practical tricks to improve the computation efficiency as follows:

1. Parallelize checkpoint enumeration $t \in\{1,2, \ldots, T\}$ : To plot the Z-X / Z-Y measures dynamics, we need to calculate these quantities at different checkpoints saved from various epochs during the training of the subject network.
We can easily deploy multiple Algorithm 2 instances on different checkpoints saved per Algorithm 1 in parallel;
2. Parallelize layer iteration $l \in\{1,2, \ldots, L\}$ : We can also break up the iteration of $l$ layers in Algorithm 2 into parallel processes since the estimations of the measures on different layers are independent;
3. Parallelize estimation of Z-X measure and Z-Y measure: We can also deploy the Z-X measure estimator and the Z-Y measure estimator on different processes because they are also independent;
4. Warm-start: Moreover, we can accelerate the convergence of estimator networks by using warm-start. We randomly initialized and trained the estimators from scratch in the first checkpoint for Tishby-net and MLP WxL models. We then used the learned parameters as initialization for the estimators in subsequent checkpoints. However, we did not use warm-start in CNN and ResCNN estimator networks as it does not noticeably accelerate convergence in these cases.
We deployed our algorithms on a server equipped with one NVIDIA Tesla V100 GPU.


Figure 2. The architectures of subject neural networks involved in this paper. Tishby-net will be trained on the Tishby-dataset proposed in [8], MLP $\mathrm{W} \times \mathrm{L}$ will be trained by MNIST dataset [53], and CNN and ResCNN will be trained on CIFAR-10 dataset [55]. FC stands for fully connected layer, Conv represents the convolutional layer, and Pool refers to the max pooling layer. Note that we intentionally kept the architecture of the CNN as close to ResCNN as possible to enable a better-controlled comparison in later experiments.

## 5. Results

We now build upon the proposed framework to explore the dynamics of the Z-X and Z-Y measures and their relationship with fitting/compression ( $\mathrm{F} / \mathrm{C}$ ) phases and generalization in a range of neural network models. In particular, the fitting phase refers to the initial phase of training where the Z-X measure decreases with the number of epochs, indicating that the network is attempting to fit the dataset. This phase commonly occurs during early training. On the other hand, the compression phases refer to the subsequent increase in the Z-X measure, indicating the compression of information in the network.

Firstly, we experimentally examined whether the estimation of the proposed measures is stable. Then, we examined the impact of (1) the model architecture; (2) the learning algorithm including optimizer and regularization techniques; and (3) the data on the dynamics of the measures.

The results will be presented using Z-X and/or Z-Y dynamics, and the tables show the losses, accuracy, and generalization error of each experiment. In the figures, the $x$-axes or $y$-axes will be shared unless specified otherwise by the presence of ticks.

### 5.1. Z-X and Z-Y Measures Estimation Stability

The reliability of the estimation of the proposed measures is critical for extracting robust conclusions about the behavior of the Z-X and Z-Y dynamics in a neural network. Such studies are, however, largely absent in the information bottleneck literature [12].

### 5.1.1. Criteria to Describe the Stability of Estimated Measures

We assessed the stability of the Z-X and Z-Y measures estimation using two criteria:

- Stability with regard to the initialization of estimator networks: First, we explored how different initializations of an estimator network affect the Z-X and Z-Y measures.
- Stability with regard to the architecture of estimator networks: Second, we also explored how (estimator) neural network architectures-with different depths-affect the estimation of the $\mathrm{Z}-\mathrm{X}$ and $\mathrm{Z}-\mathrm{Y}$ measures.


### 5.1.2 Subject Networks, Estimator Networks, and Datasets Involved

We examined the stability of Z-X and Z-Y measures estimates in both fully connected and convolutional subject networks. In particular, we used: (1) a Tishby-net (which has an MLP-like architecture) trained on the Tishby-dataset classification task with a standard stochastic gradient descent (SGD) optimizer, and (2) a CNN trained on the CIFAR-10 classification task trained with an Adam optimizer. However, we noticed that the Tishbynet may not always converge due to its simple architecture and small dataset size of 4096 samples. Therefore, we repeated the training process multiple times with different initializations and only retained converged subject networks to ensure meaningful results. We built estimator networks as elaborated in the previous sections, and their architectures are detailed in Appendix A.

To verify the first stability criterion, we tested different initializations by modifying the random seed of the Xavier initializer. For the second stability criterion, we experimented with estimators at different depths.

### 5.1.3. Are the Measures Stable in the MLP-like Subject Neural Networks?

Figure 3 depicts the Z-X and Z-Y measures estimates on the Tishby-net. Specifically, panels (a) and (b) display the behavior of such measures under different initializations of a one-layer and two-layer estimator network, respectively. Our results indicate that these measures are robust to changes in the initialization of the estimator network (for a given estimator network architecture).

In turn, panels (c) and (d) depict the behavior of the Z-X and Z-Y measure estimates for different estimator network architectures. It is clear that the capacity of the estimator (which depends on the number of estimator network layers) may affect the exact value of the $\mathrm{Z}-\mathrm{X}$ and Z-Y measures estimate, indicating the presence of a bias; however, such estimators can still capture consistent trends (such as increases and decreases in the measures that are critical to identifying fitting or compression behavior; see panel (d)).

We however note-as we had elaborated previously—that the estimator networks need to be sufficiently complex to emulate a conditional mean estimator-to estimate the ZX measure-or to emulate the conditional distribution of the label given the representationto estimate the Z-Y measure. This may not always be possible depending on the complexity/capacity of the estimator network e.g., one-layer estimator networks are only capable of representing linear estimators whereas two-layer networks can represent more complex estimators (therefore, linear one-layer networks cannot reliably estimate the minimum mean-squared error unless the random variables are Gaussian). However, our results suggest that, with a two-layer network, we may already obtain a reliable estimate since-except for some representations-the difference in the measures estimated using a two-layer net-
work does not differ much from those using a three-layer network. Naturally, with an increase in the capacity of the estimator networks, one may also need additional data in order to optimize the estimator network to deliver a reliable network, but our results also suggest that the variance of the estimates is relatively low for both two-layer and three-layer estimators. Further, the results in [57] suggest that the difference between the estimated value and the true value for our Z-X measure decays rapidly with the number of points in the (validation) dataset (note, however, that these results only apply for scalar random variables). Therefore, we will adopt a two-layer estimator network in our study of MLPs in the sequel.

We conducted a more robust analysis of the efficacy of different estimators using a Gaussian mixture data model in Appendix B, where we can also directly analytically compute the mean-squared error for comparison purposes.


Figure 3. Z-X and Z-Y measures estimate on the Tishby-net: (a,b) stability with regard to the initialization of estimator networks, and (c,d) stability with regard to the architecture of estimator networks. The lines are averaged over five different initializations, and the shadow is five times the standard deviation. The representations (e.g., $Z_{1}$ ) are taken from the corresponding layer of the Tishby-net in Figure 2. The measures in (a) are estimated with 1-layer estimators with varying initializations, and measures in $(\mathbf{b})$ are estimated with 2-layer estimators with different initializations. (c) compares the measures estimated by estimators with different depths, while the curves in (d) depict the measures increasing/decreasing trend, obtained by taking the derivative of (c).

### 5.1.4. Are the Measures Stable in the Convolutional Subject Neural Networks?

Figure 4 shows the Z-X and Z-Y measure estimates on the CNN. To test the stability criteria, we again used different estimator network initializations (varying the random seed of the Xavier initializer) and different estimator network architectures. We first plotted the Z-X dynamics and Z-Y dynamics based on the setup described in Section 4, and the results are shown in the left column of Figure 4. Then, for comparison, we added an extra convolutional layer to all Z-X estimators and a fully connected layer to all Z-Y estimators, and the results are displayed in the right column of Figure 4.


Figure 4. Z-X and Z-Y measures estimate on the CNN : the lines are averaged over five different initializations, and the shadow is five times the standard deviation. The representations (e.g., $Z_{1}$ ) are taken from the corresponding layer of the CNN in Figure 2. Note that the violation of the data processing inequality (DPI) observed in the $\mathrm{Z}-\mathrm{Y}$ measure is attributed to the use of a pre-defined estimator model. This aspect is also acknowledged in the context of the $\mathcal{V}$-information framework, as discussed in [38].

The results show that both estimator networks lead to relatively consistent and stable measure estimates. This suggests that our proposed measures can be reliably inferred using such estimator networks-under different initializations-even in this high-dimensional setting that poses significant challenges to mutual information estimators. Comparing the dynamics estimated by the standard estimator architecture and the one with an extra layer, we observed that the trends of the dynamics are similar. Hence, we used the standard setup in the rest of the paper due to its higher computational efficiency, which is illustrated in Figure A3.

We next relied on this approach to estimate the Z-X and the Z-Y dynamics for different (subject) neural network models and algorithms in order to cast further insights into the compression, fitting, and generalization dynamics of deep learning.

### 5.2. The Impact of Model Architectures to the Network Dynamics

We started our study by investigating the effect of the neural network model on the Z-X and Z-Y dynamics of neural networks. We considered both MLPs with different activation functions, depths, and widths. We also considered CNN and res-net architectures. Our study will allow us to identify possible fitting, compression, and generalization behavior.

### 5.2.1. Does the Activation Function Affect the Existence of F/C Phases?

We began by examining whether the presence of the fitting and compression (F/C) phases is dependent on the activation function used in the network. This topic has been explored in previous studies using the IB approach [8,11,24,27], but different studies have led to different conclusions [27].

Setups: We deployed Tishby-net architecture with various activation functions, including both saturating (tanh and softsign [58]) and non-saturating (ReLU [59], ELU [60], GELU [58], swish [61,62], PELU [63], and leaky-ReLU [64]) options. The Tishby-net was trained on the Tishby-dataset using the same optimizer and hyper-parameter setups as described in the literature [8,24]. The Z-X and Z-Y measures were estimated using two-layer estimators, as argued in Section 5.1.

Results: Figure 5 reveals that the Z-X dynamics exhibit a consistent pattern among all Tishby-nets, characterized by an initial decrease in Z-X measures followed by an increase. Note that the initial decrease happens prior to the decrease in the subject network loss. There can be a longer period of epochs where the network struggles to converge and, during this phase, the changes in the Z-X measure may not be easily visible. The Z-X dynamics in some experimental setups, such as PELU, display fluctuation, which we attribute to the
unstable convergence of the subject network, as evidenced by the fluctuations in the subject network loss. Moreover, the increases in Z-X measures coincide with epochs where the network experiences a decrease in loss. These observations suggest that the F/C phases are likely to occur in the network, regardless of the activation function employed. Our observation is in line with some of the previous studies that have used MI measures, such as $[8,11]$.


Figure 5. Z-X dynamics on Tishby-net with different activation functions. The left y-axes displays the $\mathrm{Z}-\mathrm{X}$ measure estimate values, while the right y -axes represent the cross-entropy loss value of the subject network.

### 5.2.2. How Do the Width and Depth of an MLP Impact Network Dynamics?

We now examine the effect of the MLP width (number of neurons per layer) and depth on the $\mathrm{Z}-\mathrm{X}$ and $\mathrm{Z}-\mathrm{Y}$ dynamics.

Setups: For the MLP width analysis, we constructed four-layer MLPs with different numbers of neurons per layer: 16, 64, and 512. For the MLP depth experiment, we fixed the width of the subject network to 64 and varied its depth from two to six hidden layers. All models were trained on the full MNIST dataset using a standard SGD optimizer with a fixed learning rate of 0.001 . We also used two-layer estimator networks to estimate the Z-X and Z-Y measures.

Figure 6 depicts the dynamics of the Z-X measure against the Z-Y measure for MLP networks with four layers and with different widths. As shown in Table 2, the best generalization performance is associated with the model MLP $512 \times 4$. We can observe that all MLP networks exhibit fitting and compression phases. However, wider networks (e.g., MLP $512 \times 4$ ) tend to begin compressing earlier, while the thinner ones (e.g., MLP $16 \times 4)$ tend to have a longer fitting phase. This trend suggests that wider networks are able to fit data more quickly. We can also observe that the networks with more neurons per layer (MLP $512 \times 4$ ) exhibit more compression than network with fewer neurons per layer (MLP $16 \times 4$ ). Interestingly, the MLP $512 \times 4$ model also exhibits the best generalization performance, so one can potentially infer that significant compression may be necessary for good generalization $[8,29]$.



Figure 6. Z-X/Z-Y measures dynamics plane of MLP networks with different widths. The representations (e.g., $Z_{1}$ ) are taken from the corresponding layer of the MLP WxL network in Figure 2.

Table 2. The epoch that reached the minimum validation loss (ep.), the training losses, test losses (test loss), generalization error (GE), training accuracy (train acc.), and test accuracy (test acc.) of the MLPs with different widths and depths. The experiment with the best generalization error is highlighted using bold font.

| Subject Network | ep. | Train Loss | Test Loss | GE | Train acc. | Test acc. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MLP $16 \times 4$ | 197 | 0.0890 | 0.1471 | 0.0581 | 0.9740 | 0.9572 |
| MLP $64 \times 4$ | 168 | 0.0344 | 0.0967 | 0.0623 | 0.9919 | 0.9748 |
| MLP $512 \times 4$ | 142 | 0.0191 | 0.0697 | $\mathbf{0 . 0 5 0 6}$ | 0.9967 | 0.9800 |
| MLP $64 \times 2$ | 299 | 0.0688 | 0.1247 | 0.0559 | 0.9815 | 0.9760 |
| MLP $64 \times 3$ | 275 | 0.0338 | 0.0570 | $\mathbf{0 . 0 2 3 2}$ | 0.9919 | 0.9762 |
| MLP $64 \times 4$ | 142 | 0.0344 | 0.0967 | 0.0623 | 0.9919 | 0.9748 |
| MLP $64 \times 5$ | 85 | 0.0659 | 0.1185 | 0.0526 | 0.9822 | 0.9672 |
| MLP $64 \times 6$ | 68 | 0.0736 | 0.1320 | 0.0584 | 0.9798 | 0.9616 |

Figure 7 depicts the dynamics of the Z-X measure (associated with the first and last layers) of MLPs with a width of 64 and with different depths (we note that the best generalization performance is associated with the model MLP $64 \times 3$ ). In terms of fitting, we can observe that the different MLPs experience a fitting phase. However, deeper models such as MLP $64 \times 5$ and MLP $64 \times 6$ appear to experience a more pronounced fitting phase than shallower models, though deeper models still exhibit a higher Z-X measure than shallower ones toward the end of this fitting phase (see marker \#1). In terms of compression, we find that deeper networks (e.g., MLP $64 \times 5$, MLP $64 \times 6$ ) compress data more aggressively than shallower ones. Indeed, the gap between the Z-X measure value between the last layer and the first layer of the network is much higher for a deeper model than for shallower ones (as indicated by marker \#2).


Figure 7. Z-X dynamics of the MLP 64 networks with different depths. The curves with higher saturation correspond to the last layer of the MLP model, while those with lower saturation belong to the first MLP layer.

We also highlight that the MLP $64 \times 3$ network, which demonstrated the best generalization performance (refer to Table 2), exhibited a significant fitting phase similar to MLP $64 \times 2$, as well as a notable compression phase close to MLP 64-4.

Overall, shallow networks may have difficulty compressing data effectively, while the layers close to the output in the deep networks may lose important information and cannot fit data well. We hypothesize that both of these phenomena-which are both present in the MLP $64 \times 3$ network-can have an impact on a network's ability to generalize effectively.

### 5.2.3. How Do the Number of Kernels and Kernel Size of a CNN Impact Network Dynamics?

We now examine the effect of the kernels, including their number and size, on the Z-X and $Z-Y$ dynamics in a CNN.

Setups: To analyze the impact of the number of kernels on network F/C phases in CNNs, we adjusted the number of kernels by a factor derived from the baseline CNN architecture shown in Figure 2. To analyze the impact of the kernel size, we used $1 \times 1$, $3 \times 3$ (baseline), $5 \times 5$, and $7 \times 7$ kernel sizes for all convolutional layers The CNN models were trained on the CIFAR-10 dataset using the Adam optimizer with a learning rate of 0.001. We utilized minimal estimator networks, as described in the previous section.

Results: Figure 8 depicts the Z-X dynamics of our CNN network with different numbers of kernels. We observe that having a low number of kernels (e.g., /4, /8) seems to impair both the fitting and compression process, particularly in early layers (e.g., layers 1 and 2). In contrast, we observed that a high number of kernels do not significantly impact the F/C phases or the generalization performance. Indeed, as shown in Table 3, CNNs with more kernels (e.g., $\times 2, \times 4$ ) have a similar test loss performance to the baseline model (note that the best test loss performance corresponds to the $\times 4$ model, and that its generalization performance is also similar to that of the baseline model). This suggests that adding more kernels to a well-generalized CNN may not significantly impact the F/C phases and may not lead to an improved generalization.

Table 3. The epoch that reached the minimum validation loss (ep.), the training losses, test losses (test loss), generalization error (GE), training accuracy (train acc.), and test accuracy (test acc.) of the CNNs with a different number of kernels and kernel sizes. The experiment with the best generalization error is highlighted using bold font.

| Subject Network | ep. | Train Loss | Test Loss | GE | Train acc. | Test acc. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CNN baseline | 5 | 0.6747 | 0.8300 | $\mathbf{0 . 1 5 5 3}$ | 0.7657 | 0.7190 |
| CNN $\times 2$ | 7 | 0.3826 | 0.8303 | 0.4477 | 0.8637 | 0.7514 |
| CNN $\times 4$ | 4 | 0.5667 | 0.7801 | 0.2135 | 0.8001 | 0.7332 |
| CNN $/ 2$ | 11 | 0.6015 | 0.9055 | 0.3040 | 0.7871 | 0.7008 |
| CNN $/ 4$ | 14 | 0.7704 | 1.0494 | 0.2790 | 0.7306 | 0.6492 |
| CNN $/ 8$ | 26 | 0.9515 | 1.1353 | 0.1838 | 0.6589 | 0.6060 |
| CNN $1 \times 1$ | 18 | 1.0307 | 1.1860 | 0.1553 | 0.6343 | 0.5978 |
| CNN $\times 3$ | 5 | 0.6747 | 0.8065 | $\mathbf{0 . 1 3 1 8}$ | 0.7657 | 0.7190 |
| CNN $5 \times 5$ | 9 | 0.6001 | 0.9805 | 0.3804 | 0.7887 | 0.6958 |
| CNN $7 \times 7$ | 6 | 0.8372 | 1.2011 | 0.3639 | 0.7031 | 0.6042 |

Figure 9 depicts the Z-X dynamics of our CNN network with different kernel sizes. It appears that networks with large kernels fail to fit and compress, but networks with small kernels also exhibit little fitting and compression. Indeed, the best test loss and generalization performance are associated with the CNN model with a $3 \times 3$ kernel size, which also exhibits a more pronounced fitting and compression phase (refer to Table 3).

Overall, we hypothesize that selecting an appropriate kernel size can improve a network's ability to both fit and compress data, leading to a better generalization performance, which is in line with the conclusion in [8,29].


Figure 8. Z-X dynamics of the CNN network with different number of kernels on each layer. We make modifications based on the baseline CNN structure shown in Figure 2. For example, " $\times 2$ " means doubling the number of kernels in each convolutional layer, while "/2" means halving the number of kernels in each convolutional layer. The representations (e.g., $Z_{1}$ ) are taken from the corresponding block of the CNN network in Figure 2.


Figure 9. Z-X dynamics of the CNN network with different kernel sizes. The representations (e.g., $Z_{1}$ ) are taken from the corresponding block of the CNN network in Figure 2.

### 5.2.4. How Does Residual Connection Affect the Network Dynamics?

We finally assessed the impact of residual connections-introduced in [65]-on neural network learning dynamics, since these have been frequently used to address the gradient vanishing problem in very deep neural networks. We note that some works $[13,18]$ have studied the behavior of ResNet or DenseNet (which also contain residual connections [66]). However, these studies did not delve into how residual connections may impact the information bottleneck of hidden layer representations and their relation to generalization.

Setup: We deployed a ResCNN, as elaborated in the previous section, that was trained using an Adam optimizer with a learning rate of 0.001 on the CIFAR-10 dataset. We also used the standard estimator network setups elaborated in Section 4.2 and shown in Appendix A Figure A3.

Results: We first analyzed the behavior of the Z-X dynamics at the output of the residual blocks (e.g., $\mathrm{Z}_{1, \text { out }}$ ) and the fully connected layers, and compared it with the CNN with a similar architecture but without residual connections; see Figure 10.


Figure 10. Z-X dynamics of CNNs with or without residual connections. The representations (e.g., $Z_{1}, Z_{1, \text { out }}$ ) are taken from the corresponding locations of the CNN or ResCNN network shown in Figure 2.

We notice that the ResCNN tends to have less pronounced compression in the (residual) convolutional blocks, e.g., the Z-X dynamic of $Z_{3}$ (without residual connection) shows a more pronounced increase than that of $Z_{3, \text { out }}$ (with residual connection). Additionally, we can see that the model with residual connection depends more on the fully connected layers to compress the $\mathrm{Z}-\mathrm{X}$ measure, which is demonstrated by the significantly wider gap between representations $Z_{4}$ and $Z_{5}$, as well as between $Z_{4}$ and $Z_{3} / Z_{3, \text { out }}$ in the residual model.

We then inspected the behavior of the Z-X measure and the $\mathrm{Z}-\mathrm{Y}$ measure within each residual block; see Figure 11 (note that the dynamics of the $\mathrm{Z}-\mathrm{X}$ and $\mathrm{Z}-\mathrm{Y}$ measures associated with $Z_{1, i n}$ are flat because $Z_{1, i n}$ corresponds to $X$ ).


Figure 11. Z-X dynamics of the ResCNN in each residual block. $l$ is the index of the residual block. The representations (e.g., $Z_{1, i n}$ ) are taken from the corresponding block of the ResCNN network in Figure 2.

We can observe that, within each residual block (i.e., for a given index $l$ ), the $Z-X$ measure of $Z_{l, \text { out }}$ is generally lower than that of $Z_{l, \text { res }}^{1}$ and $Z_{l, \text { res }}^{2}$. This is because the representation $Z_{l, \text { out }}$ is the sum of $Z_{l, \text { res }}^{2}$ and $Z_{l, \text { in }}$ and thus retains more information associated with the data.

We can also observe that, in every residual block, the $Z-X$ dynamics of $Z_{l, \text { res }}$ and $Z_{l, \text { res }}^{2} 1$ have a pronounced increase over the epoch, while the Z-X dynamics of $Z_{l, \text { in }}$ and $Z_{l, \text { out }}$ are relatively stable. This suggests that each residual block may learn to form a mini-bottleneck. However, the overall network does not exhibit a visible compressing phase when observing the output of the residual blocks alone. Our experiments demonstrate the distinct behavior of networks with residual connections compared to those without.

### 5.3. The Impact of Training Algorithm to the Network Dynamics

A neural network generalization ability also tends to depend on the training procedure, including the learning algorithm and regularizers. Therefore, we now explore how different learning settings affect neural network Z-X and Z-Y measures dynamics.

### 5.3.1. How Does the Optimizer Impact the Network Dynamics?

It was suggested by [29] that the Adam optimizer leads to a better performance during the fitting phase, but it tends to perform worse during the compression phase.

We investigated, under the lens of our approach, the effect of Adam and various other optimizers on neural network learning dynamics.

Setup: Our experiments were conducted on CNNs (with the standard architecture illustrated in Figure 2) trained on the CIFAR-10 dataset using different optimizers. Specifically, we experimented with non-adaptive optimizers such as SGD and SGDmomentum [67], as well as adaptive optimizers such as RMSprop [68]. We also considered the Adam optimizer [69], which can be viewed as a combination of a momentum optimizer and RMSprop optimizer, representing a hybrid approach. We used standard hyper-parameters commonly used for CIFAR-10 classification tasks, setting the learning rate to 0.001 for all optimizers and a momentum parameter of 0.9 (if applicable). Our estimator networks are akin to those used in previous studies.

Results: Figure 12 shows the behavior of the normalized Z-X measure for CNNs trained with different optimizers. We normalized this measure using min-max normalization to allow for a better visualization of relative changes in performance. Specifically, each Z-X dynamic curve was normalized individually, and the minimum and maximum values were taken from the curve after the 50th epoch, as we observed that all Z-X dynamics enter the compression phase before this epoch.


Figure 12. Z-X dynamics for a CNN trained with different optimizers. The representations (e.g., $Z_{1}$ ) are taken from the corresponding block of the CNN network in Figure 2.

We observe that SGD and SGD-momentum exhibit similar fitting phases, while Adam and RMSprop also display similar fitting phases. We can also note that, when trained on the Adam and RMSprop optimizer-which are adaptive optimizers-the representations associated with the various layers exhibit major compression; in contrast, when trained with the SGD optimizer, the representations $\left\{Z_{2}, Z_{3}\right\}$ do not show noticeable compression and, likewise, when trained with SGD-momentum optimizers, the representations $\left\{Z_{2}, Z_{3}\right\}$ also do not exhibit much compression. Note that, in our experiment with the CNN trained on the CIFAR classification task, we can see from Table 4 that the model trained with the RMSprop optimizer achieved the best generalization performance, followed closely by the model trained with Adam. Therefore, it appears that adaptive optimizers-which adjust the learning rate per parameter-may be critical for leading to network compression, and hence generalization [70].

Table 4. The epoch that reached the minimum validation loss (ep.), the training losses, test losses (test loss), generalization error (GE), training accuracy (train acc.), and test accuracy (test acc.) of the CNNs trained with different optimizers. The experiment with the best generalization error is highlighted using bold font.

| Subject Network | ep. | Train Loss | Test Loss | GE | Train acc. | Test acc. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CNN SGD | 106 | 0.0202 | 0.0429 | 0.0226 | 0.9945 | 0.9882 |
| CNN SGD-momentum | 131 | 0.0130 | 0.0356 | 0.0226 | 0.9972 | 0.9882 |
| CNN Adam | 24 | 0.0067 | 0.0275 | 0.0208 | 0.9979 | 0.9896 |
| CNN RMSproop | 11 | 0.0123 | 0.0263 | $\mathbf{0 . 0 1 3 9}$ | 0.9965 | 0.9908 |

### 5.3.2. How Does Regularization Impact the Network Dynamics?

It has been suggested by $[11,12]$ that weight decay regularization can significantly enhance the compression phase associated with a neural network learning dynamic. It has also been argued by others [18] that compression is only possible with regularization. Therefore, we also investigated, under the lens of our approach, the effect of regularization on the learning dynamics of MLPs and CNNs.

Setup: We deployed MLP $64 \times 4$ models trained on the MNIST dataset with or without weight decay (WD) regularization and CNN models trained with the CIFAR-10 dataset with or without dropout regularization. The weight decay was applied to all layers in the MLP $64 \times 4$ model with its hyper-parameter set to 0.001 , while the dropout was only adopted in the first fully connected layer in the CNN with a $30 \%, 60 \%$, or $90 \%$ dropout rate (which is a common approach in the literature [54]). The MLP with weight decay regularization requires more epochs to converge. Therefore, we trained the MLP $64 \times 4$ without weight decay for 300 epochs and the model with weight decay for 1200 epochs.

Results: We offer the dynamics of the Z-X and Z-Y measures associated with the MLP setting in Figure 13. We infer that weight decay regularization does not significantly impact the fitting phase; however, weight decay does seem to affect network compression, leading networks to compress more aggressively. Moreover, weight decay not only prevents the subject network from overfitting [2] but also prevents its representations from overfitting. Therefore, we conjecture that the weight decay regularization boosts the compression in MLPs (as also observed in [11]) and prevents the representation overfitting to improve the generalization performance (shown in Table 5), which is also in line with [11].


Figure 13. Z-X and Z-Y dynamics of MLP $64 \times 4$ trained on the MNIST dataset with or without weight decay regularization. The subject network regularized by weight decay gives relatively better test loss. The representations (e.g., $Z_{1}$ ) are taken from the corresponding block of the MLP $64 \times 4$ network in Figure 2.

We also offer the dynamics of the Z-X measure associated with the CNN setting in Figure 14 (Table 5 shows that the best generalization performance is obtained for a CNN with dropout regularization at a $60 \%$ dropout rate on the first fully connected layer). Our results suggest that tuning the dropout rate on the first fully connected layer affects not only the dynamics of its representation $\left(Z_{4}\right)$ but also the dynamics of other layers. When a high dropout rate (e.g., $90 \%$ ) is used, we observe less pronounced fitting and compression phases, which also lead to a worse generalization performance (refer to Table 5). Conversely, a low dropout rate ( $30 \%$ ) showed similar fitting phases to the no-dropout group, but with more compression. These results support our conjecture that the F/C phases are linked to the generalization behavior of the model.

Table 5. The epoch that reached the minimum validation loss (ep.), the training losses, test losses (test loss), generalization error (GE), training accuracy (train acc.), and test accuracy (test acc.) of the MLPs and CNNs trained $\mathrm{w} / \mathrm{or} \mathrm{w} / \mathrm{o}$ regularization algorithms. The experiment with the best generalization error is highlighted using bold font.

| Subject Network | ep. | Train Loss | Test Loss | GE | Train acc. | Test acc. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MLP w/o WD | 168 | 0.0344 | 0.0967 | 0.0623 | 0.9919 | 0.9748 |
| MLP w/ WD | 626 | 0.0216 | 0.0722 | $\mathbf{0 . 0 5 0 5}$ | 0.9976 | 0.9784 |
| CNN 0\% dropout | 5 | 0.6747 | 0.8300 | 0.1553 | 0.7657 | 0.7190 |
| CNN 30\% dropout | 12 | 0.4993 | 0.7985 | 0.2992 | 0.7608 | 0.7398 |
| CNN 60\% dropout | 10 | 0.6888 | 0.7606 | $\mathbf{0 . 0 7 1 8}$ | 0.8237 | 0.7510 |
| CNN 90\% dropout | 19 | 1.0768 | 0.8765 | 0.2003 | 0.5959 | 0.7000 |

On the other hand, it can be observed that adopting dropout regularization diminishes the visibility of fitting phases across multiple layers. This suggests that the training algorithm effectively leverages the neurons and connections within the model, enabling rapid dataset fitting.


Figure 14. The Z-X dynamics for a CNN trained on the CIFAR-10 dataset with different amounts of dropout in its fully connected layers. The subject network regularized with a $60 \%$ dropout rate provides the best test loss and generalization error. The representations (e.g., $Z_{1}$ ) are taken from the corresponding block of the CNN network in Figure 2.

### 5.4. The Impact of Dataset to the Network Dynamics

It is well established that the size of the training set directly affects a machine learning model's generalization performance [71]. Our goal was to also understand how the dataset size affects neural network model learning dynamics, including its fitting and compression phases.

Setup: We compared the learning dynamics of CNN models trained on three different datasets: $1 \%$ of CIFAR-10 ( 0.5 k samples), CINIC [56] (which has the same classes as CIFAR10 but contains 180k samples), and the full CIFAR-10 dataset ( 50 k samples).

We used the Adam optimizer with a learning rate of 0.001 to train the neural networks. We also estimated the Z-X and Z-Y measures using the network in Figure A3 using the CIFAR-10 validation and test sets.

Results: Figure 15 shows the Z-X dynamics of CNNs trained on datasets of different sizes. We can observe from Table 6 that the model trained on the CINIC dataset achieves the best generalization performance, while the model trained on the smallest dataset ( $1 \%$ CIFAR-10) performs the worst.

Table 6. The epoch that reached the minimum validation loss (ep.), the training losses, test losses (test loss), generalization error (GE), training accuracy (train acc.), and test accuracy (test acc.) of the CNNs trained on different datasets or dataset sizes, including $1 \%$ CIFAR-10 dataset ( $\mathrm{w} / 0.5 \mathrm{k}$ training samples), $100 \%$ CIFAR-10 dataset ( $\mathrm{w} / 50 \mathrm{k}$ training samples), and CINIC dataset ( 180 k training samples). The experiment with the best generalization error is highlighted using bold font.


Figure 15. Z-X measures of representations in CNN trained on 1\% CIFAR-10 dataset, full CIFAR-10 dataset, and CINIC dataset. The representations (e.g., $\mathrm{Z}_{1}$ ) are taken from the corresponding block of the CNN network in Figure 2.

Our experiments show that the fitting behavior of the network trained on the small dataset is identical to that of the network trained on the standard CIFAR-10 dataset. However, the degree of compression exhibited by the network optimized on the $1 \%$ CIFAR-10 dataset was much less pronounced than that of the model trained on richer datasets. This suggests that compression may only be possible for sufficiently large datasets. Our experiments also show that the behavior of the Z-X measure associated with the network trained on the CINIC dataset rapidly increases during the optimization process. This indicates a significant F/C phase that may also justify the superior generalization performance.

Overall, these observations suggest that providing sufficient training data can amplify the magnitude of compression. This in turn helps the model learn to abstract key information for predicting labels more effectively, leading to a better generalization performance. Therefore, we conclude that compression may be a crucial factor for effective generalization in neural networks, and providing sufficient training data is essential for amplifying this phase [8].

## 6. Conclusions

In this paper, we proposed to replace the mutual information measures associated with information bottleneck studies with other measures capable of capturing fitting, compression, and generalization behavior. The proposed method includes: (1) the ZX measure corresponding to the approximation of the minimum mean-squared error associated with the recovery of the network input (X) from some intermediate network representation $(Z)$ and (2) the Z-Y measure associated with the cross-entropy of the data label/target $(\mathrm{Y})$ given some intermediate data representation $(\mathrm{Z})$. We also proposed to estimate such measures using neural-network-based estimators. The proposed approach can handle representations in high-dimension space, is computationally stable, and is also computationally affordable.

Our series of experiments explored-via the dynamics between the Z-X and Z-Y measure estimates-the interplay between network fitting, compression, and generalization on different neural networks, with varying architectures, learning algorithms, and datasets, that are as complex or more complex than those used in traditional IB studies [12]. Our main findings are as follows:

## - Impact of Neural Network Architecture:

- We have found that MLPs appear to compress regardless of the non-linear activation function.
- We have observed that MLP generalization, fitting, and compression behavior depend on the number of neurons per layer and the number of layers. In general, the MLPS offering the best generalization performance exhibit more pronounced fitting and compression phases.
- We have also observed that CNN generalization, fitting, and compression behavior also depend on the kernel's number/size. In general, CNNs exhibiting the best generalization performance also exhibit pronounced fitting and compression phases.
- Finally, we have seen that the fitting/compression behavior exhibited by networks with residual connections is rather distinct from that shown in networks without such connections.
- Impact of Neural Network Algorithms: We have observed that adaptive optimizers seem to lead to more compression/better generalization in relation to non-adaptive ones. Likewise, we have also observed that regulation can help with compression/generalization
- Impact of Dataset: Our main observation is that insufficient training data may prevent a model from compressing and hence generalizing; in turn, models trained with sufficient training data exhibit both a fitting phase followed by a compression phase, resulting in a higher generalization performance.

Overall, our findings are in line with an open conjecture that good neural network generalization is associated with the presence of a neural network fitting phase followed by a compression phase during the learning process $[8,11,29]$.

There are some interesting directions for further research. First, it would be intriguing to explore the dynamics of state-of-the-art machine learning models, including transformers, which have demonstrated exceptional performance in various tasks. By analyzing the behavior of transformers under the lens of the information bottleneck theory, we may be able to gain additional insights into how these advanced models learn, compress information, and generalize.

Second, it would also be interesting to extend the study to other learning paradigms such as semi-supervised or unsupervised tasks. In semi-supervised learning, where a limited amount of labeled data are available along with a larger unlabeled dataset, using the proposed approach to study the learning process may help to uncover effective strategies for leveraging unlabeled data. Similarly, in unsupervised learning tasks, where the goal is to discover patterns and structure in unlabeled data, a similar approach could potentially uncover the interplay between compression and fitting and their implications in leading up to meaningful representations capturing essential information.

Finally, although our study has shed some light on the interplay between compression and generalization using the proposed method, conducting a specialized study and analysis to obtain a more comprehensive understanding of the relationship between these two factors would be interesting.
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## Appendix A. Estimator Network Architectures

This appendix lists the architectures of the Z-X and Z-Y estimator networks.


Figure A1. Architecture of the Z-X and Z-Y estimator networks for Tishby-net models. Note that estimators with different depths are used for the stability tests.


Figure A2. Architecture of the Z-X and Z-Y estimator networks for MLP WxL models.


Figure A3. Architectures of the Z-X and Z-Y estimator networks for CNN and ResNet. The number of up-sampling blocks in the Z-X estimator is set to be equal to the number of down-sampling blocks in the network being analyzed, and the dimension of the fully connected layer $d$ in the Z-Y measure is determined by the shape of the flattened input vector length. To test the stability of the estimators at different depths (as described in Section 5.1), we added an extra convolutional layer with ReLU non-linearity at the end of the Z-X estimator, and a fully connected layer with a width of $d$ before the first fully connected layer in the Z-Y estimator.

## Appendix B. Empirical Comparison of MMSE Estimator and MI Estimator for Multivariant Gaussian Random Variables

We experimentally compared the minimal mean-squared estimator and mutual information estimator for multivariant Gaussian random variables.

Consider a simple case where random vector $X \in \mathcal{R}^{d}$ (target) and $Y \in \mathcal{R}^{d}$ (observation) follow a multivariate normal distribution with correlation $\Sigma_{X Y}=\rho \mathbf{I}$, i.e., $Y=\rho X+\sqrt{1-\rho^{2}} N$. Under this setup, the mutual information between $X$ and $Y$ is $I(X ; Y)=-\frac{d}{2} \log \left(1-\rho^{2}\right)$, and the minimal mean-squared error is $\operatorname{mmse}(X \mid Y)=1-\rho^{2}$.

Now, we estimate $I(X ; Y)$ with MI estimators from the literature and estimate minimal mean-squared error with neural-network-based mean-squared error estimators. The results are shown in Figure A4. We show the case where $d=20$ and change $\rho$ from -0.99 to 0.99 . Each test takes 4000 randomly generalized samples.

We can see from Figure A4a that the variational estimators tend to have high biases when the mutual information is high. The simple binning method failed to estimate the correct value of mutual information. Although the Kraskov estimator shows a relatively consistent trend, the time consumption of this algorithm grows exponentially as the dimension and number of samples increase [46]. On the other hand, the results of the estimated minimal mean-squared error are shown in Figure A4b. We can see that the estimated values are very close to the ground-truth values.


Figure A4. (a) The estimated mutual information, and (b) the neural network estimated MMSE for 20-dimension correlated Gaussian random variables. In both panels, the hollow purple circles are ground-truth values. In panel (a), the infoNCE [10], TNCE [72], and JS [73] are variational estimators, and the error bar is the variance. The simple binning method is adopted via the same implementation as in [24] and the Kraskov estimator is implemented based on the original paper [46]. For panel (b), we use a 1-layer (linear), 2-layer, and 3-layer network to estimate the minimal mean-squared error, respectively. The networks have 20 neurons per layer, and the activation function is the hyperbolic tangent function. The estimators are trained with Adam optimizer for 5000 epochs, and the learning rate is set to 0.001 .
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#### Abstract

In this paper, we study distributed inference and learning over networks which can be modeled by a directed graph. A subset of the nodes observes different features, which are all relevant/required for the inference task that needs to be performed at some distant end (fusion) node. We develop a learning algorithm and an architecture that can combine the information from the observed distributed features, using the processing units available across the networks. In particular, we employ information-theoretic tools to analyze how inference propagates and fuses across a network. Based on the insights gained from this analysis, we derive a loss function that effectively balances the model's performance with the amount of information transmitted across the network. We study the design criterion of our proposed architecture and its bandwidth requirements. Furthermore, we discuss implementation aspects using neural networks in typical wireless radio access and provide experiments that illustrate benefits over state-of-the-art techniques.
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## 1. Introduction

The unprecedented success of modern machine learning (ML) techniques in areas such as computer vision [1], neuroscience [2], image processing [3], robotics [4] and natural language processing [5] has led to an increasing interest for their application to wireless communication systems in recent years.

Early efforts along this line of work fall into what is sometimes referred to as the "learning to communicate" paradigm, in which the goal is to automate one or more communication modules such as the modulator-demodulator, the channel coder-decoder, or others, by replacing them with suitable ML algorithms. Although important progress has been made for some particular communication systems, such as the molecular one [6], it is still not yet clear whether ML techniques can offer a reliable alternate solution to modelbased approaches, especially as typical wireless environments suffer from time-varying noise and interference.

Wireless networks have other important intrinsic features which may pave the way for more cross-fertilization between ML and communication, as opposed to applying ML algorithms as black boxes in replacement of one or more communication modules. For example, while in areas such as computer vision, neuroscience, and others, relevant data is generally available at one point, it is typically highly distributed across several nodes in wireless networks.

Examples include self-driving cars where multiple sensors, both external and internal to the car can be used to help the car navigate its environment, medical applications to diagnose a patient based on data from different medical institutions or environmental monitoring to detect hazardous events or pollution, and others, see $[7,8]$ for more information. We give
more details of the usefulness of such setups in Examples 1 and 2. A prevalent approach for the implementation of ML solutions in such cases would consist of collecting all relevant data at one point (a cloud server) and then training a suitable ML model using all available data and processing power. Because the volumes of data needed for training are generally large, and with the scarcity of network resources (e.g., power and bandwidth), that approach might not be appropriate in many cases, however. In addition, some applications might have stringent latency requirements which are incompatible with sharing the data, such as in automatic vehicle driving. In other cases, it might be desired not to share the raw data for the sake of enhancing the privacy of the solution, in the sense that infringing the user's privacy is generally more easily accomplished from the raw data itself than from the output of a neural network (NN) that takes the raw data as input.

The above has called for a new paradigm in which intelligence moves from the heart of the network to its edge, which is sometimes referred to as "Edge Learning". In this new paradigm, communication plays a central role in the design of efficient ML algorithms and architectures because both data and computational resources, which are the main ingredients of an efficient ML solution, are highly distributed. A key aspect towards building suitable ML-based solutions is whether the setting assumes only the training phase involves distributed data, sometimes referred to as distributed learning, such as the Federated Learning (FL) of [9] or if the inference (or test) phase also involves distributed data.

The considered problem setup is strongly related to the problems of distributed estimation and detection (see, e.g., [10-13] and references therein). We differentiate ourselves from these problems as we assume no prior knowledge of distribution of the data. This is a common setup in many practical applications, such as image or speech processing, or text analysis, where the distribution between the observed data and the target variable is unknown or too complex to model.

In particular, of those most closely related to this paper, a growing line of works focus on developing distributed learning algorithms and architectures. The works of $[14,15]$ address the problem of distributed learning using kernel methods when each node observes independent samples drawn from the same distribution. In our specific setup, however, the nodes observe correlated data, necessitating collaboration among all nodes during inference. On the other hand, works such as $[16,17]$ are focused on the narrower problem of detection and impose certain restrictions on the scope of their investigation. However, perhaps most popular and related to our work is the FL of [9] which, as we already mentioned, is most suitable for scenarios in which the training phase has to be performed distributively, while the inference phase has to be performed centrally at one node. To this end, during the training phase, nodes (e.g., base stations) that possess data are all equipped with copies of a single NN model which they simultaneously train on their locally available data-sets. The learned weight parameters are then sent to a cloud or parameter server (PS) which aggregates them, e.g., by simply computing their average. The process is repeated, every time re-initializing using the obtained aggregated model, until convergence. The rationale is that, this way, the model is progressively adjusted to account for all variations in the data, not only those of the local data-set. For recent advances on FL and applications in wireless settings, the reader may refer to [18-20] and references therein. Another relevant work is the Split Learning (SL) of [21] in which, for a multiaccess type network topology, a two-part NN model, split into an encoder part and a decoder part, is learned sequentially. The decoder does not have its own data and in every round the NN encoder part is fed with a distinct data-set and its parameters are initialized using those learned from the previous round. The learned two-part model is then used as follows during the inference: one part of this model is used by an encoder, and the other one by a decoder. Another variation of SL, sometimes called "vertical SL", was proposed recently in [22]. The approach uses vertical partitioning of the data; in the special case of a multi-access topology, it is similar to the in-network learning solution that we propose in this paper.

Compared to both SL and FL, which consider only the training phase to be distributed, in this paper we focus on the problem in which the inference phase also takes place
distributively. More specifically, in this paper, we study a network inference problem in which some of the nodes possess each, or can acquire, part of the data that is relevant for inference on a random variable $Y$. The node at which the inference needs to be performed is connected to the nodes that possess the relevant data through a number of intermediate other nodes. We assume that the network topology is fixed and known. This may model, e.g., a setting in which a macro BS needs to make inference on the position of a user on the basis of summary information obtained from correlated CSI measurements $X_{1}, \ldots, X_{J}$ that are acquired at some proximity edge BS . Each of the edge nodes is connected with the central node either directly, via an error free link of given finite capacity, or via intermediary nodes. While in some cases it might be enough to process only a subset of the $J$ nodes, we assume that processing only a (any) strict subset of the measurements cannot yield the desired inference accuracy and, as such, the $J$ measurements $X_{1}, \ldots, X_{J}$ need to be processed during the inference or test phase.

Example 1. (Autonomous Driving) One basic requirement of the problem of autonomous driving is the ability to cope with problematic roadway situations, such as those involving construction, road hazards, hand signals, and reckless drivers. Current approaches mainly depend on equipping the vehicle with more on-board sensors. Clearly, while this can only allow a better coverage of the navigation environment, it seems unlikely to successfully cope with the problem of blind spots due, e.g., to obstruction or hidden obstacles. In such contexts, external sensors such as other vehicles' sensors, cameras installed on the roofs of proximity buildings or wireless towers may help perform a more precise inference, by offering a complementary, possibly better, view of the navigation scene. An example scenario is shown in Figure 1. The application requires real-time inference which might be incompatible with current cellular radio standards, thus precluding the option of sharing the sensors' raw data and processing it locally, e.g., at some on-board server. When equipped with suitable intelligence capabilities, each sensor can successfully identify and extract those features of its measurement data that are not captured by other sensors' data. Then, it only needs to communicate those, not its entire data.


Figure 1. Fusion of inference from on-board and external sensors for automatic vehicle navigation.
Example 2. (Public Health) One of the early applications of machine learning is in the area of medical imaging and public health. In this context, various institutions can hold different modalities of patient data in the form of electronic health records, pathology test results, radiology, and other sensitive imaging data such as genetic markers for disease. The correct diagnosis may be contingent on being able to using all relevant data from all institutions. However, these institutions may not be authorized to share their raw data. Thus, it is desired to distributively train machine learning models without sharing the patient's raw data in order to prevent illegal, unethical or unauthorized usage of it [23]. Local hospitals or tele-health screening centers seldom acquire enough diagnostic
images on their own; collaborative distributed learning in this setting would enable each individual center to contribute data to an aggregate model without sharing any raw data.

### 1.1. Contributions

In this paper, we study the aforementioned network inference problem in which the network is modeled as a weighted acyclic graph and inference about a random variable is performed on the basis of summary information obtained from possibly correlated variables at a subset of the nodes. Following an information-theoretic approach in which we measure discrepancies between true values and their estimated fits using average logarithmic loss, we first develop a bound on the best achievable accuracy given the network communication constraints. Then, considering a supervised setting in which nodes are equipped with NNs and their mappings need to be learned from distributively available training data-sets, we propose a distributed learning and inference architecture and we show that it can be optimized using a distributed version of the well-known stochastic gradient descent (SGD) algorithm that we develop here. The resulting distributed architecture and algorithm, which we herein name "in-network (INL) learning", generalize those introduced in [24] (see also $[25,26]$ ) for a specific case, multiaccess type, network topology. We investigate in more detail what the various nodes need to exchange during both the training and inference phases, as well as associated requirements in bandwidth. Finally, we provide a comparative study with (an adaptation of) the FL and the SL algorithms, and experiments that illustrate our results. Part of the results this paper have also been presented in [27,28]. However, in this paper, we go beyond those works by offering a more comprehensive and detailed review of the state-of-the-art. Additionally, we provide proofs for the theorem and lemmas presented in this paper, which were not included in the previous publications. Furthermore, we introduce additional insights and conclusions that further contribute to the overall understanding and significance of the research findings.

### 1.2. Outline and Notation

In Section 2 we describe the studied network inference problem formally. In Section 3 we present our in-network inference architecture, as well as a distributed algorithm for training it distributively. Section 4 contains a comparative study with FL and SL in terms of bandwidth requirements; as well as some experimental results. Finally, in Section 5 we summarize the insights and results presented in this paper.

Throughout the paper, the following notation will be used. Upper case letters denote random variables, e.g., $X$; lower case letters denote realizations of random variables, e.g., $x$, and calligraphic letters denote sets, e.g., $\mathcal{X}$. The cardinality of a set is denoted by $|\mathcal{X}|$. For a random variable $X$ with probability mass function $P_{X}$, the shorthand $p(x)=P_{X}(x)$, $x \in X$ is used. Boldface letters denote matrices or vectors, e.g., $\mathbf{X}$ or $\mathbf{x}$. For random variables $\left(X_{1}, X_{2}, \ldots\right)$ and a set of integers $\mathcal{K} \subseteq \mathrm{N}$, the notation $X_{\mathcal{K}}$ designates the vector of random variables with indices in the set $\mathcal{K}$, i.e., $X_{\mathcal{K}} \triangleq\left\{X_{k}: k \in \mathcal{K}\right\}$. If $\mathcal{K}=\emptyset$ then $X_{\mathcal{K}}=\emptyset$. In addition, for zero-mean random vectors $\mathbf{x}$ and $\mathbf{y}$, the quantities $\sum_{x}, \sum_{x, y}$ and $\sum_{x \mid y}$ denote, respectively, the covariance matrix of the vector $\mathbf{x}$, the covariance matrix of vector $(\mathbf{x}, \mathbf{y})$ and the conditional covariance of $\mathbf{x}$ given $\mathbf{y}$. Finally, for two probability measures $P_{X}$ and $Q_{X}$ over the same alphabet $\mathcal{X}$, the relative entropy or Kullback-Leibler divergence is denoted as $D_{K L}\left(P_{X} \| Q_{X}\right)$. That is, if $P_{X}$ is absolutely continuous with respect to $Q_{X}$, then $D_{K L}\left(P_{X} \| Q_{X}\right)=\mathbb{E}_{P_{X}}\left[\log \left(P_{X}(X) / Q_{X}(X)\right)\right]$, otherwise $D_{K L}\left(P_{X} \| Q_{X}\right)=\infty$.

## 2. Network Inference: Problem Formulation

We consider the distributed supervised learning setup, in which multiple nodes observe different features relating to the same sample, sometimes refered to as distributed learning with vertically partitioned dataset, see [8,29]. We additionally assume the learning takes place over a communication constrained network. Specifically, consider an $N$ node distributed network. Of these $N$ nodes, $J \geq 1$ nodes possess or can acquire data that is relevant for inference on a random variable (r.v.) of interest $Y$, with alphabet $\boldsymbol{Y}$. Let
$\mathcal{J}=\{1, \ldots, J\}$ denote the set of such nodes, with node $j \in \mathcal{J}$ observing samples from the random variable $X_{j}$, with alphabet $\mathcal{X}_{j}$. The relationship between the r.v. of interest $Y$ and the observed ones, $X_{1}, \ldots, X_{J}$, is given by the joint probability mass function $P_{X_{\mathcal{J}}, Y}:=P_{X_{1}, \ldots, X_{J}, Y}\left(x_{1}, \ldots x_{J}, y\right)$, with $\left(x_{1}, \ldots, x_{j}\right) \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{J}$ and $y \in \mathcal{Y}$. For simplicity, we assume that random variables are discreet, however our technique can be applied to continuous variables as well. Inference on $Y$ needs to be performed at some node $N$ which is connected to the nodes that possess the relevant data through a number of intermediate other nodes. It has to be performed without any sharing of raw data. The network is modeled as a weighted directed acyclic graph and may represent, for example, a wired network or a wireless mesh network operated in time or frequency division, where the nodes may be servers, handsets, sensors, base stations or routers. We assume that the network graph is fixed and known. The edges in the graph represent point-to-point communication links that use channel coding to achieve close to error-free communication at rates below their respective capacities. For a given loss function $\ell(\cdot, \cdot)$ that measures discrepancies between true values of $Y$ and their estimated fits, what is the best precision for the estimation of $Y$ ? Clearly, discarding any of the relevant data $X_{j}$ can only lead to a reduced precision. Thus, intuitively features that collectively maximize information about $Y$ need to be extracted distributively by the nodes from the set $\mathcal{J}$, without explicit coordination between them and they then need to propagate and combine appropriately at the node $N$. How should that be performed optimally without sharing raw data? In particular, how should each node process information from the incoming edges (if any) and what should it transmit on every one of its outgoing edges? Furthermore, how should the information be fused optimally at Node $N$ ?

More formally, we model an $N$-node network by a directed acyclic graph $\mathcal{G}=(\mathcal{N}, \mathcal{E}, C)$, where $\mathcal{N}=[1: N]$ is the set of nodes, $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ is the set of edges and $C=\left\{C_{j k}:(j, k) \in \mathcal{E}\right\}$ is the set of edge weights. Each node represents a device and each edge represents a noiseless communication link with capacity $C_{j k}$. See Figure 2. The processing at the nodes of the set $\mathcal{J}$ is such that each of them assigns an index $m_{j l} \in\left[1, M_{j l}\right]$ to each $x_{j} \in \mathcal{X}_{j}$ and each received index tuple $\left(m_{i j}:(i, j) \in \mathcal{E}\right)$, for each edge $(j, l) \in \mathcal{E}$. Specifically, let for $j \in \mathcal{J}$ and $l$ such that $(j, l) \in \mathcal{E}$, the set $\mathcal{M}_{j l}=\left[1: M_{j l}\right]$. The encoding function at node $j$ is

$$
\begin{equation*}
\omega_{j}: \mathcal{X}_{j} \times\left\{\Pi_{i:(i, j) \in \mathcal{E}} \mathcal{M}_{i j}\right\} \longrightarrow \Pi_{l:(j, l) \in \mathcal{E}} \mathcal{M}_{j l} \tag{1}
\end{equation*}
$$

where $\Pi$ designates the Cartesian product of sets. Similarly, for $k \in[1: N-1] / \mathcal{J}$, node $k$ assigns an index $m_{k l} \in\left[1, M_{k l}\right]$ to each index tuple $\left(m_{i k}:(i, k) \in \mathcal{E}\right)$ for each edge $(k, l) \in \mathcal{E}$. That is,

$$
\begin{equation*}
\omega_{k}: \Pi_{i:(i, k) \in \mathcal{E}} \mathcal{M}_{i k} \longrightarrow \Pi_{l:(k, l) \in \mathcal{E}} \mathcal{M}_{k l} \tag{2}
\end{equation*}
$$

The range of the encoding functions $\left\{\omega_{i}\right\}$ are restricted in size, as

$$
\begin{equation*}
\log \left|\mathcal{M}_{i j}\right| \leq C_{i j} \quad \forall i \in[1, N-1] \quad \text { and } \quad \forall j:(i, j) \in \mathcal{E} . \tag{3}
\end{equation*}
$$

Node $N$ needs to infer on the random variable $Y \in \mathcal{Y}$ using all incoming messages, i.e.,

$$
\begin{equation*}
\psi: \Pi_{i:(i, N) \in \mathcal{E}} \mathcal{M}_{i N} \longrightarrow \hat{y} . \tag{4}
\end{equation*}
$$

In this paper, we choose the reconstruction set $\hat{y}$ to be the set of distributions on $\boldsymbol{y}$, i.e., $\hat{y}=\mathcal{P}(\boldsymbol{y})$ and we measure discrepancies between true values of $Y \in \mathcal{Y}$ and their estimated fits in terms of average logarithmic loss, i.e., for $(y, \hat{P}) \in \boldsymbol{y} \times \mathcal{P}(\boldsymbol{y})$

$$
\begin{equation*}
d(y, \hat{P})=\log \frac{1}{\hat{P}(y)} \tag{5}
\end{equation*}
$$

As such, the performance of a distributed inference scheme $\left(\left(\omega_{j}\right)_{j \in \mathcal{J}},\left(\omega_{k}\right)_{k \in[1, N-1] / \mathcal{J}}, \psi\right)$ for which (3) is fulfilled is given by its achievable relevance given by

$$
\begin{equation*}
\Delta=H(Y)-\mathbb{E}[d(Y, \hat{Y})] \tag{6}
\end{equation*}
$$

which, for a discrete set $\mathcal{Y}$, is directly related to the error of misclassifying the variable $Y \in \mathcal{Y}$. It is imporant to note that $H(Y)$ is problem specific constant and as such the relavance given by (6) is simply a another form of the logarithmic loss.


Figure 2. Studied network inference model.
In practice, in a supervised setting, the mappings given by (1), (2) and (4) need to be learned from a set of training data samples $\left\{\left(x_{1, i}, \ldots, x_{J, i}, y_{i}\right)\right\}_{i=1}^{n}$. The data is distributed such that the samples $\mathbf{x}_{j}:=\left(x_{j, 1}, \ldots, x_{j, n}\right)$ are available at node $j$ for $j \in \mathcal{J}$ and the desired predictions $\mathbf{y}:=\left(y_{1}, \ldots, y_{n}\right)$ are available at the end decision node $N$. We parametrize the possibly stochastic mappings (1), (2) and (4) using NNs. This is depicted in Figure 3. We denote the parameters of the NNs that parameterize the encoding function at each node $i \in[1:(N-1)]$ with $\boldsymbol{\theta}_{i}$ and the parameters of the NN that parameterizes the decoding function at node $N$ with $\boldsymbol{\phi}$. Let $\boldsymbol{\theta}=\left[\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N-1}\right]$, we aim to find the parameters $\boldsymbol{\theta}, \boldsymbol{\phi}$ that maximize the relevance of the network, given the network constraints of (3). Given that the actual distribution is unknown and we only have access to a dataset, the loss function needs to strike a balance between its performance on the dataset, given by empirical estimate of the relevance, and the network's ability to perform well on samples outside the dataset.

The NNs at the various nodes are arbitrary and can be chosen independently-for instance, they need not be identical as in FL. It is only required that the following mild condition which, as will become clearer from what follows, facilitates the back-propagation be met. Specifically, for every $j \in \mathcal{J}$ and $x_{j} \in \mathcal{X}_{j}$, under the assumtion that all elements of $\mathcal{X}_{j}$ have the same dimension, it holds that

$$
\begin{align*}
& \text { Size of first layer of } \mathrm{NN}(j)= \\
& \text { Dimension }\left(x_{j}\right)+\sum_{i:(i, j) \in \mathcal{E}}(\text { Size of last layer of NN }(i)) . \tag{7}
\end{align*}
$$

Similarly, for $k \in[1: N] / \mathcal{J}$ we have

$$
\begin{align*}
& \text { Size of first layer of } \mathrm{NN}(k)= \\
& \qquad \sum_{i:(i, k) \in \mathcal{E}}(\text { Size of last layer of } \mathrm{NN}(i)) . \tag{8}
\end{align*}
$$

Remark 1. Conditions (7) and (8) were imposed only for the sake of ease of implementation of the training algorithm; the techniques present in this paper, including optimal trade-offs between relevance and complexity for the given topology, the associated loss function, the variational lower bound, how to parameterize it using NNs and so on, do not require (7) and (8) to hold. Alternative aggregation techniques, such as element-wise multiplication or element-wise averaging, can be
employed to combine the information received by each node, in replacement to concatenation. The impact of these aggregation techniques has been analyzed in [22].

(a)

(b)

Figure 3. In-network learning and inference using neural networks. (a) Training phase. (b) Inference phase.

## 3. Proposed Solution: In-Network Learning and Inference

For convenience, we first consider a specific setting of the model of network inference problem of Figure 3 in which $J=N-1$ and all the nodes that observe data are only connected to the end decision node, but not among them.

### 3.1. A Specific Model: Fusing of Inference

In this case, a possible suitable loss function was shown by [25] to be:

$$
\begin{align*}
& \mathcal{L}_{s}^{\mathrm{NN}}(n)=\frac{1}{n} \sum_{i=1}^{n} \log Q_{\phi_{\mathcal{J}}}\left(y_{i} \mid u_{1, i}, \ldots, u_{J, i}\right) \\
& \quad+\frac{s}{n} \sum_{i=1}^{n} \sum_{j=1}^{J}\left(\log Q_{\phi_{j}}\left(y_{i} \mid u_{j, i}\right)-\log \left(\frac{P_{\theta_{j}}\left(u_{j, i} \mid x_{j, i}\right)}{Q_{\varphi_{j}}\left(u_{j, i}\right)}\right)\right), \tag{9}
\end{align*}
$$

where $s$ is a Lagrange parameter and for $j \in \mathcal{J}$ the distributions $P_{\boldsymbol{\theta}_{j}}\left(u_{j} \mid x_{j}\right), Q_{\phi_{j}}\left(y \mid u_{j}\right)$, $Q_{\phi_{\mathcal{J}}}\left(y \mid u_{\mathcal{J}}\right)$ are variational ones whose parameters are determined by the chosen NNs using the re-parametrization trick of [30] and $Q_{\varphi_{j}}\left(u_{j}\right)$ are priors known to the encoders. For example, denoting by $f_{\boldsymbol{\theta}_{j}}$ the NN used at node $j \in \mathcal{J}$ whose (weight and bias) parameters are given by $\boldsymbol{\theta}_{j}$, for regression problems the conditional distribution $P_{\boldsymbol{\theta}_{j}}\left(u_{j} \mid x_{j}\right)$ can be chosen to be multivariate Gaussian, i.e., $P_{\boldsymbol{\theta}_{j}}\left(u_{j} \mid x_{j}\right)=\mathcal{N}\left(u_{j} ; \mu_{j}^{\theta}, \Sigma_{j}^{\theta}\right)$, where $\mu_{j}^{\theta}, \Sigma_{j}^{\theta}$ are outputs of $f_{\theta_{j}}\left(x_{j}\right)$. For discrete data, concrete variables (i.e., Gumbel-Softmax) can be used instead.

The rationale behind the choice of loss function (9) is that in the regime of large $n$, if the encoders and decoder are not restricted to use NNs under some conditions. The optimality is proved therein under the assumption that for every subset $\mathcal{S} \subseteq \mathcal{J}$, it holds that $X_{\mathcal{S}} \mapsto Y \mapsto X_{\mathcal{S}}$. The RHS of (10) is achievable for arbitrary distributions, however, regardless of such an assumption; the optimal stochastic mappings $P_{U_{j} \mid X_{j}}, P_{U}, P_{Y \mid U_{j}}$ and
$P_{Y \mid U_{\mathcal{J}}}$ are found by marginalizing the joint distribution that maximizes the following Lagrange cost function [25] (Proposition 2)

$$
\begin{equation*}
\mathcal{L}_{s}^{\text {optimal }}=-H\left(Y \mid U_{\mathcal{J}}\right)-s \sum_{j=1}^{J}\left[H\left(Y \mid U_{j}\right)+I\left(U_{j} ; X_{j}\right)\right] . \tag{10}
\end{equation*}
$$

where the maximization is over all joint distributions of the form $P_{Y} \prod_{j=1}^{J} P_{X_{j} \mid Y} \prod_{j=1}^{J} P_{U_{j} \mid X_{j}}$.

### 3.1.1. Inference Phase

During this phase node $j$ observes a new sample $x_{j}$. It uses its NN to output an encoded value $u_{j}$ which it sends to the decoder. After collecting $\left(u_{1}, \ldots, u_{J}\right)$ from all input NNs, node $(J+1)$ uses its NN to output an estimate of $Y$ in the form of soft output $Q_{\phi_{\mathcal{J}}}\left(Y \mid u_{1}, \ldots, u_{J}\right)$. The procedure is depicted in Figure 4b.

(a)

(b)

Figure 4. In-network learning for the network model for the case without hops. (a) Training phase. (b) Inference phase.

Remark 2. One can combine our proposed technique with an appropriate transmission scheme and channel coding. One possible suitable practical implementation in wireless settings can be obtained using Orthogonal Frequency-Division Multiple Access (OFDMA). That is, the J input nodes are allocated non-overlapping bandwidth segments and the output layers of the corresponding NNs are chosen accordingly. The encoding of the activation values can be performed, e.g., using entropy type coding [31].

### 3.1.2. Training Phase

During the forward pass, every node $j \in \mathcal{J}$ processes mini-batches of size, say, $b_{j}$ of its training data-set $\mathbf{x}_{j}$. Node $j \in \mathcal{J}$ then sends a vector, $\mathbf{u}_{j}$, whose elements are the activation values of the last layer of ( $\mathrm{NN} j$ ), see Figure 4a. Due to (8) the activation vectors are concatenated vertically at the input layer of $\mathrm{NN}(J+1)$. The forward pass continues on the $\mathrm{NN}(J+1)$ until the last layer of the latter. The parameters of $\mathrm{NN}(J+1)$ are updated
using standard backpropagation. Specifically, let $L_{J+1}$ denote the index of the last layer of $\mathrm{NN}(J+1)$. Additionally, let $\mathbf{w}_{J+1}^{[l]}, \mathbf{b}_{J+1}^{[l]}$ and $\mathbf{a}_{J+1}^{[l]}$ denote the weights, biases and activation values at layer $l \in\left[2: L_{J+1}\right]$ for the $\mathrm{NN}(J+1)$ and $\sigma$ is the activation function, respectively. Node $(J+1)$ computes the error vectors

$$
\begin{align*}
& \boldsymbol{\delta}_{J+1}^{\left[L_{J+1}\right]}=\nabla_{\mathbf{a}_{J+1}^{\left[L_{J+1}\right]}} \mathcal{L}_{s}^{N N}(b) \odot \sigma^{\prime}\left(\mathbf{w}_{J+1}^{\left[L_{J+1}\right]} \mathbf{a}_{J+1}^{\left[L_{(J+1)}-1\right]}+\mathbf{b}_{J+1}^{\left[L_{J+1}\right]}\right)  \tag{11a}\\
& \boldsymbol{\delta}_{J+1}^{[l]}=\left[\left(\mathbf{w}_{J+1}^{[l+1]}\right)^{T} \boldsymbol{\delta}_{J+1}^{[l+1]}\right] \odot \sigma^{\prime}\left(\mathbf{w}_{J+1}^{[l]} \mathbf{a}_{J+1}^{[l-1]}+\mathbf{b}_{J+1}^{[l]}\right) \forall l \in\left[2, L_{J+1}-1\right],  \tag{11b}\\
& \boldsymbol{\delta}_{J+1}^{[1]}=\left[\left(\mathbf{w}_{J+1}^{[2]}\right)^{T} \delta_{J+1}^{[2]}\right] \tag{11c}
\end{align*}
$$

and then updates its weight- and bias parameters as

$$
\begin{align*}
\mathbf{w}_{J+1}^{[l]} & \rightarrow \mathbf{w}_{J+1}^{[l]}-\eta \delta_{J+1}^{[l]}\left(\mathbf{a}_{J+1}^{[l-1]}\right)^{T}  \tag{12a}\\
\mathbf{b}_{J+1}^{[l]} & \rightarrow \mathbf{b}_{J+1}^{[l]}-\eta \delta_{J+1^{\prime}}^{[l]} \tag{12b}
\end{align*}
$$

where $\eta$ designates the learning parameter; for simplicity, $\eta$ and $\sigma$ are assumed here to be identical for all NNs.

Remark 3. It is important to note that for the computation of the RHS of (11a) node $(J+1)$, which knows $Q_{\phi_{\mathcal{J}}}\left(y_{i} \mid u_{1, i}, \ldots, u_{J, i}\right)$ and $Q_{\phi_{j}}\left(y_{i} \mid u_{j, i}\right)$ for all $i \in[1: n]$ and all $j \in \mathcal{J}$, only the derivative of $\mathcal{L}_{s}^{N N}(n)$ w.r.t. the activation vector $\mathbf{a}_{J+1}^{L_{J+1}}$ is required. For instance, node $(J+1)$ does not need to know any of the conditional variationals $P_{\boldsymbol{\theta}_{j}}\left(u_{j} \mid x_{j}\right)$ or the priors $Q_{\boldsymbol{\varphi}_{j}}\left(u_{j}\right)$.

The backward propagation of the error vector from node $(J+1)$ to the nodes $j$, $j \in\{1, \ldots, J\}$, is as follows. Node $(J+1)$ horizontally splits the error vector of its input layer into $J$ sub-vectors with sub-error vector $j$ having the same size as the dimension of the last layer of $\mathrm{NN} j$ [recall (8) and that the activation vectors are concatenated vertically during the forward pass]. See Figure 4a. The backward propagation then continues on each of the $J$ input NNs simultaneously, each of them essentially applying operations similar to (11) and (12).

Remark 4. Let $\delta_{J+1}^{[1]}(j)$ denote the sub-error vector sent back from node $(J+1)$ to node $j \in \mathcal{J}$. It is easy to see that, for every $j \in \mathcal{J}$,

$$
\begin{equation*}
\nabla_{\mathbf{a}_{j}} \mathcal{L}_{s}^{N N}\left(b_{j}\right)=\delta_{J+1}^{[1]}(j)-s \nabla_{\mathbf{a}_{j}}\left(\sum_{i=1}^{b} \log \left(\frac{P_{\boldsymbol{\theta}_{j}}\left(u_{j, i} \mid x_{j, i}\right)}{Q_{\boldsymbol{\varphi}_{j}}\left(u_{j, i}\right)}\right)\right) ; \tag{13}
\end{equation*}
$$

and this explains why node $j \in \mathcal{J}$ needs only the part $\delta_{J+1}^{[1]}(j)$, not the entire error vector at node $(J+1)$.

### 3.2. General Model: Fusion and Propagation of Inference

Consider now the general network inference model of Figure 2. Part of the difficulty of this problem is in finding a suitable loss function which can be optimized distributively via NNs that only have access to local data-sets each. The next theorem provides a bound on the achievable relevance (under some assumptions) for an arbitrary network topology $(\mathcal{E}, \mathcal{N})$. The result of Theorem 1 is asymptotic in the size of the training data-sets, while the inference problem is a one-shot problem. One-shot results for this problem can be
obtained, e.g., along the approach of [32]. For convenience, we define for $\mathcal{S} \subseteq[1, \ldots, N-1$ ] and non-negative $\left(C_{i j}:(i, j) \in \mathcal{E}\right)$ the quantity

$$
\begin{equation*}
C(\mathcal{S})=\sum_{(i, j): i \in \mathcal{S}, j \in \mathcal{S}^{c}} C_{i j} . \tag{14}
\end{equation*}
$$

Theorem 1. For the network inference model of Figure 2, in the regime of large data-sets the following relevance is achievable,

$$
\begin{equation*}
\Delta=\max I\left(U_{1}, \ldots, U_{j} ; Y\right) \tag{15}
\end{equation*}
$$

where the maximization is over joint measures of the form

$$
\begin{equation*}
P_{Q} P_{X_{1}, \ldots, X_{J}, Y} \prod_{j=1}^{J} P_{U_{j} \mid X_{j}, Q} \tag{16}
\end{equation*}
$$

for which there exist non-negative $R_{1}, \ldots, R_{J}$ that satisfy

$$
\begin{aligned}
& \sum_{j \in \mathcal{S}} R_{j} \geq I\left(U_{\mathcal{S}} ; X_{\mathcal{S}} \mid U_{\mathcal{S}^{c}}, Q\right), \quad \text { for all } \quad \mathcal{S} \subseteq \mathcal{J} \\
& \sum_{j \in \mathcal{S} \cap \mathcal{J}} R_{j} \leq C(\mathcal{S}) \quad \text { for all } \quad \mathcal{S} \subseteq[1: N-1] \quad \text { with } \quad \mathcal{S} \cap \mathcal{J} \neq \emptyset
\end{aligned}
$$

Proof. The proof of Theorem 1 appears in Appendix A. An outline is as follows. The result is achieved using a separate compression-transmission-estimation scheme in which the observations ( $\mathbf{x}_{1}, \ldots, \mathbf{x}_{J}$ ) are first compressed distributively using Berger-Tung coding [33] into representations $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{J}\right)$ and then the bin indices are transmitted as independent messages over the network $\mathcal{G}$ using linear-network coding [34] (Section 15.5). The decision node $N$ first recovers the representation codewords $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{J}\right)$ and then produces an estimate of the label $\mathbf{y}$. The scheme is illustrated in Figure 5.

(a)

(b)

Figure 5. Block diagram of the separate compression-transmission-estimation scheme of Theorem 1. (a) Compression using Berger-Tung coding. (b) Transmission of the bin indices using linear coding.

Part of the utility of the loss function of Theorem 1 is in that it accounts explicitly for the network topology for inference fusion and propagation. In addition, although as seen from its proof the setting of Theorem 1 assumes knowledge of the joint distribution of the tuple $\left(X_{1}, \ldots, X_{J}, Y\right)$, the result can be used to train, distributively, NNs from a set of available date-sets. To do so, we first derive a Lagrangian function, from Theorem 1, which can be used as an objective function to find the desired set of encoders and decoder. Afterwards, we use a variational approximation to avoid the computation of marginal distributions, which can be costly in practice. Finally, we parameterize the distributions suing NNs. For a given network topology in essence, the approach generalizes that of Section 3.1 to more general networks that involve hops. For simplicity, in what follows, this is illustrated for the example architecture of Figure 6. While the example is simple, it showcases the important aspect of any such topology, the fusion of the data at an intermediary nodes, i.e., a hop. Firstly, we leverage Theorem 1 to establish a feasible trade-off between the performance of the network illustrated in Figure 6, quantified by its relevance, and the quantity of information that must be communicated between the nodes. Subsequently, employing the aforementioned approach, we derive a loss function tailored for the scenarios where the nodes are equipped with neural networks, as depicted in Figure 7.


Figure 6. An example in-network learning with inference fusion and propogation.
Setting $\mathcal{N}=\{1,2,3,4,5\}$ and $\mathcal{E}=\{(3,4),(2,4),(4,5),(1,5)\}$ in Theorem 1, we obtain that

$$
\begin{equation*}
\Delta=\max I\left(U_{1}, U_{2}, U_{3} ; Y\right) \tag{17}
\end{equation*}
$$

where the maximization is over joint measures of the form

$$
\begin{equation*}
P_{Q} P_{X_{1}, X_{2}, X_{3}, \gamma} P_{U_{1} \mid X_{1}, Q} P_{U_{2} \mid X_{2}, Q} P_{U_{3} \mid X_{3}, Q} \tag{18}
\end{equation*}
$$

for which the following holds for some $R_{1} \geq 0, R_{2} \geq 2$ and $R_{3} \geq 0$ :

$$
\begin{align*}
& C_{15} \geq R_{1}, C_{24} \geq R_{2}, C_{34} \geq R_{3}, C_{45} \geq R_{2}+R_{3}  \tag{19a}\\
& R_{1} \geq I\left(U_{1} ; X_{1} \mid U_{2}, U_{3}, Q\right)  \tag{19b}\\
& R_{2} \geq I\left(U_{2} ; X_{2} \mid U_{1}, U_{3}, Q\right)  \tag{19c}\\
& R_{3} \geq I\left(U_{3} ; X_{3} \mid U_{1}, U_{2}, Q\right)  \tag{19d}\\
& R_{3}+R_{2} \geq I\left(X_{2}, X_{3} ; U_{2}, U_{3} \mid U_{1}, Q\right),  \tag{19e}\\
& R_{3}+R_{1} \geq I\left(X_{1}, X_{3} ; U_{1}, U_{3} \mid U_{2}, Q\right)  \tag{19f}\\
& R_{2}+R_{1} \geq I\left(X_{1}, X_{2} ; U_{1}, U_{2} \mid U_{3}, Q\right),  \tag{19~g}\\
& R_{2}+R_{1}+R_{3} \geq I\left(X_{1}, X_{2}, X_{3} ; U_{1}, U_{2}, U_{3} \mid Q\right) . \tag{19h}
\end{align*}
$$

Let $C_{\text {sum }}=C_{15}+C_{24}+C_{34}+C_{45}$; consider the region of all pairs $\left(\Delta, C_{\text {sum }}\right) \in \mathbb{R}_{+}^{2}$ for which the relevance level $\Delta$ as given by the RHS of (17) is achievable for some $C_{15} \geq 0, C_{24} \geq 0$, $C_{34} \geq 0$ and $C_{45} \geq 0$ such that $C_{\text {sum }}=C_{15}+C_{24}+C_{34}+C_{45}$. Hereafter, we denote such
region as $\mathcal{R} \mathcal{I}_{\text {sum }}$. Applying Fourier-Motzkin elimination on the region defined by (17) and (19), we obtain that the region $\mathcal{R} I_{\text {sum }}$ is given by the union of pairs $\left(\Delta, C_{\text {sum }}\right) \in \mathbb{R}_{+}^{2}$ for which (the time sharing random variable is set to a constant for simplicity)

$$
\begin{align*}
\Delta & \leq I\left(Y ; U_{1}, U_{2}, U_{3}\right)  \tag{20a}\\
C_{\text {sum }} & \geq I\left(X_{1}, X_{2}, X_{3} ; U_{1}, U_{2}, U_{3}\right)+I\left(X_{2}, X_{3} ; U_{2}, U_{3} \mid U_{1}\right) \tag{20b}
\end{align*}
$$

for some measure of the form

$$
\begin{equation*}
P_{Y} P_{X_{1}, X_{2}, X_{3} \mid Y} P_{U_{1} \mid X_{1}} P_{U_{2} \mid X_{2}} P_{U_{3} \mid X_{3}} . \tag{21}
\end{equation*}
$$

The next proposition gives a useful parameterization of the region $\mathcal{R} I_{\text {sum }}$ as described by (20) and (21).


Figure 7. Forward and backward passes for the inference problem of Figure 6. (a) Training phase. (b) Inference phase.

Proposition 1. For every pair $\left(\Delta, C_{\text {sum }}\right)$ that lies on the boundary of the region described by (20) and (21) there exists $s \geq 0$ such that $\left(\Delta, C_{\text {sum }}\right)=\left(\Delta_{s}, C_{s}\right)$, with

$$
\begin{align*}
& \Delta_{s}=H(Y)+\max _{\mathbf{P}} \mathcal{L}_{s}(\mathbf{P})+s C_{s}  \tag{22a}\\
& C_{s}=I\left(X_{1}, X_{2}, X_{3} ; U_{1}^{*}, U_{2}^{*}, U_{3}^{*}\right)+I\left(X_{2}, X_{3} ; U_{2}^{*}, U_{3}^{*} \mid U_{1}^{*}\right), \tag{22b}
\end{align*}
$$

and $\mathbf{P}^{*}$ is the set of pmfs $\mathbf{P}:=\left\{P_{U_{1} \mid X_{1}}, P_{U_{2} \mid X_{2}}, P_{U_{3} \mid X_{3}}\right\}$ that maximize the cost function

$$
\mathcal{L}_{s}(\mathbf{P}):=-H\left(Y \mid U_{1}, U_{2}, U_{3}\right)-s I\left(X_{1}, X_{2}, X_{3} ; U_{1}, U_{2}, U_{3}\right)
$$

$$
\begin{equation*}
-s I\left(X_{2}, X_{3} ; U_{2}, U_{3} \mid U_{1}\right) \tag{23}
\end{equation*}
$$

Proof. See Appendix B.
In accordance with the studied example network inference problem shown in Figure 6, let a random variable $U_{4}$ be such that $U_{4} \rightarrow\left(U_{2}, U_{3}\right) \mapsto\left(X_{1}, X_{2}, X_{3}, Y, U_{1}\right)$. That is, the joint distribution factorizes as

$$
\begin{equation*}
P_{X_{1}, X_{2}, X_{3}, Y, U_{1}, U_{2}, U_{3}, U_{4}}=P_{X_{1}, X_{2}, X_{3}, Y} P_{U_{1} \mid X_{1}} P_{U_{2} \mid X_{2}} P_{U_{3} \mid X_{3}} P_{U_{4} \mid U_{2}, U_{3}} \tag{24}
\end{equation*}
$$

Let for given $s \geq 0$ and conditional $P_{U_{4} \mid U_{2}, U_{3}}$ the Lagrange term

$$
\begin{align*}
\mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}, P_{U_{4} \mid U_{2}, U_{3}}\right)= & -H\left(Y \mid U_{1}, U_{4}\right)-s I\left(X_{1} ; U_{1}\right)-2 s I\left(X_{2} ; U_{2}\right) \\
& -2 s\left[I\left(X_{3} ; U_{3}\right)-I\left(U_{2} ; U_{1}\right)-I\left(U_{3} ; U_{1}, U_{2}\right)\right] . \tag{25}
\end{align*}
$$

The following lemma shows that $\mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}, P_{U_{4} \mid U_{2}, U_{3}}\right)$ lower bounds $\mathcal{L}_{S}(\mathbf{P})$ as given by (23).
Lemma 1. For every $s \geq 0$ and joint measure that factorizes as (24), we have

$$
\begin{equation*}
\mathcal{L}_{s}(\mathbf{P}) \geq \mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}, P_{U_{4} \mid U_{2}, U_{3}}\right) \tag{26}
\end{equation*}
$$

Proof. See Appendix C.
For convenience let $\mathbf{P}_{+}:=\left\{P_{U_{1} \mid X_{1}}, P_{U_{2} \mid X_{2}}, P_{U_{3} \mid X_{3}}, P_{U_{4} \mid U_{2}, U_{3}}\right\}$. The optimization of (25) generally requires the computation of marginal distributions, which can be costly in practice. Hereafter, we derive a variational lower bound on $\mathcal{L}_{s}^{\text {low }}$ with respect to some arbitrary (variational) distributions. Specifically, let

$$
\begin{equation*}
\mathbf{Q}:=\left\{Q_{Y \mid U_{1}, U_{4}}, Q_{U_{3}}, Q_{U_{2}}, Q_{u_{1}}\right\} \tag{27}
\end{equation*}
$$

where $Q_{Y \mid U_{1}, U_{4}}$ represents variational (possibly stochastic) decoders and $Q_{u_{3}}, Q u_{2}$ and $Q u_{1}$ represent priors. Additionally, let

$$
\begin{align*}
\mathcal{L}_{s}^{\text {v-low }}\left(\mathbf{P}_{+}, \mathbf{Q}\right):= & \mathbb{E}\left[\log Q_{Y \mid U_{1}, U_{4}}\left(Y \mid U_{1}, U_{4}\right)\right]-s D_{K L}\left(P_{U_{1} \mid X_{1}} \| Q_{U_{1}}\right) \\
& -2 s D_{\mathrm{KL}}\left(P_{U_{2} \mid X_{2}} \| Q_{U_{2}}\right)-2 s D_{\mathrm{KL}}\left(P_{U_{3} \mid X_{3}} \| Q_{U_{3}}\right) \tag{28}
\end{align*}
$$

The following lemma, the proof of which is essentially similar to that of [25] (Lemma 1), shows that for every $s \geq 0$, the cost function $\mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}, P_{U_{4} \mid U_{2}, U_{3}}\right)$ is lower-bounded by $\mathcal{L}_{s}^{\mathrm{v} \text {-low }}\left(\mathbf{P}_{+}, \mathbf{Q}\right)$ as given by (28).

Lemma 2. For fixed $\mathbf{P}_{+}$, we have

$$
\begin{equation*}
\mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}_{+}\right) \geq \mathcal{L}_{s}^{v-l o w}\left(\mathbf{P}_{+}, \mathbf{Q}\right) \tag{29}
\end{equation*}
$$

for all $p m f s \mathbf{Q}$, with equality when:

$$
\begin{align*}
Q_{Y \mid U_{1}, U_{4}} & =P_{Y \mid U_{1}, U_{4}}  \tag{30}\\
Q_{U_{3}} & =P_{U_{3} \mid U_{2}, U_{1}}  \tag{31}\\
Q_{U_{2}} & =P_{U_{2} \mid U_{1}}  \tag{32}\\
Q_{U_{1}} & =P_{U_{1}} \tag{33}
\end{align*}
$$

where $P_{Y \mid U_{1}, U_{4}}, P_{U_{3} \mid U_{2}, U_{1}}, P_{U_{2} \mid U_{1}}, P_{U_{1}}$ are calculated using (24).

Proof. See Appendix D.
From the above, we get that

$$
\begin{equation*}
\max _{\mathbf{P}_{+}} \mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}_{+}\right)=\max _{\mathbf{P}_{+}} \max _{\mathbf{Q}} \mathcal{L}_{s}^{\text {v-low }}\left(\mathbf{P}_{+}, \mathbf{Q}\right) . \tag{34}
\end{equation*}
$$

Since, as described in Section 2, the distribution of the data is not known, but only a set of samples is available $\left\{\left(x_{1, i}, \ldots, x_{J, i}, y_{i}\right)\right\}_{i=1}^{n}$, we restrict the optimization of (28) to the family of distributions that can be parameterized by NNs. Thus, we obtain the following loss function which can be optimized empirically, in a distributed manner, using gradient based techniques,

$$
\begin{align*}
\mathcal{L}_{s}^{\mathrm{NN}}(n) & :=\frac{1}{n} \sum_{i=1}^{n}\left[\log Q_{\phi_{5}}\left(y_{i} \mid u_{1, i}, u_{4, i}\right)-s \log \left(\frac{P_{\theta_{1}}\left(u_{1, i} \mid x_{1, i}\right)}{Q_{\varphi_{1}}\left(u_{1, i}\right)}\right)\right] \\
& -\frac{2 s}{n} \sum_{i=1}^{n}\left[\log \left(\frac{P_{\theta_{2}}\left(u_{2, i} \mid x_{2, i}\right)}{Q_{\varphi_{2}}\left(u_{2, i}\right)}\right)+\log \left(\frac{P_{\theta_{3}}\left(u_{3, i} \mid x_{3, i}\right)}{Q_{\varphi_{3}}\left(u_{3, i}\right)}\right)\right], \tag{35}
\end{align*}
$$

with $s$ stands for a Lagrange multiplier and the distributions $Q_{\phi_{5}}, P_{\theta_{4}}, P_{\theta_{3}}, P_{\theta_{2}}, P_{\theta_{1}}$ are variational ones whose parameters are determined by the chosen NNs using the reparametrization trick of [30] and $\left\{Q_{\varphi_{i}}: i \in\{1,2,3\}\right\}$ are priors known to the encoders. The parameterization of the distributions with NNs is performed similarly to that for the setting of Section 3.1.

### 3.2.1. Inference Phase

During this phase, nodes 1,2 and 3 each observe (or measure) a new sample. Let $x_{1}$ be the sample observed by node 1 and $x_{2}$ and $x_{3}$ those observed by node 2 and node 3 , respectively. Node 1 processes $x_{1}$ using its NN and sends an encoded value $u_{1}$ to node 5 and so do nodes 2 and 3 towards node 4 . Upon receiving $u_{2}$ and $u_{3}$ from nodes 2 and 3, node 4 concatenates them vertically and processes the obtained vector using its NN. The output $u_{4}$ is then sent to node 5 . The latter performs similar operations on the activation values $u_{1}$ and $u_{4}$ and outputs an estimate of the label $y$ in the form of a soft output $Q_{\phi_{5}}\left(y \mid u_{1}, u_{4}\right)$.

### 3.2.2. Training Phase

During the forward pass, every node $j \in\{1,2,3\}$ processes mini-batches of size, $b_{j}$ of its training data set $\mathbf{x}_{j}$. Nodes 2 and 3 send their vector formed of the activation values of the last layer of their NNs to node 4. Because the sizes of the last layers of the NNs of nodes 2 and 3 are chosen according to (8) the sent activation vectors are concatenated vertically at the input layer of NN 4. The forward pass continues on the NN at node 4 until its last layer. Next, nodes 1 and 4 send the activation values of their last layers to node 5. Again, as the sizes of the last layers of the NNs of nodes 1 and 4 satisfy (8) the sent activation vectors are concatenated vertically at the input layer of NN 5 and the forward pass continues until the last layer of NN 5.

During the backward pass, each of the NNs updates its parameters according to (11) and (12). Node 5 is the first to apply the back propagation procedure in order update the parameters of its NN. It applies (11) and (12) sequentially, starting from its last layer.

Remark 5. It is important to note that, similar to the setting of Section III-A, for the computation of the RHS of (11a) for node 5 , only the derivative of $\mathcal{L}_{s}^{N N}(n)$ w.r.t. the activation vector $\mathbf{a}_{5}^{L_{5}}$ is required, which depends only on $Q_{\phi_{5}}\left(y_{i} \mid u_{1, i}, u_{4, i}\right)$. The distributions are known to node 5 given only $u_{1, i}$ and $u_{4, i}$.

The error propagates back until it reaches the first layer of the NN of node 5. Node 5 then splits horizontally the error vector of its input layer into 2 sub-vectors with the top sub-error vector having as size that of the last layer of the NN of node 1 and the bottom sub-error vector having as size that of the last layer of the NN of node 4-see Figure 7a. Similarly, the two nodes 1 and 4 continue the backward propagation at their turns simultaneously. Node 4 then splits horizontally the error vector of its input layer into 2 sub-vectors with the top sub-error vector having as size that of the last layer of the NN of node 2 and the bottom sub-error vector having as size that of the last layer of the NN of node 3. Finally, the backward propagation continues on the NNs of nodes 2 and 3. The entire process continues until convergence.

Remark 6. Let $\boldsymbol{\delta}_{J}^{[1]}(j)$ denote the sub-error vector sent back from node J to node $j$. It is easy to see that, for every $j \in \mathcal{J}$,

$$
\begin{aligned}
& \nabla_{\mathbf{a}_{4}^{[L]}} \mathcal{L}_{s}^{N N}(b)=\delta_{5}^{[1]}(4), \\
& \nabla_{\mathbf{a}_{3}^{[L]}} \mathcal{L}_{s}^{N N}(b)=\delta_{4}^{[1]}(3)-2 s \nabla_{\mathbf{a}_{3}^{[L]}}\left[\frac{1}{b} \sum_{i=1}^{b}\left[\log \left(\frac{P_{\theta_{3}}\left(u_{3, i} \mid x_{3, i}\right)}{Q_{\varphi_{3}}\left(u_{3, i}\right)}\right)\right]\right], \\
& \nabla_{\mathbf{a}_{2}^{[L]}} \mathcal{L}_{s}^{N N}(b)=\delta_{4}^{[1]}(2)-2 s \nabla_{\mathbf{a}_{2}^{[L]}}\left[\frac{1}{b} \sum_{i=1}^{b}\left[\log \left(\frac{P_{\theta_{2}}\left(u_{2, i} \mid x_{2, i}\right)}{Q_{\varphi_{2}}\left(u_{2, i}\right)}\right)\right]\right], \\
& \nabla_{\mathbf{a}_{1}^{[L]}} \mathcal{L}_{s}^{N N}(b)=\delta_{5}^{[1]}(1)-s \nabla_{\mathbf{a}_{1}^{[L]}}\left[\frac{1}{b} \sum_{i=1}^{b}\left[\log \left(\frac{P_{\theta_{1}}\left(u_{1, i} \mid x_{1, i}\right)}{Q_{\varphi_{1}}\left(u_{1, i}\right)}\right)\right]\right],
\end{aligned}
$$

and this explains why, for back propagation, nodes 1,2,3, 4 need only part of the error vector at the node they are connected to.

### 3.3. Bandwidth Requirements

In this section, we study the bandwidth requirements of our in-network learning. Let $q$ denote the size of the entire data set (each input node has a local dataset of size $\frac{q}{J}$ ), $p=L_{J+1}$ the size of the input layer of $\mathrm{NN}(J+1)$ and $s$ the size in bits of a parameter. Since as per (8), the output of the last layers of the input NNs are concatenated at the input of $\mathrm{NN}(J+1)$ whose size is $p$, and each activation value is $s$ bits, one then needs $\frac{2 s p}{J}$ bits for each data point-the factor 2 accounts for both the forward and backward passes and so, for an epoch, our in-network learning requires $\frac{2 p q s}{!}$ bits.

Note that the bandwidth requirement of in-network learning does not depend on the sizes of the NNs used at the various nodes, but does depend on the size of the dataset. For comparison, notice that with FL one would require $2 N J s$, where $N$ designates the number of (weight- and bias) parameters of a NN at one node. For the SL of [21], assuming for simplicity that the NNs $j=1, \ldots, J$ all have the same size $\eta N$, where $\eta \in[0,1]$, SL requires $(2 p q+\eta N J) s$ bits for an entire epoch.

The bandwidth requirements of the three schemes are summarized and compared in Table 1 for two popular NNs architectures, VGG16 ( $N=138,344,128$ parameters) and ResNet50 ( $N=25,636,712$ parameters) and two example datsets, $q=50,000$ data points and $q=500,000$ data points. The numerical values are set as $J=500, p=25,088$ and $\eta=0.88$ for ResNet50 and 0.11 for VGG16.

Compared to FL and SL, INL has an advantage in that all nodes work jointly also during inference to make a prediction, not just during the training phase. As a consequence nodes only need to exchange latent representations, not model parameters, during training.

Table 1. Comparison of bandwidth requirements.

|  | Federated Learning | Split Learning | In-Network Learning |
| :---: | :---: | :---: | :---: |
| Bandwidth requirement | $2 N J s$ | $(2 p q+\eta N J) s$ | $\frac{2 p q s}{J}$ |
| VGG 16 <br> 50,000 data points | 4427 Gbits | 324 Gbits | 0.16 Gbits |
| ResNet 50 <br> 50,000 data points | 820 Gbits | 441 Gbits | 0.16 Gbits |
| VGG 16 <br> 500,000 data points | 4427 Gbits | 1046 Gbits | 1.6 Gbits |
| ResNet 50 <br> 500,000 data points | 820 Gbits | 1164 Gbits | 1.6 Gbits |

## 4. Experimental Results

We perform two series of experiments for which we compare the performance of our INL with those of FL and SL. The dataset used is the CIFAR-10 and there are five client nodes. In the first experiment, the three techniques are implemented in such a way such that during the inference phase the same NN is used to make the predictions. In the second experiment, the aim is to implement each of the techniques such that the data is spread in the same manner across the five client nodes for each of the techniques.

### 4.1. Experiment 1

In this setup, we create five sets of noisy versions of the images of CIFAR-10. To this end, the CIFAR images are first normalized, and then corrupted by additive Gaussian noise with standard deviation set respectively to $0.4,1,2,3,4$. For our INL each of the five input NNs is trained on a different noisy version of the same image. Each NN uses a variation of the VGG network of [35], with the categorical cross-entropy as the loss function, L2 regularization, and Dropout and BatchNormalization layers. Node $(J+1)$ uses two dense layers. The architecture is shown in Figure 8. In the experiments, all five (noisy) versions of every CIFAR-10 image are processed simultaneously, each by a different NN at a distinct node, through a series of convolutional layers. The outputs are then concatenated and then passed through a series of dense layers at node $(J+1)$.


Figure 8. Network architecture. Conv stands for a convolutional layer, $F c$ stand for a fully connected layer.

For FL, each of the five client nodes is equipped with the entire network of Figure 8. The dataset is split into five sets of equal sizes and the split is now performed such that all five noisy versions of a same CIFAR-10 image are presented to the same client NN (distinct clients observe different images, however). For SL of [21], each input node is equipped with an NN formed by all fives branches with convolutional networks (i.e., all the network of

Figure 8, except the part at Node $(J+1)$ ) and node $(J+1)$ is equipped with fully connected layers at Node $(J+1)$ in Figure 8. Here, the processing during training is such that each input NN concatenates vertically the outputs of all convolutional layers and then passes that to node $(J+1)$, which then propagates back the error vector. After one epoch at one NN, the learned weights are passed to the next client, which performs the same operations on its part of the dataset.

The model depicted in Figure 8, which utilizes convolutional layers with a filter size of $3 \times 3$, comprises of approximately seventy-four million parameters, with $99.5 \%$ of these parameters constituting the encoding parts of the neural network. Table 2 presents the bandwidth requirements per epoch for the three techniques, considering the variation of the CIFAR-10 dataset used in the experiment, as well as the scenario where a dataset with ten times the amount of data is employed. It is observed that increasing the data size results in higher bandwidth requirements for both SL and INL, whereas the bandwidth requirements for FL remain unaffected.

Table 2. Experiment 1 bandwidth requirements of INL, FL and SL.

|  | Federated Learning | Split Learning | In-Network Learning |
| :---: | :---: | :---: | :---: |
| Bandwidth requirement | $2 N J s$ | $(2 p q+\eta N J) s$ | $\frac{2 p q s}{J}$ |
| 250,000 data points | 2.96 GB | 2.5 GB | 0.2 GB |
| $2,500,000$ data points | 2.96 GB | 11.71 GB | 2.05 GB |

Figure 9a depicts the evolution of the classification accuracy on CIFAR-10 as a function of the number of training epochs, for the three schemes. As visible from the figure, the convergence of FL is relatively slower comparatively. The final result is also less accurate. Figure $9 b$ shows the amount of data needed to be exchanged among the nodes (i.e., bandwidth resources) in order to get a prescribed value of classification accuracy. Observe that both our INL and SL require significantly less data exchange than FL and our INL is better than SL especially for small values of bandwidth. This experiment showcases that the INL framework can save bandwidth, compared to SL and FL, when training large models by exchanging latent representations as opposed to model parameters. This is particularly relevant as some works argue to overparametrizing models can result in better model performance [36].

(a)

Figure 9. Cont.

(b)

Figure 9. Comparison of INL, FL and SL—Experiment 1. (a) Accuracy vs. \# of epochs. (b) Accuracy vs. bandwidth cost.

### 4.2. Experiment 2

In Experiment 1, the entire training dataset was partitioned differently for INL, FL and SL (in order to account for the particularities of the three). In this second experiment, they are all trained on the same data. Specifically, each client NN sees all CIFAR-10 images during training and its local dataset differs from those seen by other NNs only by the amount of added Gaussian noise (standard deviation chosen as $0.4,1,2,3,4$, respectively). Additionally, for the sake of a fair comparison between INL, FL and SL the nodes are set to utilize fairly the same NNs for the three of them (see, Figure 10).
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Figure 10. Used NN architecture for FL in Experiment 2.
The model shown in Figure 10, for convolutional layers with filter of size $3 \times 3$, has approximately fifteen million parameters, with $97.6 \%$ of the parameters forming the decoding part of the network. Table 3 shows the bandwidth requierments for the three techniques per epoch for the variation of the CIFAR-10 dataset used in the experiment as well as for the case in which another dataset would be used that had ten times the amount of data. It is observed that increasing the data size results in higher bandwidth requirements for both SL and INL, whereas the bandwidth requirements for FL remain unaffected.

Table 3. Experiment 2 bandwidth requirements of INL, FL and SL.

|  | Federated Learning | Split Learning | In-Network Learning |
| :---: | :---: | :---: | :---: |
| Bandwidth requirement | $2 N J s$ | $(2 p q+\eta N J) s$ | $\frac{2 p q s}{J}$ |
| 250,000 data points | 0.6 GB | 1.32 GB | 0.2 GB |
| $2,500,000$ data points | 0.6 GB | 10.53 GB | 2.05 GB |

Figure 11b shows the performance of the three schemes during the inference phase in this case (for FL the inference is performed on an image which has average quality of the five noisy input images for INL and SL). Again, observe the benefits of INL over FL
and SL in terms of both achieved accuracy and bandwidth requirements. This experiment showacases INL's ability to make use of the correlations between the data observed by the different nodes, thus resulting in better network performance.


Figure 11. Comparison of INL, FL and SL—Experiment 2. (a) Accuracy vs. \# of epochs. (b) Accuracy vs. bandwidth cost.

## 5. Conclusions

In this paper, our focus is on addressing the problem of distributed training and inference. We introduce INL, a novel framework which enables multiple nodes to collaboratively train a model that can be utilized in a distributed manner during the inference phase. Unlike existing works on distributed estimation and detection, our framework does not require prior knowledge of the data distribution; instead, it only necessitates access to a set of training samples. Furthermore, while other approaches to distributed training, such as FL and SL, assume local decision-making during the inference phase, we consider a scenario where the nodes observe data associated with the same event, thus enabling a joint decision that can lead to improved accuracy. The proposed INL algorithm offers a loss function derived through theoretical analysis, aiming to achieve the best trade-off between prediction accuracy, measured by logarithmic loss, and the amount of information exchanged among the nodes in the communication network.
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## Appendix A. Proof of Theorem 1

The proof of Theorem 1 is based on a scheme in which the observations $\left\{\mathbf{x}_{j}\right\}_{j \in \mathcal{J}}$ are compressed distributively using Berger-Tung coding [33], then, the compression bin indices are transmitted as independent messages over the network $\mathcal{G}$ using linear-network coding [34] (Section 15.4). The decision node $N$ first decompresses the compression codewords and then uses them to produce an estimate $\hat{Y}$ of $Y$. In what follows, for simplicity we set the time-sharing random variable to be a constant, i.e., $Q=\emptyset$. Let $0<\epsilon^{\prime \prime}<\epsilon^{\prime}<\epsilon$.

## Appendix A.1. Codebook Generation

Fix a joint distribution $P_{X_{1}, \ldots, X_{J}, Y, U_{1}, \ldots, U_{J}}$ that factorizes as given by (16). Additionally, let $D=H\left(Y \mid U_{1}, \ldots, U_{J}\right)$, for $\left(u_{1}, \ldots, u_{J}\right) \in \mathcal{U}_{1} \times \ldots \times \mathcal{U}_{J}$, the reconstruction function $\hat{y}\left(\cdot \mid u_{1}, \ldots, u_{J}\right) \in \mathcal{P}(\boldsymbol{y})$ such that $\mathbb{E}[d(Y, \hat{Y})] \leq \frac{D}{1+\epsilon}$, where $d: \boldsymbol{y} \times \mathcal{P}(\boldsymbol{y}) \longrightarrow \mathbb{R}_{+}$is the distortion measure given by (5). For every $j \in \mathcal{J}$, let $\tilde{R}_{j} \geq R_{j}$. In addition, randomly and independently generate $2^{n \tilde{R}_{j}}$ sequences $u_{j}^{n}\left(l_{j}\right), l_{j} \in\left[1: 2^{n \tilde{R}_{j}}\right]$, each according to $\prod_{i=1}^{n} p_{U_{j}}\left(u_{j i}\right)$. Partition the set of indices $l_{j} \in 2^{n \tilde{R}_{j}}$ into equal size bins $B_{j}\left(m_{j}\right)=\left[\left(m_{j}-1\right) 2^{n \tilde{R}_{j}-R_{j}}: m_{j} 2^{n \tilde{R}_{j}-R_{j}}\right]$, $m_{j} \in\left[1: 2^{n R_{j}}\right]$. The codebook is revealed to all source nodes $j \in \mathcal{J}$ as well as to the decision node $N$, but not to the intermediary nodes.

## Appendix A.2. Compression of the Observations

Node $j \in \mathcal{J}$ observes $x_{j}^{n}$ and finds an index $l_{j} \in\left[1: 2^{n \tilde{R}_{j}}\right]$ such that $\left(x_{j}^{n}, u_{j}^{n}\left(l_{j}\right)\right) \in \mathcal{T}_{\epsilon^{\prime \prime}}^{(n)}$. If there is more than one index the node selects one at random. If there is no such index, it selects one at random from $\left[1: 2^{n \tilde{R}_{j}}\right]$. Let $m_{j}$ be the index of the bin that contains the selected $l_{j}$, i.e., $l_{j} \in \mathcal{B}_{j}\left(m_{j}\right)$.

## Appendix A.3. Transmission of the Compression Indices over the Graph Network

In order to transmit the bins indices $\left(M_{1}, \ldots, M_{J}\right) \in\left[1: 2^{n R_{1}}\right] \times \ldots \times\left[1: 2^{n R_{J}}\right]$ to the decision node $N$ over the graph network $\mathcal{G}=(\mathcal{E}, \mathcal{N}, \mathcal{C})$, they are encoded as if they were independent-messages using the linear network coding scheme of [34] (Theorem 15.5) and then transmitted over the network. The transmission of the multimessage $\left(M_{1}, \ldots, M_{J}\right) \in[1:$ $\left.2^{n R_{1}}\right] \times \ldots \times\left[1: 2^{n R_{J}}\right]$ to the decision node $N$ is without error as long as for all $\mathcal{S} \subseteq[1: N-1]$ we have

$$
\begin{equation*}
\sum_{j \in \mathcal{S} \cap \mathcal{J}} R_{j} \leq C(\mathcal{S}) \tag{A1}
\end{equation*}
$$

where $C(\mathcal{S})$ is defined by (14).

## Appendix A.4. Decompression and Estimation

The decision node $N$ first looks for the unique tuple $\left(\hat{l}_{1}, \ldots, \hat{l}_{J}\right) \in \mathcal{B}_{1}\left(m_{1}\right) \times \ldots \times \mathcal{B}_{J}\left(m_{J}\right)$ such that $\left(u_{1}^{n}\left(\hat{l}_{1}\right), \ldots, u_{J}^{n}\left(\hat{l}_{J}\right)\right) \in \mathcal{T}_{\epsilon}^{(n)}$. With high probability, Node $N$ finds such a unique tuple as long as $n$ is large and for all $\mathcal{S} \subseteq \mathcal{J}$ it holds that [33] (see also [34] (Theorem 12.1))

$$
\begin{equation*}
\sum_{j \in \mathcal{S}} R_{j} \geq I\left(U_{\mathcal{S}} ; X_{\mathcal{S}} \mid U_{\mathcal{S}^{c}}\right) . \tag{A2}
\end{equation*}
$$

The decision node $N$ then produces an estimate $\hat{y}^{n}$ of $y^{n}$ as $\hat{y}\left(u_{1}^{n}\left(\hat{l}_{1}\right), \ldots, u_{J}^{n}\left(\hat{l}_{J}\right)\right)$. It can be shown easily that the per-sample relevance level achieved using the described scheme is $\Delta=I\left(U_{1}, \ldots, U_{j} ; Y\right)$ and this completes the proof of Theorem 1.

## Appendix B. Proof of Proposition 1

For $C_{s u m} \geq 0$ fix $s \geq 0$ such that $C_{s}=C_{\text {sum }}$ and let $\mathbf{P}^{*}=\left\{P_{U_{1}^{*} \mid X_{1}}, P_{U_{2}^{*} \mid X_{2}}, P_{U_{3}^{*} \mid X_{3}}\right\}$ be the solution to (23) for the given $s$. By making the substitution in (22):

$$
\begin{align*}
\Delta_{s} & =I\left(Y ; U_{1}^{*}, U_{2}^{*}, U_{3}^{*}\right)  \tag{A3}\\
& \leq \Delta \tag{A4}
\end{align*}
$$

where (A4) holds since $\Delta$ is the maximum $I\left(Y ; U_{1}, U_{2}, U_{3}\right)$ over all distribution for which (20b) holds, which includes $\mathbf{P}^{*}$.

Conversely, let $\mathbf{P}^{*}$ be such that ( $\Delta, C_{\text {sum }}$ ) is on the bound of the $\mathcal{R} I_{\text {sum }}$ then:

$$
\begin{align*}
\Delta= & H(Y)-H\left(Y \mid U_{1}^{*}, U_{2}^{*}, U_{3}^{*}\right) \\
\leq & H(Y)-H\left(Y \mid U_{1}^{*}, U_{2}^{*}, U_{3}^{*}\right)+s C_{\text {sum }} \\
& -s\left[I\left(X_{2}, X_{3} ; U_{2}^{*}, U_{3}^{*} \mid U_{1}^{*}\right)+I\left(X_{1}, X_{2}, X_{3} ; U_{1}^{*}, U_{2}^{*}, U_{3}^{*}\right)\right]  \tag{A5}\\
\leq & H(Y)+\underset{\mathbf{P}}{\max } \mathcal{L}_{s}(\mathbf{P})+s C_{\text {sum }}  \tag{A6}\\
= & \Delta_{s}-s C_{s}+s C_{\text {sum }} \\
= & \Delta_{s}+s\left(C_{\text {sum }}-C_{s}\right) . \tag{A7}
\end{align*}
$$

where (A5) follows from (20b). Inequality (A6) holds due to the fact that $\max _{\mathbf{P}} \mathcal{L}(\mathbf{P})$ takes place over all $\mathbf{P}$, including $\mathbf{P}^{*}$. Since (A7) is true for any $s \geq 0$ we take $s$ such that $C_{\text {sum }}=C_{s}$, which implies $\Delta \leq \Delta_{s}$. Together with (A4) this completes the proof.

## Appendix C. Proof of Lemma 1

We have

$$
\begin{align*}
\mathcal{L}_{s}(\mathbf{P})= & -H\left(Y \mid U_{1}, U_{2}, U_{3}\right)-s I\left(X_{1}, X_{2}, X_{3} ; U_{1}, U_{2}, U_{3}\right) \\
& -s I\left(X_{2}, X_{3} ; U_{2}, U_{3} \mid U_{1}\right)  \tag{A8}\\
= & -H\left(Y \mid U_{1}, U_{2}, U_{3}\right) \\
& -s\left[I\left(X_{1} ; U_{1}\right)+2 I\left(X_{2}, X_{3} ; U_{2}, U_{3} \mid U_{1}\right)\right]  \tag{A9}\\
= & -H\left(Y \mid U_{1}, U_{2}, U_{3}\right)-s I\left(X_{1} ; U_{1}\right)-2 s I\left(X_{2} ; U_{2}\right) \\
& -2 s\left[I\left(X_{3} ; U_{3}\right)-I\left(U_{3} ; U_{1}, U_{2}\right)-I\left(U_{2} ; U_{1}\right)\right]  \tag{A10}\\
= & -H\left(Y \mid U_{1}, U_{2}, U_{3}\right)-s I\left(X_{1} ; U_{1}\right)-2 s I\left(X_{2} ; U_{2}\right) \\
& +2 s\left[I\left(U_{2} ; U_{1}\right)+I\left(U_{3} ; U_{1}, U_{2}\right)-I\left(X_{3} ; U_{3}\right)\right]  \tag{A11}\\
\geq & -H\left(Y \mid U_{1}, U_{4}\right)-s I\left(X_{1} ; U_{1}\right)-2 s\left[I\left(X_{2} ; U_{2}\right)+I\left(X_{3} ; U_{3}\right)\right] \\
& +2 s\left[I\left(U_{2} ; U_{1}\right)+I\left(U_{3} ; U_{1}, U_{2}\right)\right] \tag{A12}
\end{align*}
$$

where (A9) holds since $U_{1} \bullet X_{1} \mapsto\left(X_{2}, X_{3}, U_{2}, U_{3}\right)$ and $\left(U_{2}, U_{3}\right) \rightarrow\left(X_{2}, X_{3}\right) \mapsto\left(U_{1}, X_{1}\right)$ (A10) holds since $U_{2} \rightarrow X_{2} \rightarrow\left(U_{1}, X_{3}\right)$ and $U_{3} \rightarrow X_{3} \rightarrow\left(U_{1}, U_{2}, X_{2}\right)$; (A12) hold since $U_{4} \rightarrow\left(U_{2}, U_{3}\right) \mapsto\left(Y, U_{1}\right)$.

## Appendix D. Proof of Lemma 2

From [25] (eq. (55)) it can be shown that for any $\operatorname{pmf} Q_{Y \mid Z}(y \mid z), y \in \mathcal{Y}$ and $z \in \mathcal{Z}$ the conditional entropy $H(Y \mid Z)$ is:

$$
\begin{equation*}
H(Y \mid Z)=\mathbb{E}\left[-\log Q_{Y \mid Z}(Y \mid Z)\right]-D_{K L}\left(P_{Y \mid Z} \| Q_{Y \mid Z}\right) . \tag{A13}
\end{equation*}
$$

From [25] (eq. (81)):

$$
\begin{align*}
I(X ; Z) & =H(Z)-H(Z \mid X) \\
& =D_{\mathrm{KL}}\left(P_{Z \mid X} \| Q_{Z}\right)-D_{\mathrm{KL}}\left(P_{Z} \| Q_{Z}\right) \tag{A14}
\end{align*}
$$

Now substituting Equations (A13) and (A14) in (28) the following result is obtained:

$$
\begin{align*}
\mathcal{L}_{s}^{\text {low }}\left(\mathbf{P}_{+}\right)= & -H\left(Y \mid U_{1}, U_{4}\right)-s I\left(X_{1} ; U_{1}\right)-2 s I\left(X_{2} ; U_{2}\right) \\
& -2 s I\left(X_{3} ; U_{3}\right)+2 s\left[I\left(U_{2} ; U_{1}\right)+I\left(U_{3} ; U_{1}, U_{2}\right)\right] \\
= & \mathbb{E}\left[\log Q_{Y \mid U_{1}, U_{4}}\right]+D_{\mathrm{KL}}\left(P_{Y \mid U_{1}, U_{4}} \| Q_{Y \mid U_{1}, U_{4}}\right) \\
& -s D_{\mathrm{KL}}\left(P_{U_{1} \mid X_{1}} \| Q_{U_{1}}\right)+s D_{\mathrm{KL}}\left(P_{U_{1}} \| Q_{U_{1}}\right) \\
& -2 s D_{\mathrm{KL}}\left(P_{U_{2} \mid X_{2}} \| Q_{U_{2}}\right)+2 s D_{\mathrm{KL}}\left(P_{U_{2}} \| Q_{U_{2}}\right) \\
& -2 s D_{\mathrm{KL}}\left(P_{U_{3} \mid X_{3}} \| Q_{U_{3}}\right)+2 s D_{\mathrm{KL}}\left(P_{U_{3}} \| Q_{U_{3}}\right) \\
& +2 s D_{\mathrm{KL}}\left(P_{U_{2} \mid U_{1}} \| Q_{U_{2}}\right)-2 s D_{\mathrm{KL}}\left(P_{U_{2}} \| Q_{U_{2}}\right) \\
& +2 s D_{\mathrm{KL}}\left(P_{U_{3} \mid U_{1}, U_{2}} \| Q_{U_{3}}\right)-2 s D_{\mathrm{KL}}\left(P_{U_{3}} \| Q_{U_{3}}\right) \\
= & \mathcal{L}_{s}^{\mathrm{v} \text { low }}+s D_{\mathrm{KL}}\left(P_{U_{1}} \| Q_{U_{1}}\right)+2 s D_{\mathrm{KL}}\left(P_{U_{2} \mid U_{1}} \| Q_{U_{2}}\right) \\
& +2 s D_{\mathrm{KL}}\left(P_{U_{3} \mid U_{1}, U_{2}} \| Q_{U_{3}}\right)+D_{\mathrm{KL}}\left(P_{Y \mid U_{1}, U_{4}} \| Q_{Y \mid U_{1}, U_{4}}\right) \\
\geq & \mathcal{L}_{s}^{\mathrm{V} \text { low }} \tag{A15}
\end{align*}
$$

The last inequality (A15) holds due to the fact that KL divergence is always positive and $s \geq 0$, thus proving the lemma.
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#### Abstract

This paper addresses the optimization of distributed compression in a sensor network with partial cooperation among sensors. The widely known Chief Executive Officer (CEO) problem, where each sensor has to compress its measurements locally in order to forward them over capacity limited links to a common receiver is extended by allowing sensors to mutually communicate. This extension comes along with modified statistical dependencies among involved random variables compared to the original CEO problem, such that well-known outer and inner bounds do not hold anymore. Three different inter-sensor communication protocols are investigated. The successive broadcast approach allows each sensor to exploit instantaneous side-information of all previously transmitting sensors. As this leads to dimensionality problems for larger networks, a sequential point-to-point communication scheme is considered forwarding instantaneous side-information to only one successor. Thirdly, a two-phase transmission protocol separates the information exchange between sensors and the communication with the common receiver. Inspired by algorithmic solutions for the original CEO problem, the sensors are optimized in a greedy manner. It turns out that partial communication among sensors improves the performance significantly. In particular, the two-phase transmission can reach the performance of a fully cooperative CEO scenario, where each sensor has access to all measurements and the knowledge about all channel conditions. Moreover, exchanging instantaneous side-information increases the robustness against bad Wyner-Ziv coding strategies, which can lead to significant performance losses in the original CEO problem.


Keywords: distributed compression; chief executive officer problem; cooperating sensors; distributed source coding; information bottleneck

## 1. Introduction

This contribution considers a special case of the distributed source coding problem where each sensor observes the same source signal. In order to forward their measurements over capacity limited links to a common receiver, the sensors have to compress their measurements. In the case where a direct communication among operating sensors is not possible, this problem is termed as the CEO problem. Here, the compression at each sensor is optimized according to the Wyner-Ziv coding principle exploiting only statistical side-information. Within this paper, the term CEO problem always stands for this noncooperative CEO problem, which means that sensors cannot communicate with each other during runtime.

We extend this scenario and allow sensors to cooperate with each other by exchanging instantaneous side-information. The fully cooperative Chief Executive Officer (fcCEO) problem is obtained if sensors can forward their uncompressed observations over intersensor links to all other sensors. The partially cooperative Chief Executive Officer (pcCEO) problem represents a scenario where instantaneous side-information is compressed before it is forwarded to other sensors.

### 1.1. The CEO Problem

The CEO problem has been investigated for various system assumptions which mainly differ in the distribution of the variable of interest and the applied distortion measure. The quadratic Gaussian CEO problem considers jointly Gaussian signals and the mean squared error (MSE) distortion measure [1-6]. Using an infinite number of encoders, Oohama analytically derived an asymptotic version of the sum-rate distortion in [1]. In [2], the authors investigated the influence of cooperating and non-cooperating encoders on the distortion measure. It turns out that the distortion decreases asymptotically with the reciprocal sum-rate $R$ for non-cooperating encoder. In scenarios with cooperating sensors, the MSE distortion decays exponentially with $2^{-2 R}$. The non-asymptotic case was first investigated in [3] where the authors derived an upper bound on the sum-rate distortion function. Moreover, they showed that this bound is tight when each encoder has the same measurement SNR. Prabhakaran et al. [4], Oohama [5] and Wagner et al. [6] characterized the complete rate-region for this quadratic Gaussian CEO problem. Results also exist for multivariate Gaussian relevant processes [7,8]. The CEO problem for arbitrary discrete source distributions and the logarithmic loss distortion measure has been analyzed in [9-11]. For this scenario, Courtade and Weissman completely characterized the CEO rate-region in [9]. In [10,11], asymptotic analyses for an infinite number of sensors have been performed. Using the Hamming distance as a distortion measure, in [10] an inevitable loss in error rate performance due to non-cooperating sensors has been discovered. For arbitrary distortion measures, a scaling law on the sum-rate distortion function has been derived in [11]. In [12,13], the authors developed a variational bound on the optimal trade-off between relevance and complexity of the CEO setup and used neural networks for encoder and decoder to compute this bound.

There exist several algorithmic approaches to solve the CEO problem [8,14-17]. In our previous work [14,15], a Greedy Distributed Information Bottleneck (GDIB) algorithm based on the inner bound of the CEO problem with log-loss distortion measure defined in [9] has been introduced to determine extreme points of the contra-polymatroid solution space. Equivalently to Wyner-Ziv coding, the algorithm optimizes the quantizer of a specific sensor using the mappings of previously designed quantizers as statistical side-information. We showed that the GDIB algorithm outperforms an individual scalar information bottleneck optimization of sensors without Wyner-Ziv coding, especially for larger networks. For asymmetric scenarios, we demonstrated the dependency of the performance on the optimization order, i.e., the Wyner-Ziv coding strategy. Since the memory complexity of this optimization algorithm depends exponentially on the network size, we introduced a way to compress the Wyner-Ziv side-information by means of the information bottleneck principle. However, there still remains a large performance gap between non-cooperative and fully cooperative distributed compression.

### 1.2. Partially Cooperating Sensors

In order to close the gap between non-cooperative and fully cooperative distributed compression, we consider an extension of the CEO system model allowing partial cooperation among sensors. While a rich literature can be found on the classical CEO problem, less results are known for partially cooperating sensors. Most work has been done for jointly Gaussian signals because they allow an analytical treatment at least in parts. In [18], it is shown that cooperation among sensors can reduce the compression sum-rate except for the quadratic Gaussian CEO problem. In [19], the authors consider estimation problems under communication constraints and propose coding strategies for tree-structured sensor networks. Exploiting the Wyner-Ziv coding principle, the authors developed solutions for general trees and provide particular results for serial and parallel networks. A two sensor system with a Gaussian source was investigated in [20] for two transmission scenarios: orthogonal but rate-limited links between sensors and the common receiver as well as the Gaussian multiple access channel. It was shown that cooperation between the sensors over rate-limited inter-sensor links leads in both cases to substantial gains in terms of the
compression sum-rate. Finally, a simple three node network consisting of encoder, helper and decoder was analyzed in [21]. The authors showed that side-information provided by the helper to the encoder need not exceed that given to the decoder.

### 1.3. Structure and Notation

This paper is structured as follows: Section 2 gives a short introduction to the information bottleneck principle. Sections 3 and 4 introduce the non-cooperative distributed sensing scenario with the Greedy Distributed Information Bottleneck as an algorithmic solution defined in $[14,15]$ and the fully cooperative distributed sensing scenario being equivalent to a centralized quantization approach, respectively. The main contribution of this paper can be found in Section 5, which introduces the partially cooperative distributed sensing scenario containing three different inter-sensor communication protocols, i.e., successive broadcasting, successive point to point transmission and two-phase transmission. Section 6 concludes this paper.

Throughout this paper, the following notation is used. Calligraphic letters $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ denote random variables with realizations $x, y, z$, which are elements of the sets $\mathbb{X}, \mathbb{Y}, \mathbb{Z}$ with cardinalities $|\mathbb{X}|,|\mathbb{Y}|$ and $|\mathbb{Z}|$, respectively. Bold letters $\mathbf{y}=\left[y_{1} \ldots y_{M}\right]^{\mathrm{T}}$ denote vectors while boldface calligraphic letters $\mathcal{Y}, \mathcal{Z}$ denote multivariate random variables. Note that $\mathcal{Z}_{<m}$ covers only the processes $\mathcal{Z}_{1}$ to $\mathcal{Z}_{m-1} . I(\mathcal{X} ; \mathcal{Y})$ represents the mutual information between the random variables $\mathcal{X}$ and $\mathcal{Y}$. Conditional and joint probability mass functions (pmfs) are termed $p(y \mid x)$ and $p(x, y)$, respectively. The Kullback-Leibler (KL) divergence is given as $D_{\mathrm{KL}}[\cdot \| \cdot]$. Finally, the expectation of a function $f(x)$ with respect to the random variable $\mathcal{X}$ is denoted as $\mathbb{E}_{\mathcal{X}}[f(\mathcal{X})]$.

## 2. The Information Bottleneck Principle

The information bottleneck (IB) principle was first introduced by Tishby et al. in [22,23] and defines a clustering framework based on information theoretic measures. An overview about algorithmic solutions for this basic optimization problem is given in [23,24]. The IB principle finds application in various fields in communications [25-30].

The general IB setup is depicted in Figure 1. It contains the relevant process $\mathcal{X}$, a noisy observation $\mathcal{Y}$ of $\mathcal{X}$ and a compressed version $\mathcal{Z}$ of $\mathcal{Y}$. The IB approach aims to optimize the mapping $p(z \mid y)$ in order to preserve as much information about the relevant process $\mathcal{X}$ in $\mathcal{Z}$ as possible. More precisely, it tries to maximize the relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ while fulfilling a rate constraint $I(\mathcal{Y} ; \mathcal{Z}) \leq C$. This general goal is summarized in Figure 2a. The optimization can be formulated as a maximization of the Lagrangian function

$$
\begin{equation*}
L_{\mathrm{IB}}=I(\mathcal{X} ; \mathcal{Z})-\beta I(\mathcal{Y} ; \mathcal{Z}) \tag{1}
\end{equation*}
$$

It turns out to be a non-convex optimization problem, since $I(\mathcal{X} ; \mathcal{Z})$ and $I(\mathcal{Y} ; \mathcal{Z})$ are both convex functions of the mapping $p(z \mid y)$. The parameter $\beta$ is a trade-off parameter steering the focus between the preservation of relevant information and the compression of the observation. In the case of $\beta=0$, the focus only lies on preservation of relevant information. By increasing $\beta$ the compression becomes more and more important up to the case of $\beta \rightarrow \infty$. Here, the functional in (1) becomes maximal if $I(\mathcal{Y} ; \mathcal{Z})=0$, which means that all information is compressed to a single cluster. Therefore, the parameter $\beta$ can be used to adjust the compression rate $I(\mathcal{Y} ; \mathcal{Z})$ in order to fulfill a desired rate constraint $I(\mathcal{Y} ; \mathcal{Z}) \leq C$. Since the compression-rate curve is a monotonic increasing function in $\frac{1}{\beta}$, a simple bisection search can be applied. The optimization problem in (1) can be solved by taking the derivative with respect to the mapping $p(z \mid y)$ and equating it to zero. It results in the implicit update equation

$$
\begin{equation*}
p(z \mid y)=\frac{e^{-d_{\beta}(y, z)}}{\sum_{z} e^{-d_{\beta}(y, z)}} \tag{2}
\end{equation*}
$$

with

$$
\begin{align*}
d_{\beta}(y, z) & =\frac{1}{\beta} D_{\mathrm{KL}}[p(x \mid y) \| p(x \mid z)]-\log p(z)  \tag{3}\\
& =\frac{1}{\beta} \mathbb{E}_{\mathcal{X} \mid y}\left[\log \frac{p(x \mid y)}{p(x \mid z)}\right]-\log p(z) .
\end{align*}
$$

In (3), $D_{\mathrm{KL}}[p(x \mid y) \| p(x \mid z)]$ denotes the Kullback-Leibler divergence. This implicit solution can be solved by an iterative Blahut-Arimoto-like algorithm.


Figure 1. Illustration of a remote sensing problem for a single sensor.

(a)

(b)

Figure 2. (a) Illustration of the IB setup, (b) Exemplary IB graph.
In the case of focusing solely on preservation of relevant information with $\beta=0$, the optimization algorithm yields a deterministic clustering $p(z \mid y) \in\{0,1\}$. For $\beta>0$, the clustering $p(z \mid y) \in[0,1]$ is generally stochastic. The IB method can easily be extended to multiple input values. A graphical tool for visualization are IB graphs [31]. Figure 2b illustrates an example where the observations $y_{1}, y_{2}$ are compressed into the cluster index $z$. The trapezoid represents the IB compression with respect to the relevant variable written inside the trapezoid.

## 3. Non-Cooperative Distributed Sensing System

Figure 3 illustrates the CEO system model without communication among operating sensors. Here, $M$ sensors observe noisy versions $y_{m}$ of the same relevant signal $x$. The measurement processes can be modeled as statistically independent memoryless channels (MCs).

Exemplarily, a measurement $y_{m}=x+w_{m}$ represents the relevant signal $x$ corrupted by zero mean white Gaussian measurement noise $w_{m}$ with measurement signal-to-noiseratio (SNR) $\gamma_{m}=\frac{\sigma_{x}^{2}}{\sigma_{w_{m}}^{2}}$, where $\sigma_{x}^{2}, \sigma_{w_{m}}^{2}$ denote signal and noise variances, respectively. In order to be able to forward the measurements over capacity limited links with capacities $C_{1}, \ldots, C_{M}$, each sensor has to compress its observations using a specific encoding process. More precisely, each sensor compresses its observations $y_{m}$ to a cluster index $z_{m}$ using the mapping $p\left(z_{m} \mid y_{m}\right)$ leading to the Markov property:

$$
\begin{equation*}
p(\mathbf{z}, \mathbf{y}, x)=\prod_{m=1}^{M} p\left(z_{m} \mid y_{m}\right) p\left(y_{m} \mid x\right) p(x) . \tag{4}
\end{equation*}
$$

The encoding process contains a second lossy compression step if the mapping $p\left(z_{m} \mid y_{m}\right)$ is stochastic and lossless entropy coding if the mapping $p\left(z_{m} \mid y_{m}\right)$ is deterministic. Therefore, a compressed version of the index $z_{m}$ is transmitted without any further loss to the common receiver. The optimization of $p\left(z_{m} \mid y_{m}\right)$ for each sensor is done offline.

The mathematical analysis of the CEO problem and the structure of its rate-region for discrete input alphabets and the log-loss distortion measure was presented in [9] and exploits (4). It was proved that the extreme points of the contra-polymatroid solution space can be determined by greedy algorithms as the one described next. Since the communication among sensors during run-time is not possible in this approach, the solution represents a lower bound on the performance of cooperative distributed compression in this paper.


Figure 3. Non-cooperative distributed sensing system with $M$ sensors, a common receiver and individual link capacities $C_{m}$.

An algorithmic solution to solve the CEO problem has previously been proposed in $[14,15]$ as the so called Greedy Distributed Information Bottleneck (GDIB) algorithm. It is based on the inner bound of the CEO rate-region for the logarithmic loss distortion measure [9] and optimizes the quantization at the sensors successively. Replacing the logarithmic loss function $H(\mathcal{X} \mid \mathcal{Z})$ by the relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ delivers the optimization problem

$$
\begin{align*}
\max _{\mathbf{P}} I(\mathcal{X} ; \mathcal{Z}) \text { s.t. } I\left(\mathcal{Y}_{\mathbb{S}} ; \mathcal{Z}_{\mathbb{S}} \mid \mathcal{Z}_{\mathbb{S}}\right) \leq \sum_{m \in \mathbb{S}} C_{m} \\
\forall \mathbb{S} \subseteq\{1,2, \ldots, M\} \tag{5}
\end{align*}
$$

The set $\mathbf{P}=\left[\begin{array}{lll}p\left(z_{1} \mid y_{1}\right) & \cdots & p\left(z_{M} \mid y_{M}\right)\end{array}\right]$ defines the set of all mappings. According to [9], the compression rates $I\left(\mathcal{Y}_{\mathbb{S}} ; \mathcal{Z}_{\mathbb{S}} \mid \mathcal{Z}_{\mathbb{S}}\right)$ are supermodular set functions with respect to the sets $\mathbb{S}$ [32], while the relevant information $I(\mathcal{X} ; \mathcal{Z})$ does not depend on $\mathbb{S}$. Therefore, the greedy optimization structure of the GDIB algorithm is optimal and finds the extreme points of the solution space. It has to be emphasized that since the GDIB algorithm is based on the inner bound of the rate-region, it does not find the complete rate-region of the CEO problem. Following this approach, $M$ IB related Lagrangian optimization problems are obtained, one for each sensor.

$$
\begin{align*}
L_{\mathrm{GDIB}}^{(1)} & =I\left(\mathcal{X} ; \mathcal{Z}_{1}\right)-\beta_{1} I\left(\mathcal{Y}_{1} ; \mathcal{Z}_{1}\right)  \tag{6}\\
\quad & \vdots \\
L_{\mathrm{GDIB}}^{(M)} & =I\left(\mathcal{X} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)-\beta_{M} I\left(\mathcal{Y}_{M} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right) \tag{7}
\end{align*}
$$

Obviously, the optimization problem of the first sensor resembles the optimization problem for the scalar IB problem given in (1) since there is no predecessor. Subsequent sensors exploit the mappings of previously designed quantizers as statistical side-information leading to the well-known Wyner-Ziv coding strategy. Naturally, each Lagrange multiplier $\beta_{m}$ has to be chosen such that the corresponding compression rate fulfills the individual rate
constraint $I\left(\mathcal{Y}_{m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right) \leq C_{m}$. The objectives in (6) and (7) can be solved by equating the derivative with respect to the mapping $p\left(z_{m} \mid y_{m}\right)$ to zero delivering the update rule

$$
\begin{equation*}
p\left(z_{m} \mid y_{m}\right)=\frac{e^{-d_{\beta m}\left(y_{m}, z_{m}\right)}}{\sum_{z_{m}} e^{-d_{\beta_{m}}\left(y_{m}, z_{m}\right)}} \tag{8}
\end{equation*}
$$

with the exponent

$$
\begin{equation*}
d_{\beta_{m}}\left(y_{m}, z_{m}\right):=\mathbb{E}_{\boldsymbol{z}_{<m} \mid y_{m}}\left[\frac{1}{\beta_{m}} D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] . \tag{9}
\end{equation*}
$$

Similar to the scalar IB optimization, the implicit expression in (8) can be solved using a Blahut-Arimoto like algorithm, providing local optimal solutions. It has to be mentioned that for asymmetric scenarios, this optimization has to be performed for all $M$ ! possible permutations of the optimization order to find the best solution.

A detailed derivation and performance analysis of this algorithm can be found in $[14,15]$. If the capacity is equally distributed over all sensors in the network, e.g., sensors share the same channel in an orthogonal way and a round robin fashion, numerical results demonstrate that the GDIB algorithm outperforms an individual scalar IB optimization at each sensor. However, there is still a large gap to the performance of a fcCEO scenario, which is defined in Section 4. Moreover, in asymmetric scenarios, the performance highly depends on the optimization order. Although no clear conclusion about the optimal Wyner-Ziv coding strategy can be drawn, a good solution can be expected when starting the optimization with the best forward channel conditions, i.e., the lowest compression (highest compression rate).

## 4. Fully Cooperative Distributed Sensing-A Centralized Quantization Approach

This section introduces the fcCEO scenario, which considers distributed sensors being able to forward their uncompressed observations to all other sensors in the network over ideal noiseless inter-sensor links. In this case, sensors can perfectly exchange their measurements $y_{m}$ before they jointly compress the received signals taking into account the rate constraints of all individual forward channels. Naturally, the exchange has to be done by a two-phase transmission protocol, consisting of a cooperation phase and a transmission phase. During the cooperation phase sensors exchange information until every sensor knows measurements $\mathbf{y}=\left[y_{1} \ldots y_{M}\right]^{\mathrm{T}}$ of all $M$ sensors. The actual forwarding of the compressed observations to the common receiver is performed during the transmission phase. This full cooperation is equivalent to a single central quantizer having access to all measurements y as depicted in Figure 4. Applying the IB principle, this central quantizer can be designed in order to compress the vector $\mathbf{y}$ onto a cluster index $z$ using the mapping $p(z \mid \mathbf{y})$, which motivates the name centralized IB (CIB) for the algorithmic solution in a fcCEO scenario. The optimization problem can be formulated as the maximization of

$$
\begin{equation*}
L_{\mathrm{CIB}}=I(\mathcal{X} ; \mathcal{Z})-\beta I(\mathcal{Y} ; \mathcal{Z}) \tag{10}
\end{equation*}
$$

and is solved using update Equation (2) with (3) substituting the scalar $y$ by vector $\mathbf{y}$. The number of output clusters $|\mathbb{Z}|$ has to be chosen to $|\mathbb{Z}|=\prod_{m=1}^{M}\left|\mathbb{Z}_{m}\right|$ while the single link from the imaginary central quantizer to the receiver in Figure 4 has a channel capacity of $C_{\text {sum }}=\sum_{m=1}^{M} C_{m}$. The actual transmission over the $M$ links has to be coordinated such that each sensor $m$ transmits a specific part of the bits corresponding to its link capacity $C_{m}$.


Figure 4. Model of a centralized compression approach representing the fully cooperative Chief Executive Officer scenario.

In the special case of the measurement process being modeled as additive noise, the algorithm can be simplified to a scalar optimization problem where maximum ratio combining of all inputs $y_{m}$ delivers a scalar sufficient statistics

$$
\bar{y}=\sum_{m=1}^{M} \gamma_{m} \cdot y_{m}
$$

of the desired relevant signal $x$ with an overall SNR $\gamma=\sum_{m} \gamma_{m}$. The solution of the fcCEO scenario serves as an upper bound in this paper.

## 5. Partially Cooperative Distributed Sensing

In order to investigate how the gap between non-cooperative and fully-cooperative distributed compression can be reduced, partially cooperating sensors shall now be considered. Partial cooperation means a limited exchange of instantaneous side-information among the sensors during runtime due to a rate-limitation of inter-sensor links. Non-cooperative CEO and fully-cooperative CEO problems represent the extreme cases for zero rate and unlimited rate inter-sensor links, respectively. The rate limitation requires the compression of instantaneous side-information before forwarding it to other sensors.

In this paper, only deterministic mappings are considered for this compression, while indexes $z_{m}$ are still obtained by stochastic mappings. This is motivated by the fact that deterministic mappings do not require further lossy compression and the resulting sideinformation indices $s_{m}$ can be exploited at other sensors by choosing a particular mapping $p\left(z_{m} \mid y_{m}\right)$ from a list of possible mappings designed offline in advance. As a consequence, the compression rates for instantaneous side-information can only be adjusted by changing the cardinalities $\left|\mathbb{S}_{m}\right|$. For all results presented below, inter-sensor links are modeled as bit pipes being able to deliver $s_{m}$ reliably.

The GDIB algorithm to solve the non-cooperative CEO problem is based on the inner bound (5) of the CEO rate-region. Moreover, a greedy optimization approach is optimal due to the supermodularity of the compression rates in (5). Both require the Markovian structure in (4). However, cooperation among sensors changes the Markovian structure and implies different statistical dependencies among involved random variables. As (4) does not hold anymore in pcCEO scenarios, the inner bound on the rate-region in (5) cannot be utilized to find solutions of the pcCEO scenario. To the knowledge of the authors, tight bounds on the rate-region are not available for the cooperative case. Therefore, a heuristic approach based on the greedy optimization structure of the GDIB algorithm will be applied to solve the pcCEO scenario, which is not proven to be optimal. Nevertheless, the numerical evaluation of the found solutions demonstrate their usefulness. However, the computation of required pmfs becomes more challenging and results in recursive calculations given in Appendices A. 1 and A. 2 because the Markovian structure of (4) does not hold anymore in pcCEO scenarios.

This paper introduces three different inter-sensor communication protocols for exchanging this instantaneous side-information: successive broadcasting, a successive point-to-point transmission and a two-phase transmission. The first two protocols perform the exchange of instantaneous side-information $s_{m}$ with other sensors and the forwarding of
compressed versions of $z_{m}$ to the common receiver in the same time slot. Contrarily, the two-phase transmission protocol separates the exchange of instantaneous side-information among sensors and the communication with the common receiver into two distinct phases. The latter starts after the exchange among sensors has been completed such that all sensors have (approximately) the same amount of side-information.

### 5.1. Successive Broadcasting Protocol

The system model for the successive broadcasting protocol is illustrated in Figure 5. In the same time slot, sensor $m-1$ not only forwards a compressed version of the quantization index $z_{m-1}$ to the common receiver, but also broadcasts instantaneous side-information $s_{m-1}$ to all other sensors. However, due to the greedy optimization structure, only subsequent sensors can exploit this instantaneous side-information. Thus, sensor $m$ can exploit indices $\mathbf{s}_{<m}$ of all previously transmitting sensors in order to select its quantization index $z_{m}$ as well as a new instantaneous side-information index $s_{m}$. This scenario leads to the Markov model

$$
\begin{equation*}
p(x, \mathbf{y}, \mathbf{z}, \mathbf{s})=\prod_{m=1}^{M} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(s_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m} \mid x\right) p(x) . \tag{11}
\end{equation*}
$$



Figure 5. Partially cooperative CEO scenario using broadcast exchange of side-information among sensors.

The indices $s_{m}$ and $z_{m}$ are obtained by deterministic mappings $p\left(s_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \in\{0,1\}$ and stochastic mappings $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \in[0,1]$, respectively. The design of these mappings can be performed offline leveraging the IB principle as illustrated in Figure 6. It combines the observation $y_{m}$ and the instantaneous side-information $\mathbf{s}_{<m}$ to indexes $s_{m}$ and $z_{m}$ while maintaining as much information as possible about the relevant signal $x$.

(a)

(b)

Figure 6. Graphical illustration of IB fusion of involved inputs to determine instantaneous sideinformation $s_{m}(\mathbf{a})$ and the quantizer sensor output $z_{m}(\mathbf{b})$ for a broadcast exchange of instantaneous side-information.

### 5.1.1. Generation of Broadcast Side-Information

The design of $p\left(s_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ is inspired by the general GDIB algorithm, i.e., the optimization is done in a greedy manner. Again, there emerges one optimization problem for each sensor:

$$
\begin{align*}
L_{\mathrm{BC}-\mathrm{SIDE}}^{(1)} & =I\left(\mathcal{X} ; \mathcal{S}_{1}\right)-\beta I\left(\mathcal{Y}_{1} ; \mathcal{S}_{1}\right)  \tag{12}\\
\quad & \vdots  \tag{13}\\
L_{\mathrm{BC}-\mathrm{SIDE}}^{(M-1)} & =I\left(\mathcal{X} ; \mathcal{S}_{M-1} \mid \mathcal{S}_{<M-1}\right)-\beta I\left(\mathcal{Y}_{M-1} ; \mathcal{S}_{M-1} \mid \mathcal{S}_{<M-1}\right)
\end{align*}
$$

The optimization problem of the first sensor equals the individual scalar optimization without any side-information at all, as described in Section 2. Subsequent sensors combine the instantaneous side-information of all previously transmitting sensors $\mathbf{s}_{<m}$ with its observation $y_{m}$. The relevant mutual information and the compression rate of sensor $m$ are conditioned on $\mathcal{S}_{<m}$ since broadcasting instantaneous side-information ensures all successive sensors to have access to $\mathbf{s}_{<m}$ allowing Wyner-Ziv coding for generating $s_{m}$. Each optimization problem given in (12) and (13) can be solved by taking the derivative with respect to the mapping $p\left(s_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ and equating it to zero. This results in the implicit update equation

$$
\begin{equation*}
p\left(s_{m} \mid y_{m}, \mathbf{s}_{<m}\right)=\frac{e^{-d_{\beta m}\left(y_{m}, s_{m}, \mathbf{s}_{<m}\right)}}{\sum_{s_{m}} e^{-d_{\beta m}\left(y_{m}, s_{m}, \mathbf{s}_{<m}\right)}} \tag{14}
\end{equation*}
$$

with

$$
\begin{equation*}
d_{\beta_{m}}\left(y_{m}, s_{m}, \mathbf{s}_{<m}\right):=\frac{1}{\beta_{m}} D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, \mathbf{s}_{<m}\right) \| p\left(x \mid \mathbf{s}_{\leq m}\right)\right]-\log p\left(s_{m} \mid \mathbf{s}_{<m}\right) \tag{15}
\end{equation*}
$$

As in the general GDIB algorithm, the implicit update equation in (14) can be solved using a Blahut-Arimoto like algorithm resulting in local optimal solutions.

Algorithmic pcCEO Solution for the Successive Broadcasting Protocol
After designing the mapping for the instantaneous side-information, the mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ can be optimized, again by means of the IB principle. Therefore, the original GDIB algorithm is modified to exploit the broadcasted instantaneous side-information, defining the GDIB-BC algorithm. The optimization problem for each sensor is given as

$$
\begin{align*}
L_{\mathrm{GDIB}-\mathrm{BC}}^{(1)} & =I\left(\mathcal{X} ; \mathcal{Z}_{1}\right)-\beta_{1} I\left(\mathcal{Y}_{1} ; \mathcal{Z}_{1}\right)  \tag{16}\\
& \vdots  \tag{17}\\
L_{\mathrm{GDIB}-\mathrm{BC}}^{(M)} & =I\left(\mathcal{X} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)-\beta_{M} I\left(\mathcal{Y}_{M}, \mathcal{S}_{<M} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)
\end{align*}
$$

The main difference to the original GDIB optimization problem in (6) and (7) lies in the definition of the compression rate $I\left(\mathcal{Y}_{m}, \mathcal{S}_{<m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)$ which emerges from the combination of the observation $y_{m}$ and the instantaneous side-information $\mathbf{s}_{<m}$. Taking the derivative of the optimization problem for sensor $m$ with respect to the mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ and equating it to zero delivers

$$
\begin{equation*}
p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)=\frac{e^{-d_{\beta m}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right)}}{\sum_{z_{m}} e^{-d_{\beta m}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right)}} \tag{18}
\end{equation*}
$$

with

$$
\begin{gather*}
d_{\beta_{m}}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right):=\mathbb{E}_{\mathcal{Z}_{<m} \mid y_{m}, \mathbf{s}_{<m}}\left[\frac{1}{\beta_{m}}\right. \\
\left.D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] \tag{19}
\end{gather*}
$$

Again, the implicit update equation in (18) can be solved using a Blahut-Arimoto like algorithm. The extended Blahut-Arimoto like algorithm to design the mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ of sensor $m$ for a specific Lagrange parameter $\beta_{m}$ and instantaneous side-information $\mathbf{s}_{<m}$ is given in Algorithm 1. The input pmf $p\left(y_{m-1}, \mathbf{s}_{<m-1}, \mathbf{z}_{<m-1}, x\right)$ can be computed during the optimization of previous sensors. Lines 3 to 5 determine the required pmfs for the calculation of the KL-divergence of (19) in lines 6 to 9 . The statistical distance of (19) is determined in lines 10 to 14 . It is used to update the quantizer mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ of sensor $m$. This procedure is repeated until no significant changes of the desired mappings occur anymore. The algorithm returns the updated mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ as well as the $\operatorname{pmf} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)$, which is used as an input for the successive sensor.

```
Algorithm 1: Extended Blahut-Arimoto algorithm for broadcast cooperating sensors.
    input \(\quad: m, p^{\text {init }}\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right), p\left(y_{i}, x\right), \beta_{m}, \epsilon\)
                        \(p\left(s_{i} \mid y_{i}, \mathbf{s}_{<i}\right) \forall i \leq m\)
                        recursively calculated input from previous
                        sensor optimizations:
                            \(p\left(y_{m-1}, \mathbf{s}_{<m-1}, \mathbf{z}_{<m-1}, x\right)\)
    output \(\quad: p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \in[0,1], p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)\)
    begin
        initialization:
            \(p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)^{(0)} \leftarrow p^{\text {init }}\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)\),
                    \(l \leftarrow 1\)
        do
            // calculate required pmfs (see Appendix A.1)
            \(p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)=\sum_{y_{m-1}} p\left(z_{m-1} \mid y_{m-1}, \mathbf{s}_{<m-1}\right) p\left(y_{m} \mid x\right)\)
            \(\cdot p\left(s_{m-1} \mid y_{m-1}, \mathbf{s}_{<m-1}\right) p\left(y_{m-1}, \mathbf{s}_{<m-1}, \mathbf{z}_{<m-1}, x\right)\)
            \(p\left(\mathbf{z}_{\leq m}, x\right)=\sum_{\mathbf{s}<m} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)\)
            // KL-Divergence \(D_{\text {KL }}\) of (19)
            \(p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)=\frac{p\left(y_{m,}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)}{\sum_{x} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)}\)
            \(p\left(x \mid \mathbf{z}_{\leq m}\right)=\frac{p\left(\mathbf{z}_{\leq m}, x\right)}{\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)}\)
            \(D_{\mathrm{KL}}=\sum_{x} p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \cdot \log \frac{p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)}{p\left(x \mid \mathbf{z}_{\leq m}\right)}\)
            // distance \(d_{\beta_{m}}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right)\) (19)
            \(p\left(\mathbf{z}_{<m} \mid y_{m}, \mathbf{s}_{<m}\right)=\frac{\sum_{x} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)}{\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)}\)
            \(p\left(\mathbf{z}_{\leq m}\right)=\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)\)
            \(p\left(z_{m} \mid \mathbf{z}_{<m}\right)=\frac{p\left(\mathbf{z}_{\leq m}\right)}{\sum_{z_{m}} p\left(\mathbf{z}_{\leq m}\right)}\)
            \(d_{\beta_{m}}\left(z_{m}, y_{m}, \mathbf{s}_{<m}\right)=\sum_{\mathbf{z}_{<m}} p\left(\mathbf{z}_{<m} \mid y_{m}, \mathbf{s}_{<m}\right) \cdot\left[\frac{1}{\beta_{m}} D_{\mathrm{KL}}-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right]\)
            // update quantizer \(p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)\)
            \(p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)^{(l)}=\frac{e^{-d_{\beta m}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right)}}{\sum_{z} e^{-d_{\beta_{m}}\left(y_{m}, z_{m}, \mathbf{s}<m\right)}}\)
            \(l \leftarrow l+1\)
        while \(D_{J S}\left[p^{(l)}\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \| p^{(l-1)}\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)\right]<\epsilon\)
```

The parameter $\beta_{m}$, which determines the compression rate at sensor $m$, has to be adjusted such that $I\left(\mathcal{Y}_{m}, \mathcal{S}_{<m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right) \leq C_{m}$ is fulfilled. Similar to the original GDIB algorithm, the GDIB-BC algorithm has to be performed for each sensor and all possible optimization orders.

### 5.1.2. Evolution of Instantaneous Side-Information

Figure 7 illustrates the amount of instantaneous side-information available at the different sensors in a network of size $M=6$ considering the broadcast of side-information. It depicts the relevant mutual information $I\left(\mathcal{X} ; \mathcal{S}_{\leq m}\right)$ versus the sensor number $m$ for different cardinalities $\left|\mathbb{S}_{m}\right|$ and SNRs $\gamma_{m}$. The relevant signal is chosen to be a uniformly distributed 4-ASK signal leading to $|\mathbb{X}|=4$. As expected, the amount of available instantaneous side-information increases with each additional sensor for all $\left|\mathbb{S}_{m}\right|$ and $\gamma_{m}$. To be more specific, the resolution and the quality of instantaneous side-information available at sensor $m$ increases with growing $m$. In the considered symmetric scenario, the amount of information $I\left(\mathcal{X} ; \mathcal{S}_{m} \mid \mathcal{S}_{<m}\right)$ a sensor can contribute to $I\left(\mathcal{X} ; \mathcal{S}_{\leq m}\right)$ gets smaller for each additional sensor and the slopes of the curves decrease. Since one bit is not enough to represent the information of $|\mathbb{X}|=4$, the largest gain can be observed between $\left|\mathbb{S}_{m}\right|=2$ and $\left|\mathbb{S}_{m}\right|=4$. Increasing the cardinality further to $\left|\mathbb{S}_{m}\right|=8$ results only in a small additional improvement. Certainly, this observation depends on the relevant signal $\mathcal{X}$ and can not be generalized.


Figure 7. Available mutual information $I\left(\mathcal{X} ; \mathcal{S}_{\leq m}\right)$ for sensor $m$ in a network with $M=6$ sensors and different cardinalities $\left|\mathbb{S}_{m}\right|$ using the successive broadcasting protocol; $|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64$.

### 5.1.3. Performance for Different Network Sizes

Figures 8 and 9 illustrate the overall performance of the GDIB-BC approach when broadcasting instantaneous side-information for different network sizes. The relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ is depicted versus the number of sensors $M$ in the network. The gray colored area represents the non-achievable region, since $I(\mathcal{X} ; \mathcal{Z})$ cannot exceed $I(\mathcal{X} ; \mathcal{Y})$ due to the data-processing inequality. Both figures consider a scenario where all sensors in the network share the same channel to the common receiver with a fixed sumrate $C_{\text {sum }}$ in an orthogonal way and a round robin fashion. Consequently, larger network sizes correspond to smaller individual capacities $C_{m}=\frac{C_{\text {sum }}}{M}$ for each forward link. The performance of partially cooperating sensors broadcasting instantaneous side-information ( $\mathrm{pcCEO}-\mathrm{BC}$ ) is compared to the non-cooperative case (CEO) of Section 3 and the fully cooperative case ( fcCEO ) of Section 4. As already mentioned, these two scenarios provide upper and lower bounds. In general, it can be observed that increasing the number of sensors in the network also increases the overall relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$.

This holds even for the case without cooperation, since each sensor applies Wyner-Ziv coding and exploits the mapping of previously designed quantizers as statistical sideinformation [14]. Independent of the cardinality $\left|\mathbb{S}_{m}\right|$, the performance of the pcCEO-BC scenario is superior to the case without cooperation among sensors. This difference grows for larger network sizes because the amount of information $\mathbf{s}_{<m}$ has about the relevant variable $x$ increases. As expected from Figure 7, increasing the cardinality $\left|\mathbb{S}_{m}\right|$ not only improves the relevant information $I\left(\mathcal{X} ; \mathcal{S}_{\leq m}\right)$, but also the overall performance measured by $I(\mathcal{X} ; \mathcal{Z})$. However, it can be observed that even for large $\left|\mathbb{S}_{m}\right|$ there remains a gap to the fcCEO upper bound, especially for smaller network sizes or lower SNRs. This gap can be explained by the successive transmission protocol resulting in a gradually increasing amount of instantaneous side-information at the sensors. For instance, the first sensors does not profit at all from the partial cooperation in contrast to the fcCEO scenario where all sensors exploit almost the same amount of side-information.


Figure 8. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus the network size for a fixed sum-rate of $C_{\text {sum }}=2.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$ using the successive broadcasting protocol with different cardinalities $\left|\mathbb{S}_{m}\right| ;|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$.


Figure 9. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus the network size for a fixed sum-rate of $C_{\text {sum }}=4 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$ using the successive broadcasting protocol with different cardinalities $\left|\mathbb{S}_{m}\right| ;|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$.

Considering the pmfs in Algorithm 1, it becomes obvious that larger networks might suffer from the curse of dimensionality. More precisely, pmfs like $p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)$ can become very large during the optimization for larger network sizes. Moreover, the mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ also depends on the network size, i.e., this problem does not only occur during the optimization, but also when storing the already optimized mapping. This numerical issue is the reason why there is no result for $\left|\mathbb{S}_{m}\right|=8$ and a network size of $M=6$ in Figures 8 and 9. In this case, it requires $2024 \mathrm{GiB}(1 \mathrm{GiB}=1024 \mathrm{MiB}, 1 \mathrm{MiB}=1024 \mathrm{KiB}$, $1 \mathrm{KiB}=1024$ byte) just for storing a single instance of the $\operatorname{pmf} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)$.

### 5.2. Successive Point-to-Point Protocol

For larger network sizes, broadcasting side-information might not be feasible anymore, since the dimensions of the mappings $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ and $p\left(s_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ as well as intermediate pmfs used within the optimization become huge. In order to relax this curse of dimensionality, the successive way of cooperation is exploited and the instantaneous side-information of sensor $m$ shall only be forwarded to the direct successor $m+1$ as depicted in Figure 10. Hence, a sequential chain is established from the first to the last sensor leading to the Markov Model:

$$
\begin{equation*}
p(x, \mathbf{y}, \mathbf{z}, \mathbf{s})=\prod_{m=1}^{M} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(s_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m} \mid x\right) p(x) \tag{20}
\end{equation*}
$$

Again, the instantaneous side-information is obtained by a deterministic mapping optimized by means of the information bottleneck principle, illustrated in Figure 11. With each step in the sequential chain, the information $s_{m}$ has about the relevant signal $x$ increases.


Figure 10. Partially cooperative CEO scenario using successive point-to-point transmission of sideinformation.

(a)

(b)

Figure 11. Graphical illustration of IB fusion of two inputs to determine instantaneous sideinformation $s_{m}(\mathbf{a})$ and the quantizer sensor output $z_{m}(\mathbf{b})$ for a successive point-to-point transmission of instantaneous side-information.

### 5.2.1. Generation of Point-to-Point Side-Information

Similar to the broadcast case, the design of $p\left(s_{m} \mid y_{m}, s_{m-1}\right)$ is inspired by the original GDIB algorithm. The optimization problem can be formulated in a greedy manner as

$$
\begin{align*}
L_{\text {PTP-SIDE }}^{(1)} & =I\left(\mathcal{X} ; \mathcal{S}_{1}\right)-\beta I\left(\mathcal{Y}_{1} ; \mathcal{S}_{1}\right)  \tag{21}\\
& \vdots \\
L_{\text {PTP-SIDE }}^{(M-1)} & =I\left(\mathcal{X} ; \mathcal{S}_{M-1}\right)-\beta I\left(\mathcal{Y}_{M-1}, \mathcal{S}_{M-2} ; \mathcal{S}_{M-1}\right), \tag{22}
\end{align*}
$$

where Equation (21) equals the individual scalar optimization without any side-information. Subsequent sensors combine the instantaneous side-information $s_{m-1}$ sent by the previous sensor with its observation $y_{m}$. In contrast to the broadcast case, the relevant mutual information is not conditioned on $\boldsymbol{\mathcal { S }}_{<m}$ as in (12) and (13) because sensor $m$ will only have access to $s_{m-1}$ and not to indices of any other sensor. Therefore, Wyner-Ziv coding cannot be applied for exchanging instantaneous side-information with the successive point-topoint protocol. The optimization problems can be solved by taking the derivative with respect to the mapping $p\left(s_{m} \mid y_{m}, s_{m-1}\right)$ and equating it to zero, resulting in the implicit update equation

$$
\begin{equation*}
p\left(s_{m} \mid y_{m}, s_{m-1}\right)=\frac{e^{-d_{\beta m}\left(y_{m}, s_{m}, s_{m-1}\right)}}{\sum_{s_{m}} e^{-d_{\beta m}\left(y_{m}, s_{m}, s_{m-1}\right)}} \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
d_{\beta_{m}}\left(y_{m}, s_{m}, s_{m-1}\right):=\frac{1}{\beta_{m}} \cdot D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s_{m-1}\right) \| p\left(x \mid s_{m}\right)\right]-\log p\left(s_{m}\right) \tag{24}
\end{equation*}
$$

As in the broadcast case, using a Blahut-Arimoto like algorithm to solve the update Equation (23) results in local optimal solutions.

### 5.2.2. Algorithmic pcCEO Solution Applying the Successive Point-to-Point Protocol

After the optimization of the mapping for instantaneous side-information, the mapping $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$ can be designed by means of the information bottleneck principle. Inspired by the original GDIB algorithm, the optimization problem can be formulated as

$$
\begin{align*}
L_{\mathrm{GDIB}-\mathrm{PTP}}^{(1)} & =I\left(\mathcal{X} ; \mathcal{Z}_{1}\right)-\beta_{1} I\left(\mathcal{Y}_{1} ; \mathcal{Z}_{1}\right)  \tag{25}\\
& \vdots  \tag{26}\\
L_{\text {GDIB-PTP }}^{(M)} & =I\left(\mathcal{X} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)-\beta_{M} I\left(\mathcal{Y}_{M}, \mathcal{S}_{M-1} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)
\end{align*}
$$

The main difference to the original GDIB optimization problem in (6) and (7) now lies in the compression rate $I\left(\mathcal{Y}_{m}, \mathcal{S}_{m-1} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)$, which emerges from the combination of the instantaneous side-information $s_{m-1}$ of the previous sensor $m-1$ and the observation $y_{m}$ of sensor $m$. Taking the derivative with respect to the mapping $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$ and equating it to zero, the optimization problem for sensor $m$ can be solved, leading to the implicit update equation

$$
\begin{equation*}
p\left(z_{m} \mid y_{m}, s_{m-1}\right)=\frac{e^{-d_{\beta m}\left(y_{m}, z_{m}, s_{m-1}\right)}}{\sum_{z_{m}} e^{-d_{\beta m}\left(y_{m}, z_{m}, s_{m-1}\right)}} \tag{27}
\end{equation*}
$$

with

$$
\begin{gather*}
d_{\beta_{m}}\left(y_{m}, z_{m}, s_{m-1}\right):=\mathbb{E}_{\mathcal{Z}_{<m} \mid y_{m}, s_{m-1}}\left[\frac{1}{\beta_{m}}\right. \\
\left.D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] . \tag{28}
\end{gather*}
$$

Thus, the mapping $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$ can be optimized using a Blahut-Arimoto-like algorithm. The specific algorithm for a given sensor $m$ and a Lagrange parameter $\beta_{m}$ is given in Algorithm 2. The input pmfs $p\left(z_{i} \mid y_{i}, s_{i-1}\right) \forall i<m$ and $p\left(s_{i} \mid \mathbf{z}_{\leq i}, x\right) \forall i<m$ as well as $p\left(\mathbf{z}_{<m-1}, x\right)$ are calculated in advance by previous sensor optimizations. Lines 3 to 7 calculates required pmfs as given the Appendix A.2. The KL-divergence is calculated in lines 8 to 11 . Using this, the statistical distance $d_{\beta_{m}}\left(z_{m}, y_{m}, s_{m-1}\right)$ of (28) can be calculated in lines 12 to 16 , which is then used to update the quantizer mapping $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$. The algorithm stops if this mapping does not change significantly anymore during subsequent iterations. Finally, the output pmfs $p\left(s_{m} \mid \mathbf{z}_{\leq m}, x\right)$ and $p\left(\mathbf{z}_{<m}, x\right)$ need to be calculated in lines 21 to 25 for their usage in the optimization of the next sensor.

Similar to the original GDIB algorithm, the optimization needs to be done for all possible optimization orders. A simple bisection search can be applied to find the ratefulfilling parameter $\beta_{m}$, such that $I\left(\mathcal{Y}_{m}, \mathcal{S}_{m-1} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right) \leq C_{m}$ holds.

### 5.2.3. Evolution of Instantaneous Side-Information

Figure 12 illustrates the amount of instantaneous side-information $I\left(\mathcal{X} ; \mathcal{S}_{m}\right)$ at a specific sensor $m$ in a network of size $M=6$ using the successive point-to-point transmission protocol for different cardinalities $\left|\mathbb{S}_{m}\right|$. Obviously, $I\left(\mathcal{X} ; \mathcal{S}_{m}\right)$ increases with each further sensor. The main difference to the broadcast case is that the instantaneous side-information provided to sensor $m$ is represented by a single highly compressed index $s_{m-1}$ with cardinality $\left|\mathbb{S}_{m-1}\right|$. While the resolution $\left|\mathbb{S}_{<m}\right|$ of the available instantaneous side-information $\mathbf{s}_{<m}$ increases with $m$ in the broadcast case, it remains the same for the successive point-to-point protocol. Therefore, a higher cardinality $\left|\mathbb{S}_{m}\right|$ is required compared to the broadcast case to avoid additional compression losses.


Figure 12. Evolution of $I\left(\mathcal{X} ; \mathcal{S}_{m}\right)$ for sensor $m$ in a network with $M=6$ sensors and different cardinalities $\left|\mathbb{S}_{m}\right|$ for the successive point-to-point transmission protocol; $|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64$.

```
Algorithm 2: Extended Blahut-Arimoto algorithm for the successive point-to-
point protocol.
input \(: m, p^{\text {init }}\left(z_{m} \mid y_{m}, s_{m-1}\right), p\left(y_{i}, x\right)\),
    \(p\left(s_{i} \mid y_{i}, s_{i-1}\right) \forall i \leq m, \beta_{m}, \epsilon\)
    recursively calculated inputs from previous
    sensor optimizations:
    \(p\left(z_{i} \mid y_{i}, s_{i-1}\right), p\left(s_{i} \mid \mathbf{z}_{\leq i}, x\right) \forall i<m\),
    \(p\left(\mathbf{z}_{<m-1}, x\right)\)
    output \(\quad: p\left(z_{m} \mid y_{m}, s_{m-1}\right) \in[0,1], p\left(\mathbf{z}_{<m}, x\right), p\left(s_{m} \mid \mathbf{z}_{\leq m}, x\right)\)
    begin
        initialization:
            \(p\left(z_{m} \mid y_{m}, s_{m-1}\right)^{(0)} \leftarrow p^{\text {init }}(\cdot \mid \cdot, \cdot)\),
                    \(l \leftarrow 1\)
        do
            // calc. pmfs (see Appendix A.2)
            \(p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right)=\sum_{s_{m-2}} \sum_{y_{m-1}} p\left(z_{m-1} \mid y_{m-1}, s_{m-2}\right) p\left(s_{m-2} \mid \mathbf{z}_{\leq m-2}, x\right)\)
            \(\cdot p\left(s_{m-1} \mid y_{m-1}, s_{m-2}\right) p\left(y_{m-1} \mid x\right)\)
            \(p\left(\mathbf{z}_{<m-1}, y_{m}, x\right)=p\left(\mathbf{z}_{<m-1}, x\right) p\left(y_{m} \mid x\right)\)
            \(p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)=p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right) p\left(\mathbf{z}_{<m-1}, y_{m}, x\right)\)
            \(p\left(\mathbf{z}_{\leq m}, x\right)=\sum_{s_{m-1}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right)\)
            - \(p\left(\mathbf{z}_{<m-1}, x\right) p\left(y_{m} \mid x\right)\)
            // KL-Divergence \(D_{\text {KL }}\) of (28)
            \(p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)=\frac{p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)}{\sum_{x} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)}\)
            \(p\left(x \mid \mathbf{z}_{\leq m}\right)=\frac{p\left(\mathbf{z}_{\leq m}, x\right)}{\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)}\)
            \(D_{\mathrm{KL}}=\sum_{x} p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log \frac{p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)}{p\left(x \mid \mathbf{z}_{\leq m}\right)}\)
            // distance \(d_{\beta_{m}}\left(y_{m}, z_{m}, s_{m-1}\right)\) (28)
            \(p\left(\mathbf{z}_{<m} \mid y_{m}, s_{m-1}\right)=\frac{\sum_{x} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)}{\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)}\)
            \(p\left(\mathbf{z}_{\leq m}\right)=\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)\)
            \(p\left(z_{m} \mid \mathbf{z}_{<m}\right)=\frac{p\left(\mathbf{z}_{\leq m}\right)}{\sum_{z_{m}} p\left(\mathbf{z}_{\leq m}\right)}\)
            \(d_{\beta_{m}}\left(z_{m}, y_{m}, s_{m-1}\right)=\sum_{\mathbf{z}_{<m}} p\left(\mathbf{z}_{<m} \mid y_{m}, s_{m-1}\right) \cdot\left[\frac{1}{\beta_{m}} D_{\mathrm{KL}}-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right]\)
            // update quantizer \(p\left(z_{m} \mid y_{m}, s_{m-1}\right)\)
            \(p\left(z_{m} \mid y_{m}, s_{m-1}\right)^{(l)}=\frac{e^{-d_{\beta m}\left(y_{m}, z_{m}, s_{m-1}\right)}}{\sum_{z} e^{-d_{\beta m}}\left(y_{m, z_{m}} s_{m-1}\right)}\)
            \(l \leftarrow l+1\)
        while \(D_{J S}\left[p^{(l)}\left(z_{m} \mid y_{m}, s_{m-1}\right) \| p^{(l-1)}\left(z_{m} \mid y_{m}, s_{m-1}\right)\right]<\epsilon\)
        // cal. \(p\left(s_{m} \mid \mathbf{z}_{\leq m}, x\right)\) and \(p\left(\mathbf{z}_{<m}, x\right)\) for successive sensor
        \(p\left(\mathbf{z}_{<m}, x\right)=\sum_{z_{m}} p\left(\mathbf{z}_{\leq m}, x\right)\)
        \(p\left(y_{m}, x, z_{m}\right)=\sum_{s_{m-1}} p\left(y_{m}, x\right) p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(s_{m-1} \mid x\right)\)
        \(p\left(y_{m} \mid x, z_{m}\right)=\frac{p\left(y_{m}, x, z_{m}\right)}{\sum_{y_{m}} p\left(y_{m}, x, z_{m}\right)}\)
        \(p\left(s_{m} \mid \mathbf{z}_{\leq m}, x\right)=\sum_{s_{m-1}} \sum_{y_{m}} p\left(s_{m-1} \mid \mathbf{z}_{\leq m-1}, x\right) p\left(y_{m} \mid x, z_{m}\right) p\left(s_{m} \mid y_{m}, s_{m-1}\right)\)
```


### 5.2.4. Performance for Different Network Sizes

Figures 13 and 14 illustrate the overall performance of the pcCEO system with point-topoint exchanged instantaneous side-information where all sensors share the same channel to the common receiver with a fixed sum-rate $C_{\text {sum }}=\sum_{m=1}^{M} C_{m}$ in an orthogonal way and
a round robin fashion. Again, the black curves represent the non-cooperative CEO scenario and the fcCEO scenario. Hence, they serve as lower and upper bound, respectively. In general, the curves are very similar to those for broadcasting instantaneous side-information in Figures 8 and 9. Independent of the SNR or the sum-rate $C_{\text {sum }}$, the relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ increases for larger networks and even a single bit as instantaneous side-information $\left|\mathbb{S}_{m}\right|=2$ leads to slight improvements compared to the non-cooperative case. However, there still remains a gap to the fcCEO scenario even for large $\left|\mathbb{S}_{m}\right|$, which results from the successive communication strategy, since sensors at the beginning of the optimization chain can exploit no or little instantaneous side-information.


Figure 13. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus the network size for a fixed sum-rate of $C_{\text {sum }}=2.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$ using the successive point-to-point transmission protocol with different cardinalities $\left|\mathbb{S}_{m}\right| ;|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$.


Figure 14. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus the network size for a fixed sum-rate of $C_{\text {sum }}=4 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$ using the successive point-to-point transmission protocol with different cardinalities $\left|\mathbb{S}_{m}\right| ;|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$.

### 5.2.5. Performance for Different Sum-Rates

Figure 15 illustrates the influence of the sum-rate $C_{\text {sum }}=\sum_{m=1}^{M} C_{m}$ for a scenario with $M=5$ sensors. Naturally, larger sum-rates correlate with higher individual link capacities. Again, CEO and fcCEO scenarios provide lower and upper bounds, respectively.

For a cardinality of $\left|\mathbb{S}_{m}\right|=2$, only a small gain compared to the non-cooperative CEO scenario can be observed. However, the gain gets more and more significant with increasing $\left|\mathbb{S}_{m}\right|$. Comparing the results to the upper fcCEO bound illuminates the loss due to limited available side-information at early transmitting sensors. The largest difference can be observed for sum-rates between $2 \leq C_{\text {sum }} \leq 4$ bit/s/Hz.


Figure 15. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus sum-rate $C_{\text {sum }}$ with $C_{m}=\frac{C_{\text {sum }}}{M}$ using the successive point-to-point transmission protocol with different cardinalities $\left|\mathbb{S}_{m}\right| ; M=5,|\mathbb{X}|=4$, $\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$.

### 5.2.6. Asymmetric Scenarios

A very important part is the investigation of asymmetric scenarios. As the achievable relevant information $I(\mathcal{X} ; \mathcal{Z})$ of a non-cooperative CEO scenario is very sensitive to the optimization order, i.e., the Wyner-Ziv coding strategy, in asymmetric scenarios [14] the question arises if the exchange of instantaneous side-information can improve the robustness against bad optimization orders. Therefore, the same two asymmetric setups as in [14] are analyzed. Scenario 1 considers the case where sensors with low SNRs $\gamma_{m}$ have low link capacities $C_{m}$ while sensors with high SNRs $\gamma_{m}$ have high link capacities $C_{m}$. Scenario 2 considers the opposite case, where sensors with low SNRs have high link capacities and vice versa.

Figure 16 illustrates the relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ for all $M!=24$ sensor permutations for a network of $M=4$ sensors. The dots represent the results from [14] for a non-cooperative CEO scenario. Blue dots show Scenario 1 while the red dots represent Scenario 2. The results for the pcCEO scenario with successive point-to-point side-information exchange is depicted as bars.

Comparing the non-cooperative case with the successive point-to-point exchange of side-information for Scenario 1, we observe a slight increase of the overall relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ for partial cooperation and this particular scenario. Moreover, the influence of the Wyner-Ziv coding strategy (optimization order) becomes smaller due to cooperation. The performance for Scenario 2 is worse than the performance for Scenario 1, again for both the cooperative and the non-cooperative case. In this scenario, accurate measurements have to be strongly compressed in order to forward them to the common receiver while unreliable measurements cannot contribute much to the overall performance although they can be forwarded to the common receiver at high rates. However, the loss due to bad optimization orders is much lower for partial cooperation. A sensor with a bad forward channel and a high SNR can still forward its information to the next sensor, which might have a better forward channel. Therefore, exchanging instantaneous side-information can improve the robustness against bad optimization orders.


Figure 16. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ for non-symmetric scenario with $M=4$ sensors, SNRs $\gamma_{m}=[2,4,6,8] \mathrm{dB}$ and $|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$ using the successive point-to-point transmission protocol with $\left|\mathbb{S}_{m}\right|=8$.

### 5.3. Two-Phase Transmission Protocol with Artificial Side-Information

Previous subsections revealed that partial cooperation by exchanging instantaneous side-information improves the overall performance. However, a gap to the fcCEO scenario still remains, and we claimed that the successive exchange of instantaneous sideinformation is the reason for this difference. Due to the sequential forwarding protocols considered so far, early sensors have no or little instantaneous side-information. They hardly profit from the cooperation as opposed to the full cooperation case where all sensors have access to the complete information. In order to substantiate this statement, a third transmission protocol consisting of two phases is considered. Inspired by the fcCEO scenario, the first cooperation phase is used to exchange instantaneous side-information between all sensors, while the transmission phase is used to forward the information to the common receiver in the usual way. The difference to the fcCEO scenario is that only compressed versions of the observations can be exchanged during the cooperation phase.

For simplicity, we assume that each sensor obtains the same instantaneous sideinformation represented by $s^{*}$, independent of its position in the optimization chain, see Figure 17. Moreover, we pursue the EXIT chart philosophy [33], where extrinsic information is artificially created to analyze the information exchange between decoders in concatenated coding schemes. In the pcCEO context, the artificial side-information can be interpreted as extrinsic information about the relevant signal $x$ being generated by adding AWGN to $x$. The noise variance is adapted to obtain a specific SNR $\gamma_{\text {extr }}$ or equivalently a desired mutual side-information $I\left(\mathcal{X} ; \mathcal{S}^{*}\right)$. It has to be emphasized that $\gamma_{\text {extr }}$ can be chosen independently from the measurement SNRs at the sensors in order to obtain general conclusions. Since the instantaneous side-information is created artificially, $s^{*}$ is assumed to be independent of the indexes $y_{m}$ given the relevant signal $x$, i.e., $p\left(y_{m}, s^{*} \mid x\right)=p\left(y_{m} \mid x\right) p\left(s^{*} \mid x\right)$ holds. This simplifies the Markovian structure of the optimization problem which equals the one of the original CEO problem. With the same argumentation as in the original CEO problem, we claim that the supermodularity holds and the greedy optimization structure is optimal. This model leads to the modified optimization problem

$$
\begin{align*}
L_{\mathrm{GDIB}-\mathrm{TP}}^{(1)} & =I\left(\mathcal{X} ; \mathcal{Z}_{1}\right)-\beta_{1} I\left(\mathcal{Y}_{1}, \mathcal{S}^{*} ; \mathcal{Z}_{1}\right)  \tag{29}\\
& \vdots  \tag{30}\\
L_{\mathrm{GDIB}-\mathrm{TP}}^{(M)} & =I\left(\mathcal{X} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)-\beta_{M} I\left(\mathcal{Y}_{M}, \mathcal{S}^{*} ; \mathcal{Z}_{M} \mid \mathcal{Z}_{<M}\right)
\end{align*}
$$

Theoptimization problem can be solved using the same strategy as described in previous Sections 5.1 and 5.2. This leads to the implicit update equation

$$
\begin{equation*}
p\left(z_{m} \mid y_{m}, s^{*}\right)=\frac{e^{-d_{\beta_{m}}\left(y_{m}, z_{m}, s^{*}\right)}}{\sum_{z_{m}} e^{-d_{\beta_{m}}\left(y_{m}, z_{m}, s^{*}\right)}} \tag{31}
\end{equation*}
$$

with

$$
\begin{gather*}
d_{\beta_{m}}\left(y_{m}, z_{m}, s^{*}\right):=\mathbb{E}_{\boldsymbol{z}_{<m} \mid y_{m}, s^{*}}\left[\frac{1}{\beta_{m}}\right. \\
\left.D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s^{*}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] \tag{32}
\end{gather*}
$$



Figure 17. Partially cooperative CEO scenario using the two-phase transmission protocol.

### 5.3.1. Performance of Two-Phase Transmission

Figure 18 illustrates the same experiment as in Figure 8 or Figure 13, but for the two-phase transmission protocol. The extrinsic information is chosen independent of the measurement SNR and has its own SNR $\gamma_{\text {ext }}$ represented by different colors in Figure 18. The cardinality of the extrinsic information is chosen as $\left|\mathbb{S}^{*}\right|=512$ to not introduce any compression losses. As before, the black dashed line represents the fcCEO scenario. The curve for $\gamma_{\text {extr }}=\gamma_{m}=8 \mathrm{~dB}$ represents the case where each sensor forwards instantaneous side-information whose quality corresponds to its measurement SNR. We observe the same performance as for the fcCEO scenario. This demonstrates that the remaining performance gap to the fcCEO scenario disappears completely for appropriate cooperation among sensors. Naturally, decreasing the SNR of the extrinsic information $\gamma_{\text {ext }}$ or equivalently $I\left(\mathcal{X} ; \mathcal{S}^{*}\right)$ leads to a lower overall performance $I(\mathcal{X} ; \mathcal{Z})$.


Figure 18. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus the network size for a fixed sum-rate of $C_{\text {sum }}=2.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$ using a two-phase transmission protocol for artificially decoupled extrinsic information with different $\gamma_{\text {ext }} ; \gamma_{m}=8 \mathrm{~dB},|\mathbb{X}|=4,\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4,\left|\mathbb{S}^{*}\right|=512$.

### 5.3.2. Influence of Extrinsic Information

The influence of extrinsic information is depicted in Figure 19 for $\gamma_{m}=8 \mathrm{~dB}$ and $\gamma_{m}=3 \mathrm{~dB}$. Therefore, the overall relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ is depicted versus the mutual information of the extrinsic information $I\left(\mathcal{X} ; \mathcal{S}^{*}\right)$ for different network sizes. As before, all sensors share the same forward channel with $C_{\text {sum }}=2.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$. Providing no extrinsic information, i.e., $I\left(\mathcal{X} ; \mathcal{S}^{*}\right)=0$ delivers the same result as the non-cooperative CEO scenario of Section 3. Naturally, enhancing the quality of the extrinsic information increases the overall relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ up to the maximum of $2 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$.


Figure 19. Relevant mutual information $I(\mathcal{X} ; \mathcal{Z})$ versus extrinsic mutual information $I\left(\mathcal{X} ; \mathcal{S}^{*}\right)$ for different network sizes and a fixed sum-rate of $C_{\text {sum }}=2.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and $C_{m}=\frac{C_{\text {sum }}}{M}$ and $|\mathbb{X}|=4$, $\left|\mathbb{Y}_{m}\right|=64,\left|\mathbb{Z}_{m}\right|=4$.

## 6. Conclusions

This paper extends the non-cooperative CEO scenario allowing partial cooperation among sensors in the network. Therefore, it extends the algorithmic solution introduced in [14] for three different inter-sensor communication protocols: successive broadcasting, successive point-to-point communication and a two-phase transmission protocol. The first two protocols perform the exchange of instantaneous side-information and forwarding information to the common receiver at the same time step. Therefore, successive broadcasting exploits the instantaneous side-information of all previous sensors within the optimization chain. Since this may cause dimensionality problems during the optimization, the successive point-to-point transmission protocol forwards the instantaneous side-information only to the next sensor. It turns out that allowing this partial communication outperforms the non-cooperative compression where no communication among sensors is possible. Moreover, cooperative compression shows a larger robustness to suboptimal Wyner-Ziv coding strategies in asymmetric scenarios. However, a small performance gap to the fcCEO scenario still remains for the proposed successive broadcasting and successive point-topoint transmission protocols. This gap can be closed by a third protocol separating the cooperation from the forwarding phase and allowing each sensor to access the maximal available side-information. Although no formal conclusion about the optimality of the pcCEO can be drawn, the closeness to the fcCEO scenario in the investigated simulations reveals that solutions found by the proposed greedy algorithms are at least close to optimal.
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## Appendix A

## Appendix A.1. Optimization for Broadcasting Side-Information

According to Section 5.1, partial cooperation by broadcasting side-information requires the maximization of

$$
\begin{equation*}
L_{\mathrm{GDIB}-\mathrm{BC}}^{(m)}=I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)-\beta_{m} I\left(\mathcal{Y}_{m}, \mathcal{S}_{<m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right) . \tag{A1}
\end{equation*}
$$

The variational problem can be solved by taking the derivative with respect to the mapping $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ and equating it to zero. In the following, the derivatives of both mutual information are given

## Appendix A.1.1. Derivative of $I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)$

The relevant mutual information in (A1) can be rewritten such that the desired mapping occurs explicitly.

$$
\begin{align*}
I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)= & \mathbb{E}_{\mathcal{X}, \mathcal{Z}_{m}, \mathcal{Z}_{<m}}\left[\log \frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)}\right] \\
= & \sum_{z_{m}} \sum_{\mathbf{z}_{<m}} \sum_{x} \sum_{y_{m}} \sum_{\mathbf{s}_{<m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right) \\
& \cdot \log \sum_{a \in \mathbb{Y}_{m}} \sum_{\mathbf{b} \in \mathbb{S}_{<m}} p\left(z_{m} \mid a, \mathbf{b}\right) p\left(a, \mathbf{b} \mid \mathbf{z}_{<m}, x\right) \\
- & \sum_{z_{m}} \sum_{\mathbf{z}_{<m}} \sum_{x} \sum_{y_{m}} \sum_{\mathbf{s}_{<m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right) \\
& \cdot \log \sum_{a \in \mathbb{Y}_{m}} \sum_{\mathbf{b} \in \mathbb{S}_{<m}} p\left(z_{m} \mid a, \mathbf{b}\right) p\left(a, \mathbf{b} \mid \mathbf{z}_{<m}\right) \tag{A2}
\end{align*}
$$

The derivative of (A2) delivers

$$
\begin{align*}
& \frac{\partial I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)}{\partial p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)} \\
& \quad=\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right) \cdot \log p\left(z_{m} \mid x, \mathbf{z}_{<m}\right) \\
& \quad+\sum_{x} \sum_{\mathbf{z}_{<m}} \underbrace{\left[\sum_{\mathbf{s}_{<m}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)\right]}_{=p\left(z_{m}, \mathbf{z}_{<m}, x\right)} \cdot \frac{p\left(y_{m}, \mathbf{s}_{<m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)} \\
& \quad-\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right) \cdot \log p\left(z_{m} \mid \mathbf{z}_{<m}\right) \\
& -\sum_{x} \sum_{\mathbf{z}_{<m}} \underbrace{\left.\sum_{\mathbf{s}_{<m}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}, x\right)\right]}_{=p\left(z_{m}, \mathbf{z}_{<m}, x\right)} \cdot \frac{p\left(y_{m}, \mathbf{s}_{<m} \mid \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} \\
& \quad=\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \sum_{x} p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log \frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} . \tag{A3}
\end{align*}
$$

Exploiting Bayes' theorem, the argument of the logarithmic function can be rewritten

$$
\begin{align*}
\frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} & =\frac{p\left(x \mid \mathbf{z}_{\leq m}\right)}{p\left(x \mid \mathbf{z}_{<m}\right)} \\
& =\frac{p\left(x \mid \mathbf{z}_{\leq m}\right)}{p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)} \cdot \frac{p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)}{p\left(x \mid \mathbf{z}_{<m}\right)} . \tag{A4}
\end{align*}
$$

The last ratio in (A4) can be dropped because it does not depend on $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ and its contribution can be incorporated into the Lagrange multiplier $\beta_{m}$. The insertion of the first ratio into (A3) yields the contribution of the derivative of the relevant mutual information

$$
\begin{align*}
\frac{\partial I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)}{\partial p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)} & \rightarrow-\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \sum_{x} p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log \frac{p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)}{p\left(x \mid \mathbf{z}_{\leq m}\right)} \\
& =-\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right] . \tag{A5}
\end{align*}
$$

## Appendix A.1.2. Derivative of $I\left(\mathcal{Y}_{m}, \mathcal{S}_{<m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)$

With the definition of the conditional compression rate

$$
\begin{align*}
& I\left(\mathcal{Y}_{m}, \boldsymbol{\mathcal { S }}_{<m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)=\mathbb{E}_{y_{m}, \mathcal{z}_{m}, \boldsymbol{z}_{<m}, \boldsymbol{\mathcal { S }}_{<m}}\left[\log \frac{p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)}\right] \\
& =\sum_{z_{m}} \sum_{\mathbf{z}_{<m}} \sum_{\boldsymbol{s}_{<m}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \\
& -\sum_{z_{m}} \sum_{\mathbf{z}_{<m}} \sum_{\mathbf{s}_{<m}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log \sum_{a \in \mathbb{Y}_{m}} \sum_{\mathbf{b} \in \mathbb{S}_{<m}} p\left(z_{m} \mid a, \mathbf{b}\right) p\left(a, \mathbf{b} \mid \mathbf{z}_{<m}\right) \tag{A6}
\end{align*}
$$

its derivative becomes

$$
\begin{align*}
& \frac{\partial I\left(\mathcal{Y}_{m}, \boldsymbol{S}_{<m} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)}{\partial p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)} \\
& \quad=\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \\
& \quad+\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \frac{p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)}{p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)} \\
& \quad-\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid \mathbf{z}_{<m}\right) \\
& \quad-\sum_{\mathbf{z}_{<m}} \underbrace{\left[\sum_{y_{m}} \sum_{\mathbf{s}_{<m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)\right]}_{=p\left(z_{m}, \mathbf{z}_{<m}\right)} \cdot \frac{p\left(y_{m}, \mathbf{s}_{<m} \mid \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} \\
& \quad=\sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log \frac{p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} . \tag{A7}
\end{align*}
$$

## Appendix A.1.3. Fusion of Derived Parts

Combining the result in (A5) and (A7) delivers the complete derivative

$$
\begin{align*}
& -\sum_{\mathbf{z}<m} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) D_{\text {KL }}\left[p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right] \\
& -\beta_{m} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) \\
& +\beta_{m} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \cdot \log p\left(z_{m} \mid \mathbf{z}_{<m}\right)=0 . \tag{A8}
\end{align*}
$$

Following the idea of Blahut and Arimoto [34], $p\left(x \mid \mathbf{z}_{\leq m}\right)$ and $p\left(z_{m} \mid \mathbf{z}_{<m}\right)$ are assumed to be independent of $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$. With this trick, (A8) can be resolved with respect to the desired mapping of sensor $m$ leading to the implicit solution

$$
\begin{equation*}
p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)=\frac{e^{-d_{\beta_{m}}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right)}}{\sum_{z_{m}} e^{-d_{\beta_{m}}\left(y_{m}, z_{m}, s_{<m}\right)}} \tag{A9}
\end{equation*}
$$

with

$$
\begin{align*}
& d_{\beta_{m}}\left(y_{m}, z_{m}, \mathbf{s}_{<m}\right) \\
& \quad:=\sum_{\mathbf{z}_{<m}} p\left(\mathbf{z}_{<m} \mid y_{m}, \mathbf{s}_{<m}\right)\left[\frac{1}{\beta_{m}} D_{\text {KL }}\left[p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] \\
& \quad=\mathbb{E}_{\mathbf{Z}_{<m} \mid y_{m}, \mathbf{s}_{<m}}\left[\frac{1}{\beta_{m}} D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] . \tag{A10}
\end{align*}
$$

## Appendix A.1.4. Calculating Required pmfs

This section covers the calculation of the required pmfs for the previously described algorithm. The first term in the KL divergence in (A10) is defined by

$$
\begin{equation*}
p\left(x \mid y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)=\frac{p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)}{\sum_{x} p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)} \tag{A11}
\end{equation*}
$$

where $p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)$ is determined recursively as

$$
\begin{align*}
& p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)=\sum_{y_{m-1}} p\left(z_{m-1} \mid y_{m-1}, \mathbf{s}_{<m-1}\right) \\
& p\left(s_{m-1} \mid y_{m-1}, \mathbf{s}_{<m-1}\right) p\left(y_{m} \mid x\right) p\left(x, y_{m-1}, \mathbf{s}_{<m-1}, \mathbf{z}_{<m-1}\right) \tag{A12}
\end{align*}
$$

In (A12), the pmf $p\left(z_{m-1} \mid y_{m-1}, \mathbf{s}_{<m-1}\right)$ represents the quantizer mapping of the previous sensor $m-1$ while $p\left(s_{m-1} \mid y_{m-1}, \mathbf{s}_{<m-1}\right)$ denotes its the mapping for the instantaneous side-information. Hence, both have already been determined when optimizing sensor $m-1$ leading to a recursive computation. The second term in the KL divergence in (A10) is calculated by

$$
\begin{equation*}
p\left(x \mid \mathbf{z}_{\leq m}\right)=\frac{p\left(\mathbf{z}_{\leq m}, x\right)}{\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)} \tag{A13}
\end{equation*}
$$

where $p\left(\mathbf{z}_{\leq m}, x\right)$ can be calculated by

$$
\begin{equation*}
p\left(\mathbf{z}_{\leq m}, x\right)=\sum_{\mathbf{s}_{<m}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right) p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right) \tag{A14}
\end{equation*}
$$

with $p\left(z_{m} \mid y_{m}, \mathbf{s}_{<m}\right)$ being the quantizer mapping of the current sensor. The joint pmf $p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)$ has already been calculated in (A12). The argument of the logarithm in (A10) can be derived as

$$
\begin{equation*}
p\left(z_{m} \mid \mathbf{z}_{<m}\right)=\frac{\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)}{\sum_{z_{m}} \sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)} . \tag{A15}
\end{equation*}
$$

Finally, the pmf to calculate the conditional expectation in (A10) is determined as

$$
\begin{equation*}
p\left(\mathbf{z}_{<m} \mid y_{m}, \mathbf{s}_{<m}\right)=\frac{\sum_{x} p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)}{\sum_{\mathbf{z}_{<m}} \sum_{x} p\left(x, y_{m}, \mathbf{s}_{<m}, \mathbf{z}_{<m}\right)} . \tag{A16}
\end{equation*}
$$

Note that all above equations simplify to the scalar IB equations given in Section 2 when optimizing the first sensor.

## Appendix A.2. Optimization for Point-to-Point Exchange of Side-Information

According to Section 5.2, partial cooperation using a point-to-point communication protocol requires the maximization of

$$
\begin{equation*}
L_{\mathrm{GDIB}-\mathrm{PTP}}^{(m)}=I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)-\beta_{m} I\left(\mathcal{Y}_{m}, \mathcal{S}_{m-1} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right) \tag{A17}
\end{equation*}
$$

The variational problem can be solved by taking the derivative with respect to the mapping $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$ and equating it to zero. In the following, the derivatives of both mutual information are given.

Appendix A.2.1. Derivative of $I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)$
The relevant mutual information in (A17) can be rewritten such that the desired mapping occurs explicitly.

$$
\begin{align*}
& I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)= \mathbb{E}_{\mathcal{X}, \mathcal{Z}_{m}, \mathcal{Z}_{<m}}\left[\log \frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)}\right] \\
&= \sum_{\mathbf{z} \leq m} \sum_{x} \sum_{y_{m}} \sum_{s_{m-1}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right) \\
& \cdot \log \sum_{a \in \mathbb{Y}_{m}} \sum_{b \in \mathbb{S}_{m-1}} p\left(z_{m} \mid a, b\right) p\left(a, b \mid \mathbf{z}_{<m}, x\right) \\
&- \sum_{\mathbf{z}_{\leq m}} \sum_{x} \sum_{y_{m}} \sum_{s_{m-1}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right) \\
& \quad \cdot \log \sum_{a \in \mathbb{Y}_{m}} \sum_{b \in \mathbb{S}_{m-1}} p\left(z_{m} \mid a, b\right) p\left(a, b \mid \mathbf{z}_{<m}\right) \tag{A18}
\end{align*}
$$

The derivative of (A18) delivers

$$
\begin{align*}
& \frac{\partial I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)}{\partial p\left(z_{m} \mid y_{m}, s_{m-1}\right)} \\
& =\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right) \cdot \log p\left(z_{m} \mid x, \mathbf{z}_{<m}\right) \\
& +\sum_{x} \sum_{\mathbf{z}_{<m}} \underbrace{\left[\sum_{s_{m-1}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)\right]}_{=p\left(z_{m}, \mathbf{z}_{<m}, x\right)} \cdot \frac{p\left(y_{m}, s_{m-1} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)} \\
& -\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right) \cdot \log p\left(z_{m} \mid \mathbf{z}_{<m}\right) \\
& -\sum_{x} \sum_{\mathbf{z}_{<m}} \underbrace{\left.\sum_{s_{m-1}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right)\right]}_{=p\left(z_{m}, \mathbf{z}_{<m}, x\right)} \cdot \frac{p\left(y_{m}, s_{m-1} \mid \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} \\
& =\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}, x\right) \cdot \log \frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} \\
& =\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \sum_{x} p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log \frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} . \tag{A19}
\end{align*}
$$

Exploiting Bayes' theorem the argument of the logarithmic function can be rewritten

$$
\begin{align*}
\frac{p\left(z_{m} \mid x, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} & =\frac{p\left(x \mid \mathbf{z}_{\leq m}\right)}{p\left(x \mid \mathbf{z}_{<m}\right)} \\
& =\frac{p\left(x \mid \mathbf{z}_{\leq m}\right)}{p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)} \frac{p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)}{p\left(x \mid \mathbf{z}_{<m}\right)} . \tag{A20}
\end{align*}
$$

The last ratio in (A20) can be dropped because it does not depend on $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$ and its contribution can be incorporated into the Lagrange multiplier $\beta_{m}$. The insertion of the first ratio into (A19) yields the contribution of the derivative of the relevant mutual information

$$
\begin{align*}
\frac{\partial I\left(\mathcal{X} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)}{\partial p\left(z_{m} \mid y_{m}, s_{m-1}\right)} & \rightarrow-\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \sum_{x} p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log \frac{p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)}{p\left(x \mid \mathbf{z}_{\leq m}\right)} \\
& =-\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right] \tag{A21}
\end{align*}
$$

Appendix A.2.2. Derivative of $I\left(\mathcal{Y}_{m}, \mathcal{S}_{m-1} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)$
With the definition of the conditional compression rate

$$
\begin{align*}
& I\left(\mathcal{Y}_{m}, \mathcal{S}_{m-1} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)=\mathbb{E}_{\mathcal{Y}_{m}, \mathcal{Z}_{m}, \mathcal{Z}_{<m}, \mathcal{S}_{m-1}}\left[\log \frac{p\left(z_{m} \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)}\right] \\
& =\sum_{z_{m}} \sum_{\mathbf{z}_{<m}} \sum_{s_{m-1}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid y_{m}, s_{m-1}\right) \\
& -\sum_{z_{m}} \sum_{\mathbf{z}_{<m}} \sum_{s_{m-1}} \sum_{y_{m}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log \sum_{a \in \mathbb{Y}_{m}} \sum_{b \in \mathbb{S}_{m-1}} p\left(z_{m} \mid a, b\right) p\left(a, b \mid \mathbf{z}_{<m}\right) \tag{A22}
\end{align*}
$$

its derivative becomes

$$
\begin{align*}
& \frac{\partial I\left(\mathcal{Y}_{m}, \mathcal{S}_{m-1} ; \mathcal{Z}_{m} \mid \mathcal{Z}_{<m}\right)}{\partial p\left(z_{m} \mid y_{m}, s_{m-1}\right)} \\
& =\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid y_{m}, s_{m-1}\right) \\
& +\sum_{\mathbf{z}<m} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \frac{p\left(z_{m} \mid y_{m}, s_{m-1}\right)}{p\left(z_{m} \mid y_{m}, s_{m-1}\right)} \\
& -\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid \mathbf{z}_{<m}\right) \\
& -\sum_{\mathbf{z}<m} \underbrace{\left[\sum_{y_{m}} \sum_{s_{m-1}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)\right]}_{=p\left(z_{m}, \mathbf{z}_{<m}\right)} \cdot \frac{p\left(y_{m}, s_{m-1} \mid \mathbf{z}_{<m}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} \\
& =\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log \frac{p\left(z_{m} \mid y_{m}, s_{m-1}\right)}{p\left(z_{m} \mid \mathbf{z}_{<m}\right)} . \tag{A23}
\end{align*}
$$

## Appendix A.2.3. Fusion of Derived Parts

Combining the result in (A21) and (A23) delivers the complete derivative

$$
\begin{align*}
& -\sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right] \\
& -\beta_{m} \sum_{\mathbf{z}<m} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \log p\left(z_{m} \mid y_{m}, s_{m-1}\right) \\
& +\beta_{m} \sum_{\mathbf{z}_{<m}} p\left(y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \cdot \log p\left(z_{m} \mid \mathbf{z}_{<m}\right)=0 . \tag{A24}
\end{align*}
$$

Following the idea of Blahut and Arimoto [34], $p\left(x \mid \mathbf{z}_{\leq m}\right)$ and $p\left(z_{m} \mid \mathbf{z}_{<m}\right)$ are assumed to be independent of $p\left(z_{m} \mid y_{m}, s_{m-1}\right)$. With this trick, (A24) can be resolved with respect to the desired mapping of sensor $m$ leading to the implicit solution

$$
\begin{equation*}
p\left(z_{m} \mid y_{m}, s_{m-1}\right)=\frac{e^{-d_{\beta m}\left(y_{m}, z_{m}, s_{m-1}\right)}}{\sum_{z_{m}} e^{-d_{\beta_{m}}\left(y_{m}, z_{m}, s_{m-1}\right)}} \tag{A25}
\end{equation*}
$$

with

$$
\begin{align*}
d_{\beta_{m}} & \left(y_{m}, z_{m}, s_{m-1}\right) \\
& :=\sum_{\mathbf{z}_{<m}} p\left(\mathbf{z}_{<m} \mid y_{m}, s_{m-1}\right)\left[\frac{1}{\beta_{m}} D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] \\
& =\mathbb{E}_{\boldsymbol{z}_{<m} \mid y_{m}, s_{m-1}}\left[\frac{1}{\beta_{m}} D_{\mathrm{KL}}\left[p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right) \| p\left(x \mid \mathbf{z}_{\leq m}\right)\right]-\log p\left(z_{m} \mid \mathbf{z}_{<m}\right)\right] . \tag{A26}
\end{align*}
$$

## Appendix A.2.4. Calculating Required pmfs

This section covers the calculation of the required pmfs for the previously described algorithm. The first term in the KL divergence in (A26) is defined by

$$
\begin{equation*}
p\left(x \mid y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)=\frac{p\left(x, y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)}{\sum_{x} p\left(x, y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)} \tag{A27}
\end{equation*}
$$

with

$$
\begin{equation*}
p\left(x, y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)=p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right) p\left(x, y_{m}, \mathbf{z}_{<m-1}\right) . \tag{A28}
\end{equation*}
$$

The first term on the right hand side in (A28) can be calculated by

$$
\begin{gather*}
p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right)=\sum_{y_{m-1}} \sum_{s_{m-2}} p\left(z_{m-1} \mid y_{m-1}, s_{m-2}\right) \\
p\left(s_{m-1} \mid y_{m-1}, s_{m-2}\right) p\left(y_{m-1} \mid x\right) p\left(s_{m-2} \mid x, \mathbf{z}_{<m-1}\right) \tag{A29}
\end{gather*}
$$

where $p\left(z_{m-1} \mid y_{m-1}, s_{m-2}\right)$ represents the mapping of previously designed quantizer $m-1$, $p\left(s_{m-1} \mid y_{m-1}, s_{m-2}\right)$ denotes its mapping of instantaneous side-information and $p\left(y_{m-1} \mid x\right)$ statistically describes the corresponding known measurement channel. The last term $p\left(s_{m-2} \mid x, \mathbf{z}_{<m-1}\right)$ has already been calculated when optimizing previous sensors (in this case the pre-predecessor) in a recursive way

$$
\begin{equation*}
p\left(s_{m} \mid x, \mathbf{z}_{<m}\right)=\sum_{y_{m}} \sum_{s_{m-1}} p\left(s_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m} \mid x, z_{m}\right) p\left(s_{m-1} \mid x, \mathbf{z}_{<m-1}\right) \tag{A30}
\end{equation*}
$$

with

$$
\begin{equation*}
p\left(y_{m} \mid x, z_{m}\right)=\frac{p\left(y_{m}, x, z_{m}\right)}{\sum_{y_{m}} p\left(y_{m}, x, z_{m}\right)} \tag{A31}
\end{equation*}
$$

and

$$
\begin{equation*}
p\left(y_{m}, x, z_{m}\right)=\sum_{s_{m-1}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(y_{m} \mid x\right) p\left(s_{m-1} \mid x\right) p(x) . \tag{A32}
\end{equation*}
$$

The second term on the right hand side in (A28) can be determined by

$$
\begin{equation*}
p\left(x, y_{m}, \mathbf{z}_{<m-1}\right)=p\left(y_{m} \mid x\right) p\left(\mathbf{z}_{<m-1}, x\right) . \tag{A33}
\end{equation*}
$$

Again, the last term in (A33) is obtained as side product when optimizing the previous sensor by

$$
\begin{equation*}
p\left(\mathbf{z}_{\leq m}, x\right)=\sum_{y_{m}} \sum_{s_{m-1}} p\left(z_{m} \mid y_{m}, s_{m-1}\right) p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right) p\left(x, y_{m}, \mathbf{z}_{<m-1}\right) \tag{A34}
\end{equation*}
$$

where $p\left(z_{m-1}, s_{m-1} \mid x, \mathbf{z}_{<m-1}\right)$ and $p\left(x, y_{m}, \mathbf{z}_{<m-1}\right)$ are already defined in (A29) and (A33), respectively. The second term in the KL divergence in (A26) is calculated by

$$
\begin{equation*}
p\left(x \mid \mathbf{z}_{\leq m}\right)=\frac{p\left(\mathbf{z}_{\leq m}, x\right)}{\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)} \tag{A35}
\end{equation*}
$$

where $p\left(\mathbf{z}_{\leq m}, x\right)$ is already defined in (A34). The term in the logarithm in (A26) can be expressed as

$$
\begin{equation*}
p\left(z_{m} \mid \mathbf{z}_{<m}\right)=\frac{\sum_{x} p\left(\mathbf{z}_{\leq m}, x\right)}{\sum_{x} \sum_{z_{m}} p\left(\mathbf{z}_{\leq m}, x\right)} . \tag{A36}
\end{equation*}
$$

Finally, the required pmf to calculate the conditional expectation in (A26) can be determined by

$$
\begin{equation*}
p\left(\mathbf{z}_{<m} \mid y_{m}, s_{m-1}\right)=\frac{\sum_{x} p\left(x, y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)}{\sum_{x} \sum_{\mathbf{z}_{<m}} p\left(x, y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)} \tag{A37}
\end{equation*}
$$

with $p\left(x, y_{m}, s_{m-1}, \mathbf{z}_{<m}\right)$ being already defined in (A28). Note that all above equations simplify to the scalar IB equations given in Section 2 when optimizing the first sensor. Moreover, when optimizing the second sensor, there is no pre-predecessor $m-2$ and its impact on the above equations can be omitted.
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#### Abstract

We introduce a modern, optimized, and publicly available implementation of the sequential Information Bottleneck clustering algorithm, which strikes a highly competitive balance between clustering quality and speed. We describe a set of optimizations that make the algorithm computation more efficient, particularly for the common case of sparse data representation. The results are substantiated by an extensive evaluation that compares the algorithm to commonly used alternatives, focusing on the practically important use case of text clustering. The evaluation covers a range of publicly available benchmark datasets and a set of clustering setups employing modern word and sentence embeddings obtained by state-of-the-art neural models. The results show that in spite of using the more basic Term-Frequency representation, the proposed implementation provides a highly attractive trade-off between quality and speed that outperforms the alternatives considered. This new release facilitates the use of the algorithm in real-world applications of text clustering.
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## 1. Introduction

Unsupervised clustering of texts is a central problem in the domain of Natural Language Processing (NLP) [1-3], which has various applications in contemporary data analysis. For example, in the field of customer aid, clustering support tickets is helpful for identifying classes of user complaints and estimating their volume [4,5]. In research on public opinion, clustering data from social media such as Twitter or Reddit is useful for discovering active topics and learning about user engagement [6-8].

The Lloyd K-Means algorithm [9] is perhaps the most common choice for text clustering. It is also readily available in a modern, fast, and free implementation as part of the popular ScikitLearn package [10]. The algorithm can be executed on top of a range of vector representations for the texts at hand, offering different trade-offs between clustering quality and speed.

The Term Frequency-Inverse Document Frequency (TF/IDF) [11] is a traditional method for textual data representation that was developed in the field of Information Retrieval. In this method, a text is first represented by a vector of term frequency (count) over a fixed vocabulary, and then, the value of each term is weighted by the inverse of its frequency in the overall corpus. In this weighting scheme, words that are common in the full corpus will be given a lesser weight compared to rare words when representing the text instance. This method is very fast to compute and process but suffers from the curse of dimensionality [12]. In addition, as a Bag-of-Words (BoW) method, it ignores word order.

More modern approaches that tackle the high dimensionality issue rely on Word Embeddings, such as Word2Vec [13,14] and GloVe [15]. In these cases, every word is assigned a fixed-size dense representation (embedding) trained by a neural network based on contextual information such as word-word co-occurrence statistics. With these methods, a common practice for obtaining the representation of a text instance is by averaging the embeddings of its words. These representations, however, still ignore word order, and while being relatively fast to generate and to work with, they disregard the sentential context in which words are meant to be interpreted.

With the surge of Deep Neural Networks [16] and advanced network architectures [17] and Language Models such as BERT [18], new records have been set in benchmarks of Natural Language Understanding [19,20]. Sentence-BERT (S-BERT) [21] is one of the latest advancements in creating models for general-purpose text vector representation that serve tasks such as semantic similarity, semantic search, and clustering. A common technique for creating these models is by adding a pooling layer to a BERT neural network. The pooling layer averages the contextualized word embeddings that BERT outputs and returns a single fixed-size vector for the whole text.

However, using an advanced language model typically comes at the expense of requiring more processing power and in many cases necessitates a GPU. The main concern in relying on vector representations from this kind of neural models is that in the age of Big Data, when the volume of texts is high and grows ever so quickly, it is critical for a clustering setup to be not only of high quality but also very efficient.

The sequential Information Bottleneck (sIB) [22] algorithm has shown strong results that outperform K-Means by a large margin on benchmark datasets such as [23]. However, sIB has never been available in a fast implementation that makes it comparable to K-Means for practical applications. Thus, despite being superior in lab testing, sIB was not commonly used in practice.

This paper introduces an efficient implementation of sIB that leverages a set of optimizations for obtaining a substantial improvement in speed compared to the original Matlab implementation. This is achieved while maintaining the same quality of clustering analysis provided by the original implementation.

The optimizations are focused on the case of sparse data representation, as sIB is usually running on top of sparse TF vectors, and it includes a mathematical derivation that computes the Jensen-Shannon divergence (JS) more efficiently on this type of representation. Our work builds on the analysis proposed in [24] and extends it to the case of a weighted JS, as this is the divergence used in sIB. In addition, we show an optimization that reduces the computational load by means of caching.

We present an evaluation scheme for assessing the quality and speed of the new sIB implementation and for comparing it against a set of competing clustering setups and over a range of benchmark datasets. Empirical results indicate that sIB is as fast as the fastest setups on most datasets, and in some cases, it is even the fastest. Quality-wise, sIB outperforms most competing setups by a large margin, and it maintains a small edge even over the best-performing setup of K-Means-when this algorithm leverages the advanced S-Bert representation.

In this manner, the new implementation strikes an attractive trade-off between quality and speed of text clustering, and it facilitates the use of sIB in real-world applications. The implementation is released as an open-source Python package under a permissive license (https:/ /github.com/IBM/sib, available since 14 July 2020).

## 2. Algorithm Overview

In this section, we review the main properties of sIB, highlight key-differences between sIB and Lloyd K-Means, and put the focus on the main part of the algorithm that the new implementation optimizes.

### 2.1. Theoretical Foundation

sIB builds on the work of Tishby, Pereira, and Bialek [25] and views the clustering task as an Information Bottleneck (IB) problem. The algorithm first appeared in [22] and was explained in detail in [26]. Before formulating it, we present some assumptions and definitions.
sIB adopts the Bag-of-Words (BoW) approach with TF (count) vector representation for the texts to cluster. We use the following notation:

- $X$-the list of vectors to cluster;
- $\quad Y$-the vocabulary used for representing the texts;
- $\quad p(X, Y)$-the estimated joint distribution between $X$ and $Y$;
- K-the number of clusters to produce;
- $\quad T$-a partition of $X$ into $K$ clusters.

According to the IB method, given the joint distribution $p(X, Y)$, we look for the partition $T$-in our case, a compressed representation of $X$ into $K$ clusters-that preserves as much information about $Y$ as possible. Quoting from the original paper of sIB [22]:
"Intuitively, in this procedure the information contained in $X$ about $Y$ is 'squeezed' through a compact 'bottleneck' of clusters $T$, that is forced to represent the 'relevant' part in $X$ with respect to $Y^{\prime \prime}$ (p. 2)
Formally, the IB method is stated as:

$$
\min _{p(t \mid x)} I(X ; T)-\beta I(T ; Y)
$$

where $I(X ; T)$ and $I(T ; Y)$ are the mutual information (MI) between $X$ and $T$ and between $T$ and $Y$, respectively. MI is defined as:

$$
I(A ; B)=\sum_{a \in A, b \in B} p(a) \cdot p(b \mid a) \cdot \log \frac{p(b \mid a)}{p(b)}
$$

The optimization is over the conditional probability $p(t \mid x)$, and the non-negative parameter $\beta$ is a Lagrange multiplier. The IB method [25] provides an exact optimal formal solution to this problem without any assumption about the origin of the joint distribution $p(X, Y)$. In this analysis, the compactness of the representation $T$ is determined by $I(X ; T)$, while the quality of $T$ is measured by the fraction of the information that $T$ and $X$ capture about $Y: I(T ; Y) / I(X ; Y)$. For a more detailed and technical discussion, see [22,25,26].

### 2.2. Divergence Function

As shown in [25], minimizing the IB functional defined above is obtained by using the Kullback-Leibler ( $K L$ ) divergence [27] as the clustering divergence function between the conditional distributions $p(y \mid x)$ and $p(y \mid t)$ :

$$
K L(p(y \mid x) \| p(y \mid t))=\sum_{y} p(y \mid x) \frac{\log p(y \mid x)}{p(y \mid t)} .
$$

However, as shown in [26,28], in the hard-clustering setup-which is the focus of this work-to optimize the IB functional while merging $x$ to $t$; one should use a weighted Jensen-Shannon divergence (JS) between $p(y \mid x)$ and $p(y \mid t)$. This divergence is defined based on the KL divergence with the additional features of being symmetric and always returning a finite value:

$$
J S(p(y \mid x) \| p(y \mid t))=\pi_{1} \cdot K L(p(y \mid x) \| M)+\pi_{2} \cdot K L(p(y \mid t) \| M)
$$

where $M=\pi_{1} \cdot p(y \mid x)+\pi_{2} \cdot p(y \mid t)$, and $\pi_{1}, \pi_{2} \in[0,1]$ are two weights such that $\pi_{1}+\pi_{2}=1$. For conciseness, we skip the definitions of $\pi_{1}$ and $\pi_{2}$ at this point and provide it in Section 3 where they are relevant for the formal analysis. The experimental setup in [22] confirms that the quality of the clustering analysis obtained when using JS as the clustering divergence function is superior to the clustering obtained when using KL. On the other hand, in terms of computational workload, JS is more demanding than $K L$ as every computation of $J S$ involves two computations of $K L$.

Let us compare this to K-Means. The traditional Lloyd K-Means algorithm is used with a geometrical distance function such as the Euclidean or cosine distance. This results in spatial clustering of the representations in a vector space. From a computational standpoint, the geometrical distances are lightweight and in some cases reduce to the computation of the dot product, which is fairly fast in comparison to the intensive $\log$ calculations as part of $J S$ in sIB. Theoretically, this gives the traditional K-Means setup a substantial speed advantage over sIB.

The KL-Means algorithm [29-31] is a variant of the traditional algorithm with the distance function set to be the KL divergence. This effectively creates a version of K-

Means that performs distributional clustering. It has been shown by [32] that in this setup, K -Means is algorithmically equivalent to the IB method where $\beta \rightarrow \infty$. In this sense, KL-Means is more similar to sIB than the traditional K-Means algorithm. sIB is still unique, however, in using $J S$ divergence rather than $K L$ divergence.

In the next section we provide the pseudo code for the algorithm and then move to another distinctive feature of sIB-namely, its sequential nature.

### 2.3. Pseudo-Code

The pseudo-code of the algorithm's main loop is given in Algorithm 1, which is quoted from [22] with slight adjustments. The only modifications from the original pseudo-code are in the inner for-loop, where we explicitly mention the shuffle function and use $x$ instead of $x_{j}$. The pseudo-code outlines the sequential workflow in which sIB works. In this code, recall that $K$ is the number of clusters to generate, $n$ is the number of (random) initializations, $\max L$ is the maximal number of iterations per initialization, and $\epsilon$ is a lower bound threshold on the cluster updates for continuing to another iteration. In addition, shuffle is a function that randomizes the order of elements, $t$ is used as a cluster identifier, $x$ as a sample identifier, $c$ is a counter of cluster changes during an iteration over $X$ and $C$ is a counter of iterations per initialization. Using several random initializations is a common practice with many clustering algorithms, as each initialization converges to a local maximum/minimum.

```
Algorithm 1 Algorithm pseudo-code.
Input:
    | X| objects to be clustered
    Parameters: K, n, maxL, \epsilon
```


## Output:

A partition $T$ of $X$ into $K$ clusters

```
Main Loop:
    For \(i=1, \ldots, n\)
        \(T_{i} \leftarrow\) random partition of \(X\).
        \(c \leftarrow 0, C \leftarrow 0\), done \(=\) FALSE
        While not done
            For \(x\) in shuffle(X)
                    draw \(x\) out of \(t(x)\)
            \(t^{\text {new }}(x)=\arg \min _{t^{\prime}} d_{F}\left(x, t^{\prime}\right)\)
            If \(t^{\text {new }}(x) \neq t(x)\) then \(c \leftarrow c+1\)
            Merge \(x\) into \(t^{\text {new }}(x)\)
        \(C \leftarrow C+1\)
        if \(C \geq \max L\) or \(c \leq \epsilon \cdot|X|\) then
            done \(\leftarrow\) TRUE
    \(T \leftarrow \arg \max _{T_{i}} f\left(T_{i}\right)\)
```


### 2.4. Sequential Clustering Algorithm

As shown in the pseudo-code, sIB is a sequential algorithm. This means that: (a) before selecting the new cluster for a sample, sIB withdraws that sample from its current cluster to prevent it from biasing the distance calculation toward keeping the sample in the same cluster, and (b) sIB updates the centroids while iterating over the samples and not only at the end of a full iteration over all samples.

Overall, while iterating over $X$, every sample is withdrawn from its cluster, the centroid of that cluster is updated, a new cluster is selected for that sample using the weighted JS divergence distance function, and then, the sample is added to the new cluster and the centroid of the new cluster is updated. In total, sIB performs $2 \cdot|X|$ centroid updates during a full iteration.

As discussed in detail in [33], this is a more powerful partition optimization method than the one employed by Lloyd K-Means, where there are no centroid updates while iterating over the samples during the assignment step. Lloyd K-Means performs only K centroid updates, which are all happening at the end of an iteration. Since $K \ll 2|X|$ under normal circumstances, this gives Lloyd K-Means another substantial advantage in terms of computational workload.

### 2.5. Vector Representation

We distinguish between two vector representations: (a) for the texts to cluster and (b) for the centroids of clusters. Typically, the number of unique terms found in a specific text is much smaller than the vocabulary size. Therefore, it is more efficient to represent texts using sparse vector representations, both in terms of memory usage and processing time. In the sparse representation, it is sufficient to hold the list of IDs of vocabulary items found in the text and their frequency rather than an array of the size of the full vocabulary in which most of the values are zero. With regard to centroid vectors, as a centroid-based clustering algorithm, sIB constructs a centroid vector from the vectors of the samples that are associated with that cluster. Therefore, centroid vectors refer to a large part of the vocabulary and are encoded as regular non-sparse vectors.

### 2.6. Focus of This Work

This work focuses on the inner for-loop of the pseudo-code, which is the partition optimization part, and more specifically the computation of $t^{\text {new }}(x)$. We investigate it in the next section.

## 3. Methods

In this section, we present mathematical derivations and code optimizations that are at the center of the new implementation of sIB.

### 3.1. Computation of $t^{\text {new }}(x)$ and Associated Intuition

Recall that finding the new cluster assignment for $x$ relies on computing

$$
\begin{equation*}
t^{n e w}(x)=\underset{t}{\arg \min } d_{F}(x, t) \tag{1}
\end{equation*}
$$

where $d_{F}$ is given by

$$
\begin{equation*}
d_{F}(x, t)=(p(x)+p(t)) \cdot J S(p(y \mid x), p(y \mid t)) \tag{2}
\end{equation*}
$$

and JS is a weighted Jensen-Shannon divergence defined with weights $\pi_{1}$ and $\pi_{2}$ :

$$
\begin{equation*}
\pi_{1}=\frac{p(x)}{p(x)+p(t)}, \quad \pi_{2}=\frac{p(t)}{p(x)+p(t)} . \tag{3}
\end{equation*}
$$

Intuitively, when selecting the new cluster assignment for $x$, we examine the distribution over the vocabulary induced by $x(p(y \mid x))$ and compare it to the distribution over the vocabulary induced by each cluster's centroid $(p(y \mid t)$ ) using the weighted JS divergence multiplied by $p(x)+p(t)$. The cluster $t^{\text {new }}$ is selected as the cluster for which this multiplication is minimized.

In what follows, we use the following notation:

- $\hat{x}=p(y \mid x)$-the TF vector representing the sample $x$ normalized by the $L^{1}$-norm. Let $u \in \mathbb{R}^{n}$, the $L^{1}$-norm $|u|_{1}$ of $u$ is defined by: $|u|_{1}=\sum_{i=1}^{n}\left|u_{i}\right|$;
- $\hat{t}=p(y \mid t)$-the vector representing the centroid of cluster $t$, normalized by $L^{1}$;
- $\quad m=\pi_{1} \cdot \hat{x}+\pi_{2} \cdot \hat{t}$-the average of $\hat{x}$ and $\hat{t}$ weighted by $\pi_{1}$ and $\pi_{2}$, respectively.

Using these notations:

$$
\begin{equation*}
J S(\hat{x}, \hat{t})=\pi_{1} \cdot K L(\hat{x} \| m)+\pi_{2} \cdot K L(\hat{t} \| m), \tag{4}
\end{equation*}
$$

where $K L$ is the Kullback-Leibler divergence [27] defined as:

$$
\begin{equation*}
K L(u \| v)=\sum_{i} u[i] \cdot \log \left(\frac{u[i]}{v[i]}\right) . \tag{5}
\end{equation*}
$$

Following the analysis in [24], simple algebra gives the form in (6):

$$
\begin{equation*}
J S(\hat{x}, \hat{t})=H(m)-\pi_{1} \cdot H(\hat{x})-\pi_{2} \cdot H(\hat{t}), \tag{6}
\end{equation*}
$$

where $H$ is Shannon's entropy function: $H(u)=-\sum_{i} u[i] \cdot \log (u[i])$.
Since $(p(x)+p(t)) \cdot \pi_{1}=p(x)$ and $(p(x)+p(t)) \cdot \pi_{2}=p(t)$ :

$$
\begin{equation*}
d_{F}(x, t)=(p(x)+p(t)) \cdot H(m)-p(x) \cdot H(\hat{x})-p(t) \cdot H(\hat{t}) . \tag{7}
\end{equation*}
$$

Because $p(x) \cdot H(\hat{x})$ is a constant with respect to $t$, we get:

$$
\begin{equation*}
\underset{t}{\arg \min }\left(d_{F}(x, t)\right)=\underset{t}{\arg \min }((p(x)+p(t)) \cdot H(m)-p(t) \cdot H(\hat{t})) . \tag{8}
\end{equation*}
$$

To obtain some insight into how sIB selects the cluster $t$ for a sample $x$, we examine two pairs of components in Equation (8)-(a) H(m) and H( $\hat{t})$; and (b) $(p(x)+p(t))$ and $p(t)$. Starting with (a), since $m$ is a weighted average of $\hat{x}$ and $\hat{t}$, a better fit of $x$ to $t$ implies lower discrepancy between $m$ and $\hat{t}$, which in turn results in a smaller difference between $H(m)$ and $H(\hat{t})$. Thus, the preference is for selecting a cluster $t$ that represents a good fit for $x$. Moving to (b), as the cluster $t$ increases, the relative difference between $p(x)+p(t)$ and $p(t)$ decreases. Therefore, the components in (b) can be seen as balancing factors for the selection of $t$ by taking into account the size of the cluster and giving preference to larger clusters. Typically, these two parts compete, since as $t$ becomes larger, it often also becomes less distinctive; hence, it is harder for it to provide a good fit for $x$.

### 3.2. Optimization for Sparse Vector Representation

In this section, we show a computation of $t^{\text {new }}(x)$ that is optimized for sparse vector representation. Let $x_{i n d}$ be the indices of non-zero values in $x$. As explained in Section 2.5, a sparse representation is the natural choice for TF vectors since typically $\left|x_{i n d}\right| \ll|Y|$.

We evaluate Equation (6) as:

$$
\begin{equation*}
J S(\hat{x}, \hat{t})=\sum_{i \in x_{\text {ind }}} R_{i, \hat{x}, \hat{t}}+\sum_{i \notin x_{\text {ind }}} R_{i, \hat{x}, \hat{t}}, \tag{9}
\end{equation*}
$$

where $R_{i, \hat{x}, \hat{t}}$ is defined as:

$$
\begin{equation*}
R_{i, \hat{x}, \hat{t}}:=\pi_{1} \cdot \hat{x}_{i} \cdot \log \left(\hat{x}_{i}\right)+\pi_{2} \cdot \hat{t}_{i} \cdot \log \left(\hat{t}_{i}\right)-\left(\pi_{1} \cdot \hat{x}_{i}+\pi_{2} \cdot \hat{t}_{i}\right) \cdot \log \left(\pi_{1} \cdot \hat{x}_{i}+\pi_{2} \cdot \hat{t}_{i}\right) . \tag{10}
\end{equation*}
$$

Since the computation of $R_{i, \hat{x}, \hat{t}}$ involves a constant number of operations, the first component in (9) has a computational complexity of $O\left(\left|x_{i n d}\right|\right)$. Let us now evaluate the second component and show that it has the same complexity.

By definition, $\forall i \notin x_{i n d} \hat{x}_{i}=0$. Consequently,

$$
\begin{equation*}
\sum_{i \notin x_{i n d}} R_{i, \hat{x}, \hat{t}}=\sum_{i \notin x_{\text {ind }}}\left[\pi_{2} \cdot \hat{t}_{i} \cdot \log \left(\hat{t}_{i}\right)-\pi_{2} \cdot \hat{t}_{i} \cdot \log \left(\pi_{2} \cdot \hat{t}_{i}\right)\right] . \tag{11}
\end{equation*}
$$

Since $\log \left(\pi_{2} \cdot \hat{t}_{i}\right)=\log \left(\pi_{2}\right)+\log \left(\hat{t}_{i}\right)$,

$$
\begin{equation*}
\sum_{i \notin x_{i n d}} R_{i, \hat{x}, \hat{t}}=\sum_{i \notin x_{i n d}}\left[\pi_{2} \cdot \hat{t}_{i} \cdot \log \left(\hat{t}_{i}\right)-\pi_{2} \cdot \hat{t}_{i} \cdot\left(\log \left(\pi_{2}\right)+\log \left(\hat{t}_{i}\right)\right)\right] \tag{12}
\end{equation*}
$$

With simple algebra, we obtain:

$$
\begin{equation*}
\sum_{i \notin x_{i n d}} R_{i, \hat{x}, \hat{t}}=-\pi_{2} \cdot \log \left(\pi_{2}\right) \cdot \sum_{i \notin x_{i n d}} \hat{t}_{i} \tag{13}
\end{equation*}
$$

Since $\hat{t}$ is normalized by $L^{1}$-norm, $\sum_{i} \hat{t}_{i}=1$. Therefore:

$$
\begin{equation*}
\sum_{i \notin x_{i n d}} R_{i, \hat{x}, \hat{t}}=-\pi_{2} \cdot \log \left(\pi_{2}\right) \cdot\left(1-\sum_{i \in x_{i n d}} \hat{t}_{i}\right) \tag{14}
\end{equation*}
$$

This means that the second component of (9) also has a computational complexity of $O\left(\left|x_{\text {ind }}\right|\right)$, which shows that (6) and consequently (2) have the same computational complexity of $O\left(\left|x_{\text {ind }}\right|\right)$. In the non-sparse case, the computational complexity is $O(|Y|)$, which is significantly higher.

With respect to (1), since there are $K$ centroids to select from, the overall complexity of computing $t^{\text {new }}(x)$ is $O\left(K \cdot\left|x_{\text {ind }}\right|\right)$ in the sparse case and $O(K \cdot|Y|)$ in the non-sparse case.

### 3.3. Caching Log Computations

The most time-consuming operation in the computation of a new cluster for a sample is the $\log$ function. In this section, we show a way to reduce the number of $\log$ computations via caching. Let us recall Equation (8), which is repeated below:

$$
\underset{t}{\arg \min }\left(d_{F}(x, t)\right)=\underset{t}{\arg \min }((p(x)+p(t)) \cdot H(m)-p(t) \cdot H(\hat{t})) .
$$

We observe that $H(\hat{t})$ is independent of the sample $x$ for which we calculate the new cluster. Thus, we can cache this computation and reuse it when we iterate over the samples. When a sample is drawn out of a cluster or merged into a cluster, we update only the entries in the cache that refer to the clusters that have been updated. The gain can be summarized as follows. Given a sample $x$ for which we compute a new cluster, instead of computing the entropy over all centroids, we compute it only for two centroids-the centroid of the cluster from where $x$ is drawn out and the one to which $x$ is merged into.

### 3.4. Implementation

The new implementation of sIB is based on the optimizations presented above. See Appendix A for information about the source-code availability and its Python packaging.

## 4. Experimental Setup

We evaluate the quality and speed of the new implementation of sIB against the robust open source implementation of Lloyd K-Means [9] from Scikit-Learn [10]. We use a set of five datasets that are common in text classification and text clustering benchmarks and measure the clustering quality by standard clustering metrics. We use multiple setups for K-Meams, each on top of a different vector representation type.

### 4.1. Materials

In order to cover various use cases, we employ datasets of different source, size, text length and number of classes. The datasets are described below, and statistical information is summarized in Table 1. All datasets are publicly available online at the locations specified in the Data Availability Statement.

- BBC News [34] consists of 2225 articles from the BBC news website. The articles are from 2004-2005 and cover stories in five topical areas: business, entertainment, politics, sport, and tech.
- 20 News Groups [23] consists of 18,846 emails sent through 20 news groups. The topics are diverse and cover tech, religion, and politics, among others.
- AG News [35] consists of 127,600 pairs of titles and snippets of news articles from the AG corpus, covering four topical areas: World, Sports, Business, and Sci/Tech. The title and snippet of each article are concatenated when the data is clustered.
- DBPedia [35] consists of 630,000 pairs of titles and abstracts of documents from 14 nonoverlapping ontology classes such as Artist, Film, and Company. The title and abstract are concatenated when the data are clustered.
- Yahoo! Answers [35] consists of 1,460,000 triplets of question title, question content, and best answer from the Yahoo! Answers Comprehensive Questions and Answers version 1.0 dataset. The data covers the 10 largest topical categories, such as Society $\mathcal{E}$ Culture, Computers $\mathcal{E}$ Internet, and Health. The question title, content, and best answer are concatenated when the data are clustered.

Table 1. Benchmark datasets for evaluation. The column \#Texts indicates the number of texts in the dataset. The column \#Words shows the average text length in terms of word count in the dataset, and \#Classes shows the number of classes in the dataset.

| Dataset | \#Texts | \#Words | \#Classes |
| :--- | :---: | :---: | :---: |
| BBC News | 2225 | 390 | 5 |
| 20 News Groups | 18,846 | 284 | 20 |
| AG NEWS | 127,600 | 38 | 4 |
| DBPedia | 630,000 | 46 | 14 |
| Yahoo! Answers | $1,460,000$ | 92 | 10 |

### 4.2. Clustering Metrics

We use five metrics to evaluate the clustering quality: (a) Adjusted Mutual-Information (AMI): the mutual-information corrected for chance [36,37], (b) Adjusted Rand-Index (ARI): the rand index corrected for chance [36], (c) V-Measure: the harmonic mean between homogeneity and completeness [38], (d) Micro-F1: the micro average of F1 scores over all classes in the dataset, and (e) Macro-F1: the macro average of F1 scores over all classes in the dataset. All metrics are calculated against the ground-truth labels of each dataset.

### 4.3. Clustering Setups

sIB runs on top of sparse TF representations. The encoding is done using a vocabulary of the 10,000 most common words in each dataset after stop-words filtering. We use the Scikit-Learn [10] TF encoder. The algorithm runs with 10 random partitions of equally sized clusters in parallel. Each initialization is optimized by up to 15 iterations or until the number of samples changing cluster is less than $2 \%$ (all are default values). This generates 10 partitions of the data, and the algorithm returns the partition that maximizes $I(T ; Y) / I(X ; Y)$ as explained in Section 2.1. The sIB version is 0.1.8, and the Scikit-Learn version is 1.1.1.

K-Means runs on top of several representations: TF, TF/IDF [11], GloVe [15] mean vectors and Sentence-Bert (S-Bert) [21]. The TF is the same as used for sIB (described above). The TF/IDF representation is generated using Scikit-Learn [10] TF/IDF encoder with the same settings as TF and is also sparse. For GloVe, each text is represented by averaging the embeddings of its words after punctuation and stop-words filtering. We use the glove-840b-300d pre-trained model, which was trained on 840 billion tokens and produces 300-dimensional dense vectors. For S-Bert, we employ the pre-trained model all-MiniLM-L6$v 2$ which aims to provide a fine balance between quality and processing time. This model was trained on 1 billion sentence pairs and produces 384 -dimensional dense vectors.

We use the Scikit-Learn [10] Lloyd K-Means implementation in its default settings. The algorithm runs with 10 random centroid initializations obtained by K-Means++ [39] in parallel, yielding 10 partitions of the data. Each initialization is optimized by up to 300 iterations or until the centroids movement between iterations, as measured by Frobenius norm, is less than $10^{-4}$. The algorithm returns the partition that minimizes the sum of distances between each sample and the centroid of its cluster. All are default values. The distance function used in this version of K-Means is the squared Euclidean distance [40]. Minimizing the squared distance is equivalent to minimizing the Euclidean distance since
squaring is a monotonic function of non-negative values. Oftentimes, the squared distance is preferred because it is faster to compute.

### 4.4. Robustness Considerations

Since both sIB and K-Means rely on random initialization, every run of these algorithms converges to a different local minimum and yields a different clustering result. For robustness, we run every setup described above 10 times and apply the metrics described in Section 4.2 to every such run. We obtain 10 scores for each metric for a given setup and report only the average score per metric. We also use the distribution of the metric scores for calculating confidence intervals.

### 4.5. Hardware

The hardware used is a MacBook Pro 2019 with an 8-Core Intel Core i9 running at 2.3 Ghz. Hyper-threads: 16. Memory is 64 GB 2667 MHz DDR4. This simulates a local run by a data scientist.

### 4.6. Code

The evaluation code is available on the sIB open source repository and can be extended and tweaked to cover more algorithms, representations, and settings.

## 5. Results

The results are detailed in Table 2. In terms of clustering quality, the metrics indicate that sIB has the edge over the setup of K-Mean on top of S-Bert on the 20 News Groups and AG News datasets. On the BBC News dataset they are even, and then the trend reverses and K-Means on top of S-Bert takes the lead by a relatively small margin on the DBPedia and Yahoo! Answers datasets. Overall, these two setups are roughly on par with a slight edge to sIB. The other K-Means setups are trailing behind by a large margin, with the GloVe setup being better than the TF/IDF setup, and the TF setup being the weakest. Figure 1 illustrates the results on the AMI and ARI metrics. We include charts also for the Micro-F1, Macro-F1 and V-Measure in Appendix B. As explained in Section 4.4, the reported result of every metric is the average of 10 runs of each setup. Error bars in the figures indicate the $95 \%$ confidence interval obtained by bias-corrected and accelerated (BCa) bootstrapping of the 10 results per metric.

As for run-time measurements, we can see in Table 2 that sIB is as fast as the quickest K-Means setups (TF and TF/IDF) on the datasets of 20 News Groups, AG News, BBC News and DBPedia, and it is the fastest setup on the Yahoo! Answers dataset. sIB is also faster than the setup of K-Means on top of GloVe by a noticeable margin.

The setup of K-Means on top of S-Bert, which is the only setup that is competitive with sIB quality-wise, is substantially slower due to the neural vectorization on CPU. On average, this setup is 200 times slower than sIB. More generally, the S-Bert model is more power demanding than any other representation type evaluated here, and for practical use cases, especially on large datasets such as DBPedia and Yahoo! Answers, it is likely to necessitate a GPU or even more than one. A chart of the total run-time measurements is included in Appendix B.

## Discussion

The results emphasize the premise of the sIB implementation proposed in this work: delivering a clustering analysis that is as good as can be obtained by a state-of-the-art neural model while being far less demanding in terms of run-time. In this way, sIB offers a more attractive trade-off between quality and speed than the rest of the setups evaluated here.

Looking at the run-time measures in absolute terms, sIB is able to cluster the 630,000 texts of DBPedia in about 1 minute and the 1,460,000 texts of Yahoo! Answers in about 3.5 min using standard CPU hardware. Both are very practical and workable run-times for realworld applications.

Table 2. Assessment of clustering quality using the metrics: AMI, ARI, V-Measure (VM), Micro-F1 (Mic-F1) and Macro-F1 (Mac-F1), and of clustering speed based on measurements of the vectorization time (Vector), clustering time (Cluster), and their sum (Total).

| Dataset | Algorithm | Embed | AMI | ARI | VM | Mic-F1 | Mac-F1 | Vector | Cluster | Total |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 20 News Groups | K-Means | TF | 0.01 | 0.00 | 0.01 | 0.06 | 0.01 | $\mathbf{0 0 : 0 3}$ | $\mathbf{0 0 : 0 7}$ | $\mathbf{0 0 : 1 0}$ |
|  | K-Means | TF/IDF | 0.36 | 0.14 | 0.36 | 0.35 | 0.32 | $\mathbf{0 0 : 0 3}$ | $00: 10$ | $00: 14$ |
|  | K-Means | GloVe | 0.36 | 0.17 | 0.36 | 0.34 | 0.31 | $00: 19$ | $00: 09$ | $00: 28$ |
|  | K-Means | S-Bert | 0.59 | 0.44 | 0.59 | 0.61 | 0.58 | $22: 27$ | $00: 08$ | $22: 35$ |
|  | sIB | TF | $\mathbf{0 . 6 5}$ | $\mathbf{0 . 5 3}$ | $\mathbf{0 . 6 5}$ | $\mathbf{0 . 6 6}$ | $\mathbf{0 . 6 1}$ | $\mathbf{0 0 : 0 3}$ | $00: 11$ | $00: 14$ |
| AG NEWS | K-Means | TF | 0.03 | 0.00 | 0.03 | 0.29 | 0.20 | $\mathbf{0 0 : 0 3}$ | $\mathbf{0 0 : 0 2}$ | $\mathbf{0 0 : 0 5}$ |
|  | K-Means | TF/IDF | 0.04 | 0.01 | 0.04 | 0.31 | 0.24 | $\mathbf{0 0 : 0 3}$ | $00: 03$ | $00: 06$ |
|  | K-Means | GloVe | 0.53 | 0.55 | 0.53 | 0.80 | 0.80 | $00: 19$ | $00: 07$ | $00: 26$ |
|  | K-Means | S-Bert | 0.60 | 0.63 | 0.60 | 0.84 | 0.84 | $38: 18$ | $00: 11$ | $38: 29$ |
|  | sIB | TF | $\mathbf{0 . 6 6}$ | $\mathbf{0 . 7 0}$ | $\mathbf{0 . 6 6}$ | $\mathbf{0 . 8 7}$ | $\mathbf{0 . 8 7}$ | $\mathbf{0 0 : 0 3}$ | $00: 03$ | $00: 06$ |
| BBC News | K-Means | TF | 0.24 | 0.11 | 0.24 | 0.41 | 0.32 | $00: 01$ | $\mathbf{0 0 : 0 0}$ | $\mathbf{0 0 : 0 1}$ |
|  | K-Means | TF/IDF | 0.70 | 0.62 | 0.70 | 0.83 | 0.83 | $\mathbf{0 0 : 0 0}$ | $\mathbf{0 0 : 0 0}$ | $\mathbf{0 0 : 0 1}$ |
|  | K-Means | GloVe | 0.75 | 0.76 | 0.75 | 0.90 | 0.90 | $00: 05$ | $\mathbf{0 0 : 0 0}$ | $00: 06$ |
|  | K-Means | S-Bert | 0.87 | $\mathbf{0 . 9 0}$ | 0.87 | $\mathbf{0 . 9 6}$ | $\mathbf{0 . 9 6}$ | $02: 55$ | $\mathbf{0 0 : 0 0}$ | $02: 56$ |
|  | sIB | TF | $\mathbf{0 . 8 8}$ | $\mathbf{0 . 9 0}$ | $\mathbf{0 . 8 8}$ | $\mathbf{0 . 9 6}$ | $\mathbf{0 . 9 6}$ | $00: 01$ | $00: 01$ | $\mathbf{0 0 : 0 1}$ |
| DBPedia | K-Means | TF | 0.56 | 0.21 | 0.56 | 0.50 | 0.47 | $\mathbf{0 0 : 2 0}$ | $\mathbf{0 0 : 4 3}$ | $\mathbf{0 1 : 0 4}$ |
|  | K-Means | TF/IDF | 0.61 | 0.24 | 0.61 | 0.56 | 0.55 | $\mathbf{0 0 : 2 0}$ | $00: 45$ | $01: 06$ |
|  | K-Means | GloVe | 0.73 | 0.63 | 0.73 | 0.76 | 0.72 | $01: 28$ | $02: 08$ | $03: 37$ |
|  | K-Means | S-Bert | $\mathbf{0 . 7 9}$ | $\mathbf{0 . 7 1}$ | $\mathbf{0 . 7 9}$ | $\mathbf{0 . 8 2}$ | $\mathbf{0 . 7 9}$ | $03: 38: 31$ | $02: 00$ | $03: 40: 31$ |
|  | sIB | TF | $\mathbf{0 . 7 9}$ | 0.68 | $\mathbf{0 . 7 9}$ | 0.78 | 0.74 | $\mathbf{0 0 : 2 0}$ | $00: 44$ | $01: 05$ |
| Yahoo! Answers | K-Means | TF | 0.03 | 0.01 | 0.03 | 0.15 | 0.08 | $\mathbf{0 1 : 1 5}$ | $04: 22$ | $05: 37$ |
|  | K-Means | TF/IDF | 0.16 | 0.05 | 0.16 | 0.29 | 0.25 | $01: 16$ | $03: 44$ | $05: 01$ |
|  | K-Means | GloVe | 0.32 | 0.23 | 0.32 | 0.49 | 0.44 | $06: 21$ | $06: 42$ | $\mathbf{1 3 : 0 3}$ |
|  | K-Means | S-Bert | $\mathbf{0 . 4 1}$ | $\mathbf{0 . 3 3}$ | $\mathbf{0 . 4 1}$ | $\mathbf{0 . 5 9}$ | $\mathbf{0 . 5 6}$ | $16: 20: 10$ | $06: 18$ | $16: 26: 28$ |
|  | sIB | TF | 0.39 | 0.32 | 0.39 | 0.57 | 0.54 | $\mathbf{0 1 : 1 5}$ | $\mathbf{0 2 : 2 0}$ | $\mathbf{0 3 : 3 5}$ |



Figure 1. Adjusted Mutual-Information (left) and Adjusted Rand-Index (right) scores for the clustering setups over all benchmark datasets. The scores are means of 10 samples per metric. Error bars indicate the $95 \%$ confidence interval obtained by bias-corrected and accelerated bootstrapping.

A question can be raised as to how sIB can match or even improve on the K-Means runtime. Given that sIB is a more demanding algorithm in terms of computational workload, it would have been expected to show inferior run-time measurements compared to the more lightweight K-Means. We look into this in Appendix C and provide a hypothesis to this phenomenon. Note that we ignore here the discrepancy between sIB and K-Means with respect to the default maximal number of partition optimization iterations ( 15 for sIB, 300 for K-Means). This is because internal testing with fewer iterations for K-Means proved ineffective for reducing the algorithm run-time. We assume that this is because the algorithm declared convergence (to a local minimum) long before the iteration limit is reached.

## 6. Conclusions

The sIB algorithm was introduces more than 15 years before the rise of the language models revolution in NLP. Although sIB uses simple TF representations, it utilizes a powerful probabilistic framework and a robust optimization method. This work is the first to offer a highly efficient implementation of the algorithm and also to evaluate it on contemporary benchmark datasets against competing, more popular, clustering setups.

Empirical results indicate that sIB creates a high-quality clustering analysis, which is comparable to the level of analysis obtained when using representations from a state-of-the-art language model. Speed-wise, the results show that the new implementation enables users to easily run sIB on a standard CPU hardware, and that it is far less demanding than a neural solution. In this manner, sIB offers an attractive trade-off between quality and speed, outperforming the rest of the setups considered in this work.

In the future, we plan to look into new ways to reduce sIB's run-time further by creating "lossy" modes of the algorithm. In such modes, rather then iterating over all samples per iteration, the algorithm can allow certain samples to be skipped based on information from previous iterations. For example, if a sample remains in the same cluster for several consecutive iterations, or if it fits much better in one cluster compared to the others, it can be considered as locked-in in its current cluster. In this manner, one can further reduce the algorithm run-time and offer more control in tuning the desired trade-off between quality and speed, allowing sIB to fit an even broader set of use-cases and reach a wider audience.

The new implementation of sIB is released as open-source under a permissive license, and it can be integrated as part of a more complex pipeline of natural language processing in research projects as well as in real-world applications. We hope that practitioners of text clustering and researchers interested in the IB line of study will find this work and the released code valuable.
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## Appendix A. Package Distribution

The source code of the new implementation is publicly available under a permissive license (https:/ / github.com/ibm/sib, available since 14 July 2020). The core computational part of partition optimization is written in $\mathrm{C}++$ to obtain fast processing and direct memory access. This code is wrapped by Python and released as a Python package. The algorithm

API entry point, parallelism, iteration loop with stopping condition, and selection of best partition are all written in Python. We also include a Python implementation of the partition optimization part, but the C++ code is the default as it is faster.

The Python package is available on the Python Index for easy access and integration in research projects and applications (https:/ /pypi.org/project/sib-clustering, available since 6 October 2020). Since the C++ code necessitates compilation to binary code, we release pre-compiled versions for popular operating systems: Windows, MacOS and Linux.

Appendix B. Illustrations of Micro-F1, Macro-F1, V-Measure and Total Run-Time


Figure A1. Micro-F1 (top-left), Macro-F1 (top-right) V-Measure (bottom-left) scores, and Total RunTime (bottom-right) measurements for the clustering setups over all benchmark datasets. The Total Run-Time chart is presented on a $\log _{2}$ scale for the $y$-axis. The scores and measurements are means of 10 samples per metric. Error bars indicate the $95 \%$ confidence interval obtained by bias-corrected and accelerated bootstrapping.

## Appendix C. Comparing sIB and K-Means Parallelism Models

Given that sIB is inherently more demanding than K-Means in terms of computational load, as explained in Sections 2.1 and 2.4, it could be somewhat puzzling how sIB can even match K-Means run-time when working on top of the same representation type. In what follows, we aim to provide a hypothesis that explains this phenomenon. We focus on the distinctions between the models of parallelism that these algorithms employ.

As explained in Section 4.3, in every run, sIB starts off by generating 10 random partitions of the data and then optimizes them in parallel by several iterations over the samples. The number of random partitions is configurable. We demonstrate the logic with 10 since this is the default value. Since every partition is optimized independently of the rest, sIB allocates a single, dedicated, CPU core per partition and avoids any task switching. This means that a CPU core which is allocated to optimize partition $i$ will never be interrupted and switched to partition $j$ while $i$ is still being processed. On the machine used for the clustering evaluation (see Section 4.5), which can be considered as having 16 cores ( 8 physical $\times 2$ virtual), each of the 10 partitions will be allocated a core and perform the optimization work. The remaining six cores are left idle.

This approach has pros and cons. The pros are that the cores (hyper-threads) that perform partition optimization work without any interruption and no time is wasted on task switching. The cons are that idle cores cannot take some of the workload off the working cores. This also limits the number of cores that can be used simultaneously to the number of partitions to optimize.

The Scikit-Learn K-Means implementation that we use here works very differently. While it also starts off with 10 random partitions of the data, in contrast to sIB, it iterates over these 10 partitions sequentially and uses parallel computing to optimize each partition using all available cores.

The advantage of this approach is that it utilizes all available machine power. Therefore, even when running on a server with a high number of cores (e.g., 100), this K-Means implementation will be able to utilize all of them.

The downside here is that during the optimization of a partition, the assignment stage of K-Means is a stage consisting of a high number of relatively lightweight and short computations of Euclidean distance between a sample and a list of centroids. Thus, every core is utilized for a very short task and then immediately switched to another with no continuity.

Our hypothesis is that the overhead of intensive task switching in such a fine-grained parallelism model is what holds K-Means back. Had sIB and K-Means been implemented with the same parallelism, it would be expected from K-Means to be much faster. However, establishing this hypothesis is beyond the scope of this paper.

As a final remark, we note that even though a different, faster, K-Means implementation can be offered, the main reason for the slow performance of sIB's main competitor-the setup of K-Means on top of S-Bert-is its power-hungry neural vectorization stage and not the clustering itself.
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#### Abstract

In Message Passing (MP) decoding of Low-Density Parity Check (LDPC) codes, extrinsic information is exchanged between Check Nodes (CNs) and Variable Nodes (VNs). In a practical implementation, this information exchange is limited by quantization using only a small number of bits. In recent investigations, a novel class of Finite Alphabet Message Passing (FA-MP) decoders are implementation, this information exchange is limited by quantization using only a small number of bits. In recent investigations, a novel class of Finite Alphabet Message Passing (FA-MP) decoders are designed to maximize the Mutual Information (MI) using only a small number of bits per message (e.g., 3 or 4 bits) with a communication performance close to high-precision Belief Propagation (BP) decoding. In contrast to the conventional BP decoder, operations are given as discrete-input discrete- output mappings which can be described by multidimensional LUTs (mLUTs). A common approach decoding. In contrast to the conventional BP decoder, operations are given as discrete-input discrete- output mappings which can be described by multidimensional LUTs (mLUTs). A common approach to avoid exponential increases in the size of mLUTs with the node degree is given by the sequential LUT (sLUT) design approach, i.e., by using a sequence of two-dimensional Lookup-Tables (LUTs) for the design, leading to a slight performance degradation. Recently, approaches such as Reconstructionthe design, leading to a slight performance degradation. Recently, approaches such as Reconstruction- Computation-Quantization (RCQ) and Mutual Information-Maximizing Quantized Belief Propagation (MIM-QBP) have been proposed to avoid the complexity drawback of using mLUTs by using pre-designed functions that require calculations over a computational domain. It has been shown that these calculations are able to represent the mLUT mapping exactly by executing computations with infinite precision over real numbers. Based on the framework of MIM-QBP and RCQ, the Minimum-Integer Computation (MIC) decoder design generates low-bit integer computations that are derived from the Log-Likelihood Ratio (LLR) separation property of the information maximizing quantizer to replace the mLUT mappings either exactly or approximately. We derive a novel criterion for the bit resolution that is required to represent the mLUT mappings exactly. Furthermore, we show that our MIC decoder has exactly the communication performance of the corresponding mLUT decoder, but with much lower implementation complexity. We also perform an objective comparison between the state-of-the-art Min-Sum (MS) and the FA-MP decoder implementations for throughput towards $1 \mathrm{~Tb} /$ s in a state-of-the-art 28 nm Fully-Depleted Silicon-on-Insulator (FD-SOI) technology. Furthermore, we demonstrate that our new MIC decoder implementation outperforms previous FA-MP decoders and MS decoders in terms of reduced routing complexity, area efficiency and energy efficiency.


Keywords: LDPC code; decoding; finite alphabet message passing; information bottleneck;
implementation efficiency

## 1. Introduction

Beyond 5G and 6G wireless communication systems, target peak data rates of $100 \mathrm{~Gb} / \mathrm{s}$ to $1 \mathrm{~Tb} / \mathrm{s}$ with processing latencies between 10-100 ns [1]. For such high data rate and low latency requirements, the implementation of a Forward Error Correction (FEC) decoder, which is one of the most complex and computationally intense components in the baseband
processing chain, is a major challenge [2]. Low-Density Parity Check (LDPC) codes [3] are FEC codes with capacity approaching error correction performance [4] and are part of many communication standards, e.g., DVB-S2x, Wi-Fi, and 3GPP 5G-NR. In contrast to other competitive FEC codes, like Polar and Turbo codes, the decoding of LDPC codes is dominated by data transfers [2] making very high-throughput decoders in advanced silicon technologies challenging, especially from routing and energy efficiency perspectives. For example, in a state-of-the-art 14 nm silicon technology, the transfer of 8 bits on a 1 mm wire costs about 1 pJ , whereas the cost of an 8 bit integer addition is only 10 fJ , which is two orders of magnitude less than the wiring energy cost. During Message Passing (MP) decoding, two sets of nodes, the Check Node (CN) and Variable Node (VN), iteratively exchange messages over the edges of a bipartite graph (Tanner graph of the LDPC code). High-throughput decoding can be achieved by mapping the Tanner graph one-to-one onto hardware, i.e., dedicated processing units are instantiated for each node and the edges of the Tanner graph are hardwired. Unrolling and pipelining the decoding iterations can further boost the throughput towards $1 \mathrm{~Tb} / \mathrm{s}$ [5], called unrolled full parallel (FP) decoders in the following. However, FP decoders imply large routing challenges, since every edge in the Tanner graph corresponds to $2 \cdot I \cdot n_{\mathrm{E}}$ wires, with $I$ being the number of decoding iterations and $n_{\mathrm{E}}$ being the quantization-width of the exchanged messages. Moreover, to enable good error correction performance, the Tanner graph exhibits limited locality and regularity, which makes efficient routing even more difficult. This problem is even exacerbated in advanced silicon technologies, as routing scales much worse than transistor density [6].

Finite Alphabet Message Passing (FA-MP) decoding has been investigated as a method to mitigate the routing challenges in FP LDPC decoders to reduce the bit-width, i.e., the quantization-width $n_{\mathrm{E}}$, of the exchanged messages and, thus, the number of necessary wires [7-9]. In contrast to conventional MP decoding algorithms like the Belief Propagation (BP) and its approximations, i.e., Min-Sum (MS), Offset Min-Sum (OMS) and Normalized Min-Sum (NMS) [10], FA-MP use non-uniform quantizers and the node operations are derived by maximizing MI between exchanged messages. Nodes in state-of-the-art FA-MP decoders have to be implemented as Lookup-Tables (LUTs). Since the size of the LUT exponentially increases with the node degree and $n_{E}$, investigations were performed to decompose this multidimensional LUT (mLUT) into a chain or tree with only two-input LUTs (denoted as sequential LUT (sLUT) in this paper) yielding only a linear dependency of the node degree but at the cost of a decreased communications performance [11,12]. The Minimum-LUT (Min-LUT) decoder [13] approximates the CN update by a simple minimum search and can be implemented as Minimum-mLUT (Min-mLUT) or MinimumsLUT (Min-sLUT), i.e., with mLUT or sLUT for VNs, respectively. Other approaches, e.g., Mutual Information-Maximizing Quantized Belief Propagation (MIM-QBP) [14-16] and Reconstruction-Computation-Quantization (RCQ) [17,18], are adding non-uniform quantizers and reconstruction mappings to the outputs and inputs of the nodes, respectively, and performing the standard functional operations inside the nodes, e.g., additions for VNs and minimum search for CNs. The reconstruction mappings generally increase the bit resolution required for node internal representation and processing. It can be shown that this approach is equivalent in terms of error correction performance compared to the mLUT, if the internal quantization after the reconstruction mapping is sufficiently large.

Based on the framework of MIM-QBP and RCQ, the proposed MIC decoder [19] realizes CN updates by a minimum search and VN updates by integer computations that are designed to realize the information maximizing mLUT mappings either exactly or approximately. In this paper, we provide more detailed explanations, extend the discussion to irregular LDPC codes and present a comprehensive implementation analysis. The new contributions of this paper (Notation: Random variables are denoted by sans-serif letters x , random vectors by bold sans-serif letters $\mathbf{x}$, realizations by serif letters $x$ and vector-valued realizations by bold serif letters $x$. Sets are denoted by calligraphic letters $\mathcal{X}$. The distribution $p_{\mathrm{x}}(x)$ of a random variable x is abbreviated as $p(x) . \mathrm{x} \rightarrow \mathrm{y} \rightarrow \mathrm{z}$
denotes a Markov chain, and $\mathbb{R}, \mathbb{Z}, \mathbb{F}_{2}$ denotes the real numbers, integers and Galois field 2 , respectively.) are summarized as follows:

- We provide a novel criterion for the resolution of internal node operations to ensure that the MIC decoder can always replace the information maximizing VN mLUT exactly;
- we show that this MIC decoder has the same communication performance compared to an MI maximizing Min-mLUT decoder;
- we make an objective comparison between different FA-MP decoder implementations (Min-mLUT, Min-sLUT, MIC) in an advanced silicon technology and compare them with a state-of-the-art MS decoder for throughput towards $1 \mathrm{~Tb} / \mathrm{s}$;
- we show that our MIC decoder implementation outperforms state-of-the-art FP decoders in terms of routing complexity, area efficiency and energy efficiency and enables the processing of larger block sizes in state-of-the-art FP decoders since the routing complexity is largely reduced.

The remainder of this paper is structured as follows: Section 2 reviews the system model, conventional decoding techniques for LDPC codes such as BP and NMS decoding, and Information Bottleneck (IB) based quantization. Section 3 describes the Min-mLUT and Min-sLUT decoder design for regular and irregular LDPC codes. In Section 4, we introduce the proposed MIC decoder and, in Section 5, we discuss the MIC decoder implementation along with a detailed comparison with state-of-the-art FP MP decoders. Finally, Section 6 concludes the paper.

## 2. Preliminaries

This section briefly reviews the transmission model, conventional decoding techniques for LDPC codes, and the quantizer design based on IB.

### 2.1. Transmission Model

The transmission model is shown in Figure 1. An information word $\boldsymbol{u} \in \mathbb{F}_{2}^{K}$ is encoded into the codeword $c \in \mathbb{F}_{2}^{N}$ via a binary LDPC code [3] of rate $R=\frac{K}{N}$. The Binary Phase Shift Keying (BPSK) modulated vector $\boldsymbol{x}=\mathbf{1}-2 \boldsymbol{c}$ is transmitted over an Additive White Gaussian Noise (AWGN) channel leading to the received vector $\boldsymbol{y} \in \mathbb{R}^{N}$ given by $\boldsymbol{y}=\boldsymbol{x}+\boldsymbol{n}$ with AWGN $n$ of variance $\sigma_{n}^{2}$. A particular LDPC code is defined via a sparse parity check matrix $H \in \mathbb{F}_{2}^{M \times N}$. The Tanner graph [20] of an LDPC code is a visual representation of its parity check matrix $H$ and consists of a CN for each parity check equation $\chi_{m}$ with $m=1, \ldots, M$ and a VN for each codebit $c_{n}$ with $n=1, \ldots, N$. An edge connects VN $n$ and CN $m$ if and only if $\boldsymbol{H}_{m, n}=1$. The degree of a node is determined by the number of connected edges. Furthermore, the fraction of edges that is connected to a node of a specific degree is characterized by the edge-degree distributions

$$
\begin{equation*}
\lambda(\xi)=\sum_{d_{V} \in \mathcal{D}_{V}} \lambda_{d_{V}} \xi^{d_{V}-1} \text { and } \rho(\xi)=\sum_{d_{C} \in \mathcal{D}_{C}} \rho_{d_{C}} \xi^{d_{C}-1} \tag{1}
\end{equation*}
$$

where $\lambda_{d_{V}}$ is the fraction of edges that are connected to VNs of degree $d_{V} \in \mathcal{D}_{V}$, and $\rho_{d_{C}}$ denotes the fraction of edges that is connected to CNs of degree $d_{C} \in \mathcal{D}_{C}$.


Figure 1. Transmission model for transmission of LDPC encoded messages over an AWGN channel with quantization prior to FEC decoding.

### 2.2. Iterative Decoding via Belief-Propagation (BP)

LDPC codes are usually decoded by iterative BP, where extrinsic information for each codebit $c_{n}$ is propagated along the edges of the resulting Tanner graph. Figure 2 shows the $\mathrm{CN} \chi_{1}$ that generates extrinsic information for the $\mathrm{VN} c_{n}$ by processing the incoming

Variable Node to Check Node (VN-to-CN) messages from the other VNs connected to CN $\chi_{1}$, i.e., $c_{1}$ and $c_{2}$. For BP decoding, we define the Variable Node to Check Node (VN-to-CN) messages as $L_{n \rightarrow m} \in \mathbb{R}$ and the Check Node to Variable Node (CN-to-VN) messages as $L_{n \leftarrow m} \in \mathbb{R}$. In the first iteration, all messages are initialized by the channel LLRs

$$
\begin{equation*}
L_{n \rightarrow m}^{(0)}=L\left(y_{n}\right)=\frac{2}{\sigma_{n}^{2}} y_{n} . \tag{2}
\end{equation*}
$$

In iteration $i$, a CN $m$ generates extrinsic information for the connected VNs $n \in \mathcal{M}_{m}$ via the box-plus operation

$$
\begin{equation*}
L_{n \leftarrow m}^{(i)}=2 \operatorname{arctanh}\left(\prod_{j \in \mathcal{M}_{m} \backslash n} \tanh \left(\frac{1}{2} L_{j \rightarrow m}^{(i-1)}\right)\right), \quad \forall n \in \mathcal{M}_{m} \tag{3}
\end{equation*}
$$


(c)

Figure 2. Illustrative example of a CN update on a Tanner graph. The $\mathrm{CN} \chi_{1}$ generates the CN -to-VN message $L_{n \leftarrow 1}$ for the $\mathrm{VN} c_{n}$ based on the VN-to-CN messages $L_{1 \rightarrow 1}$ and $L_{2 \rightarrow 1}$ from $\mathrm{VN} c_{1}$ and $c_{2}$, respectively.

In case of Normalized Min-Sum (NMS) decoding, the CN update (3) is approximated by

$$
\begin{equation*}
L_{n \leftarrow m}^{(i)} \approx \gamma\left(\prod_{j \in \mathcal{M}_{m} \backslash n} \operatorname{sign}\left(L_{j \rightarrow m}^{(i-1)}\right)\right) \min _{j \in \mathcal{M}_{m} \backslash n}\left|L_{j \rightarrow m}^{(i-1)}\right|, \quad \forall n \in \mathcal{M}_{m} \tag{4}
\end{equation*}
$$

where $\gamma$ is the normalization factor. In the case of $\gamma=1,(4)$ is the CN update of the MS decoder.

In similar fashion, a VN $n$ generates extrinsic information for the connected $C N s m \in \mathcal{N}_{n}$ by adding the corresponding LLRs

$$
\begin{equation*}
L_{n \rightarrow m}^{(i)}=L\left(y_{n}\right)+\sum_{v \in \mathcal{N}_{n} \backslash m} L_{n \longleftarrow v}^{(i)}, \quad \forall m \in \mathcal{N}_{n} . \tag{5}
\end{equation*}
$$

The final bit decision $\hat{c}_{n, \mathrm{BP}}^{(i)}$ at iteration $i$ is determined by

$$
\begin{equation*}
\hat{c}_{n, \mathrm{BP}}^{(i)}=\frac{1}{2}\left(1-\operatorname{sign}\left(L\left(y_{n}\right)+\sum_{v \in \mathcal{N}_{n}} L_{n \hookleftarrow v}^{(i)}\right)\right) . \tag{6}
\end{equation*}
$$

### 2.3. Information Bottleneck Based Quantizer Design

For the design of our proposed MIC decoder, we utilize MI maximizing quantization to design an information optimized processing chain that uses only quantizer labels instead of real valued representations [12]. To that end, we first review the principle idea of the MI based quantizer design approach. The considered system model is visualized in Figure 3. The observed signal $y \in \mathcal{Y}$ is mapped to a compressed representation $z \in \mathcal{Z}$ via the scalar quantization function $Q: \mathcal{Y} \rightarrow \mathcal{Z}$. The objective is to find a quantizer function $Q^{\star}$ that maximizes MI $I(x ; z)$ between the relevant source $x \in \mathcal{X}$ and the quantizer output $Q(y)=z \in \mathcal{Z}$ under the condition that the three random variables form a Markov chain $\mathrm{x} \rightarrow \mathrm{y} \rightarrow \mathrm{z}$. Given the joint distribution $p(x, y)=p(y \mid x) p(x)$, the mapping of the information maximizing quantizer $Q^{\star}$ is determined by solving the optimization problem

$$
\begin{equation*}
Q^{\star}=\underset{Q}{\operatorname{argmax}} I(\mathrm{x} ; \mathrm{z}) \quad \text { s.t. } \quad|\mathcal{Z}|=2^{n_{\mathrm{Q}}}<|\mathcal{Y}| \tag{7}
\end{equation*}
$$

where the number of possible quantizer outputs is set to $2^{n_{Q}}$. The optimization problem in (7) is a special case of the Information Bottleneck Method (IBM) [12,21-23]. The optimal solution is a deterministic quantization function where the conditional probability of the quantizer output $z$ given the relevant source $x$ is

$$
\begin{equation*}
p(z \mid x)=\sum_{y \in \mathcal{Y}_{z}} p(y \mid x) \tag{8}
\end{equation*}
$$

with $\mathcal{Y}_{z}=\left\{y \in \mathcal{Y} \mid Q^{\star}(y)=z\right\}$ as the set of observed signals $y$ that are mapped to one specific quantizer output $z$. Since the maximum of (7) depends only on the cardinality of $\mathcal{Z}$, we utilize a convenient signed integer based representation $\mathcal{Z}=\left\{-\frac{2^{n} \mathrm{Q}}{2}, \ldots,-1,1, \ldots, \frac{2^{n} \mathrm{Q}}{2}\right\}$ that simplifies the MIC decoder processing. For the special case where the relevant source x is a binary random variable (i.e., $|\mathcal{X}|=2$ ), the algorithm that finds the optimal quantizer via dynamic programming has been derived in [24]. We denote the LLRs of the quantizer output $z \in \mathcal{Z}$ by

$$
\begin{equation*}
L(z)=\log \left(\frac{p(z \mid x=+1)}{p(z \mid x=-1)}\right) . \tag{9}
\end{equation*}
$$

An important property of the MI maximizing quantizer for binary input is that any two different sets of LLRs $\mathcal{L}_{z^{\prime}}=\left\{L(y) \mid y \in \mathcal{Y}_{z^{\prime}}\right\}$ and $\mathcal{L}_{z^{\prime \prime}}=\left\{L(y) \mid y \in \mathcal{Y}_{z^{\prime \prime}}\right\}$ for $z^{\prime}, z^{\prime \prime} \in \mathcal{Z}$ and $z^{\prime} \neq z^{\prime \prime}$ are separated by a single threshold $[19,24,25]$. This property will be exploited in the design of the MIC decoder in Section 4.


Figure 3. Considered system model for quantizer design.

## 3. LUT Decoder Design

This section describes the design of the LUT decoder that is optimized via Discrete Density Evolution (DDE) [11] to maximize extrinsic information between the codebits and its messages, under the assumption that the Tanner graph is cycle free. In contrast to the BP algorithm, the LUT is optimized to process the quantizer labels $z$ in (7) directly and the bit resolution of the message exchange on the Tanner graph is limited to $n_{\mathrm{E}}$ bits, e.g., 3 or 4 bits. Furthermore, we exploit the signed integer-based representation to simplify the CN update by using the label-based minimum search [13]. In the Min-mLUT decoder design, the VN update functions are optimized to maximize MI. For the Min-sLUT decoder design, the VN update is decomposed into a sequence of two-dimensional updates that generally results in a MI loss compared to the Min-mLUT decoder design.

In the following, we review the calculation of the CN and VN distributions for each iteration that are required for the design of the MI maximizing VN update. As illustrated in Figure 4, we omit the iteration index $i$ and consider messages of an arbitrary CN and

VN for CN degrees $d_{C} \in \mathcal{D}_{C}$ and VN degrees $d_{V} \in \mathcal{D}_{V}$ to calculate the distributions that are required for the Min-mLUT design.

(a) CN update
(b) VN update

Figure 4. Illustrative example for generation of extrinsic information in case of LUT decoding using discrete messages. (a) visualizes a CN that generates the CN -to- VN message $a$ based on incoming VN-to-CN messages $t_{1}, \ldots, t_{d_{C}-1}$. In (b), a VN generates the VN-to-CN message $t$ based on incoming CN-to-VN messages $a_{1}, \ldots, a_{d_{V}-1}$.

### 3.1. Check Node LUT Design

The LUT decoder design is based on discrete alphabets $\mathcal{Z}, \mathcal{T}$ and $\mathcal{A}$ for the channel information, the VN -to- CN and the CN -to- VN messages, respectively. For the first iteration, the VN-to-CN messages $t_{j}$ for $j=1, \ldots, d_{V}-1$ are initialized by the signed integer valued channel information, i.e., $t_{j}=z_{j} \in \mathcal{Z}$. The distribution of the $d_{C}-1 \mathrm{VN}$-to-CN messages $t=\left[t_{1}, \ldots, t_{d_{C}-1}\right] \in \mathcal{T}^{\left(d_{C}-1\right)}$ and an arbitrary codebit $c$ of a check equation $\chi$ is [11]

$$
\begin{equation*}
p_{d_{C}}(\boldsymbol{t} \mid c)=\left(\frac{1}{2}\right)^{d_{C}-2} \sum_{b: \oplus \boldsymbol{b}=c} \prod_{j=1}^{d_{C}-1} p\left(t_{j} \mid b_{j}\right) \tag{10}
\end{equation*}
$$

with $\oplus \boldsymbol{b}=b_{1} \oplus \ldots \oplus b_{d_{C}-1}$ as the modulo 2 sum of connected codebits. The VN-to-CN messages $t_{j}$ are processed by a CN update function that generates quantized output messages $a \in \mathcal{A}$ that are represented only by $n_{\mathrm{E}}$ bits.

Given the distribution in (10), the CN update (We keep the node degrees $d_{C}$ or $d_{V}$ as index of random variables to indicate that the distribution changes with the corresponding degrees.) $f_{d_{C}}\left(\mathbf{t}_{d_{C}}\right)=\mathrm{a}_{d_{C}}$ that maximizes MI is determined by the solution of the quantization problem for binary input $\left(c \rightarrow \mathbf{t}_{d_{C}} \rightarrow f_{d_{C}}\left(\mathbf{t}_{d_{C}}\right)=\mathrm{a}_{d_{C}}\right)$

$$
\begin{equation*}
f_{d_{C}}^{\mathrm{MI}}=\underset{f_{d_{C}}}{\operatorname{argmax}} I\left(\mathrm{c} ; \mathrm{t}_{d_{C}}\right) \text { s.t. }|\mathcal{A}|=2^{n_{\mathrm{E}}} \quad \text { for } d_{C} \in \mathcal{D}_{C} . \tag{11}
\end{equation*}
$$

As discussed in Section 2.3, the optimal solution of (11) is found via dynamic programming.
However, we utilize the minimum update [13] as a CN update for all iterations as an approximation of the MI maximizing CN update in (11). We observed that the output of the minimum update is quite close to the optimal IB update. As visualized for a degree 3 CN in Figure 5, the difference between the optimal IB CN and the minimum update can be interpreted as an additive correction LUT where only a small fraction of entries are nonzero. For the label-based minimum search, the CN update rule reads

$$
\begin{equation*}
a=f_{d_{C}}^{\min }(\boldsymbol{t})=\left(\prod_{j=1}^{d_{C}-1} \operatorname{sign}\left(t_{j}\right)\right) \min \left\{\left|t_{1}\right|, \ldots,\left|t_{d_{C}-1}\right|\right\} . \tag{12}
\end{equation*}
$$

If the CN update function is given, the conditional distribution of the CN -to- VN messages $a \in \mathcal{A}=\mathcal{T}$ is

$$
\begin{equation*}
p_{d_{C}}(a \mid c)=\sum_{t \in \mathcal{T}^{\left(d_{C}-1\right)}: f_{d_{C}}^{\min }(t)=a} p_{d_{C}}(\boldsymbol{t} \mid c) \quad \text { for } d_{C} \in \mathcal{D}_{C} . \tag{13}
\end{equation*}
$$

In the design via DDE, the connections between VNs and CNs are considered on average by the degree distribution [26]. Hence, the design considers only the marginal CN-to-VN message distribution $p(a \mid c)$ that includes averaging over all possible CN degrees by

$$
\begin{equation*}
p(a \mid c)=\sum_{d_{C} \in \mathcal{D}_{C}} p_{d_{C}}(a \mid c) \rho_{d_{C}} \tag{14}
\end{equation*}
$$



Figure 5. Graphical representation of a discrete CN update using $n_{\mathrm{E}}=4$ bit input messages $t_{1}$ and $t_{2}$ and a color-coded output message $a \in \mathcal{A}=\{-4, \ldots,-1,1, \ldots, 4\}$. Subfigure (a) shows the MI maximizing update $f_{3}^{\mathrm{MI}}\left(t_{1}, t_{2}\right)$ and subfigure (b) the minimum update $f_{3}^{\min }\left(t_{1}, t_{2}\right)$. The difference $f_{3}^{\mathrm{MI}}\left(t_{1}, t_{2}\right)-f_{3}^{\min }\left(t_{1}, t_{2}\right)$ in subfigure (c) contains only a few non-zero elemets and can be interpreted as a correction LUT.

### 3.2. Variable Node LUT Design

For designing the VN update, we require the joint distribution of the discrete channel information $z \in \mathcal{Z}$ together with the CN-to-VN messages $a_{m} \in \mathcal{A}$ combined in $\boldsymbol{a}=$ $\left[z, a_{1}, \ldots, a_{d_{V}-1}\right] \in \mathcal{Z} \times \mathcal{A}^{d_{V}-1}=\mathcal{V}$ and a codebit $c[11]$

$$
\begin{equation*}
p_{d_{V}}(\boldsymbol{a} \mid c)=p(z \mid c) \prod_{m=1}^{d_{V}-1} p\left(a_{m} \mid c\right) \tag{15}
\end{equation*}
$$

where $p\left(a_{m} \mid c\right)=p(a \mid c)$ for $m=1, \ldots, d_{V, \max }-1$ and $\mathcal{V}$ is the set of all possible states of the vector $a$, i.e., $|\mathcal{V}|=2^{n_{\mathrm{Q}}+\left(d_{V}-1\right) n_{\mathrm{E}}}$. Given the distribution (15), the individual degreedependent VN update $g_{d_{V}}\left(\mathbf{a}_{d_{V}}\right)=\mathrm{t}_{d_{V}}$ that maximizes MI $I\left(\mathrm{c} ; \mathrm{t}_{d_{V}}\right)$ is determined as the solution of the optimization problem $\left(\mathrm{c} \rightarrow \mathbf{a}_{d_{V}} \rightarrow g_{d_{V}}\left(\mathbf{a}_{d_{V}}\right)=\mathrm{t}_{d_{V}}\right)$

$$
\begin{equation*}
g_{d_{V}}^{\mathrm{MI}}=\underset{g_{d_{V}}}{\operatorname{argmax}} I\left(\mathrm{c} ; \mathrm{t}_{d_{V}}\right) \text { s.t. }|\mathcal{T}|=2^{n_{\mathrm{E}}} \quad \text { for } \quad d_{V} \in \mathcal{D}_{V} . \tag{16}
\end{equation*}
$$

The parameter $n_{\mathrm{E}}$ defines the bit-width of the messages exchanged between VN and CN and controls the complexity of the message exchange. The optimization problem in (16) is the channel quantization problem for binary input (Section 2.3). The optimal solution is a deterministic input-output relation that can be stored as a $d_{V}$ dimensional LUT with $2^{n_{\mathrm{Q}}+\left(d_{V}-1\right) n_{\mathrm{E}}}$ entries, e.g., for $d_{V}=6$ and $n_{\mathrm{E}}=n_{\mathrm{Q}}=4$, we have approximately 16.8 million entries. Furthermore, the communication performance can be increased by considering the degree distribution in the design of the node updates $[13,26]$. The gain in communication performance generally depends on the degree distribution and the message resolution $n_{\mathrm{E}}$ [13]. However, a comparison of the different design approaches in $[13,26]$ is beyond the
scope of this paper. The distribution of the VN-to-CN messages for the next iteration in (10) is

$$
\begin{equation*}
p_{d_{V}}(t \mid c)=\sum_{\boldsymbol{a} \in \mathcal{V}: \sum_{d_{V}}^{\mathrm{MI}}(\boldsymbol{a})=t} p(\boldsymbol{a} \mid c) \text { for } d_{V} \in \mathcal{D}_{V} . \tag{17}
\end{equation*}
$$

Again, the marginal distribution is determined by averaging over all possible VN degrees, i.e.,

$$
\begin{equation*}
p\left(t_{j} \mid c_{j}\right)=p(t \mid c)=\sum_{d_{V} \in \mathcal{D}_{V}} p_{d_{V}}(t \mid c) \lambda_{d_{V}}, \quad \text { with } j=1, \ldots, d_{C, \max } \tag{18}
\end{equation*}
$$

In case of a regular LDPC code, there is only one possible degree for all VNs and CNs, i.e., the summation term in (14) and (18) vanishes but all other steps remain the same.

For the design of the MI maximizing Min-mLUT decoder, we start with an initial VN-to-CN distribution $p\left(t_{j} \mid c_{j}\right)$ and iterate over (10), (13)-(18) and declare convergence if $I(\mathrm{c} ; \mathrm{t})$ approaches the maximum value of one bit for binary input after $I$ number of iterations.

### 3.3. Sequential LUT Design

For the sequential design approach sLUT, the node update is split into a sequence of degree two updates that are optimized independently to maximize MI. This approach serves as an approximation of the mLUT design described in Section 3.2 and reduces the number of possible memory locations within each update. In general, multidimensional optimization without decomposition conserves more MI compared to a design that decomposes the optimization problem into a sequence of two-dimensional updates [11,12] or more general nested tree decompositions [13].

## 4. Minimum-Integer Computation Decoder Design

The MI maximizing Min-mLUT decoder realizes the discrete VN updates by LUTs with $2^{n_{\mathrm{Q}}+\left(d_{V}-1\right) n_{\mathrm{E}}}$ entries leading to prohibitively large implementation complexity. Nevertheless, determining these multidimensional LUTs in the laboratory is feasible with sufficient computing resources. Thus, the idea is to search for the MI maximizing mLUTs but implement the corresponding discrete functions by relatively simple operations in order to avoid performance degradations. As visualized in Figure 6, the computational domain framework $[14,16]$ replaces the VN update by an operation that is decomposed into
(i) mappings $\phi_{V}$ and $\phi$ of the $n_{\mathrm{E}}$-bit CN-to-VN messages $a_{m}$ and $n_{\mathrm{Q}}$-bit channel information $z$ into node internal $n_{\mathrm{R}}$-bit signed integers with $n_{\mathrm{R}} \geq n_{\mathrm{E}}$ and $n_{\mathrm{R}} \geq n_{\mathrm{Q}}$, respectively;
(ii) execution of integer additions for $n_{R}$-bit signed integers;
(iii) threshold quantization $Q_{V}$ to $n_{\mathrm{E}}$ bits determining the VN-to-CN message $t$.

For the MIC decoder design, we derive a criterion for sufficient internal node resolution $n_{R}$ such that the mLUT mapping is replaced exactly. Note that the information maximizing mLUT is generated offline and is replaced by an integer function that replaces its functionality exactly or approximately during execution.

To keep the notation simple, we omit the dependency on the iteration index $i$ and node degree in this section.


Figure 6. VN update for computational domain framework [14,16]. The $n_{\mathrm{Q}}$-bit channel information $z \in \mathcal{Z}$ and the $n_{\mathrm{E}}$-bit CN-to-VN messages $a_{1}, \ldots, a_{d_{V}-1} \in \mathcal{A}$ are transformed to $n_{\mathrm{R}}$-bit signed integers. This transformation generally increases the required bit resolution for the representation, i.e., $n_{R} \geq n_{\mathrm{Q}}$ and $n_{\mathrm{R}} \geq n_{\mathrm{E}}$. The internal signed integers are summed and quantized back into a $n_{\mathrm{E}}$-bit VN-to-CN message $t \in \mathcal{T}$.

### 4.1. Equivalent LLR Quantizer

To motivate the integer calculation of the MIC approach, we review the connection between the equivalent LLR quantizer and the VN update of the BP algorithm. Analogous to the VN update of the BP algorithm in (5), the LLR of the combined message vector $\boldsymbol{a} \in \mathcal{V}$ equals the addition of the LLRs of the channel output $z$ and of the individual messages $a_{m}$, i.e., for every possible combination $a \in \mathcal{V}$, the LLR of the combined message is

$$
\begin{equation*}
L(\boldsymbol{a})=\log \left(\frac{p(\boldsymbol{a} \mid c=0)}{p(\boldsymbol{a} \mid c=1)}\right)=L(z)+\sum_{m=1}^{d_{V}-1} L\left(a_{m}\right) . \tag{19}
\end{equation*}
$$

The LLRs $L\left(a_{m}\right)$ of the individual messages are determined by (14) during DDE. As described in Section 2.3, the information maximizing quantizer for binary input separates the $\operatorname{LLR} L(\boldsymbol{a})$ by using a $|\mathcal{T}|-1$ threshold quantizer $Q_{\mathrm{L}}: \mathbb{R} \rightarrow \mathcal{T}$, i.e., the relation

$$
\begin{equation*}
t=g^{\mathrm{MI}}(\boldsymbol{a})=Q_{\mathrm{L}}(L(\boldsymbol{a}))=Q_{\mathrm{L}}\left(L(z)+\sum_{m=1}^{d_{V}-1} L\left(a_{m}\right)\right) \tag{20}
\end{equation*}
$$

can be determined that achieves the same output as the information optimal mLUT in (16). However, to ensure that (20) produces the same output as the information optimal mLUT, calculations over real numbers are required. In the next subsection, we show that we can exploit (20) to find a calculation that requires only a finite resolution. We also provide a condition to limit the resolution that is required for exact calculation of the information optimal mLUT.

### 4.2. Computations over Integers

The VN update structure using the computational domain framework is visualized in Figure 6. As suggested by $[14,16]$, a possible choice for the integer mappings $\phi_{v}(m)$ and $\phi_{c h}(z)$ is given by scaling and rounding the corresponding LLRs $L(m)$ and $L(z)$, respectively. In addition to $[14,16]$, we provide further insights on the optimal choice of the scaling factor based on the relation between the VN update of the BP algorithm and the MI maximizing quantizer design. More precisely, based on the established relation in (20), we define an integer mapping for the channel information $z$ and the CN -to-VN messages $a_{m}$ in order to replace the computations over real numbers by computations over signed integers (With $\lfloor\cdot\rceil$ as round to nearest integer (away from 0 if fraction part is .5))

$$
\begin{equation*}
g^{\operatorname{MIC}}(\boldsymbol{a})=Q_{V}\left(W_{s}(\boldsymbol{a})\right)=Q_{V}(\underbrace{\lfloor s L(z)\rceil}_{r=\phi(z) \in \mathcal{R}}+\sum_{m=1}^{d_{V}-1} \underbrace{\left\lfloor s L\left(a_{m}\right)\right\rceil}_{r_{m}=\phi_{\mathrm{V}}\left(a_{m}\right) \in \mathcal{R}_{\mathrm{V}}})=Q_{V}\left(r+\sum_{m=1}^{d_{V}-1} r_{m}\right) \text {. } \tag{21}
\end{equation*}
$$

Compared to (20), the LLRs $L(z)$ and $L\left(a_{m}\right)$ have been multiplied by a non-negative scaling factor $s$ and quantized to the next $n_{\mathrm{R}}$-bit signed integer $r$ and $r_{m}$, respectively. Subsequently, the sum of integers is limited again to $n_{\mathrm{E}}$ bits by threshold quantizer $Q_{V}$. We can interpret the scaling and rounding operation also directly as a mapping of signed integer messages $z$ and $a_{m}$ to $n_{\mathrm{R}}$-bit signed integer messages

$$
\begin{equation*}
r=\phi(z) \in \mathcal{R} \quad \text { and } \quad r_{m}=\phi_{\mathrm{V}}\left(a_{m}\right) \in \mathcal{R}_{\mathrm{V}} \tag{22}
\end{equation*}
$$

that requires $n_{R}$ bits for the representation, depending on the scaling factor $s$.
In the following, we show that we can always find a threshold quantizer $Q_{V}: \mathcal{W} \rightarrow \mathcal{T}$ that maps the summation $W_{s}(\boldsymbol{a})$ into a VN-to-CN message $t \in \mathcal{T}$ that is identical to the VN-to-CN message of the information optimal VN update in (20), i.e., $t=g^{\mathrm{MIC}}(\boldsymbol{a})=$ $g^{\mathrm{MI}}(\boldsymbol{a})$. First, we consider the set of messages $\mathcal{A}_{t}=\left\{\boldsymbol{a} \in \mathcal{V}: g^{\mathrm{MI}}(\boldsymbol{a})=t \in \mathcal{T}\right\}$ that are mapped into a specific output $t$ via the information maximizing VN update $g^{\mathrm{MI}}(\boldsymbol{a})$ in (16). Thus, we can identify a corresponding set of integers $\mathcal{W}_{t}=\left\{W_{s}(\boldsymbol{a}) \in \mathcal{W}: a \in \mathcal{A}_{t}\right\}$. By varying the scaling factor $s$, we can always find a scaling value $s^{\star} \leq \frac{d_{V}}{\Delta_{\min }}$ such that the sets of integer values $\mathcal{W}_{t}$ for all $t \in \mathcal{T}$ are non-overlapping intervals, i.e.,

$$
\begin{equation*}
\left[D_{t^{\prime}}, E_{t^{\prime}}\right] \cap\left[D_{t^{\prime \prime}}, E_{t^{\prime \prime}}\right]=\varnothing \quad \forall t^{\prime \prime}, t^{\prime} \in \mathcal{T}, \tag{23}
\end{equation*}
$$

with $D_{t}=\min \mathcal{W}_{t}$ and $E_{t}=\max \mathcal{W}_{t}$. Condition (23) ensures that any two different clusters $t^{\prime}$ and $t^{\prime \prime}$ can be separated by a simple threshold operation. The value $\Delta_{\min }$ is the minimum separation between the LLRs $L(\boldsymbol{a})$ of the elements of any two neighbouring clusters in (20) and is always larger than zero since $Q_{\mathrm{L}}$ is a threshold quantizer. If we consider a scaled version of the LLRs $s L(\boldsymbol{a})$ with any real valued scaling factor $s>1$, we can always find a threshold quantizers $Q_{L, s}$ that achieves the same output as the information optimal mLUT. Scaling the LLRs $L(\boldsymbol{a})$ by a factor of $\frac{d_{V}}{\Delta_{\min }}$ ensures that the minimum separation between any two neighbouring clusters is $d_{V}$. Since the influence of the rounding operation can be bounded by $-\frac{d_{V}}{2} \leq W_{s}(\boldsymbol{a})-s L(\boldsymbol{a})<\frac{d_{V}}{2}$, scaling with a factor of at least $\frac{d_{V}}{\Delta_{\min }}$ ensures that any two neighbouring clusters $\mathcal{W}_{t}$ and $\mathcal{W}_{t+1}$ are separated by at least one integer and, thus, condition (23) is satisfied. Hence, we can always find a corresponding integer function $g^{\mathrm{MIC}}(\boldsymbol{a})$ in (21) that generates exactly the same output as $g^{\mathrm{MI}}(\boldsymbol{a})$ in (20).

Furthermore, an approximate integer calculation is found if the integer valued range of $\phi$ and $\phi_{\mathrm{V}}$ are limited to $n_{\mathrm{R}}$-bits

$$
\begin{equation*}
\max _{z}|\phi(z)|<2^{n_{\mathrm{R}}}<2^{n_{\mathrm{R}}^{\star}}, \quad \max _{a}\left|\phi_{\mathrm{V}}(a)\right|<2^{n_{\mathrm{R}}}<2^{n_{\mathrm{R}}^{\star}} \tag{24}
\end{equation*}
$$

where $n_{\mathrm{R}}^{\star}=\left\lceil\log _{2}\left(\left\lfloor s^{\star} L_{\max }\right\rceil\right)\right\rceil+1$ is the bit resolution that is required for exact representation if the largest magnitude of the individual LLRs in (20) is $L_{\text {max }}$. If condition (23) is not fulfilled, we select the output cluster that maximizes MI. If (24) is satisfied, the required bit resolution of the summation $W_{S}(\boldsymbol{a})$ in (21) is limited by

$$
\begin{equation*}
n_{\mathrm{W}}=\left\lceil\log _{2}\left(d_{V}\left(2^{\left(n_{\mathrm{R}}-1\right)}-1\right)\right)\right\rceil+1 . \tag{25}
\end{equation*}
$$

To consider the influence of this new mapping in the design of subsequent iterations, we also update the VN-to-CN distribution in (17).

We note that the MIC design approach can also be applied for the design of CN operations and can also be used to generate exact or approximate representations of nested tree decompositions similar to the sLUT method. However, the corresponding investigations are beyond the scope of this paper.

## Illustrative Example for MIC Calculations

To illustrate the proposed MIC approach, we consider the design of a VN node update for a $\left(d_{V}=3, d_{C}=6\right)$ regular LDPC codes at iteration $i=1$ with design $E_{b} / N_{0}=2.5 \mathrm{~dB}$. Figure 7a shows the equivalent LLR quantizer (20) with $2^{n_{\mathrm{E}}}$ non-overlapping clusters on the
real number line, i.e., $\mathcal{T}=\{-4, \ldots,-1,1, \ldots, 4\}$. E.g. all LLRs $L(\boldsymbol{a})$ between 0 and 1.1 are mapped into cluster $t=1$. The threshold values are shown by dashed lines in Figure 7a. Additionally, Figure $7 \mathrm{~b}-\mathrm{d}$ show the output of the integer addition in (21) on the $x$-axis and the output clusters of the optimal mLUT on the $y$-axis if the scaling factor is set to $s=10$, $s=3$, and $s=1$, respectively.


Figure 7. Visualization of the relationship between the result of the calculation in the computational domain and the assignment to mutual information maximizing mLUT mapping. Subfigure (a) shows the addition the real valued LLRs of (20) on the $x$-axis and the mutual information maximizing mLUT assignment of (16) on the $y$-axis. In Subfigure (b)-(d), the values on the $x$-axis are replaced by the corresponding integer additions of (21) for different scaling factors $s \in\{1,3,10\}$.

In the case of $s=10$, all output clusters are separated by using seven integer thresholds, which are indicated by dashed lines in Figure 7b. In this case, the integer computation fully replaces the original mLUT functionality by using only signed integers of low-range. To clarify the example, the numeric values of the corresponding LLRs and integer mappings of (19) and (21) for $s=10$ are shown in Table 1. For example, the quantized receive message $z=2$ corresponds to an LLR of $L(z)=1.56$ leading to the $n_{\mathrm{R}}$-bit signed integer message $r=\phi(z)=\lfloor 15.6\rceil=16$. After summation of $r$ and $r_{m}$, all results $12 \leq W_{10}(\boldsymbol{a}) \leq 23$ are again mapped back to the $n_{\mathrm{E}}$ message $t=2$.

Table 1. Numeric values of integer based VN update $g_{10}^{\text {MIC }}$ with scaling parameter $s=10$.

| Cluster index $z, a, t$ | $\pm 4$ | $\pm 3$ | $\pm 2$ | $\pm 1$ |
| :---: | :---: | :---: | :---: | :---: |
| Channel LLR $L(z)$ | $\pm 5.07$ | $\pm 2.90$ | $\pm 1.56$ | $\pm 0.49$ |
| Integer mapping $\phi(z)$ | $\pm 51$ | $\pm 29$ | $\pm 16$ | $\pm 5$ |
| Message LLR $L(a)$ | $\pm 3.46$ | $\pm 2.08$ | $\pm 1.02$ | $\pm 0.25$ |
| Integer mapping $\phi_{V}(a)$ | $\pm 35$ | $\pm 21$ | $\pm 10$ | $\pm 3$ |
| Interval $\mathcal{W}_{t}$ | $\pm[121,42]$ | $\pm[41,25]$ | $\pm[23,12]$ | $\pm[11,1]$ |

For $s=3$ and $s=1$, the integer range is further reduced, but the original mLUT functionality cannot be represented exactly since some integer additions are mapped to more than one output cluster of the original mLUT (e.g., some values of $W_{s}(\boldsymbol{a})$ are mapped into cluster $t=1$ and $t=2$ as highlighted in Figure 7c). If some values of $W_{s}(\boldsymbol{a})$ are assigned to more than one cluster of the information maximizing mLUT mapping, a merging of these values into a single cluster is required. This merging generally leads to an inevitable loss of information. In order to find a corresponding threshold quantizer for this case, we select the output cluster that minimizes the information loss under the condition that (23) is fulfilled.

### 4.3. FER Results

In this section, we discuss the communication performance of the proposed MIC decoder for an irregular LDPC code from the 802.11n standard [27] of length $N=648$ with rate $R=0.75$ and edge degree distributions $\lambda(\xi)=0.2083 \xi^{1}+0.3333 \xi^{2}+0.25 \xi^{3}+0.2083 \xi^{5}$ and $\rho(\xi)=\frac{1}{3} \xi^{13}+\frac{2}{3} \xi^{15}$. The realization of the MIC decoder is characterized by three quantization parameters and specified by $\operatorname{MIC}\left(n_{\mathrm{E}}, n_{\mathrm{Q}}, n_{\mathrm{R}}\right)$. In contrast, the Min-mLUT decoder with label based minimum operation as CN update has only two parameters and is denominated by $\operatorname{Min}-\operatorname{mLUT}\left(n_{\mathrm{E}}, n_{\mathrm{Q}}\right)$. Figure 8 shows the Frame Error Rate (FER) performance of Min-mLUT and MIC for $n_{\mathrm{E}}=n_{\mathrm{Q}}=3$ and $I=10$ iterations, but varying resolution of internal messages $n_{R} \in\{4,5,6,7,11\}$ for MIC.


Figure 8. FER performance of $n_{\mathrm{E}}=n_{\mathrm{Q}}=3$ bit Min-mLUT and MIC decoders using different internal message resolutions $n_{\mathrm{R}}$ for VN update.

The BP decoder with double precision serves as our benchmark simulation. The Min-mLUT decoder with $n_{\mathrm{E}}=n_{\mathrm{Q}}=3$ bit quantization for the message exchange and channel information results in a minor performance degeneration of only 0.2 dB at a FER of $10^{-3}$ w.r.t. the benchmark simulation. In comparison, the proposed MIC decoder that replaces the VN update of the Min-mLUT decoder by using the computational domain framework with internal messages of size $n_{\mathrm{R}}=4$ results in a loss of 0.25 dB compared to the Min-mLUT decoder. The performance gain of the MIC decoder by using $n_{R}=5$ compared to $n_{\mathrm{R}}=4$ is around 0.1 dB . The MIC decoder with $n_{\mathrm{R}}=7$ has basically identical FER performance compared to the Min-mLUT decoder. If $n_{R}=11$, the MIC decoder represents the mLUT functionality exactly by meeting the criterion (23), but the gain in communication performance compared to the MIC decoder with $n_{R}=7$ is negligible. Additionally, MIC decoding does not require LUTs with up to 262 k entries for each iteration.

## 5. Finite Alphabet Message Passing (FA-MP) Decoder Implementation

In this section, we investigate the implementation complexity of different LUT-based FA-MP decoders in terms of area, throughput, latency, power, area efficiency, and energy efficiency and compare them with a state-of-the-art Normalized Min-Sum (NMS) decoder. As already stated, we focus on unrolled full parallel (FP) decoder architectures that enable throughput towards $1 \mathrm{~Tb} / \mathrm{s}$. The architecture template is shown in Figure 9. Input to the decoder are compressed messages $z$ from the channel quantizer. The decoder uses two-phase decoding. Hence, each iteration consists of two stages: one stage comprises $M$ Check Node Functional Units (CFUs) and the second stage $N$ Variable Node Functional Units (VFUs). The stages are connected by hardwired routing networks, which implement the edges of the Tanner graph. Since the decoding iterations are unrolled, the decoder consists of $2 \cdot I$ stages. Deep pipelining is applied to increase the throughput. For more details on this architecture, the reader is referred to [5].


Figure 9. Unrolled full-parallel decoding architecture.
In FP decoders that use the NMS algorithm, node operations are implemented as additions and minimum searches on uniformly quantized messages [5]. In contrast, node functionality in Finite Alphabet (FA) decoders is implemented as LUTs. Implementing a single LUT as memory is impractical in Application-Specific Integrated Circuit (ASIC) technologies since the area and power overhead would be too large. Hence, a single LUT is transformed into $n_{E}$ Boolean functions $b: B^{i n p} \rightarrow B$ with in $p$ being the number of inputs of the LUT, which is the node degree multiplied by $n_{\mathrm{E}} \cdot b$ can consist of up to $2^{i n p}$ product terms if $b$ is represented in sum-of-product form. State-of-the-art logic synthesis tools try to minimize $b$ such that it can be mapped onto a minimum number of gates. Despite this optimization, the resulting logic can be very large for higher node degrees and/or $n_{\mathrm{E}}$, making this approach unsuitable for efficient FP decoder implementation. It was shown in [7] that the mLUT can be decomposed into a set of two-input sLUTs arranged in a tree structure, which largely reduces the resulting logic at the cost of a small degradation in error correction performance. To compare these approaches with our new decoder, we implemented four different types of FP decoders:

- NMS decoder with extrinsic message scaling factor of 0.75;
- Two LUT-based decoders: in these decoders, we implemented the VN operation by LUTs and the CN operations by a minimum search on the quantized messages. The latter corresponds to the CN Processor implementation of [7]. The LUTs are implemented either as a single LUT (mLUT), or as a tree of two-input LUTs (sLUT);
- Our new MIC decoder in which the VN is replaced by the new update algorithms, presented in the previous section.
For MIC and LUT based decoders, we investigated message quantization $n_{\mathrm{E}}=3$ and $n_{\mathrm{E}}=4$. The reference is an NMS decoder with $n_{\mathrm{E}}=4$ and $n_{\mathrm{E}}=5$, respectively. For all decoders, the channel and message quantization were set to be identical, i.e., $n_{\mathrm{E}}=n_{\mathrm{Q}}$. We used a different code for our implementation investigation than in the previous sections. This code has a larger block size, which implies increased implementation complexity. The code is a $(816,406)$ regular LDPC code with $d_{V}=3$ and $d_{C}=6$ and the number of decoding iterations is $I=8$.

We applied a Synopsys Design Compiler and IC Compiler II for implementation in a 28 nm Fully-Depleted Silicon-on-Insulator (FD-SOI) technology under worst-case Process, Voltage and Temperature (PVT) conditions ( $125^{\circ} \mathrm{C}, 0.9 \mathrm{~V}$ for timing, 1.0 V for power). A process with eight metal layers was chosen. Metal layers 1 to 6 are used for routing, with metals 1 and 2 mainly intended for standard cells. The metal layers 7 and 8 are only used for power supply. Power numbers were calculated with back-annotated wiring data and input data for a FER of $10^{-4}$. All designs were optimized for high throughput with a target frequency of 1 GHz during synthesis and back-end. To assess the routing congestion, we fixed the utilization to $70 \%$ for all designs as a constraint. The utilization specifies the ratio between logic cell area and total area (=logic cell area plus routing area). Thus, by fixing this parameter, all designs have the same routing area available in relation to their logic cell area.

### 5.1. FER Performance of Implemented FA-MP Decoders

Figures 10 and 11 show the FER performance for the different decoders. We compare the NMS decoder with the MIC decoder and the two LUT-based decoders. The LUTs of the FA-MP decoders are elaborated to a design Signal-to-Noise-Ratio (SNR) optimized at an FER of $10^{-4}$. It should be noted that this may result in an error floor behavior below the target FER. This phenomenon can be mitigated by selecting a larger design SNR at the cost of decreased performance in the waterfall region [13]. For comparison, we also added the BP performance with double precision floating point number representation.

In the previous section, we showed that, for the $(648,486)$ code, the MIC decoder achieves the same error correction performance as the Min-mLUT decoder for $n_{R}=7$. A similar observation was made for the $(816,406)$ code considered here. In our implementation comparison, we reduced $n_{\mathrm{R}}$ such that the MIC's FER stays below that of the NMS at the target FER of $10^{-4}$. In this way, we obtained an $n_{R}=5$, which yields a small degradation in the MIC FER compared to the Min-sLUT and Min-mLUT decoders, but outperforms the NMS decoder. We observe that the MIC and Min-mLUT decoders with one bit smaller message quantization $n_{\mathrm{E}}$ have better error correction capability than the NMS decoder at the target FER. In addition, due to the low message quantization and the resulting low dynamic range, the NMS runs into an error floor below FER $10^{-4}$.


Figure 10. Communication performance of $n_{\mathrm{E}}=3$ bit FA-MP decoders.


Figure 11. Communication performance of $n_{\mathrm{E}}=4$ bit FA-MP decoders.

### 5.2. FD-SOI Implementation Results

Table 2 shows the implementation results for MIC(3,3,5), Min-mLUT(3,3), Min-sLUT(3,3) and NMS $(4,4)$ decoders, whereas Table 3 shows the implementation results for MIC $(4,4,5)$, Min-mLUT(4,4), Min-sLUT(4,4) and NMS $(5,5)$ decoders. As already stated, we fixed the target frequency to 1 GHz and the utilization to $70 \%$ for all decoders. Maximum achievable frequency $f$, final utilization, area $A$ and power consumption $P$ were extracted from the final layout data. From these data, we can derive the important implementation metrics: throughput, latency, area efficiency and energy efficiency. Since the decoders are pipelined, the coded decoder throughput $T$ is $f \cdot N$. The latency is $1 / f \cdot 26$ (each iteration consists of three pipeline stages, decoder input and output are also buffered, yielding $8 \cdot 3+2=26$ pipeline stages in total). The area efficiency is defined as $T / A$ and the energy efficiency as $P / T$.

The Min-mLUT decoder has the largest area, the worst area efficiency, and the worst energy efficiency. We see an improvement in these metrics for the Min-sLUT at the cost of a slightly decreased error correction performance. The difference in the implementation metrics largely increases when $n_{\mathrm{E}}=3$ changes to $n_{\mathrm{E}}=4$. The area increases by a factor of 10 for the Min-mLUT $(4,4)$, but only by a factor of 2.7 for the $\operatorname{Min}-\operatorname{sLUT}(4,4)$ decoder. Moreover, we had to reduce the utilization to $50 \%$ to achieve a routing convergence for the Min-mLUT $(4,4)$ decoder. The large area increase is explainable with the increase of the LUT sizes from 512 to 4096 entries per LUT when increasing $n_{\mathrm{E}}$ from 3 to 4 . Moreover, the frequency largely breaks down, yielding a very low area efficiency and energy efficiency. The Min-sLUT decoders scale better with increasing $n_{\mathrm{E}}$. Both Min-sLUT decoders outperform the corresponding NMS decoders in throughput and efficiency metrics.

The MIC decoder has the best implementation metric numbers in all cases. It outperforms all other decoders in throughput, area, area efficiency and energy efficiency while having the same or even slightly improved error correction performance compared to the other decoders. It can also be seen that the MIC decoder has a lower routing complexity compared to the Min-sLUT and the NMS decoder. We observe a large drop in the frequency from 595 MHz down to 183 MHz ( $70 \%$ decrease) when comparing NMS(4,4) with NMS $(5,5)$ under the utilization constraint of $70 \%$. The large drop in the frequency is explainable with the increased routing complexity for the given routing area constraint that yields longer wires and corresponding delays. This problem is less severe for the Min-sLUT, where the frequency drops from 670 MHz to 492 MHz ( $27 \%$ decrease). The MIC achieves the highest frequency for all cases and drops from 775 MHz to 633 MHz ( $18 \%$ decrease), only. This shows that the MIC scales much better with increasing $n_{E}$.

It should be noted that the CFU implementation is identical for the MIC, Min-mLUT and Min-sLUT decoders. Compared to the corresponding NMS, the CFU implementation is less complex [19] due to: (i) a 1 bit smaller message quantization, (ii) the omission of the scaling unit, and (iii) the omission of the sign-magnitude to two's complement conversion. Hence, the CFU complexity of the FA-MP is always lower than that of the NMS independent of the respective CN degree. Moreover, in contrast to the NMS decoder, the messages from the CFUs to the VFUs are transmitted in sign-magnitude representation via the routing network which reduces the toggling rate and thus the average power consumption.

Table 2. Post-layout results of FA-MP decoders with $n_{\mathrm{E}}=n_{\mathrm{Q}}=3, n_{\mathrm{R}}=5$.

|  | MIC | Min-mLUT | Min-sLUT | NMS |
| :--- | :---: | :---: | :---: | :---: |
| $n_{\mathrm{E}}, n_{\mathrm{Q}}$ | 3 | 3 | 3 | 4 |
| $E_{b} / N_{0} @$ FER $10^{-4}[\mathrm{~dB}]$ | 4.20 | 4.16 | 4.35 | 4.26 |
| Utilization [\%] | 70 | 68 | 71 | 71 |
| Frequency [MHz] | 775 | 662 | 670 | 595 |
| Coded Throughput [Gb/s] | 633 | 540 | 547 | 486 |
| Area [mm ${ }^{2}$ ] | 2.73 | 4.23 | 2.86 | 3.04 |
| Area Efficiency [Gb/s/mm ${ }^{2}$ ] | 231.6 | 128 | 190 | 159.7 |
| Latency [ns] | 33.5 | 39.3 | 35.8 | 43.7 |
| Power [W] | 4.49 | 5.07 | 4.38 | 4.39 |
| Energy Efficiency [pJ/bit] | 7.10 | 9.4 | 8.0 | 9.0 |

Figure 12 shows the layout of the MIC and the NMS decoder in the same scale. Each color represents one iteration stage, which is composed of CFUs, VFUs, and the routing between the nodes (see also Figure 9). When comparing the same iteration stages (same color) of the two decoders, we can observe that the iteration stages in the MIC decoder are smaller than the corresponding iteration stages in the NMS decoder, although the frequency of the MIC decoder is more than three times higher compared to the NMS decoder. This shows once again that the MIC has a lower implementation complexity, especially from a routing perspective.

Table 3. Post-layout results of FA-MP decoders with $n_{\mathrm{E}}=n_{\mathrm{Q}}=4, n_{\mathrm{R}}=5$.

|  | MIC | Min-mLUT | Min-sLUT | NMS |
| :--- | :---: | :---: | :---: | :---: |
| $n_{\mathrm{E}}, n_{\mathrm{Q}}$ | 4 | 4 | 4 | 5 |
| $E_{b} / N_{0} @$ FER $10^{-4}[\mathrm{~dB}]$ | 3.94 | 3.87 | 3.93 | 4.01 |
| Utilization [\%] | 69 | 49 | 66 | 69 |
| Frequency [MHz] | 633 | 267 | 492 | 183 |
| Coded Throughput [Gb/s] | 516 | 218 | 401 | 149 |
| Area [mm ${ }^{2}$ ] | 3.66 | 40.51 | 7.82 | 3.99 |
| Area Efficiency [Gb/s/mm ${ }^{2}$ ] | 141.1 | 5.4 | 51.3 | 37.4 |
| Latency [ns] | 41.1 | 97.2 | 48.0 | 142.0 |
| Power [W] | 5.61 | 11.85 | 8.68 | 2.25 |
| Energy Efficiency [pJ/bit] | 10.9 | 54.3 | 21.6 | 15.1 |



Figure 12. Layout of decoders in the same scale; each color indicates one iteration stage from dark red (first iteration) to dark blue (eighth iteration).

Our analysis shows that the new MIC approach largely improves the implementation efficiency and exhibits better scaling compared to the state-of-the-art sLUT and NMS implementations of FP decoder architectures. This enables the processing of larger block sizes, which is mainly due to the reduced routing complexity. Larger block sizes improve the error correction capability and further increase the throughput of FP architectures.

## 6. Conclusions

This paper provides a detailed investigation of the Minimum-Integer Computation (MIC) decoder for regular and irregular Low-Density Parity Check (LDPC) codes. The MIC decoder utilizes the computational domain framework to realize Variable Node (VN) updates by an equivalent low-range signed integer computation and Check Node (CN) updates by a minimum search. For the VN update, we provide further insights for the design of an Mutual Information (MI) maximizing signed integer computation. To discuss implementation issues on FA-MP decoding architectures, we exemplified this on different LUT-based decoder designs. Furthermore, we compared MIC to state-of-the-art Normalized Min-Sum (NMS) decoder implementations to show the improvement in area efficiency and energy efficiency.
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#### Abstract

Digital communication receivers extract information about the transmitted data from the received signal in subsequent processing steps, such as synchronization, demodulation and channel decoding. Technically, the receiver-side signal processing for conducting these tasks is complex and hence causes bottleneck situations in terms of power, delay and chip area. Typically, many bits per sample are required to represent and process the received signal in the digital receiver hardware accurately. In addition, demanding arithmetical operations are required in the signal processing algorithms. A popular recent trend is designing entire receiver chains or some of their crucial building blocks from an information theoretical perspective. Signal processing blocks with very simple mathematical operations can be designed to directly maximize the relevant information that flows through them. At the same time, a strong quantization reduces the number of bits processed in the receiver to further lower the complexity. The described system design approach follows the principle of the information bottleneck method. Different authors proposed various ideas to design and implement mutual information-maximizing signal processing units. The first important aim of this article is to explain the fundamental similarities between the information bottleneck method and the functionalities of communication receivers. Based on that, we present and investigate new results on an entire receiver chain that is designed following the information bottleneck design principle. Afterwards, we give an overview of different techniques following the information bottleneck design paradigm from the literature, mainly dealing with channel decoding applications. We analyze the similarities of the different approaches for information bottleneck signal processing. This comparison leads to a general view on information bottleneck signal processing which goes back to the learning of parameters of trainable functions that maximize the relevant mutual information under compression.


Keywords: information bottleneck; mutual information; machine learning

## 1. Introduction

As Claude Elwood Shannon postulated in [1], the "fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point". Hence, in information theoretical terms, the most essential task of any digital communication receiver is to provide a maximum possible amount of mutual information on the transmitted data to its user. One could loosely say that the message selected at the transmitter is relevant to the receiver. Assuming that the possible transmitted messages are chosen from a finite set with certain probabilities at the transmitter, this introduces a quite intuitive understanding of a discrete relevant random variable in the communications context. The transmitted data sequence is relevant to the user of the receiver, but the latter can typically only observe a degraded version of this sequence in the form of a noisy and disturbed received signal.

Interestingly, the concept of a relevant random variable was also introduced by Tishby et al. in [2] in a very generic information theoretical setup termed the information bottleneck method. Conceptually, this method is not directly linked to the communication problem considered above. The elementary idea of the information bottleneck method is to compress an observed random variable $Y$ to a compressed variable $T$ using a compression rule. The compression rule is tailored to preserve relevant mutual information $I(X ; T)$, where $I(X ; T) \leq I(X ; Y)$. In this problem formulation, $X$ is a chosen random variable of interest. This variable defines which features of the observation $Y$ are relevant and should be preserved under the invoked compression. Hence, this concept can be understood as defining relevance through another variable [2]. The information bottleneck method already has numerous very successful applications, such as in image and speech processing, astronomy and neuroscience [3-6]. A comprehensive tutorial on the information bottleneck method, its applications in source coding and its connections to inference and representation learning problems can be found in [7]. In addition, a survey on the applicability and usefulness of the information bottleneck for machine learning is provided in [8].

In the past few years, the information bottleneck method gained massive popularity in the communications community. Various authors brought up different ideas to design and implement receiver subsystems and other parts of communcation systems using the information bottleneck principle of maximizing the preserved relevant information. The applications studied in the communications context lead from the design of channel output quantizers [9-11] over the decoding of low-density parity-check (LDPC) codes [12-31] and polar codes [32-34] to entire receiver chains that include channel estimation and detection [35-38]. Moreover, the information bottleneck method has been applied in joint source-channel coding, forwarding and relaying applications [39-48] and in distributed sensor networks [49-53] successfully. Related works with a focus on inference with the distributiveness of data among multiple nodes and network learning aspects include [54-56].

It needs to be noted that some of the aforementioned works do not explicitly state themselves to be instances of the information bottleneck method. However, their fundamental ideas are in line with the key principle of the preservation of relevant information under compression. Please also note that even though the references provided above are numerous, we cannot claim to have mentioned all applications of the information bottleneck method and the related principles in communications here. Facing the huge variety of research on applications of the information bottleneck method in communications above, we note that a number of techniques have been proposed to apply information bottleneck signal processing lately.

In this article, as a first contribution, we aim to give a quite general introduction to the ideas of receiver-side information bottleneck signal processing. For that purpose, we explain the general idea of the information bottleneck method and link it to the fundamental task of a communication receiver. To illustrate the applicability of the presented ideas to real-world communication receivers, we present and investigate a strongly quantized iterative receiver that is entirely designed with the information bottleneck method and compare its performance to a conventional receiver chain. The presented information bottleneck receiver implements all signal processing operations using lookup tables that are designed with an information bottleneck algorithm. Surprisingly, the presented quantized receiver that is designed with the information bottleneck method performs just as well as a double-precision reference receiver that employs state-of-the-art signal processing algorithms and uses much more costly signal processing operations.

Some very fundamental ideas of information bottleneck signal processing were presented already in 2008 for LDPC decoding by Kurkoski et al. [12]. In fact, a special focus lies on the application of information bottleneck signal processing for the coarsely quantized message passing decoding of LDPC codes in the available literature [12-31]. It needs to be appreciated that various authors have proposed very interesting ideas to solve this problem using the paradigm of maximizing the preserved relevant information under quantization with very few bits per message.

The literature describes quantized decoders that replace the classical node operations of LDPC decoders completely with lookup tables [12,14-16,18,20,21,23]. In addition, the hybrid min-LUT approach from $[17,22]$ uses lookup tables only for the variable node operations and a simple arithmetical operation for the check node operations. Moreover, computational domain approaches that pair relatively simple arithmetical operations with mutual information-maximizing quantizers to implement the node operations of LDPC decoders were studied in $[24,25,30,31]$. Finally, the idea to learn and implement mutual information-maximizing node operations using neural networks was studied in [28,29]. We note that the design goals of the mentioned methods for LDPC decoding are similar and mainly rely on the information bottleneck idea of maximizing the preserved relevant information. However, what differs is how the mutual information-maximizing operations for the LDPC decoders are designed and implemented.

Therefore, as a second contribution, we discuss what the approaches from the literature have in common, compare them and, based on that, draw some novel conclusions on information bottleneck signal processing in general. Our conclusions break down information bottleneck signal processing to the learning of parameters of trainable functions. The parameters are tuned to maximize the relevant information under compression.

This article is structured as follows. The next section first provides an introduction to the information bottleneck method and its application in coarsely quantized information bottleneck signal processing units. A quite general comparison of the information bottleneck method and a communication system is used to explain the applicability of the information bottleneck method for the design of quantized communication receivers. Afterwards, we substantiate the presented ideas by developing and analyzing a particular information bottleneck receiver structure for an LDPC-encoded transmission over a fading channel. This receiver implements all signal processing operations designed with the information bottleneck method using lookup tables.

Section 3 then starts by recalling and comparing other approaches to information bottleneck signal processing for LDPC decoders from the literature that do not use lookup tables. From this analysis, we draw the conclusion that a unified view on lookup table-based and other approaches is considering information bottleneck signal processing as learning the optimum parameters of trainable functions that maximize the relevant information. Finally, Section 4 summarizes and concludes this article.

## 2. The Information Bottleneck Method and Coarsely Quantized Information Bottleneck Signal Processing

This section gives an overview of the information bottleneck method and explains its connection to the fundamental design purpose of communication receivers (i.e., extracting relevant information on the transmitted data from the received signal). From that, the idea of information bottleneck signal processing is derived and explained using several examples.

### 2.1. The Information Bottleneck Method

The information bottleneck method is a quite generic information theoretical setup that was introduced by Tishby et al. in [2]. The basic setup consists of three discrete random variables $\mathrm{X}, \mathrm{Y}$ and T with realizations $x \in \mathcal{X}, y \in \mathcal{Y}$ and $t \in \mathcal{T}$. These variables follow the Markov relation $\mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{T}$ and interact as illustrated in Figure 1 and explained in the following.


Figure 1. Illustration of the information bottleneck method. The variables $X, Y$ and $T$ form a Markov chain $\mathrm{X} \rightarrow \mathrm{Y} \rightarrow \mathrm{T}$ and are termed the relevant, observed and compressed variables, respectively. The fundamental principle is to minimize $I(Y ; T)$ while preserving $I(X ; T)$.

The random variable $Y$ is considered to be observed and, therefore, termed the observed random variable in the information bottleneck problem setup. The baseline model is that observing the realizations $y \in \mathcal{Y}$ of $Y$ could deliver information that could be classified into relevant and irrelevant information. In order to define which features of $Y$ are considered relevant, the so-called relevant random variable $X$ is introduced. As a result, the relevance is defined through another variable, and the relevant information that $X$ and Y share is

$$
\begin{equation*}
\mathrm{I}(\mathrm{X} ; \mathrm{Y})=\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log \frac{p(x, y)}{p(x) p(y)}=D_{\mathrm{KL}}\{p(x, y) \mid p(x) p(y)\} \tag{1}
\end{equation*}
$$

where $p(x, y)$ is the joint distribution and $p(x)$ and $p(y)$ are the marginal distributions of $X$ and Y , respectively. $D_{\mathrm{KL}}\{. \mid$.$\} in Equation (1) is the Kullback-Leibler divergence.$

The aims of the information bottleneck method are now twofold:

1. Conduct a lossy compression of the realizations $y \in \mathcal{Y}$ to a compressed realization $t \in \mathcal{T}$ to yield a compact compressed representation T of the observation Y . The information theoretical notion of such a compression is the minimization of the compression information $\mathrm{I}(\mathrm{Y} ; \mathrm{T})$ (i.e., the transmission rate, relating to rate-distortion theory).
2. While conducting the compression mentioned above, preserve the relevant information $\mathrm{I}(\mathrm{X} ; \mathrm{T}) \leq \mathrm{I}(\mathrm{X} ; \mathrm{Y})$.
The goals mentioned above are contradictory. Typically, a strong compression will limit the possibility to keep the preserved relevant information $I(X ; T)$ above a desired lower bound. Similarly, aiming for a certain minimum amount of $I(X ; T) \leq I(X ; Y)$ typically provides a lower bound to $\mathrm{I}(\mathrm{Y} ; \mathrm{T})$. As a result, an optimum rule to compress Y onto T in the information bottleneck sense describes a trade-off between achieving a minimum possible compression information $I(Y ; T)$ that also allows keeping the preserved relevant information $I(X ; T)$ above a desired minimum level.

In technical terms, the compression rule that maps Y onto T is described as a conditional probability distribution $p(t \mid y)$. This conditional distribution provides the probabilities of a certain $t \in \mathcal{T}$ for a given $y \in \mathcal{Y}$ and hence describes a possibly stochastic mapping of $y$ onto $t$.

The information bottleneck problem can be understood as the optimization problem of finding a suitable conditional probability distribution $p(t \mid y)$ with the desired characteristics of minimizing $I(Y ; T)$ while preserving $I(X ; T)$ for the Markov chain $X \rightarrow Y \rightarrow T$. Tishby et al. proposed finding an optimum mapping $p(t \mid y)$ using the Lagrange method in [2] and introduced the Lagrangian

$$
\begin{equation*}
\mathcal{L}(p(t \mid y))=\mathrm{I}(\mathrm{Y} ; \mathbf{T})-\beta \mathrm{I}(\mathrm{X} ; \mathbf{T}) \tag{2}
\end{equation*}
$$

which has to be minimized over the set of all valid conditional probability distributions $p(t \mid y)$. The Lagrangian multiplier $\beta \geq 0$ is a trade-off parameter that allows tuning the aforementioned trade-off between the compression and preservation of relevant information. For $\beta=0$, the focus is only on compression, and the preservation of $\mathrm{I}(\mathrm{X} ; \mathrm{T})$ is not taken into account, while $\beta \rightarrow+\infty$ aims to maximize the preserved relevant information.

In [2], Tishby et al. also derived a set of equations characterizing $p(t \mid y), p(t)$ and $p(x \mid t)$ such that

$$
\begin{align*}
p(t \mid y) & =\frac{p(t)}{Z(y, \beta)} \exp \left(-\beta D_{\mathrm{KL}}\{p(x \mid y) \mid p(x \mid t)\}\right)  \tag{3}\\
p(t) & =\sum_{y \in \mathcal{Y}} p(t \mid y) p(y)  \tag{4}\\
p(x \mid t) & =\frac{1}{p(t)} \sum_{y \in \mathcal{Y}} p(t \mid y) p(x, y) \tag{5}
\end{align*}
$$

where $Z(y, \beta)$ is a normalization function that guarantees that $p(t \mid y)$ is a valid conditional distribution.

In general, the optimization problem of finding a $p(t \mid y)$ solution that minimizes the Lagrangian from Equation (2) is neither concave nor convex [2]. Nevertheless, the mentioned equations (Equations (3-5)) naturally suggest an iterative algorithm termed the iterative information bottleneck algorithm to obtain $p(t \mid y)$ for a given joint distribution $p(x, y)$, a trade-off parameter $\beta$ and an intended cardinality $|\mathcal{T}|$ of the compression variable T that is also described in [2]. This algorithm provably converges to at least a local minimum of the Lagrangian in Equation (2). Details on its convergence are discussed in [3]. In addition to the iterative information bottleneck algorithm from [2], many other information bottleneck algorithms appeared in the literature (e.g., $[57,58]$ ). These algorithms can be understood as the work horses of the information bottleneck method, as they can determine the compression mapping $p(t \mid y)$ for a given $p(x, y), \beta$ and a desired cardinality $|\mathcal{T}|$. The information bottleneck algorithms also deliver the distributions $p(x \mid t)$ and $p(t)$, and thus $p(x, t)=p(x \mid t) p(t)$ according to Equations (4) and (5) as side products.

Figure 2 provides an overview of the inputs taken and the outputs delivered by an information bottleneck algorithm.


Figure 2. Overview of the inputs taken and the outputs delivered by an information bottleneck algorithm.

An important notion of the resulting conditional probability distribution $p(t \mid y)$ is that it clusters the event space $\mathcal{Y}$ of the observed random variable Y into clusters $\mathcal{Y}_{t}$, $t \in\{0,1, \ldots,|\mathcal{T}|-1\}$. This concept covers deterministic mappings of $y$ onto $t$ (i.e., $p(t \mid y) \in$ $\{0,1\} \forall(y, t))$ that result in a hard clustering of $\mathcal{Y}$ and also probabilistic mappings that describe a soft clustering. For the latter, the realizations $y$ can be contained in various clusters $\mathcal{Y}_{t}$ with different probabilities.

In the very important special case of aiming to preserve a maximum desired amount of $\mathrm{I}(\mathrm{X} ; \mathrm{T})$ (i.e., $\beta \rightarrow+\infty$ for a given cardinality $|\mathcal{T}|$ ), the clustering of $\mathcal{Y}$ described by $p(t \mid y)$ becomes a hard clustering [58]. In this case, it is easy to limit the compression information $\mathrm{I}(\mathrm{Y} ; \mathrm{T})$ by a proper choice of the cardinality $|\mathcal{T}|$ of the compressed representation. In the context of this article, this cardinality determines the number of bits required to process the compressed realizations $t \in \mathcal{T}$ in the digital hardware of a communication receiver. The remainder of this article will only focus on deterministic compression mappings, as these are most practical to be applied in digital communication receivers.

It will be important in the following that a deterministic mapping $p(t \mid y)$ can also be interpreted as a deterministic input/output relation of a system with input $y \in \mathcal{Y}$ and output $t \in \mathcal{T}$. Such a system can be implemented, for example, as a lookup table that holds the respective $t \in \mathcal{T}$ for each possible $y \in \mathcal{Y}$ if the input space $\mathcal{Y}$ has a manageable cardinality. As we will discuss later in Section 3, the lookup table interpretation is just one possibility for implementing deterministic information bottleneck compression mappings in communication receivers. We want to mention here that we only formally consider discrete observed variables Y in this article. The reason for this is that every digital communication receiver needs to quantize the continuous received signal with a limited number of bits per sample before conducting further digital signal processing steps, as will be explained in more detail later.

Before we continue, an important concept from [35] shall be revisited. As the mutual information relation between $X, Y$ and $T$ in the information bottleneck method is quite abstract, it is reasonable to introduce a compact graph notation that allows one to visualize the intended mutual information relations between the variables involved in an information bottleneck problem. In [35], information bottleneck graphs were introduced for that purpose.

Information bottleneck graphs are extended factor graphs that aim to compactly visualize the intended mutual information relations of the information bottleneck method. In an information bottleneck graph, a compression mapping $p(t \mid y)$ designed with an information bottleneck algorithm is visualized as a trapezoid node that is labeled with the respective relevant random variable. The compressed variable is connected to the shortest side of the trapezoid. The other connected variables form the observation. This concept allows one to cover compression mappings with a single scalar input $y$ or multiple scalar inputs $y_{n}, n \in\{0,1, \ldots, N-1\}$. Figure 3 shows an example for a compression mapping $p(t \mid y)$ with one scalar input on the left. On the right of the figure, an example for a compression mapping $p\left(t \mid y_{0}, y_{1}, y_{2}, y_{3}, y_{4}\right)$ with five scalar inputs is shown. A compression mapping $p\left(t \mid y_{0}, y_{1}, \ldots, y_{N-1}\right)$ with $N$ scalar inputs can equivalently be seen as a compression mapping $p(t \mid \mathbf{y})$ for a row vector $\mathbf{y}=\left[y_{0}, y_{1}, \ldots, y_{N-1}\right]$. In this case, the observed random variable $Y$ is a random vector, but the principle of the information bottleneck method remains unchanged, and the compression mapping $p(t \mid \mathbf{y})$ can still be designed with the available information bottleneck algorithms. Problems arise, however, for a large number of inputs $N$, as the number of possible conditions $\mathbf{y}$ might grow massively with $N$. Nonetheless, Figure 3 illustrates that the intended information relations can be visualized very compactly in information bottleneck graphs. Information bottleneck graphs will be used extensively in Section 2.3.


Figure 3. Examples of information bottleneck graphs. The trapezoid nodes correspond to the compression mappings $p(t \mid y)$ and $p\left(t \mid y_{0}, y_{1}, y_{2}, y_{3}, y_{4}\right)$, respectively. Both are designed to preseve $\mathrm{I}(\mathrm{X} ; \mathrm{T})$.

### 2.2. General View on Information Bottleneck Signal Processing for Receiver Design

Conceptually, the purpose of the information bottleneck method is intuitively related to the most famous fundamental problem of communications cited at the beginning. In
order to explain this connection, Figure 4 compares the information bottleneck method at the top with a model view of a communication system at the bottom.

communication system:


Figure 4. Illustration of the information bottleneck design idea of a communication system. The digital communication receiver shall be designed such that the relevant information $I(X ; T)$ is maximized from end to end.

As shown in the figure and discussed above, the transmitted user data $X$ can be considered to be relevant, and the task is to estimate the realization $x$ after the transmitter has transformed it into a transmit signal $s(x)$ to prepare it for the transmission over a physical transmission channel. The transmission of $s(x)$ then results in the received realization $\tilde{y}$, which is typically continuous.

As shown in Figure 4, we assume that $\tilde{y}$ is quantized to a discrete representation $y$ by an analog-to-digital converter with the quantization function $f_{\mathrm{Q}}($.$) in the receiver$ (i.e., $y=f_{\mathrm{Q}}(\tilde{y})$ ). The quantized representation $y$ is then used for further digital signal processing steps to estimate $x$. Digital communication receivers often have to process huge blocks of the received samples at once due to the transmitter-side channel coding and modulation techniques that spread information on a transmitted bit $x$ over a huge block of transmitted symbols. To obtain a simple notation that is coherent with the information bottleneck notation used above, we do not explicitly highlight the fact the variables $\mathrm{X}, \mathrm{Y}$ and $T$ could be random vectors in the communication system from Figure 4 . However, one should keep in mind that a communication receiver typically estimates a vector $\mathbf{x}$ of transmitted bits from a long vector $\tilde{\mathbf{y}}$ of channel observations. In this case, the application of $f_{\mathrm{Q}}($.$) has to be understood as an element-wise application (i.e., y_{k}=f_{\mathrm{Q}}\left(\tilde{y}_{k}\right)$, with the time index $k$ enumerating subsequent samples).

The amount of information present about X in the quantized received signal Y is bounded by the capacity of the quantized output transmission channel $p(y \mid x)$ at the upper bound, which is given by

$$
\begin{equation*}
C=\max _{p(x)} \mathrm{I}(\mathrm{X} ; \mathrm{Y}) \leq \max _{p(x)} \mathrm{I}(\mathrm{X} ; \tilde{\mathrm{Y}}) \tag{6}
\end{equation*}
$$

Hence, the task of the communication receiver is to extract the information on the relevant $X$ and to provide the best possible estimate $\hat{x}$ at its output. Clearly, such an estimate can be obtained from a receiver output variable $T$ that fulfils $I(X ; T) \rightarrow$ max. As a result, the further receiver-side digital signal processing modeled by $p(t \mid y)$ should maximize
$\mathrm{I}(\mathrm{X} ; \mathrm{T})$. Then, $p(x \mid t)$ can provide an estimate of the transmitted data $x$, for example, using the maximum a-posteriori criterion:

$$
\begin{equation*}
\hat{x}=\arg \max _{x} p(x \mid t) \tag{7}
\end{equation*}
$$

Please note that $p(x \mid t)$ is inherently obtained when the information bottleneck method is applied according to Equation (4). This already indicates that it is possible to estimate $x$ based on a compressed representation $t$ of the quantized received signal $y$.

An interesting fact in this context is that in information theoretical terms, all signal processing of $Y$ can only preserve or lower the information on $X$ as a direct result of the data processing inequality [59] (i.e., $I(X ; T) \leq I(X ; Y)$ ). Due to the typically very advanced channel coding and modulation steps conducted at the transmitter, obtaining an estimate $\hat{x}$ for $x$, for example, based on the straightforward application of the maximum likelihood criterion via the equation

$$
\begin{equation*}
\hat{x}=\arg \max _{x} p(y \mid x) \tag{8}
\end{equation*}
$$

is often prohibitively complex. The reason for this is that the transmitter spreads information on the user data $x$ over huge blocks of transmitted symbols to protect it against transmission errors, as already mentioned above. In addition, it might include control data in the transmitted data stream to simplify the receiver-side detection process, for example, for channel estimation. As a result, the digital communication receiver has to aggregate the information on the user data $X$ by undoing the transmitter-side encoding and modulation process using suitable algorithms composed in a signal processing chain to process the received $y$.

In order to overcome the complexity of a straightforward maximum likelihood sequence detection, it is common practice to separate and distribute receiver-side signal processing tasks such as synchronization, channel estimation, detection and channel decoding over concatenated signal processing blocks that exchange messages or signals. Unfortunately, the performance of such signal processing algorithms still relies on sufficient precision. The number of bits per sample has to be large enough to adequately represent the received signal in the digital hardware without a degrading quantization distortion. In addition, the required signal processing operations are often computationally demanding.

It is well known that a coarse quantization (i.e., a low resolution of the analog-to-digital converter) can help to reduce the implementation efforts of communication receivers, as it directly reduces the number of bits needed to process the signal in the digital hardware. In addition, simplified arithmetical operations can reduce the implementation efforts of optimum or close-to-optimum signal processing algorithms. However, both typically result in performance degradations.

Therefore, the fundamental idea of information bottleneck signal processing is to build subptimum receiver components that, despite being strongly quantized, are designed to preserve the maximum possible amount of relevant information and only use simple arithmetical operations. This design idea inherently minimizes the inevitable performance degradation resulting from the quantization and from using potentially suboptimal signal processing operations.

Information bottleneck signal processing has already been applied to various receiverside signal processing tasks in the past, such as quantized detection and channel estimation [35-38]. In the following, we will analyze a receiver chain that applies information bottleneck signal processing extensively. In this receiver, we consider the mutual information preserving input/output relations of $p(t \mid y)$ to be implemented as lookup tables that replace the conventional signal processing operations.

### 2.3. An Example of Information Bottleneck Receiver Design with Iterative Detection and Decoding

In this section, we illustrate the idea of information bottleneck signal processing by considering data transmission with binary phase shift keying (BPSK) modulation over
a frequency flat block fading channel. The presented study continues and extends the investigation from our conference publication [60].

We consider data transmission over a frequency-flat block fading channel. The complexvalued continuous received signal at time instance $k$ in the symbol clock is given by

$$
\begin{equation*}
\tilde{y}_{k}=\tilde{h} s_{k}+\tilde{n}_{k}=\tilde{y}_{k}^{\mathrm{re}}+j \tilde{y}_{k}^{\mathrm{im}} \tag{9}
\end{equation*}
$$

where $\tilde{h}$ is a complex channel coefficient from a zero-mean circularly complex Gaussian process that is modelled as a constant for $B$ symbol durations and $s_{k} \in\{-1,+1\}$ is the transmitted BPSK symbol. The noise sample $\tilde{n}_{k}$ is also a realization from a complex zeromean white Gaussian process with variance $\sigma_{\tilde{n}}^{2}$. Please note that in our notation, we use a tilde to indicate that a signal has not been quantized and hence is continuous, and the superscripts re and im distinguish real and imaginary parts, respectively.

For clarity, Figure 5 provides an overview of the considered transmitter that is explained in the following.

$\underline{\text { resulting burst structure: }}$


Figure 5. Overview of the considered transmitter. $P$ pilot bits are multiplexed into a length $N^{\text {LDPC }} \gg B$ LDPC codeword periodically with a distance of $B-P$ bits, and the resulting data stream is modulated using BPSK modulation.

The transmitter transmits codewords from a regular LDPC code with a codeword length $N^{\text {LDPC }} \gg B$ over the channel using BPSK modulation. In order to simplify the receiver-side detection and decoding, the transmitter multiplexes $P$ known pilot symbols into a transmitted codeword with a distance of $B-P$ symbols such that each block of $B$ symbols weighted with the same channel coefficient $\tilde{h}$ starts with a few known pilot symbols. The resulting burst structure is also sketched at the bottom of Figure 5. These pilots shall serve as a reference signal to enable a simple receiver-side channel estimation.

Figure 6 shows a conventional receiver structure for the considered transmitter that uses classical signal processing operations and does not employ any quantization beyond the numerical limits of double-precision at the top. This receiver shall serve as a reference receiver that illustrates the performance of the considered data transmission scheme if no quantization is applied at all. It initially employs minimum mean squared error (MMSE) channel estimation based on the inserted pilot symbols. Based on the obtained channel estimate, it then performs a matched soft demodulation. The term matched reflects that the demodulator takes into account the uncertainty of the estimated channel coefficient. The demodulator then delivers log-likelihood ratios (LLRs) and provides them to a belief propagation decoder for the decoding of the LDPC code. This decoder performs $i_{\max }$ decoding iterations. After one such decoding round, the receiver has estimates of the transmitted codeword bits. The reliability of the different codeword bits can be judged by analyzing the absolute magnitudes of the decision LLRs from the decoder. In order to further improve the detection and decoding quality, the receiver then iteratively employs decision feedback (FB) of the $N_{\text {FB }}$ most reliable decision bits within a block to virtually
enlarge the number of available pilot symbols used for channel estimation. The considered receiver implements a hard-decision turbo channel estimation scheme. Its decision feedback loop is repeated $i_{\mathrm{FB}}$ times, and then the final decision bits are provided.
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Figure 6. Conventional and information bottleneck receiver chains for LDPC-encoded data transmission over a frequency-flat fading channel. The conventional receiver uses quasi-continuous received samples $\tilde{y}_{k}$ with double-precision and processes them in state-of-the-art detection and decoding algorithms. The information bottleneck receiver works on quantization indices and implements all signal processing using information bottleneck lookup tables.

Underneath the conventional receiver chain in Figure 6, the proposed information bottleneck receiver chain is depicted. At first glance, both receiver chains look similar. The most important difference is, however, that the information bottleneck receiver chain does not have access to the continuous received samples $\tilde{y}_{k}$. Instead, it only processes quantization indices from a coarse channel output quantizer, which quantizes the real and imaginary parts of the received signal to quantization indices (i.e., $y_{k}^{\mathrm{re}}, y_{k}^{\mathrm{im}} \in\left\{0,1, \ldots, 2^{q}-1\right\}$ ). Based on these observed quantization indices, the rest of the signal processing chain for channel estimation, detection and LDPC decoding can also be developed using the information bottleneck method. This will be explained in detail in the following.

### 2.3.1. Information Bottleneck Channel Estimation

In the considered conventional receiver chain, the task of the channel estimation is to obtain a reliable estimate $\hat{\tilde{h}}$ of $\tilde{h}$ from the knowledge of $P$ pilot symbols and their respective received samples. We denote these received samples by $\tilde{v}_{0}, \tilde{v}_{1}, \ldots, \tilde{v}_{P-1}$. The MMSE channel estimate is then given by

$$
\begin{equation*}
\hat{\hat{h}}=\frac{1}{P+\sigma_{\tilde{n}}^{2} / \sigma_{\tilde{h}}^{2}} \sum_{k=0}^{P-1} \tilde{v}_{k} s_{k}^{p}, \tag{10}
\end{equation*}
$$

where $s_{k}^{\mathrm{p}} \in\{-1,+1\}$ are the known pilot symbols.
It is obvious, that the evaluation of Equation (10) requires high-precision arithmetic. In a digital receiver, a high quantization resolution is required such that the quantized received samples adequately approximate the continuous $\tilde{v}_{k}$ to obtain a good estimate with high accuracy. As mentioned above, we assume that the conventional reference receiver is implemented using double floating-point precision and therefore does not suffer from any mentionable quantization loss.

In the information bottleneck receiver, however, the aim is to directly process the $q$-bit integer indices $v_{k}^{\mathrm{re}}=f_{\mathrm{Q}}\left(\tilde{v}_{k}^{\mathrm{re}}\right)$ and $v_{k}^{\mathrm{im}}=f_{\mathrm{Q}}\left(\tilde{v}_{k}^{\mathrm{im}}\right)$. The function $f_{\mathrm{Q}}($.$) describes a channel$ output quantizer that is also designed to preserve the maximum relevant information with the information bottleneck method as explained in [35]. Please note that the design of the channel output quantizer $f_{\mathrm{Q}}($.$) is not discussed in detail in this article. However, we$ want to mention that it requires handling continuous observed random variables with the information bottleneck method, which has not been discussed in this article so far. A simple method to deal with continuous observations for the quantizer design problem is approximating the continuous variables as very finely quantized discrete variables. More details on the quantizer design with a desired maximum preservation of relevant information can be found in $[35,61$ ].

The quantization function $f_{\mathrm{Q}}($.$) conducts threshold decisions on the real and imaginary$ parts of the received signal $\tilde{y}_{k}$. It delivers quantization indices from the set $\left\{0,1, \ldots, 2^{q}-1\right\}$. This reflects an analog-to-digital conversion with $q$ bits per sample in the real and imaginary parts, respectively. The obtained unsigned integers neither approximate the continuous received samples nor can they be used to obtain a channel estimate with an arithmetic rule such as that in Equation (10).

Essentially, the task of channel estimation is to extract information on the unknown channel coefficient $\tilde{h}$ from $P$ pairs of integers $\left(v_{k}^{\mathrm{re}}, v_{k}^{\mathrm{im}}\right)$ that correspond to the coarsely quantized received samples for the pilot symbols. Please note that due to the considered channel model and the fact that the pilot symbols are BPSK symbols, it is possible to handle $v_{k}^{\mathrm{re}}$ and $v_{k}^{\mathrm{im}}$ independently. In the following, the signal processing of $v_{k}^{\mathrm{im}}$ will not be discussed, as it is equivalent to that of $v_{k}^{\mathrm{re}}$.

Note that the quantizer $f_{\mathrm{Q}}($.$) leads to the fact that up to the distortion caused by$ the receiver noise and the influence of $s_{k} \in\{-1,+1\}$, the real part of the continuous channel coefficient $\tilde{h}$ is also observed in a quantized manner. Therefore, the integer $h^{\text {re }}$ is the index of the quantization region the continuous $\tilde{h}^{\text {re }}$ falls into; that is, $h^{\text {re }}=f_{\mathrm{Q}}\left(\tilde{h}^{\mathrm{re}}\right)$. From an information theoretical perspective, the task of a pilot-based channel estimator is to map the unsigned integers $v_{0}^{\mathrm{re}}, v_{1}^{\mathrm{re}}, \ldots, v_{P-1}^{\mathrm{re}}$ onto $\hat{h}_{\mathrm{FW}}^{\mathrm{re}}$ such that the mutual information $\mathrm{I}\left(\hat{\mathrm{H}}_{\mathrm{FW}}^{\mathrm{re}} ; \mathrm{H}^{\mathrm{re}}\right)$ is maximized. Please note that we add the index forward (FW) to distinguish the channel estimation from the one conducted in the feedback (FB) iterations, which will be discussed later.

An intuitive approach to designing an information bottleneck equivalent to the pilotbased channel estimation in the forward path of the conventional receiver is to design an information bottleneck compression mapping $p\left(\hat{h}_{\mathrm{FW}}^{\mathrm{re}} \mid v_{0}^{\mathrm{re}}, v_{1}^{\mathrm{re}}, \ldots, v_{P-1}^{\mathrm{re}}\right)$ which aims to maximize $\mathrm{I}\left(\hat{\mathrm{H}}_{\mathrm{FW}}^{\mathrm{re}} ; \mathrm{H}^{\text {re }}\right)$. However, designing and implementing this compression mapping as a lookup table would typically result in prohibitive complexity, since the cardinality of the observation random variable $\left(\mathrm{V}_{0}^{\mathrm{re}}, \mathrm{V}_{1}^{\mathrm{re}}, \ldots, \mathrm{V}_{P-1}^{\mathrm{re}}\right)$ is $2^{q \cdot P}$. For example, with $q=5$ for bit quantization and $P=6$ pilot symbols, this would result in a lookup table with more than $10^{9}$ entries. This cardinality exceeds the afordable runtime and space complexities of all available information bottleneck algorithms, as these algorithms typically have to handle a dense matrix representation of $p(x, y)$ that consists of $|\mathcal{X} \| \mathcal{Y}|$ real numbers. Moreover, the resulting lookup table would be prohibitively large.

In order to cope with the resulting complexity, a particularly useful feature of information bottleneck compression mappings is that they can be concatenated to reduce the complexity. Such a concatenation is shown in an information bottleneck graph in the upper part of Figure 7 for the considered channel estimation scheme for the pilot-based
forward channel estimation. As shown, the task of processing $P$ quantized samples is split into a series of $P-1$ concatenated compression mappings, each of which processes two inputs. This way, the space complexity of the component compression mappings that we implement as lookup tables is drastically reduced to a concatenation of lookup tables with $2^{2 q}+(P-2) 2^{q^{\text {ce}}+q}$ entries, where $q^{\text {ce }}$ denotes the number of bits needed to represent the intermediate results $\hat{h}_{m}^{\text {re }}$ from Figure 7. Please note that this number of bits is a design choice, and it can be adjusted by the choice of the cardinality of the compression variable of the information bottleneck algorithm that is used. For simplicity, all compression mappings shall use the same output bit width $q^{\text {ce }}$ such that all intermediate results $\hat{h}_{m}^{\text {re }}$ and the final output $\hat{h}_{\mathrm{FW}}^{\mathrm{re}}$ are from the same set $\left\{0,1, \ldots, 2^{q^{\mathrm{ce}}}-1\right\}$. With $q^{\text {ce }}=5$ and $P=6$ pilot symbols, as considered before, the overall size of the lookup tables to implement the concatenated scheme from Figure 7 is reduced from roughly $10^{9}$ to 5120.
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Figure 7. Information bottleneck graphs of the forward and feedback channel estimation schemes for the information bottleneck receiver. The upper part of the figure shows the forward channel estimator consisting of $P-1$ two-input information bottleneck compression mappings. The lower part shows the feedback channel estimator with a similar structure to process $N_{\mathrm{FB}}=4$ inputs.

All compression mappings appearing inside the forward channel estimator from Figure 7 preserve information on the same variable $\mathrm{H}^{\text {re }}$. The design of the compression mappings from Figure 7 requires feeding the joint distributions

$$
\begin{equation*}
p\left(h^{\mathrm{re}}, v_{0}^{\mathrm{re}}, v_{1}^{\mathrm{re}} \mid s_{0}^{\mathrm{p}}, s_{1}^{\mathrm{p}}\right)=p\left(h^{\mathrm{re}}, v_{0}^{\mathrm{re}} \mid s_{0}^{\mathrm{p}}\right) p\left(h^{\mathrm{re}}, v_{1}^{\mathrm{re}} \mid s_{1}^{\mathrm{p}}\right) \frac{1}{p\left(h^{\mathrm{re}}\right)} \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
& p\left(h^{\mathrm{re}}, \hat{h}_{m-1}^{\mathrm{re}}, v_{m+1}^{\mathrm{re}} \mid s_{0}^{\mathrm{p}}, s_{1}^{\mathrm{p}}, \ldots, s_{m+1}^{\mathrm{p}}\right)= \\
& \quad p\left(h^{\mathrm{re}}, \hat{h}_{m-1}^{\mathrm{re}} \mid s_{0}^{\mathrm{p}}, s_{1}^{\mathrm{p}}, \ldots, s_{m}^{\mathrm{p}}\right) p\left(h^{\mathrm{re}}, v_{m+1}^{\mathrm{re}} \mid s_{m+1}^{\mathrm{p}}\right) \frac{1}{p\left(h^{\mathrm{re}}\right)} \text { for } m \geq 1 . \tag{12}
\end{align*}
$$

to an information bottleneck algorithm.
One question that is still open is how to obtain the joint distributions $p\left(h^{\text {re }}, v_{m}^{\text {re }} \mid s_{m}^{\mathrm{p}}\right)$ needed to evaluate Equations (11) and (12). Recall that $h^{\text {re }}$ and $v_{m}^{\text {re }}$ are quantization indices of $\tilde{h}^{\text {re }}$ and $\tilde{v}_{m}^{\text {re }}$, respectively. Hence, $h^{\text {re }}=f_{\mathrm{Q}}\left(\tilde{h}^{\text {re }}\right)$ and $v_{m}^{\text {re }}=f_{\mathrm{Q}}\left(\tilde{v}_{m}^{\text {re }}\right)$, where $f_{\mathrm{Q}}($.$) characterizes$ the threshold decisions of the channel output quantizer. The quantizer $f_{\mathrm{Q}}($.$) for \tilde{h}^{\text {re }}$ and $\tilde{v}^{\text {re }}$ can also be described by $p\left(h^{\text {re }} \mid \tilde{h}^{\mathrm{re}}\right)$ and $p\left(v_{m}^{\text {re }} \mid \tilde{v}_{m}^{\text {re }}\right)$. This allows expressing the joint distribution $p\left(h^{\text {re }}, v_{m}^{\text {re }} \mid s_{m}^{\mathrm{p}}\right)$ as

$$
\begin{equation*}
p\left(h^{\mathrm{re}}, v_{m}^{\mathrm{re}} \mid s_{m}^{\mathrm{p}}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p\left(\tilde{h}^{\mathrm{re}}, \tilde{v}_{m}^{\mathrm{re}} \mid s_{m}^{\mathrm{p}}\right) p\left(h^{\mathrm{re}} \mid \tilde{h}^{\mathrm{re}}\right) p\left(v_{m}^{\mathrm{re}} \mid \tilde{v}_{m}^{\mathrm{re}}\right) \mathrm{d} \tilde{h}^{\mathrm{re}} \mathrm{~d} \tilde{v}_{m}^{\mathrm{re}} \tag{13}
\end{equation*}
$$

In this integral, the factors $p\left(h^{\mathrm{re}} \mid \tilde{h}^{\mathrm{re}}\right)$ and $p\left(v_{m}^{\mathrm{re}} \mid \tilde{v}_{m}^{\mathrm{re}}\right)$ gather all the probability masses of the continuous $\tilde{h}^{\text {re }}$ and $\tilde{v}_{m}^{\text {re }}$, which are mapped onto the same pair $\left(h^{\text {re }}, v_{m}^{\text {re }}\right)$ by application of the channel output quantizer on these variables. Therefore, they determine the integration area for a particular pair $\left(h^{\mathrm{re}}, v_{m}^{\mathrm{re}}\right)$. The distribution $p\left(\tilde{h}^{\mathrm{re}}, \tilde{v}_{m}^{\mathrm{re}} \mid s_{m}^{\mathrm{p}}\right)$ for the considered channel model is a multivariate Gaussian distribution. Both components have a zero mean. As a result, the multivariate Gaussian distribution $p\left(\tilde{h}^{\text {re }}, \tilde{v}_{m}^{\text {re }}, \mid s_{m}^{\mathrm{p}}\right)$ is fully characterized by the covariance matrix

$$
\mathbf{C}_{\tilde{\mathrm{H}}^{\mathrm{re}}, \tilde{\mathrm{~V}}_{m}^{\mathrm{re}} \mid S_{m}^{\mathrm{p}}}=\frac{\sigma_{\tilde{h}}^{2}}{2}\left[\begin{array}{cc}
1 & s_{m}^{\mathrm{p}}  \tag{14}\\
s_{m}^{\mathrm{p}} & 1
\end{array}\right]+\frac{\sigma_{\tilde{n}}^{2}}{2}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

The integral from Equation (13) with the considered Gaussian distributions and covariance matrices characterized by Equation (14) is easily solved numerically using the method described in [62]. This allows one to obtain the joint distributions $p\left(h^{\mathrm{re}}, v_{m}^{\mathrm{re}} \mid s_{m}^{\mathrm{p}}\right)$ and hence construct the concatenated structure of information bottleneck compression mappings from the top of Figure 7 using Equations (11) and (12). We apply the KL-means algorithm from [57] to construct the proposed information bottleneck channel estimator, as this algorithm can be highly parallelized and is very fast.

The design process of the information bottleneck channel estimator delivers the joint distribution $p\left(\hat{h}^{\mathrm{re}}, h^{\mathrm{re}}\right)=p\left(h^{\mathrm{re}} \mid \hat{h}^{\mathrm{re}}\right) p\left(\hat{h}^{\mathrm{re}}\right)$, which has to be used further to construct an information bottleneck detection lookup table. Its design is explained in the next subsection.

A very similar concept of information bottleneck channel estimation can also be used in the feedback iterations of the iterative information bottleneck receiver structure from Figure 6 to implement a turbo-like channel estimation scheme. After decoding the LDPC code, the receiver can identify the most reliable bit decisions $\hat{s}_{l}$ and their corresponding received samples $w_{l}^{\text {re }}$.

Let $w_{l}^{\mathrm{re}}, l \in\left\{0,1, \ldots, N_{\mathrm{FB}}-1\right\}$ denote the quantized integer indices $y_{k}^{\mathrm{re}}$, which correspond to the most reliable bit decisions in the decoded codeword. Moreover, let $\hat{s}_{l}$ denote the respective hard decision BPSK symbols corresponding to the respective decision bits. The task of an information bottleneck feedback channel estimator is to extract the information on $h^{\text {re }}$ from $\hat{s}_{l}$ and $w_{l}^{\text {re }}$. Please note that the transformation

$$
\bar{w}_{l}^{\mathrm{re}}= \begin{cases}w_{l}^{\mathrm{re}} & \hat{s}_{l}=+1  \tag{15}\\ 2^{q}-w_{l}^{\mathrm{re}}-1 & \hat{s}_{l}=-1\end{cases}
$$

undoes the influence of $\hat{s}_{l}$ and makes all $\bar{w}_{l}^{\text {re }}$ look like quantization indices received for the transmitted symbol $s_{l}=+1$ if the decision $\hat{s}_{l}$ is correct.

The integers $\bar{w}_{l}^{\text {re }}$ can be used in the feedback channel estimation scheme shown in the bottom part of Figure 7. The design of the concatenated compression mappings is completely equivalent to the one for the forward channel estimator above, with the only difference being that one assumes the transmitted symbol to be $s_{l}=+1$ due to the transformation from Equation (15). In fact, this transformation is a simple way to make the feedback channel estimation lookup tables independent of the symbol decision and thus keep them minimal in size. However, we want to mention that this method only works for BPSK modulation. Higher-order modulation schemes are not studied in this article. The presented information bottleneck channel estimation could be implemented for higher-order modulation schemes equivalenty, but this might also require feeding the symbol decisions $\hat{s}_{l}$ to the feedback channel estimation lookup tables.

The final compression mapping $p\left(\hat{h}^{\mathrm{re}} \mid \hat{h}_{\mathrm{FW}}^{\mathrm{re}}, \hat{h}_{\mathrm{FB}}^{\mathrm{re}}\right)$ combines the relevant information on $h^{\text {re }}$ from the forward and feedback channel estimator lookup tables to finally deliver the integer $\hat{h}^{\text {re }}$ that is highly informative about $h^{\text {re }}$. The obtained $\hat{h}^{\text {re }}$ can be used for detection in the next step.

### 2.3.2. Information Bottleneck Detection

In a conventional receiver with high precision, the obtained MMSE channel estimate $\hat{\tilde{h}}$ from Equation (10) can be used for soft demodulation. The LLRs of the soft demodulator are given by

$$
\begin{equation*}
L^{\mathrm{ch}}\left(s_{k}\right)=\frac{1}{1+\frac{1}{P+\sigma_{\tilde{n}}^{2} / \sigma_{\tilde{h}}^{2}}} \cdot \frac{4 \operatorname{Re}\left\{\hat{\tilde{h}}^{*} \tilde{r}_{k}\right\}}{\sigma_{\tilde{n}}^{2}} \tag{16}
\end{equation*}
$$

where $\operatorname{Re}\{$.$\} denotes the real part of a complex number and .* denotes the conjugate$ complex. Using these channel LLRs, it is easy to apply the LLR-based belief propagation decoding algorithm in the conventional receiver at the top of Figure 6.

When the information bottleneck channel estimator from the preceding section is applied, it delivers the pair $\left(\hat{h}^{\text {re }}, \hat{h}^{\mathrm{im}}\right)$ of unsigned integers. Moreover, the quantizer delivers a pair $\left(y_{k}^{\mathrm{re}}, y_{k}^{\mathrm{im}}\right)$ for each symbol $s_{k}$. The task of an information bottleneck demodulator equivalent for the considered channel is extracting relevant information on $s_{k}$ from $\left(\hat{h}^{\text {re }}, \hat{h}^{\mathrm{im}}\right)$ and $\left(y_{k}^{\mathrm{re}}, y_{k}^{\mathrm{im}}\right)$.

Figure 8 shows the information bottleneck graph performing this task. In this graph, one first successively combines $\hat{h}^{\mathrm{re}}, y_{k}^{\mathrm{re}}$ and $\hat{h}^{\mathrm{im}}, y_{k}^{\mathrm{im}}$ to obtain $t_{k}^{\mathrm{re}}$ and $t_{k}^{\mathrm{im}}$. The compression mappings $p\left(t_{k}^{\mathrm{re}} \mid \hat{h}^{\mathrm{re}}, y_{k}^{\mathrm{re}}\right)$ and $p\left(t_{k}^{\mathrm{im}} \mid \hat{h}^{\mathrm{im}}, y_{k}^{\mathrm{im}}\right)$ are identical, as their inputs are identically distributed. To design $p\left(t_{k}^{\mathrm{re}} \mid \hat{h}^{\mathrm{re}}, y_{k}^{\mathrm{re}}\right)$ with an information bottleneck algorithm, one needs the joint probability distribution

$$
\begin{equation*}
p\left(s_{k}, \hat{h}^{\mathrm{re}}, y_{k}^{\mathrm{re}}\right)=\sum_{h^{\mathrm{re}}=0}^{2^{q}-1} p\left(h^{\mathrm{re}}, y_{k}^{\mathrm{re}} \mid s_{k}\right) \underbrace{\frac{p\left(h^{\mathrm{re}}, \hat{h}^{\mathrm{re}}\right)}{p\left(h^{\mathrm{re}}\right)}}_{p\left(\hat{h}^{\mathrm{re}} \mid h^{\mathrm{re}}\right)} p\left(s_{k}\right) . \tag{17}
\end{equation*}
$$

In Equation (17), the distributions $p\left(h^{\mathrm{re}}, \hat{h}^{\mathrm{re}}\right)$ and $p\left(h^{\mathrm{re}}\right)$ are known from the design of the channel estimation lookup table. The distribution $p\left(h^{\text {re }}, y_{k}^{\text {re }} \mid s_{k}\right)$ is again an integral of a multivariate Gaussian distribution, where

$$
\begin{equation*}
p\left(h^{\mathrm{re}}, y_{k}^{\mathrm{re}} \mid s_{k}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p\left(\tilde{h}^{\mathrm{re}}, \tilde{y}_{k}^{\mathrm{re}} \mid s_{k}\right) p\left(h^{\mathrm{re}} \mid \tilde{h}^{\mathrm{re}}\right) p\left(y_{k}^{\mathrm{re}} \mid \tilde{y}_{k}^{\mathrm{re}}\right) \mathrm{d} \tilde{h}^{\mathrm{re}} \mathrm{~d} \tilde{y}_{k}^{\mathrm{re}} \tag{18}
\end{equation*}
$$

Again, the integral can be solved using the method from [62]. The required covariance matrix is obtained analogously with Equation (14).


Figure 8. Information bottleneck graph of the detection scheme for the information bottleneck receiver. The detection scheme first extracts information on $s_{k}$ from $\left(y_{k}^{\mathrm{re}}, \hat{h}^{\mathrm{re}}\right)$ and $\left(y_{k}^{\mathrm{im}}, \hat{h}^{\mathrm{im}}\right)$ independently. Afterwards, it yields a an integer output $t_{k}$ from $t_{k}^{\text {re }}$ and $t_{k}^{\text {im }}$ that is informative about $s_{k}$ using the mapping $p\left(t_{k} \mid t_{k}^{\text {re }}, t_{k}^{\mathrm{im}}\right)$.

An important note is that the design of the final concatenated information bottleneck compression mapping $p\left(t_{k} \mid t_{k}^{\text {re }}, t_{k}^{\text {im }}\right)$ inherently delivers the distributions $p\left(s_{k} \mid t_{k}\right)$ and $p\left(t_{k}\right)$ and, therefore, $p\left(s_{k}, t_{k}\right)$. Reviewing Figure 4, the concatenation of the transmitter, channel, quantizer and the proposed concatenation of information bottleneck compression mappings therefore corresponds to a discrete input, discrete output transmission scheme. This discrete input, discrete output transmission scheme delivers $t_{k} \in\left\{0,1, \ldots, 2^{q^{\text {det }}}-1\right\}$ for each transmitted modulation symbol $s_{k}$ at the receiving end, where $2^{q^{\text {det }}}$ is the output cardinality of the information bottleneck algorithm used to design $p\left(t_{k} \mid t_{k}^{\mathrm{re}}, t_{k}^{\mathrm{im}}\right)$. The statistical properties of $\left(s_{k}, t_{k}\right)$ and the preserved relevant mutual information $\mathrm{I}\left(\mathrm{S}_{k} ; \mathrm{T}_{k}\right)$ are completely determined by $p\left(s_{k}, t_{k}\right)$, which describes a discrete source and channel model for the considered data transmission scheme. This model is needed to construct the iterative information bottleneck LDPC decoder from Figure 6. The design of this LDPC decoder is sketched in the following section. More details can be found in [18,61].

### 2.3.3. Information Bottleneck LDPC Decoder Design

As briefly mentioned above, the design of an information bottleneck LDPC decoder requires knowledge of the joint probability distribution $p\left(s_{k}, t_{k}\right)$. Luckily, this distribution is delivered inherently by the information bottleneck algorithm used to design the detection scheme from the previous section.

This probability distribution is iteratively processed in a discretized density evolution algorithm $[12,18,61]$ to construct a coarsely quantized information bottleneck LDPC decoder. The density evolution algorithm is needed to determine the input distributions of the information bottleneck algorithms used to design the lookup tables that implement the variable and the check node operations of a message passing LDPC decoder in the subsequent decoder iterations. The lookup tables only process and deliver integer indices and therefore are fundamentally different in their operation than conventional LDPC decoders, which process real-valued LLRs.

Figure 9 gives an overview of the notation used to describe the design of the information bottleneck LDPC decoder. We consider a regular LDPC code with a variable node degree $d_{\mathrm{v}}$ and check node degree $d_{\mathrm{c}}$. In decoder iteration $i$, the variable nodes pass quan-
tized messages (i.e., unsigned integers $y_{k}^{(i)}$ ) to the check nodes. The check nodes generate outgoing integer messages $t_{\mathrm{c} \rightarrow \mathrm{v}}^{(i)}$ for all their connected edges from these incoming messages. This process is illustrated for one particular target edge at the top of Figure 9. The check node operation is designed such that the mutual information shared between the outgoing message and the codeword bit that this message represents in the LDPC codeword is maximized with the information bottleneck method. This codeword bit is denoted by $x$ in the upper part of Figure 9. The other $d_{c}-1$ codeword bits connected to the check node are denoted by $b_{0}, b_{1}, \ldots, b_{d_{\mathrm{c}}-2}$.


Figure 9. Message generation of a check node and a variable node in an iterative information bottleneck LDPC decoder. The nodes generate integer messages for their connected edges.

As the variable nodes pass the received messages from the channel to the check nodes in the first decoding iteration, in principle, the check node operation could be designed in a straightforward manner by feeding the joint probability distribution

$$
\begin{equation*}
p\left(x, y_{0}^{(i)}, y_{1}^{(i)}, \ldots, y_{d_{\mathrm{c}}-2}^{(i)}\right)=\sum_{\substack{\left(b_{0}, b_{1}, \ldots, b_{d_{c}-2}\right): \\ x=b_{0} \oplus b_{1} \oplus \ldots \oplus b_{d_{c}-2}}} \prod_{k=0}^{d_{\mathrm{c}}-2} p\left(b_{k}, y_{k}\right) \tag{19}
\end{equation*}
$$

to an information bottleneck algorithm. This approach, however, suffers from intractable complexity, as the number of input configurations $\left(y_{0}^{(i)}, y_{1}^{(i)}, \ldots, y_{d_{c}-2}^{(i)}\right)$ grows exponentially with the node degree $d_{c}$. As a result, the authors of [12] proposed splitting the check node operation into a series of concatenated two-input operations, exactly as was performed in Section 2.3.1 for the channel estimation scheme to reduce the complexity. In this way, a series of concatenated two-input lookup tables can be designed with an information
bottleneck algorithm that processes unsigned integers and aims to maximize the preserved relevant information $\mathrm{I}\left(\mathrm{X} ; \mathrm{T}_{\mathrm{c} \rightarrow \mathrm{v}}^{(i)}\right)$.

The information bottleneck algorithm used for the design of the check node operation finally delivers $p\left(x, t_{\mathrm{c} \rightarrow \mathrm{v}}^{(i)}\right)$. Based on this distribution, a very similar process can be used to design the variable node operation depicted in the bottom part of Figure 9. The variable nodes create outgoing messages $t_{\mathrm{v} \rightarrow \mathrm{c}}^{(i)}$ that shall be highly informative of their corresponding codeword bit $x$ (i.e., $\mathrm{I}\left(\mathrm{X} ; \mathrm{T}_{\mathrm{v} \rightarrow \mathrm{c}}^{(i)}\right) \rightarrow \max$ ). To obtain extrinsic information on the codeword bit $x$, the variable nodes process $d_{\mathrm{v}}-1$ messages from the connected check nodes and a message $y_{0}$ from the channel. In the considered data transmission scheme, the channel messages correspond to $t_{k} \in\left\{0,1, \ldots, 2^{q^{\text {ce }}}-1\right\}$ from the detection scheme described in Section 2.3.2. As a result, the design of the variable node operation with the information bottleneck method processes the joint probability distribution $p\left(x, y_{0}\right)$, which is equivalent to $p\left(s_{k}, t_{k}\right)$ and $p\left(x, t_{\mathrm{c} \rightarrow \mathrm{v}}^{(i)}\right)$ from the design process of the check node operation. For the equations needed to obtain all involved joint probability distributions, the reader is asked to refer to $[18,61]$. Most importantly, the information bottleneck algorithm applied to the variable node design delivers $p\left(x, t_{\mathrm{v} \rightarrow \mathrm{c}}^{(i)}\right)$. This distribution has to be processed to design the check node operation for the next decoder iteration $i+1$, which will in turn deliver $p\left(x, t_{\mathrm{c} \rightarrow \mathrm{v}}^{(i+1)}\right)$ for the check nodes in the next decoding iteration. This naturally suggests an iterative algorithm to determine lookup tables used as node operations in an information bottleneck LDPC decoder. This algorithm is iterated for a desired number of $i_{\max }$ iterations of the constructed LDPC decoder, and the lookup tables constructed for the variable and the check node operations in each iteration of the decoder are stored.

Finally, an important note on the proposed receiver design shall be made. Obviously, the joint probability distributions that are processed for the decoder design and also for the channel estimation and detection scheme studied before depend on the channel conditions. As a result, the reader might expect that the lookup tables designed with the information bottleneck method need to be adjusted to the signal-to-noise ratio or, equivalently, to the current $E_{b} / N_{0}$ on the channel. As the design process of the detection, channel estimation and especially the LDPC decoder is computationally quite complex and involves numerous information bottleneck algorithms, this would clearly question the practical use of the proposed receiver design. However, interestingly, the proposed receiver design provides excellent performance, even with information bottleneck lookup tables that are used being mismatched to the actual channel conditions. This allows conducting the entire receiver design process offline to store the resulting lookup tables and to use them in a receiver with coarse quantization and very simple operations only. We will analyze the performance of the resulting receiver and compare it to several reference receivers in the following to prove our statement on excellent performance.

### 2.3.4. Comparison of Iterative Receiver Performances

In this section, we investigate the bit error rate performance of the proposed information bottleneck receiver and compare it to the one of several reference receivers. As mentioned above, the proposed information bottleneck receiver from Figure 6 was designed for a manually chosen design $E_{b} / N_{0}$ and was not matched to the actual $E_{b} / N_{0}$ on the channel in the results presented next. The lookup tables were constructed offline with the information bottleneck method.

The bit error rate performances of the considered receivers are compared in Figure 10 for a number of $i_{\mathrm{FB}}=0$ and $i_{\mathrm{FB}}=5$ feedback iterations of the decision feedback channel estimation. The applied LDPC code was a length of $8000\left(d_{\mathrm{v}}, d_{\mathrm{c}}\right)=(3,6)$ regular LDPC code from [63]. In the studied scenario, we considered a block fading channel that was constant for $B=35$ symbol durations before a new independent channel coefficient was drawn, which weighted the transmitted symbols according to Equation (9). The first $P=3$ symbols transmitted for each of these blocks were the known pilot symbols for the initial channel estimation.

The quantization bit widths of the information bottleneck receiver were chosen as follows. We used $q=5$ bits per sample for channel output quantization in the real and imaginary parts of the received signal, respectively, $q^{\text {ce }}=8$ bits for channel estimation and $q^{\text {det }}=5$ bits for the detection lookup table.


Figure 10. Bit error rates of different quantized receivers and the conventional receiver from Figure 6, which did not suffer from a quantization loss at all. The quantized information bottleneck receiver with $q=5$ bit channel output quantization, $q^{\text {ce }}=8$ bit channel estimation and $q^{\text {det }}=5$ bit detection and LDPC decoding met the performance of the double-precision reference receiver for $i_{\mathrm{FB}}=5$ feedback iterations.

We also used $q^{\text {det }}=5$ bit messages in the information bottleneck LDPC decoder. The decoder applied $i_{\max }=25$ iterations in each of the outer feedback iterations for the channel estimation. In each outer iteration, the $N_{\mathrm{FB}}=20$ most reliable bit decisions from this decoder in each block were fed to the feedback channel estimator illustrated in Figure 7 to supplement the channel estimation. The red curves in Figure 10 show the bit error rate performance of the proposed information bottleneck receiver with these parameters for $i_{\mathrm{FB}}=0$ and $i_{\mathrm{FB}}=5$ outer iterations of the decision feedback loop for channel estimation. A comparison of the receiver's performance for $i_{\mathrm{FB}}=0$ and $i_{\mathrm{FB}}=5$ outer iterations of the channel estimation feedback loop clearly illustrates the gain resulting from improving the initial channel estimate based on the decision feedback from the channel decoder.

The blue curves in Figure 10 correspond to the conventional receiver chain from Figure 6 with the respective numbers of feedback iterations $i_{\mathrm{FB}}=0$ and $i_{\mathrm{FB}}=5$ and also used $i_{\mathrm{FB}}=25$ iterations of the conventional belief propagation LDPC decoder. We want to stress again that this receiver does not suffer from any mentionable quantization loss.

Despite that, it can clearly be observed that the performance of the quantized information bottleneck receiver chain that only processed unsigned integers and replaced all conventional arithmetical operations in the signal processing algorithms with simple lookup operations for $i_{\mathrm{FB}}=5$ iterations was tremendously close to the one of the conventional reference receiver. It is also observable that without feedback iterations (i.e., $i_{\mathrm{FB}}=0$ ), the loss of the information bottleneck receiver was slightly higher. The reason for this is that all of the lookup tables in the information bottleneck receiver were designed only for a single design $E_{b} / N_{0}$, which we optimized to yield the best performance for the case
with $i_{\mathrm{FB}}=5$ feedback iterations. It is, however, possible to also tune the design $E_{b} / N_{0}$ to minimize the performance gap with respect to the non-quantized receiver without feedback iterations to achieve a negligible loss over $E_{b} / N_{0}$ for $i_{\mathrm{FB}}=0$ [61].

The numbers of bits $\left(q, q^{\text {ce }}, q^{\text {det }}\right)=(5,8,5)$ used in the information bottleneck signal processing units were determined by carefully analyzing which settings resulted in the optimum performance. While for the detection and decoding stage we found $q^{\text {det }}=5$ bit processing sufficient, during our investigations, we noted that the channel estimation appeared to require a larger bit width of $q^{\text {ce }}=8$ bits to perform that close to the nonquantized reference system. A possible intuitive explanation is that other than for all the detection and decoding parts of the receiver, the relevant variable of the channel estimator $\mathrm{H}^{\mathrm{re}}=f_{\mathrm{Q}}\left(\tilde{\mathrm{H}}^{\mathrm{re}}\right)$ is not binary. Instead, with a $q$-bit channel output quantizer $f_{\mathrm{Q}}($.$) in place,$ it can take $2^{q}$ different values. This intuitively suggests that in order to achieve close-tooptimum performance, the channel estimation stage requires a larger bit width to preserve the relevant information.

As another reference, the bit error rate of an 8-bit fixed-point implementation of the conventional receiver is included in Figure 10 for $i_{\mathrm{FB}}=5$ feedback iterations in black. This receiver used the Q5.3 fixed-point format in the detection and channel estimation stages and the Q4.4 fixed-point format for the messages in the belief propagation decoder. In this notation, Qm.n denotes using $m$ bits for the integer part and $n$ bits for the fractional part of the processed fixed-point numbers. In order to not disadvantage the conventional receiver chain, all other possible combinations of 8-bit fixed-point formats were also tested, but the chosen selection offered the best performance. The 8 -bit fixed-point conventional receiver was clearly outperformed by the information bottleneck receiver. This is particularly interesting because the information bottleneck receiver only used 8-bit integers in its channel estimation stage and shorter 5-bit integers in all other detection and decoding stages.

So far, Figure 10 shows that the performance of the proposed receiver was very close to that of the conventional receiver with double-precision if $i_{\mathrm{FB}}=5$ feedback iterations were performed. It is, however, still unclear whether or not the same information bottleneck receiver suffers from performance degradation if fewer feedback iterations are performed.

As a result, Figure 11 shows the bit error rates of both receivers for all $i_{\mathrm{FB}} \in\{0,1,2,3,4,5\}$. The figure illustrates that the performance of the information bottleneck receiver can compete with the double-precision conventional receiver for all investigated numbers of feedback iterations $i_{\mathrm{FB}}$. The figure also indicates that the gains of the feedback loop were very significant in the first three feedback iterations for both receivers and then became less significant. It was found that using more than five feedback iterations hardly improved the bit error rate performance of any investigated receiver.

As the most important result so far, we can summarize that the information bottleneck design of the proposed receiver yielded a quantized information bottleneck receiver with very simple and homogenous operations that could deliver performance practically identical to that of a conventional receiver with double-precision arithmetic. This receiver employs advanced signal processing concepts, such as decision feedback for quantized channel estimation and quantized LDPC decoding. All of the signal processing operations used in the receiver were designed using the same principle of maximizing the flow of relevant information through the quantized signal processing operations of the receiver with the information bottleneck method.


Figure 11. Bit error rates of different receiver implementations as a function of the number $i_{\mathrm{FB}}$ of feedback iterations. The quantized information bottleneck receiver with $q=5$-bit channel output quantization, $q^{\text {ce }}=8$-bit channel estimation and $q^{\text {det }}=5$-bit detection and LDPC decoding offered performance similar to the double-precision conventional receiver for all investigated $i_{\mathrm{FB}}$.

## 3. Parameter Learning of Trainable Functions to Maximize the Relevant Information

In the information bottleneck receiver presented above, as we have often emphasized, all signal processing operations were implemented as lookup tables. As mentioned in the introduction, however, there exist several other approaches to implementing information bottleneck signal processing units in the literature, especially in the context of LDPC decoding. In this section, our goal is to provide an overview of the lookup table approach, the computational domain methods used in $[24,25,30,31]$ and the neural network approach from [28,29]. All can be seen as mappings $t=f_{\boldsymbol{\theta}}(\mathbf{y})$ implied by a trainable function $f_{\boldsymbol{\theta}}(\mathbf{y})$, with parameters $\boldsymbol{\theta}$ that are trained to maximize the preserved relevant information $\mathrm{I}(\mathrm{X} ; \mathrm{T})$.

This view on information bottleneck signal processing is depicted in Figure 12 and was introduced previously in [64,65].



Figure 12. General illustration of an information bottleneck signal processing unit. The signal processing unit consists of a trainable function with parameters $\boldsymbol{\theta}$ that can be learned to maximize I(X;T).

### 3.1. Lookup Tables

As mentioned in Section 2.1, it is intuitive that any deterministic compression mapping $p(t \mid y)$ for discrete $t$ and $y$ can be implemented in a lookup table. For that purpose, one just has to store the respective $t \in \mathcal{T}$ for all possible $y \in \mathcal{Y}$. Of course, this also holds if the realizations of $Y$ are random vectors $\mathbf{y}=\left[y_{0}, y_{1}, \ldots, y_{N-1}\right]$.

For simplicity, we assume that $y_{n} \in\left\{0,1, \ldots,|\mathcal{Y}|_{n}-1\right\}$ in this section (i.e., the $y_{n}$ in vector $y$ are unsigned integers). Please note that the elements of the event space are totally irrelevant for the mutual information $\mathrm{I}(\mathrm{X} ; \mathrm{Y})$, as this mutual information only depends on the probabilities implied by $p(x, \mathbf{y}), p(x)$ and $p(\mathbf{y})$. We can easily understand a lookup table holding the $t$ for each possible $\mathbf{y}$ as a trainable function $f_{\boldsymbol{\theta}}(\mathbf{y})$ with parameters $\boldsymbol{\theta}$.

Consider a software implementation of a lookup table consisting of a row vector $\boldsymbol{\theta}=\left[\theta_{0}, \theta_{1}, \ldots, \theta_{|\mathcal{Y}|-1}\right]$. This vector holds the outcome $t$ for every possible input vector $\mathbf{y}$ at a certain position that is termed the address. To obtain the output $t$, the input $\mathbf{y}$ has to be mapped onto the address of the corresponding output $t$ in the vector. Let the function implementing this address transformation be denoted by $\xi(\mathbf{y})$. It is not important which address transformation $\xi(\mathbf{y})$ is used as long as it maps the input vector $\mathbf{y}$ onto the address of the corresponding $t \in \mathcal{T}$ uniquely. Then, the lookup table delivers $t=f_{\boldsymbol{\theta}}(\mathbf{y})=\theta_{\tilde{\zeta}(\mathbf{y})}$ by just accessing the vector $\boldsymbol{\theta}$ at the calculated address.

With this quite formal description of a simple lookup table, it is clear that the problem of maximizing the preserved relevant information $\mathrm{I}(\mathrm{X} ; \mathrm{T})$ with $t \in \mathcal{T}$ and $\mathbf{y} \in \mathcal{Y}$ is formally equivalent to determining a vector of the optimum discrete parameters:

$$
\begin{equation*}
\boldsymbol{\theta}_{\beta \rightarrow \infty}^{\mathrm{IB}}=\arg \max _{\theta} \mathrm{I}\left(\mathrm{X} ; f_{\theta}(\mathrm{Y})\right) \tag{20}
\end{equation*}
$$

Therefore, we can summarize that any deterministic mapping of $\mathbf{y}$ onto $t$ that is implemented in a lookup table and determined to maximize the preserved relevant information with an information bottleneck algorithm can equivalently be interpreted as a trainable function $f_{\boldsymbol{\theta}}(\mathbf{y})$ with a maximum of $|\mathcal{Y}|$ discrete parameters $\theta_{\tilde{\xi}(\mathbf{y})} \in \mathcal{T}$. The number of parameters $|\mathcal{Y}|$ is identical to all possible input configurations $y \in \mathcal{Y}$. This allows representing arbitrary mappings in this setup and has the consequence that a lookup table can implement every possible input/output relation for discrete $\mathbf{y}$ and $t$, including one that maximizes $I(X ; T)$ globally. This holds independent of the probability distribution $p(x, y)$. Yet, we note that finding an optimum mapping with the available information bottleneck algorithms is not guaranteed. However, for discrete $\mathbf{y} \in \mathcal{Y}$ and discrete $t \in \mathcal{T}$, we can conclude that no other mapping can offer more flexibility than a lookup table. Therefore, in theory, a lookup table can be seen as an optimum choice in terms of providing the possibility to maximize $I\left(X ; f_{\boldsymbol{\theta}}(Y)\right)$ with properly tuned parameters $\theta$. The way to learn these parameters in the receiver presented above was feeding the joint probability distributions $p(x, \mathbf{y})$ to the information bottleneck algorithms.

Unfortunately, however, problems arise if the number $N$ of scalar inputs to be processed by a lookup table is large, as was the case, for example, for the node operations in the information bottleneck LDPC decoders from Section 2.3.3. These operations have to process a huge number of scalar input variables, and the number of possible input configurations of a lookup table scales exponentially with the number of scalar inputs. However, we have seen that in the studied cases, it was possible to split the signal processing operations designed as information bottleneck lookup tables into concatenated two-input tables to reduce the complexity. This, however, results in a concatenation of several lossy two-input lookup tables. Hence, the authors of $[24,25]$ argued reasonably that such a splitting procedure likely results in losses of the preserved relevant information in comparison with an input/output mapping that can process all scalar inputs consolidated in the input vector $\mathbf{y}$ at once.

### 3.2. Computational Domain Technique

The authors of $[24,25]$ proposed an interesting idea to implement check and variable node operations of LDPC decoders that, just as with the information bottleneck approaches based on lookup tables described above, aims at maximizing the preserved relevant information under compression. Their approach is called mutual information-maximizing quantized belief propagation decoding. We briefly recall this approach that is illustrated in Figure 13 in the following.


Figure 13. Illustration of the computational domain approach for information bottleneck-like LDPC decoding from [24,25]. Figure adapted from [24,25] with minor adaptions of the notation.

The authors of $[24,25]$ distinguished between variable and check node operations in an LDPC decoder. Here, however, we study a general input/output relation that maps an incoming vector $\mathbf{y}=\left[y_{0}, y_{1}, \ldots, y_{N-1}\right]$ onto an outgoing $t$. For simplicity, we assume the most practical approach of all $y_{n}$ and $t$ to be from the same set $\left\{0,1, \ldots, 2^{q}-1\right\}$ of $q$-bit unsigned integers. The computational domain approach consists of three subsequent steps [24,25]:

1. Use a predefined reconstruction function $\phi($.$) to transfer the incoming messages y_{n}$ to numbers $\phi\left(y_{n}\right)$ in a computational domain $\mathbb{D}$;
2. Use a function $\Phi: \mathbb{D}^{N} \longrightarrow \mathcal{A}$ to process the numbers in the computational domain and to map them onto a single number $a \in \mathcal{A}$;
3. Apply a scalar quantizer $Q_{\boldsymbol{\theta}}($.$) with 2^{q}-1$ ordered thresholds $\boldsymbol{\theta}=\left[\theta_{0}, \theta_{1}, \ldots, \theta_{2_{-2}}\right]$ on $a$ that quantizes $a \in \mathcal{A}$ back to the set $\left\{0,1, \ldots, 2^{q}-1\right\}$.
In $[24,25]$, certain reconstruction functions for the check and variable nodes of LDPC decoders and also reasonable functions $\Phi($.$) for these applications, which we do not recall$ here in detail for brevity, are proposed.

The idea of maximizing the preserved relevant mutual information in the information bottleneck sense is applied in the design of the scalar quantizer $Q_{\boldsymbol{\theta}}($.$) in the computational$ domain approach from [24,25]. The thresholds $\boldsymbol{\theta}=\left[\theta_{0}, \theta_{1}, \ldots, \theta_{2^{q}-2}\right]$ of this quantizer are chosen such that $I(X ; T)$ is maximized.

Of course, one can understand the quantization thresholds stored in vector $\boldsymbol{\theta}=$ $\left[\theta_{0}, \theta_{1}, \ldots, \theta_{2^{q}-2}\right]$ as parameters of a function implementing the node operation

$$
\begin{equation*}
t=f_{\boldsymbol{\theta}}(\mathbf{y})=Q_{\boldsymbol{\theta}}\left(\Phi\left(\phi\left(y_{0}\right), \phi\left(y_{1}\right), \ldots, \phi\left(y_{N-1}\right)\right)\right), \tag{21}
\end{equation*}
$$

such that the design of the node operation ends up in the exact same problem formulation as that given in Equation (20) (that is, the learning parameters $\boldsymbol{\theta}$ of a trainable function $f_{\boldsymbol{\theta}}(\mathbf{y})$ such that $\left.\mathrm{I}\left(\mathrm{X} ; f_{\boldsymbol{\theta}}(\mathrm{Y})\right) \longrightarrow \max \right)$.

The major difference is that the number of parameters that are tuned to maximize $\mathrm{I}\left(\mathrm{X} ; f_{\boldsymbol{\theta}}(\mathrm{Y})\right)$ can be drastically reduced in the computational domain approach with respect to the lookup table. Essentially, only $2^{q}-1$ quantization thresholds instead of $2^{q N}$ entries of a lookup table need to be learned and optimized to maximize $I(X ; T)$. Interestingly, the computational domain approach employs arithmetical operations in the function $\Phi($.$) .$ In return, it needs much fewer parameters to preserve significant amounts of $I(X ; T)$ than the lookup table approach. We note, however, that the choice of the reconstruction function $\phi($.$) and the function \Phi($.$) as well as their abilities to preserve significant amounts of \mathrm{I}(\mathrm{X} ; \mathrm{T})$ are problem-specific and depend on $p(x, \mathbf{y})$.

It has to be appreciated that the proposed method from [24,25] offers excellent bit error rate performance for LDPC decoding.

To illustrate this fact, Figure 14 compares the bit error rate performances of the computational domain approach and two lookup table-based information bottleneck decoders for the $\left(d_{\mathrm{v}}, d_{\mathrm{c}}\right)=(3,6)$ regular LDPC code that was already used in Section 2.3.4. For these simulations, all quantized decoders exchanged $q=4$-bit messages in the iterative message passing process for their respective decoding. The bit width used internally to represent $a \in \mathcal{A}$ in the computational domain decoders was 10 bits for the check nodes and variable nodes. The shown results for the computational domain decoder were adopted from [24]. The bit error rate curves refer to data transmission with BPSK modulation over an additive white Gaussian noise channel. The number of decoder iterations was $i_{\max }=50$ for all investigated decoders.

The relatively small node degrees of the applied code allow constructing lookup table-based information bottleneck decoders with and without splitting the node operation into two-input operations. We want to mention that the decoder without splitting has an impractically large memory demand but shall be used as a benchmark here. For the relatively small node degrees of the $(3,6)$ regular LDPC code used here, the lookup tables in the decoder without splitting already had more than 300 million entries [28].

As can be seen, the computational domain decoder performed just as well as a lookup table-based decoder without internal splitting of the node operations. Both quantized decoders effectively reached the performance of the non-quantized belief propagation decoder with double-precision up to a negligible gap over $E_{b} / N_{0}$.

As can also be seen, splitting the node operation of the information bottleneck decoder into a series of two-input operations offered slightly worse performance but yielded much smaller lookup tables in return. The number of lookup table entries used for this decoder was just 384,000 and therefore drastically reduced to a tractable number in comparison with the lookup table-based decoder without two-input splitting of the node operations.

Again, we want to stress here that the information bottleneck decoders and the computational domain decoder [24] were entirely constructed offline and used mismatched to the $E_{b} / N_{0}$ on the channel. For reference, the bit error rate of the well-known min-sum decoder with double-precision is also shown in Figure 14. This decoder was outperformed by all decoders designed with the information bottleneck principle of maximizing the preserved relevant information.

Finally, we note that the computational domain approach is well suited for LDPC decoding. Thus far, to the best of our knowledge, studies of computational domain approaches that maximize the relevant information for other applications of information bottleneck signal processing such as the channel estimation studied in Section 2.3.1, cannot be found in the literature.


Figure 14. Bit error rates of several LDPC decoders for data transmission with BPSK over an additive white Gaussian noise channel. The applied code was a $(3,6)$ regular LDPC code. All decoders conducted $i_{\max }=50$ decoding iterations. The computational domain approach refers to [24].

### 3.3. Neural Networks

Another idea to implement information bottleneck signal processing for LDPC decoding was introduced in [28]. In order to get rid of the need for implementing very large lookup tables to process the incoming messages of a check or variable node in one shot (i.e., without splitting the node operation), neural networks were trained to maximize the preserved relevant information. Learning the parameters of such neural networks was conducted in a supervised manner in [28] first. To accomplish this, as a first step, lookup tables that did not use two-input table splitting were constructed with the information bottleneck method for the variable and check node operations. Afterwards, different neural network structures were trained to mimic the resulting node operations. The key is, of course, that the trained networks have much fewer parameters $\boldsymbol{\theta}$ than there are entries in the original lookup tables.

We want to recall a certain neural network structure proposed to implement the node operations in [28] here. This neural network directly inputs the binary representations of the integer messages exchanged to implement the node operations of the check or the variable nodes. Moreover, this network is iteration-aware [28], meaning that the decoder iteration $i$ is used as an additional input to the network together with the incoming messages of a node. In this way, only one network for the check nodes and one network for the variable nodes are required to implement all node operations for all iterations of the decoder.

For the $(3,6)$ regular LDPC code considered in the prior section, this architecture results in a neural network-based decoder with 25,564 parameters of the involved neural networks. Recall again that the lookup table-based information bottleneck decoder without split node operations required more than 300 million lookup table entries, and the one with splitting required 384,000 lookup table entries (for more quantitative details, see Table I from [28]).

Figure 15 shows the bit error rate results of the neural network method for implementation of the node operations from [28]. The simulation setup, the used LDPC code and the number of decoding iterations were the same as those for the computational domain approach from the prior section.


Figure 15. Bit error rates of several LDPC decoders for data transmission with BPSK over an additive white Gaussian noise channel. The applied code was a $(3,6)$ regular LDPC code. All decoders conducted $i_{\max }=50$ decoding iterations. The computational domain approach refers to [24].

As can clearly be seen, the neural network implementation of the node operations achieved a practically identical performance to the lookup table-based information bottleneck decoder without split node operations as well as the computational domain decoder studied before. All these decoders approach the performance of the double-precision belief propagation decoder with quite different approaches to implement the node operations which, however, all are motivated by the information bottleneck idea of maximizing the preserved relevant information under quantization.

The supervised learning approach to train a neural network that shall maximize $I(X ; T)$ presented in [28] still requires designing huge lookup tables used to generate the training data as an intermediate step. Hence, the idea was also extended to unsupervised learning in [29] such that the parameters of the neural networks involved were directly trained to maximize the preserved relevant information with standard gradient methods that are commonly used to train the parameters of neural networks. This eliminates the intermediate step of designing lookup tables with impractical sizes for decoder implementation. Moreover, it directly leads back to the problem formulation from Equation (20), which again illustrates that this neural network-based approach of information bottleneck signal processing can also be understood as the learning parameters of a trainable function that shall maximize the preserved relevant information.

However, if the number $N$ of scalar inputs consolidated in the input vector $y$ is large, representing $p(x, y)$ in closed form to calculate $p(x, t)$ and from that $\mathrm{I}(\mathrm{X} ; \mathrm{T})$ is also infeasible. As a way out, a number of samples $(x, y)$ can be used to determine the corresponding $t=f_{\boldsymbol{\theta}}(\mathbf{y})$ for all samples and, from that, estimate $p(x, t)$ and $\mathrm{I}(\mathrm{X} ; \mathbf{T})$.

Finally, we want to mention that obtaining an accurate estimate of $I(X ; T)$ in this unsupervised learning procedure typically requires a vast amount of samples $(x, y)$ if the number of scalar inputs consolidated in $y$ is large. This problem is well known in the machine learning community and often referred to as the curse of dimensionality. However, this number of samples only influences the construction complexity of the node operations in the LDPC decoder but not their implementation complexity.

### 3.4. Further Discussion, Other Approaches and Future Work

The discussion of the lookup table approach, the computational domain approach and the neural network approach to information bottleneck signal processing reveals the key principles of information bottleneck signal processing. These are choosing appropriate functions $f_{\boldsymbol{\theta}}(\mathbf{y})$ with trainable parameters $\boldsymbol{\theta}$ and determining the values of these parameters that maximize the relevant information. The functions used should only use a small number of simple arithmetical operations, and the number of parameters should also be small for complexity reasons.

As was discussed above, lookup tables have strengths regarding flexibility, as for discrete inputs $y$ and discrete outputs $t$, they can implement arbitrary input/output relations $t=f_{\theta}(\mathbf{y})$. However, they often need too many parameters if the number of inputs is large. The studied computational domain approach requires much fewer parameters but needs a sophisticated choice for the reconstruction function $\phi($.$) and the function \Phi($.$) for the signal$ processing problem of interest, (e.g., LDPC decoding). Neural network approaches offer an almost endless choice of network architectures. These are determined by the number of layers, the types of the layers and their respective activation functions. All these aspects influence their implementation complexity and the number of parameters. However, neural networks enable realizing almost arbitrary mappings with proper architectures and a reasonable number of parameters. Moreover, they can be trained efficiently using gradient-based algorithms.

In future work, it will be interesting to further study flexible, trainable functions for information bottleneck signal processing units. To illustrate that many more options exist, we briefly mention a quite different approach from $[64,65]$ as an example. This approach is based on efficient nearest neighbor search algorithms in graphs. These search algorithms are used to implement trainable functions $f_{\theta}(\mathbf{y})$ that aim to maximize $\mathrm{I}(\mathrm{X} ; \mathrm{T})$ in $[64,65]$.

The mappings $t=f_{\theta}(\mathbf{y})$ in $[64,65]$ use a small number of distance calculations between the incoming vector $y$ and some trained parameter vectors $\boldsymbol{\theta}_{t}$ to determine the system output $t$ such that $\mathrm{I}(\mathrm{X} ; \mathrm{T}) \rightarrow$ max. An exemplary nearest neighbor search is illustrated in Figure 16.


Figure 16. Illustration of a mapping $t=f_{\boldsymbol{\theta}}(\mathbf{y})$ based on the nearest neighbor search. The output $t$ is the index of the nearest neighbor $\boldsymbol{\theta}_{t}$ of $\mathbf{y}$. It can be found by using graph-based algorithms efficiently.

In the figure, the parameters $\boldsymbol{\theta}=\left[\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{7}\right]$ reflect the positions of the points labeled $\boldsymbol{\theta}_{t}$ in the two-dimensional plain. In addition, an exemplary two-dimensional input vector $\mathbf{y}$ is shown as a red dot. The outcome of the operation $t=f_{\boldsymbol{\theta}}(\mathbf{y})$ is the integer index $t$ of an approximate or exact nearest neighbor $\boldsymbol{\theta}_{t}$ of the input vector $\mathbf{y}$ under some arbitrary distance measure $d\left(\mathbf{y}, \boldsymbol{\theta}_{t}\right)$. In Figure 16, the distance is the Euclidean distance, and the exact nearest neighbor is considered for illustration purposes. Please note that it is not required to calculate all possible distances $d\left(\mathbf{y}, \boldsymbol{\theta}_{t}\right)$ to determine the system output $t$. Instead, either an exact or approximate nearest neighbor search using very efficient search algorithms in graph structures of the parameter vectors $\boldsymbol{\theta}_{t}$ can be applied [64,65]. The parameters involved in nearest neighbor search-based mappings were trained using genetic algorithms in [64,65]. Genetic algorithms are parameter optimization algorithms which are inspired by the natural evolution of the species [66].

Clearly, this realization of a mapping $t=f_{\boldsymbol{\theta}}(\mathbf{y})$, which aims to maximize $\mathrm{I}(\mathrm{X} ; \mathrm{T})$, differs a lot from the lookup table-based method, the computational domain approach and also the neural network method studied above. Yet, the results from [64,65] prove it to be quite powerful in terms of the preservation of $I(X ; T)$, with few parameters for distancebased quantization and demodulation in communication receivers. This illustrates that there is a lot of potential in finding different flexible and simple trainable functions $f_{\boldsymbol{\theta}}(\mathbf{y})$ to design information bottleneck signal processing units for different signal processing problems in the future. In addition, efficient training of the parameters involved offers interesting research directions.

## 4. Conclusions

In this article, we first gave an overview of the information bottleneck method and explained how it can be linked to the fundamental task of a digital communication receiver. The application of the information bottleneck method for receiver-side signal processing in this context effectively allows building quantized signal processing units that aim to maximize the relevant information that flows through them. This concept is fundamentally different from conventional quantized signal processing approaches, which typically aim to minimize an expected error measure, such as the mean squared error. Based on the principle of maximizing the preserved relevant information under quantization, we presented and investigated an iterative receiver structure for a frequency-flat fading channel that employs advanced signal processing concepts for iterative LDPC decoding, decision feedbackaided channel estimation and detection. All signal processing units in this receiver were designed using the information bottleneck principle of maximizing the preserved relevant information under quantization. The corresponding signal processing operations applied in the constructed receiver were implemented as static lookup tables that were designed offline with the information bottleneck method. Despite this fact, the designed receiver did not suffer from any mentionable performance degradation in comparison with a conventional receiver with double-precision signal processing and belief propagation decoding.

After having studied the fundamental idea and the lookup table-based implementation of information bottleneck signal processing units in the receiver implementation, other methods for learning and implementing mutual information-maximizing signal processing units for LDPC decoders were also recalled from the literature and investigated. Our main conclusion is that the considered approaches to information bottleneck signal processing, including the one based on lookup tables, effectively aim to learn the parameters $\boldsymbol{\theta}$ of trainable functions $f_{\boldsymbol{\theta}}(\mathbf{y})$ that are tuned to maximize the preserved relevant information $\mathrm{I}\left(\mathrm{X} ; f_{\boldsymbol{\theta}}(\mathrm{Y})\right)$ under a constraint for the cardinality of the value set of $f_{\boldsymbol{\theta}}(\mathbf{y})$. We note that the ways to learn the respective parameters differ depending on the kind of function that is designed to preserve the relevant information. While the lookup table based approaches typically employ information bottleneck algorithms, the computational domain approach from $[24,25]$ uses a quantizer design algorithm to determine the optimum quantization thresholds. The neural network-based approaches from [28,29] mimic lookup tables or directly use gradient-based algorithms to maximize the preserved relevant information. Even more ideas that use nearest neighbor search algorithms to implement information bottleneck signal processing units and genetic algorithms to tune their parameters were proposed in the literature [64,65]. Finally, what all these approaches have in common is the learning of trainable parameters to maximize the preserved relevant information under quantization.

A lot of very interesting open research questions on information bottleneck signal processing arise from the problem of finding powerful and, at the same time, simple trainable functions for different signal processing applications that allow preserving huge amounts of relevant information. Moreover, exploring the methods for efficient training of the involved parameters, such as using genetic algorithms or gradient-based schemes, is interesting.
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