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Solar Photovoltaic (PV) systems represent key and transformative technology at the
forefront of the global shift towards sustainable energy solutions. These systems harness
the renewable radiation of the sun, converting it into clean electricity. Their importance
cannot be overstated as they play a fundamental role in mitigating climate change, reducing
dependence on finite fossil fuels, and providing access to clean energy sources for both
developed and developing regions. Solar PV systems are not only a key component of the
renewable energy portfolio, but also a symbol of our commitment to a greener and more
sustainable future for generations to come.

The main difficulty in solar energy production is the volatility and intermittency of
photovoltaic system power generation, primarily stemming from unpredictable weather
conditions. Variations in irradiance and temperature can have a profound impact on the
quality and reliability of electricity production from solar PV systems. Since solar irradiance
is intricately linked to the efficiency of solar power harvesting, its accurate prediction serves
as a crucial indicator of power production potential. For large-scale solar plants, any power
imbalance within the PV system can lead to significant economic losses. Therefore, precise
solar irradiance prediction, coupled with the appropriate modeling of PV system behavior,
has emerged as a vital necessity to mitigate the impact of uncertainty and control energy
costs. Furthermore, it facilitates the seamless integration of PV systems into smart grids, a
growing trend driven by the increasing adoption of PV technology.

Numerous studies were undertaken to develop models and algorithms that predict
solar irradiance based on various routinely measured meteorological parameters, such as
temperature and humidity, to address these challenges. These advancements in accurate
solar irradiance forecasting and the sophisticated modeling of PV systems have now
become the cornerstone of modern smart grid development, supporting the expansion of
Renewable Energy Sources (RESs).

The importance of Artificial Intelligence (AI) methods in predicting, modeling, and
fault detection in PV systems cannot be overstated in today’s energy landscape. AI has
emerged as a transformative force in addressing the inherent challenges associated with
solar energy production. Through the utilization of advanced machine learning algorithms
and data analytics, AI techniques can ingest vast datasets, including historical weather
patterns, system performance data, and real-time measured parameters, to provide highly
accurate solar irradiance predictions. This precision in forecasting enables PV systems to
optimize their energy capture, adapt to changing weather conditions, and maximize their
overall efficiency. Moreover, the AI-driven modeling of PV systems goes beyond mere
prediction by providing a comprehensive understanding of how these systems behave
under various operating conditions. These models allow for the fine-tuning of PV system
parameters, such as PV array orientation and tracking mechanisms, to achieve ultimate
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performance. Additionally, AI-based modeling helps to identify potential issues and areas
of improvement, contributing to system longevity and reducing maintenance costs. In fault
detection, AI technologies offer real-time monitoring and anomaly detection capabilities.
By continuously analyzing the performance data from PV systems, AI algorithms can
swiftly identify deviations from expected behavior, such as PV module failures, inverter
malfunctions, or shading issues. The early detection and identification of these anomalies is
crucial in preventing downtime, reducing energy losses, and ensuring the overall reliability
of the PV system. Furthermore, AI-driven insights are indispensable for the integration of
PV systems into smart grids. These systems require precise forecasting, adaptive control
mechanisms, and seamless coordination with other energy sources to ensure grid stability
and reliability. AI plays a pivotal role in enabling this integration by providing real-time
information on the expected power output from PV systems, allowing for grid operators to
make informed decisions about load balancing and energy distribution.

After an exhaustive and thorough review process, eleven high-quality articles were
finally accepted for their contributions to the topic.

In [1], Castillo-Rojas et al. presented forecast models for PV energy generation based
on a hybrid architecture that combines Recurrent Neural Networks (RNNs) and shallow
neural networks. Two categories of models are developed, the first utilizing records of
exported active energy and meteorological variables as inputs, and the second relying
solely on meteorological variables. The models are rigorously evaluated using real data
from a solar plant, and the best-performing model from each category is selected. The
selected model from the first category achieves impressive accuracy metrics, including a
root mean square error (RMSE) of 0.19, mean square error (MSE) of 0.03, mean absolute
error (MAE) of 0.09, correlation coefficient of 0.96, and determination coefficient of 0.93,
demonstrating its robust forecasting capabilities. Although the second category model
exhibits slightly lower accuracy, with metrics such as RMSE = 0.24 and MAE = 0.10, it
still performs well, with a correlation coefficient of 0.95 and determination coefficient of
0.90. Both models exhibit good performance in forecasting weekly PV energy generation,
offering valuable insights for efficient solar energy management.

In [2], Hamied et al. proposed a cost-effective monitoring system designed for an
off-grid PV system located in the Sahara region of South Algeria, serving a small-scale
greenhouse farm. The system incorporates a simple, yet accurate, fault diagnosis algorithm
integrated into a low-cost microcontroller for real-time validation. Leveraging the Internet
of Things (IoT) technology, the system remotely monitors critical data such as PV currents,
PV voltages, solar irradiance, and cell temperature. Additionally, a user-friendly web
interface is developed to visualize the data and remotely check the PV system’s status,
with the capability to notify users via phone SMS. The results of the study demonstrate the
system’s effectiveness under specific climate conditions, confirming its ability to supply the
greenhouse farm. Moreover, the integrated algorithm exhibits good accuracy in detecting
and identifying various defects. Impressively, the total cost of this IoT-based monitoring
system is approximately EUR 73, with an average daily energy consumption of around
13.5 Wh, making it a viable and economical solution for PV system monitoring and man-
agement in arid regions.

In [3], Halassa et al. considered the challenges of partial shading (PS) on PV in-
stallations, where an uneven solar irradiance distribution can lead to multiple peaks in
PV cell power–voltage characteristics. They propose a novel technique for achieving the
global maximum power point (GMPP) based on the Dandelion Optimizer (DO) algorithm,
inspired by dandelion seed movements in the wind. This innovative approach aims to
enhance power generation efficiency in PV systems, particularly under PS conditions. The
paper conducts a comprehensive comparison with various advanced Maximum Power
Point Tracker (MPPT) algorithms, including Particle Swarm Optimization (PSO), Grey Wolf
Optimization (GWO), Artificial Bee Colony (ABC), Cuckoo Search Algorithm (CSA), and
Bat Algorithm (BA). The simulation results affirm the DO-based MPPT’s superiority in
terms of tracking efficiency, speed, robustness, and simplicity of implementation. Notably,

2



Energies 2023, 16, 6731

the DO algorithm exhibits exceptional performance with an RMSE of 1.09 watts, a rapid
convergence time of 2.3 milliseconds, and a MAE of 0.13 watts, positioning it as a highly
efficient and reliable solution for MPPT in PV systems, especially in the presence of partial
shading conditions.

In [4], Polo et al. investigated power forecasting for Building Integrated PV (BIPV)
systems integrated into vertical façades. They employ machine learning algorithms based
on decision trees, utilizing the skforecast library within the Python environment to facilitate
various deterministic and probabilistic forecasting approaches. In the deterministic fore-
casting phase, hourly BIPV power predictions are made using the XGBoost and Random
Forest algorithms across different scenarios. Notably, incorporating exogenous variables
enhances forecasting accuracy. Subsequently, the study delves into probabilistic forecasting,
employing XGBoost in conjunction with the Bootstrap method. The results underscore the
effectiveness of Random Forest and gradient-boosting algorithms, particularly XGBoost,
as regressors for the time-series forecasting of BIPV power. The deterministic forecast
results reveal mean absolute errors around 40% and slightly below 30% for south- and
east-facing arrays, showcasing the potential of these machine learning techniques for BIPV
power forecasting.

In [5], Faris E. Alfaris investigated a significant challenge in deploying PV systems,
particularly in desert regions, where dust accumulation on PV panels can hinder their
performance. Unlike traditional methods involving cameras, sensors, and power datasets,
this study proposes an intelligent, sensorless approach to detect dust levels on PV panels,
optimizing attached Dust Cleaning Units (DCUs). The approach leverages comprehensive
data on solar irradiation, PV-generated power, and forecasted ambient temperatures. An
expert AI computational system, implemented using MATLAB, is employed to enhance
data prediction and processing. This AI system estimates missing information, emulates
provided measurements, and accommodates additional input/output data. The study
demonstrates the feasibility of this innovative system using real-world field data collected
under various weather conditions, presenting a promising solution to the dust-related
challenges faced by PV installations.

In [6], Dhimish and Lazaridis introduced an innovative approach to estimating the
shading ratio of PV systems, a critical parameter for identifying potential PV faults and
degradation mechanisms. This technique utilizes an all-sky imaging system and follows a
structured process: Firstly, four all-sky imagers are deployed across a 25 km2 region. Next,
cloud images are computed using a new Color-Adjusted (CA) model. Subsequently, the
shading ratio is calculated, and Global Horizontal Irradiance (GHI) is estimated, allowing
for the prediction of PV system output power. The accuracy of the GHI estimation is
empirically evaluated against data from two different weather stations, demonstrating an
average accuracy within a maximum ±12.7% error rate. Furthermore, this study highlights
the PV output power approximation’s accuracy, reaching as high as 97.5% under shading-
free conditions and decreasing to a minimum of 83% when the PV system is affected by
overcasting conditions.

In [7], Harrou et al. proposed a robust method for accurately detecting anomalies
in photovoltaic (PV) systems. With the growing adoption of solar energy worldwide,
protecting PV plants from anomalies is crucial. This approach combines ensemble learning
techniques, including boosting and bagging, with the Double Exponentially Weighted Mov-
ing Average (DEWMA) chart, enhancing modeling accuracy and sensitivity for anomaly
detection. By employing Bayesian optimization for parameter selection and employing ker-
nel density estimation to set decision thresholds, the method effectively identifies various
anomalies, such as circuit breaker faults, inverter disconnections, and short-circuit faults.
The results, based on measurements from a 9.54 kW PV small plant, demonstrate superior
detection performance compared to traditional methods, underlining the effectiveness of
this ensemble learning-based approach in PV plant management.

In [8], Zhang et al. proposed a novel approach based on multi-agent deep Rein-
forcement Learning (RL) that utilizes residuals of I–V characteristics. The RL agents are
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designed to operate in an environment defined by the high-dimensional residuals of I–V
characteristics, with cooperative rewards. Actions for each agent, considering damping
amplitude, are specified. The study shows the complete framework for modeling a PV
array using multi-agent deep RL and demonstrates its feasibility and accuracy using one
year of measured data from a PV array. The results indicate improved modeling accuracy
compared to conventional meta-heuristic algorithms and analytical methods, with a daily
RMSE starting at approximately 0.5015 A on the first day and converging to 0.1448 A on
the last training day. The proposed multi-agent deep RL framework simplifies the design
of states and rewards for parameter extraction, offering promising prospects for enhancing
PV array modeling accuracy.

In [9], Santos et al. introduced the Temporal Fusion Transformer (TFT), an attention-
based architecture that offers interpretability of temporal dynamics and high-performance
forecasting across multiple horizons. To evaluate the proposed forecasting model, they
use data from six different PV facilities located in Germany and Australia and compare
the results with several other algorithms, including Auto-Regressive Integrated Moving
Average (ARIMA), Long Short-Term Memory (LSTM), Multi-Layer Perceptron (MLP),
and Extreme Gradient Boosting (XGBoost), using statistical error indicators. The findings
indicate that TFT outperforms the other algorithms in terms of accuracy when predicting
PV generation for the mentioned facilities, showcasing its potential for improving day-
ahead PV power forecasting and contributing to enhanced grid stability and an energy
supply–demand balance.

In [10], Sarwar et al. introduced a novel population-based optimization approach
called the Horse Herd Optimization Algorithm (HOA) for maximizing power output from
PV systems, especially under partial or complex partial shading conditions. The HOA
is inspired by the natural behavior of a horse herd, particularly their surprise pounce-
chasing style. This intelligent optimization strategy demonstrates superior performance
compared to conventional techniques like “Perturb and Observe” (P&O), bio-inspired
Adaptive Cuckoo Search (ACS) optimization, Particle Swarm Optimization (PSO), and
the Dragonfly Algorithm (DA). The HOA stands out due to its ability to efficiently track
the maximum power point even in challenging and varying weather conditions, its min-
imal computational time requirements, fast convergence, and its capacity to maintain
stability and reduce oscillations once the maximum power point is reached, making it a
promising technique for enhancing PV system performance under partial and complex
shading scenarios.

In [11], Huang et al. presented an effective parameter estimation method for opti-
mizing parameters in a two-diode PV power generation system. The proposed method
comprises three stages. Firstly, it converts the original seven parameters of the two-diode
model into seventeen parameters to account for varying environmental conditions, thus
enabling a more precise parameter estimation for the PV model. Subsequently, a PV power
generation model is established to capture the nonlinear relationship between inputs and
outputs. The second stage involves a parameter sensitivity analysis using the overall effect
method to identify and retain only the parameters that significantly impact the output.
In the final stage, an Enhanced Gray Wolf Optimizer (EGWO) is applied in conjunction
with measurement data to optimize the selected parameters from the second stage. After
parameter estimation, the method calculates the predicted PV power output for specific
solar irradiation and module temperature values. The effectiveness of this approach
is demonstrated on a 200 kWp PV power generation system by comparing parameter
estimation results before and after optimization and benchmarking them against other
optimization algorithms, as well as a single-diode PV model, confirming its feasibility and
potential advantages.

Author Contributions: F.H. writing—review and editing. Y.S. supervision, and writing—review and
editing. B.T. writing—review and editing. A.D. review and editing. All authors have read and agreed
to the published version of the manuscript.
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Abstract: Over the past few years, there has been a significant increase in the interest in and adoption
of solar energy all over the world. However, despite ongoing efforts to protect photovoltaic (PV)
plants, they are continuously exposed to numerous anomalies. If not detected accurately and
in a timely manner, anomalies in PV plants may degrade the desired performance and result in
severe consequences. Hence, developing effective and flexible methods capable of early detection of
anomalies in PV plants is essential for enhancing their management. This paper proposes flexible
data-driven techniques to accurately detect anomalies in the DC side of the PV plants. Essentially,
this approach amalgamates the desirable characteristics of ensemble learning approaches (i.e., the
boosting (BS) and bagging (BG)) and the sensitivity of the Double Exponentially Weighted Moving
Average (DEWMA) chart. Here, we employ ensemble learning techniques to exploit their capability
to enhance the modeling accuracy and the sensitivity of the DEWMA monitoring chart to uncover
potential anomalies. In the ensemble models, the values of parameters are selected with the assistance
of the Bayesian optimization algorithm. Here, BS and BG are adopted to obtain residuals, which are
then monitored by the DEWMA chart. Kernel density estimation is utilized to define the decision
thresholds of the proposed ensemble learning-based charts. The proposed monitoring schemes are
illustrated via actual measurements from a 9.54 kW PV plant. Results showed the superior detection
performance of the BS and BG-based DEWMA charts with non-parametric threshold in uncovering
different types of anomalies, including circuit breaker faults, inverter disconnections, and short-circuit
faults. In addition, the performance of the proposed schemes is compared to that of BG and BS-based
DEWMA and EWMA charts with parametric thresholds.

Keywords: photovoltaic systems; ensemble bagged trees; anomaly detection; shading; electrical
faults; statistical control charts

1. Introduction

Even with the COVID-19-induced economic slowdown, the renewable power sector is
continuously experiencing high growth in installed capacity, with more than 260 Gigawatts
(GW) in 2021, mostly by solar photovoltaic (PV). This fact led to a total installed capacity of
3064 GW [1]. The highest increase ever is due in large part to political support and cost
reductions. In most countries, producing electricity from solar PV and wind is becoming
increasingly more cost-effective than generating it from coal and gas power plants [2].
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The solar PV market increased in 2021 to a record 175 GWdc, for a total power capacity of
942 GWdc [3]. A recent investigation by the BloombergNEF company shows that the global
benchmark levelized cost of electricity (LCOE) [4] for fixed-axis utility-scale PV is $46 per
megawatt-hour (MWh) in the first half of 2022, while some of the cheapest PV projects were
able to achieve an LCOE of $21/MWh for tracking PV farms in Chile with very competitive
returns. In 2022, the solar PV market experienced strong competitiveness between PV
module manufacturers with new yields of up to 22.8% [5]. Despite this progress, numerous
challenges remain to be solved before solar PV can become a significant source of power
generation worldwide, leading to a sustainable energy future [6].

Like all electricity production systems, solar PV systems are often subject to various
faults and failures that significantly affect their components, such as PV modules, cables,
protection circuits, inverters, etc. [7]. The most general effect of faults is the loss of energy,
which is caused by one or more independent anomalies and failures. Some electrical faults
cause total shutdowns of PV plants, and other faults such as electric arcs can cause fires,
which leads to shortfalls and loss of income. Early detection of such faults is crucial to
prevent critical PV system failures and increase their reliability with a high quality of
performance. Over the past few years, the Fault Detection and Diagnosis (FDD) of solar
PV systems has become a topical research topic for many researchers [8,9]. Generally,
anomalies or faults occurring in grid-connected PV systems can be classified primarily
according to the side of the fault in the PV installation, either the DC side before the inverter
or the AC side at the output of the inverter up to the point of injection [8]. Faults in the
DC side of PV systems, which are principally located in the PV array, include; temporary
and permanent mismatches, hotspot, degradation, short circuit, open circuit, electrical
arc, line–line, and line–ground faults, as well as the DC/DC converter fault inside the PV
grid-tie inverter. On the AC side, total blackout and grid abnormalities (unbalanced voltage
and lightning) are the types of faults commonly found in PV systems [10]. A statistical
study of the power loss evaluation and clustering of faults affecting PV systems installed
in different climate zones in the world helps to decrease the number of faults in the new
PV installations [11]. The experimental data from PV installed systems show that a better
operation and maintenance (O&M) service significantly improves the average performance
ratio from 88% to 94%, and as a result, profits and environmental benefits are increased.
Indeed, improvements of the PV O&M include the following: (1) increasing efficiency and
energy production, (2) extending the lifetime of PV systems (25 to 40 years), (3) decreasing
system downtime, (4) reducing the possible risks and ensuring safety and (5) reducing the
cost of O&M [12,13].

Continuous and real-time monitoring of PV systems is essential during their working
cycle to ensure the rapid detection of faults, reduce downtime, maintain long-term prof-
itability, and exploit their full power. The key point of reliable monitoring and FDD strategy
is related to the quality of measurement accuracy of both meteorological and electrical data
of the PV system. Without a reliable monitoring system, the PV system is often expected to
operate with poor performance for a limited time period before the fault is detected and
identified. This fact generally results in a major loss of income [13].

An FDD tool based on the Artificial Neural Network (ANN) algorithm using Laterally
Primed Adaptive Resonance Theory (LAPART) was developed in [14] in order to detect
module-level faults with minimal error. The results showed that the LAPART algorithm
can quickly learn PV performance data (only 4 days of one-minute data) and provide
an accurate multi-level FDD tool. Other FDD methods include the k-Nearest Neighbors
(kNN) algorithm,which is a non-parametric method used for regression models and fault
classification [15]. In [16], four approaches made by EWMA (Exponentially Weighted
Moving Average) schemes and kNN-based Shewhart with parametric and non-parametric
models were used to detect faults. The results obtained showed a high capability for
detecting short-circuit faults, open-circuit faults, and temporary shading, whereas this
algorithm does not have the ability to distinguish the partial shading among faults occurring
on the DC side of the PV array. A real-time detection and classification technique based
on the clustering kNN rule was proposed in [15]. This technique does not require any
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predefined threshold to classify the faults; the threshold values are unknown and difficult
to choose for each PV system due to the strong dependence of the output power on the
climatic conditions. In [17], a C4.5 decision tree (DT) approach is proposed to detect
and diagnose the faults in a Grid-Connected PV system (GCPV) using a non-parametric
model by learning the task. In this work, a semi-empirical model by Sandia National
Laboratories (SNL) was used to predict the power produced from the PV array under
normal operation conditions (fault-free). Then, the supervised decision tree algorithm
was exploited to classify four cases: (1) fault-free, (2) string fault, (3) short-circuit fault,
and (4) line-line fault. The results obtained showed a high accuracy of around 99.86% for
detection and 99.80% for diagnosis. This supervised learning method requires data from
several sets of training examples to build a good classifier that can distinguish between
different faults. The authors in [18] used the ANN technique and FL (Fuzzy Logic) system
interface to develop a PV FDD algorithm that has been tested to detect ten faults cases,
such as a combination of four cases of faulty PV modules and two cases of low and
high partial shading. In such a PV FDD algorithm, the voltage and power variations
of the studied PV system were used as input for both the ANN technique and the FL
system. An unsupervised monitoring approach for detecting anomalies and faults in PV
installations using a one-class SVM technique is proposed in [19], where the one-diode
model is used under PSIMTM to simulate the normal operation of the PV array, while the
one-class SVM technique is applied to calculate residuals between measured and simulation
data for FDD. The use of machine learning techniques (MLT) is advantageous in the sense
that they have rapid detection response, they allow distinguishing among faults of the
same signature and classifying faults with high accuracy, and setting threshold limits is not
required. Nevertheless, the FDD accuracy depends proportionally on the trained PV model
to estimate the expected energy yield. Moreover, these techniques require more advanced
skills for real-time hardware and software implementation, and obtaining a training dataset
of all possible faults scenarios could be difficult.

Accurate monitoring of PV plants is necessary to meet the desired specifications
regarding power production and safety and help avoid serious incidents. Machine learning
techniques have demonstrated themselves as a prominent field of study within a data-
driven framework over the last decade by addressing numerous challenging and complex
real-world problems [20–24]. Thus, this study aims to design a semi-supervised data-
driven detector for anomaly detection in PV plants that do not require labeled data. Unlike
supervised methods, semi-supervised anomaly detection methods aim to train the detection
model using a normal event dataset only, which make them more attractive for detecting
anomalies in PV plants, since it is not always easy to obtain accurately labeled data.
Until now, very few research papers have investigated integrating machine learning models
and statistical control charts for fault detection in multivariate data. The contribution of
this work is threefold as summarized below.

• This paper aims to develop flexible and efficient semi-supervised machine learning-
driven methodologies to improve the operation and performance of PV plants. These
semi-supervised approaches only employ normal events data without labeling to train
the detection models, making them more attractive for detecting faults in practice.
This study presents a semi-supervised monitoring approach for anomaly detection
in PV plants by combining the advantages of the ensemble learning models and
the Double Exponentially Weighted Moving Average (DEWMA) chart. In the last
decade, ensemble learning-driven methods (e.g., boosting and bagging models), which
combine several single models, have demonstrated a promising solution compared to
traditional machine learning methods. Notably, ensemble models are characterized by
their ability to reduce the model’s variance while achieving a low bias, making them
appealing to improve prediction quality [25]. Overall, an efficient monitoring strategy
relies principally on the accuracy of the adopted modeling method and the sensitivity
of the anomaly detection technique. Here, we employed ensemble learning methods
to exploit their capability to enhance the modeling precision of the PV monitored
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system. On the other hand, the key characteristic of the DEWMA scheme resides in its
capacity to enclose all of the information from past and actual samples in the detection
statistic, which makes it sensitive for uncovering anomalies with small magnitudes.
In the proposed approach, ensemble learning models are used for residual generation.
Essentially, residuals are close to zero in the absence of anomalies, while residuals
diverge from zero in the presence of anomalies. The DEWMA detector is employed to
check the generated residuals to uncover possible anomalies in the inspected PV array.

• Additionally, in this work, Bayesian optimization (BO) has been adopted to optimally
tune hyperparameters of the boosted trees (BS) and bagged trees (BG) models. Specifi-
cally, the BO is used to find the optimal parameters of the ensemble models based on
training data (anomaly-free data). This enables obtaining more accurate prediction
models and improves the detection performance.

• Note that the detection threshold in the DEWMA chart is computed based on the
Gaussian assumption of data. Here, to extend further the flexibility of the proposed
fault detection method, we employed kernel density estimation (KDE) to compute
the detection threshold in a non-parametric way. We assessed the effectiveness of
the considered fault detection approaches on real data from a 9.54 kWp photovoltaic
system. The detection capacity of the proposed approaches is investigated in the
presence of different types of faults. Six statistical scores are computed to judge the
fault detection quality. Results revealed the promising performance of the proposed
approaches in detecting various types of anomalies in a PV system.

This paper is structured as follows. The studied PV system is briefed in Section 2.
Then, the BS and BG models are introduced in Section 3. In Section 4, after presenting
the DEWMA scheme, we introduce the proposed approach. The experimental results are
provided In Section 5. Lastly, conclusions are offered in Section 6.

2. PV System Description

This section is devoted to presenting briefly the grid-tied PV system used in this study.
Indeed, the proposed algorithm for fault detection in this work will be verified using the
meteorological and electrical data measurement collected from a 9.54 kWp PV system at
the Renewable Energy Development Center (CDER) in Algeria. This PV system contains
90 PV modules with a total power of 9.54 kWdc in operation since 2004; it is composed of
three identical single-phase PV sub-systems (Figure 1).

The entire produced PV energy is injected into the low-voltage electrical grid. As shown
in Figure 1, each PV sub-system consists of a 3.18 kW sub-array, grid-tie inverter, and elec-
trical cabinets for protection. The sub-array contains two parallel strings of 15 PV modules
(PVM) in a series.

Tables 1 and 2 display, respectively, the main technical specifications of the PV sub-
array and the PV inverter.

Here, the STC refers to Standard Test Conditions (irradiance =1000 W/m2, cell temper-
ature =25 ◦C, air mass = 1.5) and MPP denotes Maximum Power Point. G is the received
irradiance by the PV module during the flash test, TC is the temperature of the PV cell,
and AM is the air mass. VOC is the open circuit voltage, ISC is the short circuit current,
VMPP is the voltage at MPP, IMPP is the current at MPP, and PM is the maximum power.

The meteorological and electrical measured data used in this work are recovered by an
external monitoring system composed essentially of sensors, data acquisition unit Agilent
34970A, and software under PC (Figure 2).
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Figure 1. Main electrical specifications of the PV module and sub-array at STC.

Table 1. Main electrical specifications of the PV module and PV sub-array at STC.

Parameters VOC (V) ISC (A) VMPP (V) IMPP (A) PM (W)

PV Module 21.6 6.54 17.4 6.1 106

PV sub-array 324 13.08 261 12.2 3180

Table 2. Main specifications of the PV inverters Fronuis IG 30 under nominal operating conditions.

Parameters
Nominal AC

Power (W)
DC Voltage
Range (V)

AC Voltage
Range (V)

Inverter
Efficiency (%)

Frequency
Range (Hz)

Value 2500 150–400 195–253 92.7–94.3 49.8–50.2

Figure 2. Synoptic diagram of the PV monitoring system.

For the measure of tilted irradiance at 27 ◦C, a pyranometer and a reference cell are
used, and a thermocouple measures the ambient temperature. The DC voltage at the
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MPP of the PV sub-array is measured by a simple voltage divider circuit, while a voltage
transformer measures the AC voltage at the inverter output. A hall-effect sensor was used
to measure the current on both the DC and AC sides of the PV inverter. Table 3 reviews
the measured parameters with the main sensor information. Agilent 34970A provides the
conditioning and the measure of the signal at the sensor’s output. While the monitoring
user interface is designed under LabVIEW software, this interface can recover, display,
record, and analyze the measured data. According to IEC 61724 standard, the sampling
time was chosen at 1 min, which gives 1440 samples per 24 h.

Table 3. Measured parameters of the PV inverters Fronuis IG 30 under nominal operating conditions.

Measured Parameters Sensor N◦ Symbol Sensor Type & Reference Accuracy

Ambient Temperature (◦C) S1 Tamb Thermocouple K 0.5 ◦C

Tilted Global Irradiance for 27◦ (W/m2)
S2 Gic Isofoton PV Reference Cell ±5%

S3 Gip CM 11 Pyranometer ±2%

PV array DC Voltage (V) S4 VDC Voltage Divider ±0.9%

Grid AC Voltage (V) S5 VAC Voltage Transformer 1.5%

PV array DC Current (A) S6 IDC Hall Effect Sensor
±0.5%

Inverter AC Current (A) S7 IAC F.W. BELL CLSM-50S

3. Ensemble Learning Methods

This section briefly presents the two considered ensemble learning models: boosting
and bagging methods.

3.1. Boosted Trees

The boosting approach, which belongs to ensemble learning models, tries to enhance
the prediction accurateness of learning methods by boosting weak learners to strong
learners [26–31]. This work employs the boosting technique for prediction problems with
base learners as regression trees. To introduce the boosting algorithm, regression trees are
first briefly described. Let y ∈ R and X ∈ D ⊂ R

d denote, respectively, the wind power
and the input features used in the wind power prediction, where D is the feature space and
d is the number of input features.

Regression trees typically are based on the the partition of the feature space D into dif-
ferent and non-overlapping areas, which are known as leaves. The leaves of the regression
trees are denoted here by D1, . . . ,DT , where T denotes the number of leaves. Each leaf Di
is associated with a weight wi. For predictions via a given tree, the response is predicted as
the weights wi for the input feature X ∈ Di. The leaves Di and the weights wi are learned
from the training set.

In the process of regression tree training for a given data set {(X1, y1), . . . , (Xn, yn)},
the feature space D is recursively partitioned into sub-regions such that the objective
function defined by the residual sum of squares (RSS) is minimized until a certain stopping
criterion is achieved. The stopping criterion frequently used in the boosting algorithm is a
fixed number of leaves. For instance, if only two leaves are considered in a regression tree
training, then the feature space D should be split once, and the resulting tree is known as a
stump [32]. Indeed, the first step is based on selecting a cut-point s ∈ R and an input feature
Xj from the feature set X = {X1, . . . , Xd} so that the RSS objective function is minimized.
Then, the second step aims at defining the sub-regions D1(j, s) = {X ∈ D|Xj ≤ s} and
D2(j, s) = {X ∈ D|Xj > s}.

∑
i:Xi∈D1(j,s)

(yi − ȳD1(j,s))
2 + ∑

i:Xi∈D2(j,s)
(yi − ȳD2(j,s))

2, (1)
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such that ȳD1(j,s) = ∑i:Xi∈D1(j,s) yi/n1, and n1 stands for the number of samples for which
the input feature Xi ∈ D1(j, s). ȳD2(j,s) is defined analogously. If a two-leaves tree is
trained, then the weight w1 (resp. w2) corresponding to D1(j, s) (resp. D2(j, s)) is ȳD1(j,s)
(resp. ȳD2(j,s)). The algorithm splits both regression trees D1(j, s) and D2(j, s) (same idea
of partitioning D) until the stopping criterion is achieved. Quite often, the weight wi is
used as the mean of the response variable in the training data with the corresponding input
features Di. More details about regression trees can be found in [33].

To illustrate the boosting algorithm for wind power prediction, let us consider the
problem of predicting the wind power y by a function f ∗(X) of input features X so that the
risk is minimized,

f ∗(X) = arg min
f (.)

E[ρ(y − f (X))], (2)

where ρ(.) denotes a loss function (ρ(e) = e2 is the squared error loss) and arg min stands
for the argument of the minimum, that is the function f ∗(X) that minimizes the risk index
function over all possible functions under consideration. The boosting algorithm is based
on the idea of approximating f ∗(X) by an additive function of the following form

f (X) =
M

∑
i=1

fi(X), (3)

where fi(X), i = 1, . . . , M are regression trees.

3.2. Bagged Regression Trees

Breiman introduced the concept of bootstrap aggregating (bagging) trees by construct-
ing multiple similar but independent predictors, and the final prediction is obtained by
averaging the outputs of these predictors [34]. This allows the reduction of the variance
error, as pointed out in [35]. In bagging trees/ensembles of decision trees methods, a large
number of individual models (trees) are combined with each other (see Figure 3) to improve
the quality of prediction of the model. The use of the BGs predictive model is of great
importance due to the fact that it allows a reduction of the regression trees’ variance and
addressing the over-fitting problem in the regression progress with a single tree.

Figure 3 presents the main idea of a bagging trees predictive model. Such a figure
shows that N new training datasets of size n are first created from the original data through
the selection of n out of n samples uniformly with replacement from the original training
set of data. Then, a training process starts by training individually each tree on the
corresponding training new sets. In the present work, the bagging trees models are based
on 30 trees. Lastly, the final prediction is obtained by averaging all output predictions.
The prediction of the bagging trees model has the following form:

ŷ =
1
N

N

∑
i=1

fi(X), (4)

where the ith tree model fi is trained on the ith bootstrap data.
Theoretically, it is clear that the variance of prediction using n learners can be reduced

to 1/n of the original variance (single learner). Thus, the use of a large number of learners
is advantageous in the sense that a reduced variance is obtained compared to the prediction
with a small numbers of learners. To understand how the bagging process significantly
reduces the mean squared error of the prediction, the following regression problem with
base regressors b1(x), . . . , bn(x) is considered. Additional details on BG models can be
found in [23].
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Figure 3. Schematic drawing of the concept of the BG model.

Algorithm 1 below summarizes the main steps to calculate the bagging trees prediction.

Algorithm 1: Bagging trees approach
Input: Training and testing datasets, D
Output: Prediction output
for i = 1 : N in TrainingDataset do

• Take a bootstrapped replica Di, from D
• Call Decision Tree with Di and receive prediction ŷi
• Add ŷi to the ensemble Ŷ
• Compute the final prediction: ŷ = 1

N ∑N
i=1 ŷi.

end
PredictionBaggestTrees ← ŷ;
return PredictionBaggestTrees

4. PV System Modeling and Validation

4.1. Data Analysis

In this study, we used one month of data collected every ten minutes under normal
operating conditions to construct the studied machine learning models. The first three
weeks are used to train the models, and the last week is testing data to verify the predic-
tion performance of the constructed models. The collected data contain nine variables:
solar irradiance, ambient temperature, cell temperature, maximum dynamic DC power,
DC current, DC voltage, AC power, AC current, and AC voltage. Figure 4 shows the
probability density function of the KDE fit to the nine recorded variables in training data,
which indicates that these datasets are non-Gaussian distributed. Table 4 summarizes the
descriptive statistics of each variable, which confirm the non-Gaussian distribution of data.
It would be challenging for traditional monitoring charts, such as DEWMA and EWMA,
that are constructed based on the Gaussian assumption of data.
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Figure 4. Distribution of the investigated time-series data.

Table 4. Descriptive statistics of the training data.

Min Max STD Q 0.25 Q 0.5 Q 0.75 Skewness Kurtosis

Ambient Temp 14.51 37.22 4.61 22.26 26.04 29.14 −0.22 2.36
Cell Temp 16.12 64.47 11.21 33.43 44.07 52.49 −0.25 1.98
Irradiance 42.67 1085.10 312.30 277.07 614.26 862.42 −0.21 1.65
DC voltage 205.56 263.19 9.24 227.58 233.76 240.11 0.01 2.78
DC current 0.50 11.78 3.22 3.22 6.57 8.96 −0.22 1.76
AC voltage 140.72 250.67 7.68 227.89 235.52 241.27 −0.64 7.28
AC current 0.38 11.83 3.00 3.24 6.45 8.49 −0.33 1.81
DC power 104.10 2969.84 733.36 784.03 1551.90 2034.70 −0.28 1.83
AC power 92.73 2857.53 703.93 764.18 1502.86 1961.53 −0.29 1.84

To quantify the self-similarity in the given time-series data over different delay times,
we computed the autocorrelation function (ACF). It is a time-domain measure of the
stochastic process memory. Importantly, the ACF for a time-series, xt is expressed as [36],

ρk =
cov(xt, xt−k)√

var(xt)var(xt−k)
(5)

where cov(xt, xt−k) denotes is the covariance between xt and xt−k, and var(x) refers to the
variance of x. Figure 5 depicts the ACF of the training data. Visually, we clearly observe the
presence of an apparent periodicity of 24 h. The time-series periodicity can be identified by
measuring the distance between two successive extremum points in the ACF. We suspect
this periodicity is caused mainly by the diurnal solar irradiance cycle.

It is important to note that the traditional monitoring charts are designed under the
assumption that the data are normally distributed and uncorrelated. However, in many real
applications, the normal distribution assumption is violated. In addition, it has been shown
in the literature that the performance of the traditional charts is significantly impacted by
the presence of autocorrelation [37,38]. Here, we observe from Figures 4 and 5 that the
collected data from the inspected PV system are non-Gaussian and correlated. Accordingly,
developing advanced monitoring charts based on machine learning is essential.
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Figure 5. Sample ACF of the training data.

Figure 6 depicts a Pearson correlation heatmap to highlight correlations between
measured variables. We can see from Figure 6 the presence of a strong relationship between
the following variables: irradiance, DC current, DC power, AC current, and AC power.
The DC current generated by the PV cell, PV module, or PV array is proportional to the
tilted irradiance. In the literature, there are many mathematical relationships that explain
this high correlation (i.e., more than 0.98) [39,40].

Figure 6. A Pearson correlation heatmap of data.

Since the cell temperature is proportional to the irradiance [41–43], there is a high
positive correlation (i.e., above 0.86) between cell temperature and the following parameters:
irradiance, DC current, DC power, AC current, and AC power. Furthermore, the cell
temperature is also influenced by variations in the ambient temperature.

The DC voltage of the PV module is the sum of the cell’s voltages in series. It is
generally almost stable but decreases when the cell temperature increases [39–41], which
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explains the presence of this negative correlation (i.e., around -0.59). Because the DC voltage
is almost stable, the DC power is directly proportional to variations of the DC current.

We observe from Figure 6 the absence of correlation between inverter AC voltage and
other variables. Indeed, the PV inverter converts DC energy to AC energy with typical
efficiency from 95% to 99% in recent inverters [44,45]. When driving power to the grid,
the PV inverter must provide a stable sinusoidal AC waveform that matches grid voltage
and frequency according to utility standards to obtain good synchronization.

Figure 6 shows clearly a high correlation between the irradiance, cell temperature,
current DC, AC current, power DC and power AC. The data of such a figure show positive
and negative correlations as well as low correlation between the DC voltage and the ambient
cell temperature, the DC current, AC current, DC power, and AC power. AC voltage does
not show a negative weak correlation with other parameters.

4.2. PV Array Modeling Using Ensemble Learning Models

In this study, we used one month of data collected every ten minutes under normal
operating conditions to construct the studied machine learning models. The first three
weeks are used to train the models, and the last week is testing data to evaluate the predic-
tion accurateness of the constructed models. Here, a fivefold cross-validation procedure is
adopted during the training to avoid the over-fitting problem. At first, we used the default
parameters for the BT and BST models: 30 learners with a minimum leaf size of 8, and a
learning rate of 0.1. We also considered hyperparameter optimization in this study by
investigating the performance of the optimized ensemble learning models (OBT and OBST).

Note that one of the most important steps in machine learning-based prediction is
hyperparameter tuning or optimization. Optimized ensemble models with tuned hyper-
parameters are characterized by the highest accuracy and least prediction error based on
the training dataset. Broadly speaking, hyperparameters can be computed via the mini-
mization of the loss function (e.g., mean squared error (MSE)) or via the maximization of
the prediction accuracy. Of course, the selection of the hyperparameters certainly plays a
crucial role in constructing accurate machine learning models, as the efficacy of the model
greatly relies on them. In this study, Bayesian optimization (BO) is applied to determine
the values of hyperparameters in the two investigated ensemble learning models [23,46].
The main advantage of the BO consists in its capability to select the optimal parameters
in an informed manner. More specifically, the BO accounts for the past evaluations when
selecting the hyperparameters set to consider next [47], making it less time-consuming
compared to both grid search and random search [48,49]. Table 5 lists the calculated values
of the hyperparameters of both BT and BST models using the BO procedure.

Table 5. The optimum hyperparameters using Bayesian hyperparameter optimization.

Model Hyperparameter Search Range Optimized Hyperparameters

-Number of learners: 10–500 -Number of learners: 10
Bagged -Minimum leaf size: 1–1684 -Minimum leaf size: 2

-Number of predictors to sample: 1–7 -Number of predictors to sample: 7

-Number of learners: 10–500 -Number of learners: 46
Boosted -Minimum leaf size: 1–1684 -Minimum leaf size: 89

-Number of predictors to sample: 1–7 -Number of predictors to sample: 7

Figure 7 depicts the actual and the predicted DC power from both the optimized and
non-optimized BT and BST models. From Figure 7, it is clear that the ensemble models can
catch the trend in the DC power data.
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Figure 7. Power prediction using BG, BS, OBG, and OBS models based on training data.

To visually show the prediction accuracy of the four investigated models, Figure 8
contains the boxplots of the prediction errors of each model. It confirms that the optimized
models can reach better performance compared to the non-optimized models in predicting
DC power. Specifically, we can see that the prediction errors of the optimized BG and BS
models fluctuate around zero, indicating that the models can capture the variation and
follow the trend in the DC power data. Hence, these boxplots affirm the promising predic-
tion capacity of the two optimized models. Figure 9 illustrates the empirical cumulative
distribution function of the prediction errors from the four models; similar conclusions
hold true. Figure 9 indicates the superior prediction performance of the OBG model, which
is followed by the OBS model.

Figure 8. Boxplot of residual errors of bagged tree, boosted tree, optimized BG, and optimized
BS models.
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Figure 9. Empirical CDF of the prediction errors for the invstigated models.

We also assessed the deviation of the prediction from each model (ŷ) and the testing
data (yt) in quantitative way by computing the three most commonly used statistical metrics:
root mean square error (RMSE), mean absolute error (MAE), coefficient of determination
(R2), and mean absolute percentage error (MAPE).

RMSE =

√
1
n

n

∑
t=1

(yt − ŷt)2, (6)

MAE =
∑n

t=1|yt − ŷt|
n

, (7)

R2 =
∑n

i=1[(yi, − ȳ) · (ŷi − ¯̂y)]2√
∑n

i=1(yi − ȳ)2 ·
√

∑n
i=1(ŷi − ¯̂y)2

, (8)

MAPE =
100
n

n

∑
t=1

∣∣∣∣yt − ŷt

yt

∣∣∣∣, (9)

where n denotes the length of the testing data. From Table 6, the results indicate that the
optimized models (i.e., OBT and OBST) achieved better prediction accuracy compared to
their unoptimized counterparts. This confirms that considering hyperparameter tuning using
Bayesian optimization is a very important step to reduce prediction errors and construct more
effective models. In addition, results show that the OBST achieved the best performance with
an RMSE of 11.36, which is followed by the OBT model with an RMSE of 14.65. Prediction
results have been significantly improved by optimizing the prediction models (Table 6).

Table 6. Evaluation scores of the prediction using testing data.

Methods RMSE R2 MSE MAPE (%)

BG 20.03 1 401.07 13.88

BS 53.98 0.99 2914.1 44.94

OBG 11.36 1 129.11 8.31

OBS 14.65 1 214.59 11.53
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5. EWMA and DEWMA Monitoring Schemes

This subsection presents the basic idea behind the EWMA and the DEWMA monitor-
ing charts. Unlike Shewhart charts employing only the value of the actual measurement,
the EWMA and DEWMA charts, as control charts with memory, are not very sensitive
in detecting small and moderate changes. Thus, they are better than Shewhart charts in
uncovering changes with small magnitude in the process mean.

5.1. EWMA Monitoring Scheme

Roberts introduced the EWMA chart as a memory chart to bypass the limitations of the
Shewhart chart in detecting small changes [50]. In short, the EWMA chart is characterized
by its use of information from the past and actual data points, making it sensitive to small
changes [51]. Lucas et al. investigated the statistical properties of the EWMA scheme
and showed it has similar performance to the CUmulative SUM (CUSUM) scheme in
sensing small changes. It is more straightforward to implement and use in practice than
the CUSUM chart [52–54]. The EWMA statistic is derived as a weighted linear combination
of current and past data.

st = νxt + (1 − ν)st−1; s0 = μ0, (10)

where ν denotes the smoothing parameter such that 0 < ν ≤ 1, and μ0 is usually selected
to be equal to the mean of fault-free data. Using small values of ν provides less weight to
the most recent data points and larger weight to the past observations. In other words, ν
regulates the memory depth of the EWMA chart. Crucially, the use of small values of ν
enables a more significant influence of the past observations, enabling the EWMA chart
to be more capable of sensing small changes [52,55,56]. In practice, ν is usually chosen
within the interval [0.15 0.3] for detecting anomalies with small or medium magnitude. We
observe that the EWMA chart becomes similar to the Shewhart chart if ν = 1.

From (10), we obtain the following formula by recursively substituting st,

st = ν
t−1

∑
j=0

(1 − ν)txt−j + (1 − ν)ts0. (11)

We observe from (11) that the weights ν(1 − ν)t are decreasing exponentially with
time, and the sum of these weights is unity because:

ν
t−1

∑
j=0

(1 − ν)txt−j = ν

[
1 − (1 − ν)t

1 − (1 − ν)

]
= 1 − (1 − ν)t. (12)

The upper and lower detection thresholds of the EWMA scheme are computed using
the following equation.

UCL, LCL = μ0 ± Lσ0

√
( ν
(2−ν)

[1 − (1 − ν)2t], (13)

where the factor L represents the width of the decision thresholds. From (13), the asymptotic
thresholds are expressed as:

UCL, LCL = μ0 ± Lσ0
√

ν
(2−ν) . (14)

As it can be noticed, the [1 − (1 − ν)2t] in (13) becomes closer to unity in case of larger
t. The EWMA chart signals a potential fault if the EWMA statistic exceeds the decision
thresholds. Here, we used the one-sided EWMA chart by using the absolute value of
the EWMA charting statistic and only an upper detection threshold. More details on the
EWMA chart can be found in [57].
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DEWMA Monitoring Approach

The DEWMA chart was introduced in [58,59] to improve the capability of the conven-
tional EWMA approach to sense small changes in the process mean. The basic concept of
the DEWMA is founded on the double exponentially weighted moving average, which
is a common forecasting technique in time-series analysis. Several authors investigated
the performance of the DEWMA in the litterature [60–63]. It has been shown in [64] that
the DEWMA outperformed the EWMA scheme in the detection fault with small and mod-
erate magnitude. The two charts deliver relatively similar results in the case of large and
moderate changes [65]. The DEWMA charting statistic, wt is derived as follows,⎧⎨⎩

w0 = s0 = μ0,
wt = νst +

(
1 − ν

)
wt−1,

st = νxt +
(
1 − ν

)
st−1, t = 1, 2, . . . , n.

(15)

As it can be noticed, in the DEWMA chart, the exponential smoothing is carried
out two times, and the wt values are extra smoothed (compared to the st). Here, we use
DEWMA with equal smoothing constant when computing st and wt as recommended
in [64]. We can compute the variance of wt as,

Var(wt) = ν4 1 + (1 − ν)2 − (1 − ν)2t((t + 1)2 − (2t2 + 2t − 1)(1 − ν)2 + t2(1 − ν)4)

(1 − (1 − ν)2)3 σ2. (16)

The asymptotic variance when t is large is computed as follows,

Varasymptotic(wt) =
ν(2 − 2ν + ν2)

(2 − ν)3 σ2. (17)

The DEWMA scheme declares an anomaly if the charting statistic wt overpasses the
decision thresholds, UCL, and LCL.

UCL, LCL = μ0 ± kσ

√
ν(2 − 2ν + ν2)

(2 − ν)3 . (18)

5.2. Monitoring PV Systems Using Ensemble Learning Techniques Based DEWMA Chart

As discussed above, there are several motivations for utilizing ensemble learning
methods with monitoring charts for fault detection purposes. The main motivation consists
in the capacity of ensemble learning methods to model multivariate input–output data,
and they outperform their alternative single models in many practical situations. It is
known that using ensemble models reduces the prediction error compared to single models.
Furthermore, monitoring charts, such as the EWMA and DEWMA, assume that data are
uncorrelated. Therefore, there is a consequent need for some ensemble-driven models for
generating uncorrelated residuals to enable successful fault detection using monitoring
charts. In addition, these integrated ensemble learning techniques-based monitoring charts
only employ the data of normal events to train the detection model, making them more
attractive for detecting faults in PV systems, since it is not always easy to obtain accurately
labeled data.

The proposed ensemble learning (BS and BG)-based DEWMA chart to detect anomalies
in PV systems is briefly explained in this section and depicted in Figure 10. Specifically, this
approach is implemented in two main stages: model construction using training data and
fault detection. At first, the ensemble learning models are trained using training data. Here,
Bayesian optimization is used to optimally find values of the hyperparameters of the BS
and BG models based on training data. In addition, in this step, the detection threshold of
the DEWMA and EWMA charts are computed when applied to the residuals obtained from
the ensemble learning models. Residuals represent the deviation separating the real output
measurements and the predicted values from the ensemble learning model. Under normal
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operating conditions of the inspected PV systems, the residuals are around zero due to noise
measurements and model errors; however, in the case of faulty conditions, the residuals
deviate significantly from zero. Here, the ensemble learning models (BS and BG) are trained
using fault-free data and then employed for monitoring new data. Then, in the second
stage, the constructed models are used for residuals generation, and the DEWMA chart
with the previously computed detection threshold is applied to detect potential anomalies
in the monitored PV systems.

Figure 10. The framework of the proposed ensemble learning-driven fault detection technique.

Note that the decision threshold of the DEWMA and EWMA charts is derived based on
the Gaussian distribution of data. However, often in practice, the underlying distribution
of data deviates from Gaussianity or is unknown. In such cases, the monitoring results
would be unsuitable. To bypass this limitation, in this paper, a non-parametric kernel
density estimation (KDE) method was used to set a detection threshold of the DEWMA
and EWMA for fault detection. For more details about KDE, refer to [66]. Importantly, it
has been shown that the use of KDE to set up the detection threshold does not need to
assume that the data follow a Gaussian distribution [67,68], which extends the flexibility
of the monitoring charts. Thus, KDE-based detection thresholds are widely employed for
process monitoring. A non-parametric detection threshold of the DEWMA chart using KDE
is carried out as follows. First, we used KDE to estimate the distribution of the DEWMA
statistic based on fault-free data. Given the DEWMA statistic w, the PDF through the KDE
is computed as follows.

f̂ (w) =
1

nh

n

∑
i=1

K
(

w − wi
h

)
, (19)

where K(·) is the kernel function, and h is the kernel bandwidth parameter and refers to the
number of samples. It is mentioned that the Gaussian kernel function is commonly used.

K(w) =
1√
2π

exp
(
− w2

2

)
. (20)

Now, the threshold of the distribution-free DEWMA chart is derived as the (1 − α)-th
quantile of the estimated distribution of the DEWMA statistic computed via the KDE. We
signal the presence of a potential anomaly if the DEWMA charting statistic exceeds the
KDE-based threshold.

The DEWMA with a non-parametric detection threshold is performed as follows:

• Step 1: Computing the DEWMA charting statistic (Equation (18)) for each observation.
• Step 2: Estimating the probability density function for given DEWMA measurements

via KDE.
• Step 3: Setting up the detection threshold based on the previously estimated distribu-

tion of DEWMA in a non-parametric way as the (1 − α)-th quantile.
• Step4: Flagging out a fault if the DEWMA statistic is above the detection threshold.
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To assess the efficiency of the studied ensemble learning-based monitoring charts,
we used six most commonly used performance measures: true positive rate (TPR), false
positive rate (FPR), accuracy, recall, F1-score, and area under curve (AUC), and EER (equal
error rate) [69]. For a binary detection problem, the number of true positives (TP), false
positives (FP), false negatives (FN), and true negatives (TN) is utilized to calculate the
performance measures. The 2 × 2 confusion matrix is depicted in Figure 11. The six
performance measures are computed as the following.

TPR =
TP

TP + FN
. (21)

FPR =
FP

TN + FP
. (22)

Accuracy =
TP + TN

TP + TN + FP + FN
. (23)

F1-score = 2
Precision · Recall

Precision + Recall
=

2TP
2TP + FP + FN

. (24)

EER =
FP + FN

NF
. (25)

Figure 11. Performance indices used in fault detection.

6. Results and Discussion

As discussed above, ensemble learning-based monitoring charts enable automatically
flagging anomalies in the inspected PV system while avoiding false alarms during normal
operating conditions. In this section, the ability of the proposed ensemble learning-based
DEWMA schemes to detect anomalies in the DC side of a PV system is assessed. Here,
the experimental data were collected from an actual PV system described in Section 2. This
study considered five kinds of anomalies: PV string fault (F1), inverter disconnection (F2),
circuit breaker faults (F3), partial shading of two pylons (F4), and two PV modules (PVM)
short-circuited (F5), as they are represented in Figure 12. For an effective fault detection
approach, the TPR, accuracy, F1-score, and AUC values should be close to 1 so that all faulty
data are detected. On the other hand, the FPR and EER values should be close to zero to
avoid false alarms. For a fair comparison between the competing fault detection methods,
in what follows, we used the optimized BG and BS models for each monitoring chart.

6.1. Scenarios with String Faults

The aim of the first experiment is to study the efficiency of the proposed methods in
detecting open-circuit faults in the monitored PV system. Broadly speaking, open-circuit
faults could be caused by the deterioration of DC protection or the disconnection between PV
modules in series. In this case, a string fault is intentionally generated by switching off the
circuit breaker of the PV system. More specifically, we disconnect one string from the PV array.
The results of the optimized ensemble models (BG)-based DEWMA and EWMA charts are
provided in Figure 13 and show the presence of energy losses in terms of DC power. The results
based on BS-based schemes are omitted because they all provide relatively similar results. We
observe that the considered monitoring charts with parametric and non-parametric thresholds
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perform similarly for detecting this severe fault that resulted in a decrease of relatively 50% of
the rated power, making it easy to detect by the investigated models.

Figure 12. Considered anomalies in this study.

Figure 13. Results of the BG-based schemes in monitoring a string fault: (a) BG-DEWMA scheme,
and (b) BG-DEWMA scheme.

6.2. Scenarios with Inverter Disconnections

In the next experiments, the efficiency of the BG and BS-based DEWMA charts and the
competing charts using both parametric and non-parametric thresholds have been investi-
gated in the case of inverter disconnections. Broadly speaking, inverter disconnections are
caused if the electrical characteristics exceed the operational limits of the inverter, which
are usually given in the datasheet. Note that if inverter disconnections occur, the PV system
will shut down until the re-connection of the inverter. In this case study, to verify the
detection efficiency of the considered methods, we selected one day of data with inverter
disconnection faults. Here, the inverter disconnections are caused by grid instability. More
specifically, the voltage and frequency of the grid overpassed the inverter operating limits.
Inverter disconnections can be recognized by their very short period and look like spikes,
making them easy to discriminate from temporary shading and string faults.

The monitoring results of the investigated ensemble learning-based fault detection
charts are depicted in Figure 14. Visually, Figure 14 indicates that these inverter disconnec-
tions have been recognized by the considered charts. In addition, we observe that residuals
of DC power from the BG and BS models deviate significantly from zero (Figure 14). This
means that the constructed models describe well the fault-free data and diverge in the
presence of faults. Table 7 lists the detection performance of the considered charts in
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terms of the five commonly used evaluation scores. As the magnitude of this fault is large,
Table 7 clearly indicates that the considered charts easily detect this fault. The results in
this table also revealed that the BG and BS-based DEWMA charts with non-parametric
thresholds achieved the best performance compared to the other charts. Here, the BS-
DEWMA obtained the best detection with an AUC of 0.99, which was followed by the
BG-DEWMA chart with an AUC of 0.9881. This could be due to the use of non-parametric
thresholds, allowing the DEWMA to be more sensitive than other considered charts. Note
that for this fault with a large magnitude, the two types of DEWMA charts (parametric and
non-parametric) have slightly similar performance.

Figure 14. Results of the BG and BS-based schemes in monitoring inverter disconnections: (a) BG-
DEWMA, (b) BG-EWMA, (c) BS-DEWMA, and (d) BS-EWMA schemes.

Table 7. Detection results by procedure when inverter disconnections occurred.

Method TPR FPR Accuracy AUC EER

BS-EWMApa 1 0.0779 0.9223 0.9610 0.0777
BS-EWMAnp 1 0.0304 0.9697 0.9848 0.0303

BS-DEWMApa 1 0.0276 0.9725 0.9862 0.0275
BS-DEWMAnp 1 0.0200 0.9801 0.9900 0.0199
BG-EWMApa 1 0.1511 0.8494 0.9244 0.1506
BG-EWMAnp 1 0.0257 0.9744 0.9872 0.0256

BG-DEWMApa 1 0.0437 0.9564 0.9781 0.0436
BG-DEWMAnp 1 0.0238 0.9763 0.9881 0.0237

6.3. Scenario with Circuit Breaker Faults

The third experiment aimed to assess the ability of the proposed monitoring schemes
in detecting circuit breaker fault failures. Crucially, the use of a residual current circuit
breaker (RCCB) with a miniature circuit breaker (MCB) is necessary for ensuring the desired
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performance and protecting PV systems from sudden shock or electrical anomalies. The key
role of RCCB is the protection of people from electric shock, and the principal MCB function
consists of protecting a PV system against short circuits or overloads. More specifically,
the RCCB immediately turns off the power in the presence of a potential electrical fault in
the inspected PV system. In this scenario, we generate an RCCB fault within one hour using
the collected data. Figure 15 shows the detection performance of the eight investigated
ensemble learning-based EWMA and DEWMA charts. We observe that this large fault has
been recognized by all the studied charts (Figure 15). We can also see that the BG-DEWMA
chart can clearly uncover this fault with reduced false alarms compared to the other charts.

Figure 15. Results of the BG and BS-based schemes in monitoring a circuit breaker fault: (a) BG-
DEWMA, (b) BG-EWMA, (c) BS-DEWMA, and (d) BS-EWMA schemes.

Table 8 presents the performance of the studied BS and BT-based monitoring schemes.
From Table 8, it can be clearly seen that BT-based schemes perform slightly better than
BS-based schemes. Here, BG-based schemes achieved an AUC of around 0.98, and BS-based
schemes obtained an AUC of around 0.97. This means that the considered schemes can
efficiently detect this RCCB fault. Results showed that the BG-based EWMA and DEWMA
schemes with non-parametric thresholds models reached the highest detection performance
in terms of the five evaluation metrics. As the magnitude of the occurred RCCB fault is
large, we can see that the BG-based EWMA and DEWMA schemes perform similarly.
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Table 8. Detection results by procedure when a circuit breaker fault occurred.

Method TPR FPR Accuracy AUC EER

BS-EWMApa 0.9815 0.0315 0.9692 0.9750 0.0308
BS-EWMAnp 0.9815 0.0241 0.9762 0.9787 0.0238

BS-DEWMApa 0.9815 0.0346 0.9662 0.9734 0.0338
BS-DEWMAnp 0.9815 0.0304 0.9702 0.9755 0.0298
BG-EWMApa 0.9815 0.0063 0.9930 0.9876 0.0070
BG-EWMAnp 0.9815 0.0042 0.9950 0.9886 0.0050

BG-DEWMApa 0.9815 0.0084 0.9911 0.9865 0.0089
BG-DEWMAnp 0.9815 0.0042 0.9950 0.9886 0.0050

6.4. Scenario with Shaded Modules

Next, the capability of the ensemble learning-based techniques in detecting partial shading
is demonstrated. Broadly speaking, different factors can cause shading losses, such as the instal-
lation of the PV system close to pylons and trees [8]. Crucially, the production of a PV system
exposed to partial shading will decrease from the desired production. Here, the monitored
system is exposed to two communication pylons (Figure 16), which can decrease the power
output. The data are collected within a period of the day in the presence of partial shading.

Figure 16. (Top) PV array with shaded modules due to two communication pylons installed in front
of this PV array. (Bottom) Shading of pylon 2 on PV sub-array 2.

The results of the BG and BS-based techniques are depicted in Figure 17. From the plots
in Figure 17, we observe that the partial shading of the two pylons resulted in a significant
power. It is observed from Figure 17 that the considered charts can sense the presence of this
partial shading. So, the proposed ensemble learning-based detection methods effectively
flagged out this partial shading. Furthermore, we notice that the BS-based EWMA and
DWEMA schemes detect this shading partially, i.e., with some missed detections. On the
other hand, all BG-based schemes provide good detection results of this partial shading.
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Hence, we conclude that the BG model catches most of the variability in the data compared
to the BS model, facilitating obtaining more sensitive residuals.

Figure 17. Results of the BG and BS-based schemes in monitoring partial shading: (a) BG-DEWMA,
(b) BG-EWMA, (c) BS-DEWMA, and (d) BS-EWMA schemes.

Table 9 shows that the non-parametric DEWMA performed better than the conven-
tional DEWMA and single EWMA schemes with lower FPR and the highest TPR, accuracy,
and precision. The non-parametric DEWMA reaches an AUC of 0.984, and the conventional
DEWMA and EWMA schemes reached, respectively, AUC values of 0.932 and 0.65. The con-
ventional schemes flag this shading but with some false alarms and missed detection. Such
results may indicate the non-parametric DEWMA rather than the conventional DEWMA
and EWMA charts for appropriately revealing partial shading in a PV array.

Table 9 lists the detection results of the BG and BS-based techniques in terms of the
five evaluation scores. From Table 9, it can be inferred that the BG-based EWMA and
DEWMA schemes with non-parametric thresholds outperformed all other methods by
providing the best detection performance with a TPR of 0.9805 and very few false alarms
(FPR = 0.9869), and an accuracy of 0.9869. This highlights the capacity of these BG-based
EWMA and DEWMA schemes in accurately detecting partial shading. Furthermore, it
is worth observing that the BG-based schemes with non-parametric thresholds dominate
the parametric BG-based schemes’ counterparts. In the parametric schemes, the detection
thresholds are determined based on the assumption of the Gaussian distribution of data,
which is not often valid. However, in the non-parametric counterparts, the threshold
is automatically determined using the KDE approach, making them more effective and
flexible. As expected for anomalies with a large magnitude as in this case of partial shading,
the DEWMA and the EWMA perform similarly. In contrast, the BS-based monitoring
schemes can sense the presence of power loss but with some missed detections. Here,
the BS-based DEWMA and EWMA schemes are showing comparable performance with an
AUC around 0.89 but with several missed detection (TPR around 0.8).
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Table 9. Detection results when shading has occurred.

Method TPR FPR Accuracy AUC EER

BS-EWMApa 0.8182 0.0342 0.9072 0.8920 0.0928
BS-EWMAnp 0.8052 0.0299 0.9046 0.8876 0.0954

BS-DEWMApa 0.8831 0.0983 0.8943 0.8924 0.1057
BS-DEWMAnp 0.7727 0 0.9098 0.8864 0.0902
BG-EWMApa 0.9740 0.0214 0.9768 0.9763 0.0232
BG-EWMAnp 0.9675 0.0128 0.9794 0.9774 0.0206

BG-DEWMApa 0.9935 0.0256 0.9820 0.9839 0.0180
BG-DEWMAnp 0.9805 0.0043 0.9869 0.9881 0.0103

6.5. Short-Circuit Fault

In this last investigation, we examine the performance of the proposed monitoring
schemes in the presence of short-circuit faults. Short-circuit faults if not detected can
induce degradation of the PV modules’ performance [70]. In this scenario, the BG and
BS-based monitoring schemes are verified in the case of two PV modules short-circuited.
The monitoring results of BG and BS-based strategies are presented in Figure 18. Here,
the EWMA and DEWMa charts are applied to residual of DC power obtained from the
already constructed ensemble learning models (i.e., BG and BT). We observe that the
studied monitoring schemes can recognize this short-circuit fault (Figure 18). The BS-based
DEWMA and EWMA schemes flag this fault, but with several missed detection. In contrast,
BG-based charts detect the fault with minimum false alarms and missed detection.

Figure 18. Results of the BG-based schemes in the presence of two short-circuited modules: (a) BG-
DEWMA, (b) BG-EWMA, (c) BS-DEWMA, and (d) BS-EWMA schemes.

Table 10 quantitively summarizes the results of BG and BS-based monitoring tech-
niques. From Table 10, the results confirm that the BS-based schemes dominate the
BG-based monitoring schemes. In addition, results revealed that the proposed BG-based
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DEWMA scheme with a non-parametric threshold provides the best results in this case
study. It is followed by its parametric counterpart.

Table 10. Detection results by procedure when two modules are short-circuited.

Method TPR FPR Accuracy AUC EER

BS-EWMApa 0.6230 0 0.7983 0.8115 0.2017
BS-EWMAnp 0.6407 0 0.8078 0.8204 0.1922

BS-DEWMApa 0.6319 0 0.8030 0.8159 0.1970
BS-DEWMAnp 0.6832 0 0.8305 0.8416 0.1695
BG-EWMApa 1 0.0122 0.9943 0.9939 0.0057
BG-EWMAnp 0.9876 0 0.9934 0.9938 0.0066

BG-DEWMApa 0.9965 0.0244 0.9867 0.9860 0.0133
BG-DEWMAnp 0.9929 0.0041 0.9943 0.9944 0.0057

In summary, this work shows that merging ensemble learning models to capture
describe DC power with the good detection capability of DEWMA enables an efficient
detection of anomalies on the DC side of a PV system. The ensemble learning-based fault
detection schemes presented in this paper can effectively detect the presence of potential
anomalies on the DC sides of the PV system, but they do not identify the types of detected
anomaly. Anomaly identification can be performed by the analysis of the DC current and
DC voltage. Table 11 lists the influence of the considered anomalies on DC current and DC
voltage. Overall, anomaly identification could be conducted by employing semi-supervised
anomaly detection methods, such as one-class SVM and isolation forest, to monitor DC
current and DC voltage.

Table 11. Considered faults with their indicators.

Duration DC Current Indicator (A) DC Voltage Indicator

PV string Faults (open-circuit) Permanent −50% No change

Circuit breaker fault Permanent Zero energy Voc (280–300)

Inverter disconnection Temporary (1–5 min) Zero energy Voc (280–300)

Partial shading (pylons) Temporary (0.5–2 h) −15/35% 220–260

2 PV modules short-circuited Permanent No change −10%

7. Conclusions

Accurate fault detection is essential to photovoltaic systems’ efficiency and continuous
operation while maintaining the desired performance level. In this work, we developed
and studied ensemble learning-based EWMA and DEWMA control charts that are suitable
for detecting different anomalies in the AC and DC sides of the PV system. This is mainly
motivated by the ensemble learning-driven models’ capability to enhance the performance
of machine learning models by merging numerous learners versus single regressors. Specif-
ically, the boosted trees (BST) and bagged trees (BT) models are considered in this study.
To enhance the detection performance, we employed Bayesian optimization to find the
optimal parameter values of the ensemble learning models based on training data. In addi-
tion, kernel density estimation is adopted to non-parametrically determine the detection
threshold of the DEWMA chart, which makes it more flexible in dealing with both Gaussian
and non-Gaussian data. In order to evaluate the accuracy and performance of the proposed
techniques, different electrical faults and environmental anomalies, generally occurring
in PV systems, were considered The obtained results showed that the detection and the
identification of faults were successfully achieved.

Despite the encouraging obtained results, future research works on PV systems moni-
toring could be undertaken in several directions:

• It would be useful to incorporate more data inputs such as open circuit voltage, short
circuit current, and fill factor to further enhance the fault detection and diagnosis
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capabilities of the proposed approach. Moreover, electrical sensors on the AC side of
the PV system at the connection point could be added to monitor the energy flow.

• We also plan to develop deep learning-driven monitoring charts by merging the
extended capacity of deep learning models (e.g., long short-term memory (LSTM) and
gated recurrent unit (GRU) [71,72]) in automatically extracting important features from
multivariate data with statistical monitoring charts such as the generalized likelihood
ratio test [73,74] to improve fault detection in PV systems.

• We plan also to construct parsimonious ensemble learning models by selecting only
the important variables for the prediction by the random forest algorithm. Then,
the reduced models can be employed for residuals generation to detect faults.

• Since the DEWMA chart assumes a fixed threshold [75], which may not be suitable to
deal with non-stationary (or time-varying) data, adaptive ensemble learning-based
DEWMA techniques will be developed in future work by allowing the thresholds of
these methods to varying online to account for the changing nature of the data.

• Data from PV systems are usually tainted with noise measurements, which can de-
grade the performance of the designed fault detection methods by increasing the
number of false alarms and masking pertinent features in data. Future works will
improve the robustness of the ensemble learning-based-DEWMA model to noisy mea-
surements by developing a wavelet-based DEWMA detector. Noise effects will be
reduced using wavelet-based multiscale denoising; hence, the fault detection perfor-
mance will significantly be improved.

• In addition, it will be interesting to investigate the detection capability of the proposed
data-driven anomaly detection methodology in other renewable energy systems, such
as wind turbine monitoring.

Author Contributions: F.H.: Conceptualization, formal analysis, investigation, methodology, soft-
ware, supervision, writing—original draft, and writing—review and editing. B.T.: Conceptualization,
formal analysis, investigation, methodology, writing—original draft, and writing—review and editing.
S.K.: Writing—original draft, and writing—review and editing. A.D.: Formal analysis, methodology,
writing—review, and editing. Y.S.: Investigation, conceptualization, formal analysis, methodol-
ogy, writing—review and editing, funding acquisition, and supervision. A.H.A.: Formal analysis,
investigation, review, and editing. All authors have read and agreed to the published version of
the manuscript.

Funding: This work was supported by funding from the King Abdullah University of Science and
Technology (KAUST), Office of Sponsored Research (OSR), under Award No: OSR-2019-CRG7-3800.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. IRENA. Renewable Capacity Statistics 2022; IRENA: Abu Dhabi, United Arab Emirates, 2022.
2. BloombergNEF Cost of New Renewables Temporarily Rises as Inflation Starts to Bite. Available online: https://about.bnef.com/

blog/cost-of-new-renewables-temporarily-rises-as-inflation-starts-to-bite/ (accessed on 18 August 2022).
3. REN21 Renewable Energy Policy, Renewables 2022 Global Status Report; UN Environment Programme: Nairobi, Kenya, 2022.
4. Caroline, T.; David, M.; Ulrike, J.; Matthias, A.; Ioannis Thomas, T.; Máté, H. Solar Bankability PV Investment Technical Risk

Management 2017; Solar Bankability: Brussels, Belgium, 2017.
5. Clean Energy Reviews Most Efficient Solar Panels 2022. 2022. Available online: https://www.cleanenergyreviews.info/blog/

most-efficient-solar-panels (accessed on 11 August 2022).
6. Obeidat, F. A comprehensive review of future photovoltaic systems. Sol. Energy 2018, 163, 545–551. [CrossRef]
7. Richter, M.; Tjengdrawira, C.; Vedde, J.; Green, M.; Frearson, L.; Herteleer, B.; Jahn, U.; Herz, M.; Köntges, M. Technical Assumptions

Used in PV Financial Models Review of Current Practices and Recommendations: International Energy Agency Photovoltaic Power Systems
Programme: IEA PVPS Task 13, Subtask 1: Report IEA-PVPS T13-08: 2017; International Energy Agency: Paris, France, 2017.

30



Energies 2022, 15, 6716

8. Pillai, D.S.; Rajasekar, N. A comprehensive review on protection challenges and fault diagnosis in PV systems. Renew. Sustain.
Energy Rev. 2018, 91, 18–40. [CrossRef]

9. Madeti, S.R.; Singh, S. A comprehensive study on different types of faults and detection techniques for solar photovoltaic system.
Sol. Energy 2017, 158, 161–185. [CrossRef]

10. Livera, A.; Theristis, M.; Makrides, G.; Georghiou, G.E. Recent advances in failure diagnosis techniques based on performance
data analysis for grid-connected photovoltaic systems. Renew. Energy 2019, 133, 126–143. [CrossRef]

11. Halwachs, M.; Neumaier, L.; Vollert, N.; Maul, L.; Dimitriadis, S.; Voronko, Y.; Eder, G.; Omazic, A.; Mühleisen, W.;
Hirschl, C.; et al. Statistical evaluation of PV system performance and failure data among different climate zones. Renew. Energy
2019, 139, 1040–1060. [CrossRef]

12. Walker, H. Best Practices for Operation and Maintenance of Photovoltaic and Energy Storage Systems; Technical Report; National
Renewable Energy Lab. (NREL): Golden, CO, USA, 2018.

13. Lumby, B. Utility-Scale Solar Photovoltaic Power Plants: A Project Developer’s Guide; Technical Report; The World Bank: Washington,
DC, USA, 2015.

14. Jones, C.B.; Stein, J.S.; Gonzalez, S.; King, B.H. Photovoltaic system fault detection and diagnostics using Laterally Primed
Adaptive Resonance Theory neural network. In Proceedings of the 2015 IEEE 42nd Photovoltaic Specialist Conference (PVSC),
New Orleans, LA, USA, 14–19 June 2015; pp. 1–6.

15. Madeti, S.R.; Singh, S. Modeling of PV system based on experimental data for fault detection using kNN method. Sol. Energy
2018, 173, 139–151. [CrossRef]

16. Harrou, F.; Taghezouit, B.; Sun, Y. Improved kNN-based monitoring schemes for detecting faults in PV systems. IEEE J. Photovolt.
2019, 9, 811–821. [CrossRef]

17. Benkercha, R.; Moulahoum, S. Fault detection and diagnosis based on C4. 5 decision tree algorithm for grid connected PV system.
Sol. Energy 2018, 173, 610–634. [CrossRef]

18. Dhimish, M.; Holmes, V.; Mehrdadi, B.; Dales, M. Comparing Mamdani Sugeno fuzzy logic and RBF ANN network for PV fault
detection. Renew. Energy 2018, 117, 257–274. [CrossRef]

19. Harrou, F.; Dairi, A.; Taghezouit, B.; Sun, Y. An unsupervised monitoring procedure for detecting anomalies in photovoltaic
systems using a one-class support vector machine. Sol. Energy 2019, 179, 48–58. [CrossRef]

20. Harrou, F.; Saidi, A.; Sun, Y.; Khadraoui, S. Monitoring of photovoltaic systems using improved kernel-based learning schemes.
IEEE J. Photovolt. 2021, 11, 806–818. [CrossRef]

21. Khaldi, B.; Harrou, F.; Benslimane, S.M.; Sun, Y. A data-driven soft sensor for swarm motion speed prediction using ensemble
learning methods. IEEE Sens. J. 2021, 21, 19025–19037. [CrossRef]

22. Toubeau, J.F.; Pardoen, L.; Hubert, L.; Marenne, N.; Sprooten, J.; De Grève, Z.; Vallée, F. Machine learning-assisted outage
planning for maintenance activities in power systems with renewables. Energy 2022, 238, 121993. [CrossRef]

23. Alkesaiberi, A.; Harrou, F.; Sun, Y. Efficient wind power prediction using machine learning methods: A comparative study.
Energies 2022, 15, 2327. [CrossRef]

24. Wang, W.; Harrou, F.; Bouyeddou, B.; Senouci, S.M.; Sun, Y. Cyber-attacks detection in industrial systems using artificial
intelligence-driven methods. Int. J. Crit. Infrastruct. Prot. 2022, 38, 100542. [CrossRef]

25. Lee, J.; Wang, W.; Harrou, F.; Sun, Y. Reliable solar irradiance prediction using ensemble learning-based models: A comparative
study. Energy Convers. Manag. 2020, 208, 112582. [CrossRef]

26. Freund, Y.; Schapire, R.E. A decision-theoretic generalization of on-line learning and an application to boosting. J. Comput. Syst.
Sci. 1997, 55, 119–139. [CrossRef]

27. Bartlett, P.; Freund, Y.; Lee, W.S.; Schapire, R.E. Boosting the margin: A new explanation for the effectiveness of voting methods.
Ann. Stat. 1998, 26, 1651–1686. [CrossRef]

28. Schapire, R.E. The boosting approach to machine learning: An overview. In Nonlinear Estimation and Classification; Springer:
Berlin/Heidelberg, Germany, 2003; pp. 149–171.

29. Bühlmann, P.; Hothorn, T. Boosting algorithms: Regularization, prediction and model fitting. Stat. Sci. 2007, 22, 477–505.
30. Chen, T.; Guestrin, C. Xgboost: A scalable tree boosting system. In Proceedings of the 22nd acm Sigkdd International Conference

on Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August 2016; pp. 785–794.
31. Bibi, N.; Shah, I.; Alsubie, A.; Ali, S.; Lone, S.A. Electricity Spot Prices Forecasting Based on Ensemble Learning. IEEE Access

2021, 9, 150984–150992. [CrossRef]
32. Friedman, J.; Hastie, T.; Tibshirani, R. Additive logistic regression: A statistical view of boosting (with discussion and a rejoinder

by the authors). Ann. Stat. 2000, 28, 337–407. [CrossRef]
33. Breiman, L.; Friedman, J.; Olshen, R.; Stone, C. Classification and Regression Trees; Chapman & Hall: London, UK, 1984.
34. Breiman, L. Bagging predictors. Mach. Learn. 1996, 24, 123–140. [CrossRef]
35. Sutton, C.D. Classification and regression trees, bagging, and boosting. Handb. Stat. 2005, 24, 303–329.
36. Box, G.E.; Jenkins, G.M.; Reinsel, G.C.; Ljung, G.M. Time Series Analysis: Forecasting and Control; John Wiley & Sons: Hoboken, NJ,

USA, 2015.
37. Alwan, L.C. Effects of autocorrelation on control chart performance. Commun. Stat.-Theory Methods 1992, 21, 1025–1049. [CrossRef]
38. Leoni, R.C.; Costa, A.F.B.; Machado, M.A.G. The effect of the autocorrelation on the performance of the T2 chart. Eur. J. Oper. Res.

2015, 247, 155–165. [CrossRef]

31



Energies 2022, 15, 6716

39. Stein, J.S.; Klise, G.T. Models Used to Assess the Performance of Photovoltaic Systems; Technical Report; Sandia National Laboratories
(SNL): Albuquerque, NM, USA; Livermore, CA, USA, 2009.

40. King, D.L.; Kratochvil, J.A.; Boyson, W.E. Photovoltaic Array Performance Model. 2004. Available online: http://www.
mauisolarsoftware.com/MSESC/xPerfModel2003.pdf (accessed on 18 August 2022).

41. Rawat, R.; Kaushik, S.; Lamba, R. A review on modeling, design methodology and size optimization of photovoltaic based water
pumping, standalone and grid connected system. Renew. Sustain. Energy Rev. 2016, 57, 1506–1519. [CrossRef]

42. Mora Segado, P.; Carretero, J.; Sidrach-de Cardona, M. Models to predict the operating temperature of different photovoltaic
modules in outdoor conditions. Prog. Photovolt. Res. Appl. 2015, 23, 1267–1282. [CrossRef]

43. Nguyen, D.P.N.; Neyts, K.; Lauwaert, J. Proposed Models to Improve Predicting the Operating Temperature of Different
Photovoltaic Module Technologies under Various Climatic Conditions. Appl. Sci. 2021, 11, 7064. [CrossRef]

44. Boyson, W.E.; Galbraith, G.M.; King, D.L.; Gonzalez, S. Performance Model for Grid-Connected Photovoltaic Inverters; Technical
Report; Sandia National Laboratories (SNL): Albuquerque, NM, USA; Livermore, CA, USA, 2007.

45. Driesse, A.; Jain, P.; Harrison, S. Beyond the curves: Modeling the electrical efficiency of photovoltaic inverters. In Proceedings of
the 2008 33rd IEEE Photovoltaic Specialists Conference, San Diego, CA, USA, 11–16 May 2008; pp. 1–6.

46. Protopapadakis, E.; Voulodimos, A.; Doulamis, N. An investigation on multi-objective optimization of feedforward neural
network topology. In Proceedings of the 2017 8th International Conference on Information, Intelligence, Systems & Applications
(IISA), Larnaca, Cyprus, 27–30 August 2017; pp. 1–6.

47. Shahriari, B.; Swersky, K.; Wang, Z.; Adams, R.P.; De Freitas, N. Taking the human out of the loop: A review of Bayesian
optimization. Proc. IEEE 2015, 104, 148–175. [CrossRef]

48. Snoek, J.; Larochelle, H.; Adams, R.P. Practical bayesian optimization of machine learning algorithms. Adv. Neural Inf. Process. Syst.
2012, 25. Available online: https://proceedings.neurips.cc/paper/2012/hash/05311655a15b75fab86956663e1819cd-Abstract.html
(accessed on 8 September 2022).

49. Nguyen, V.H.; Le, T.T.; Truong, H.S.; Le, M.V.; Ngo, V.L.; Nguyen, A.T.; Nguyen, H.Q. Applying Bayesian Optimization for
Machine Learning Models in Predicting the Surface Roughness in Single-Point Diamond Turning Polycarbonate. Math. Probl.
Eng. 2021, 2021, 6815802. [CrossRef]

50. Roberts, S. Control chart tests based on geometric moving averages. Technometrics 2000, 42, 97–101. [CrossRef]
51. Hunter, J.S. The exponentially weighted moving average. J. Qual. Technol. 1986, 18, 203–210. [CrossRef]
52. Montgomery, D.C. Introduction to Statistical Quality Control; John Wiley & Sons: Hoboken, NJ, USA, 2020.
53. Khaldi, B.; Harrou, F.; Cherif, F.; Sun, Y. Monitoring a robot swarm using a data-driven fault detection approach. Robot. Auton.

Syst. 2017, 97, 193–203. [CrossRef]
54. Harrou, F.; Nounou, M.; Nounou, H. A statistical fault detection strategy using PCA based EWMA control schemes. In

Proceedings of the 2013 9th Asian Control Conference (ASCC), Istanbul, Turkey, 23–26 June 2013; pp. 1–4.
55. Zeroual, A.; Harrou, F.; Sun, Y.; Messai, N. Integrating model-based observer and Kullback–Leibler metric for estimating and

detecting road traffic congestion. IEEE Sens. J. 2018, 18, 8605–8616. [CrossRef]
56. Harrou, F.; Sun, Y.; Madakyaru, M.; Bouyedou, B. An improved multivariate chart using partial least squares with continuous

ranked probability score. IEEE Sens. J. 2018, 18, 6715–6726. [CrossRef]
57. Lucas, J.; Saccucci, M. Exponentially weighted moving average control schemes: Properties and enhancements. Technometrics

1990, 32, 1–12. [CrossRef]
58. Shamma, S.E.; Shamma, A.K. Development and evaluation of control charts using double exponentially weighted moving

averages. Int. J. Qual. Reliab. Manag. 1992, 9. [CrossRef]
59. Shamma, S.E.; Amin, R.W.; Shamma, A.K. A double exponentially weigiited moving average control procedure with variable

sampling intervals. Commun. Stat.-Simul. Comput. 1991, 20, 511–528. [CrossRef]
60. Mahmoud, M.A.; Woodall, W.H. An evaluation of the double exponentially weighted moving average control chart. Commun.

Stat. Comput. 2010, 39, 933–949. [CrossRef]
61. Khoo, M.B.; Teh, S.; Wu, Z. Monitoring process mean and variability with one double EWMA chart. Commun. Stat. Methods 2010,

39, 3678–3694. [CrossRef]
62. Adeoti, O.A.; Malela-Majika, J.C. Double exponentially weighted moving average control chart with supplementary runs-rules.

Qual. Technol. Quant. Manag. 2020, 17, 149–172. [CrossRef]
63. Raza, M.A.; Nawaz, T.; Aslam, M.; Bhatti, S.H.; Sherwani, R.A.K. A new nonparametric double exponentially weighted moving

average control chart. Qual. Reliab. Eng. Int. 2020, 36, 68–87. [CrossRef]
64. Zhang, L.; Chen, G. An extended EWMA mean chart. Qual. Technol. Quant. Manag. 2005, 2, 39–52. [CrossRef]
65. Taghezouit, B.; Harrou, F.; Sun, Y.; Arab, A.H.; Larbes, C. A simple and effective detection strategy using double exponential

scheme for photovoltaic systems monitoring. Sol. Energy 2021, 214, 337–354. [CrossRef]
66. Rosenblatt, M. Curve estimates. Ann. Math. Stat. 1971, 42, 1815–1842. [CrossRef]
67. Chen, Q.; Wynne, R.; Goulding, P.; Sandoz, D. The application of principal component analysis and kernel density estimation to

enhance process monitoring. Control Eng. Pract. 2000, 8, 531–543. [CrossRef]
68. Taghezouit, B.; Harrou, F.; Sun, Y.; Arab, A.H.; Larbes, C. Multivariate statistical monitoring of photovoltaic plant operation.

Energy Convers. Manag. 2020, 205, 112317. [CrossRef]
69. Harrou, F.; Khaldi, B.; Sun, Y.; Cherif, F. An efficient statistical strategy to monitor a robot swarm. IEEE Sens. J. 2019, 20, 2214–2223.

[CrossRef]

32



Energies 2022, 15, 6716

70. Pei, T.; Hao, X. A Fault Detection Method for Photovoltaic Systems Based on Voltage and Current Observation and Evaluation.
Energies 2019, 12, 1712. [CrossRef]

71. Harrou, F.; Kadri, F.; Sun, Y. Forecasting of photovoltaic solar power production using LSTM approach. Adv. Stat. Model. Forecast.
Fault Detect. Renew. Energy Syst. 2020, 3. Available online: https://library.oapen.org/bitstream/handle/20.500.12657/43847
/external_content.pdf?sequence=1#page=17 (accessed on 18 August 2022).

72. Harrou, F.; Sun, Y.; Hering, A.S.; Madakyaru, M. Statistical Process Monitoring Using Advanced Data-Driven and Deep Learning
Approaches: Theory and Practical Applications; Elsevier: Amsterdam, The Netherlands, 2020.

73. Harrou, F.; Zeroual, A.; Sun, Y. Traffic congestion detection based on hybrid observer and GLR test. In Proceedings of the 2018
Annual American Control Conference (ACC), Milwaukee, WI, USA, 27–29 June 2018; pp. 604–609.

74. Madakyaru, M.; Harrou, F.; Sun, Y. Improved anomaly detection using multi-scale PLS and generalized likelihood ratio test.
In Proceedings of the 2016 IEEE Symposium Series on Computational Intelligence (SSCI), Athens, Greece, 6–9 December 2016;
pp. 1–6.

75. Knoth, S.; Saleh, N.A.; Mahmoud, M.A.; Woodall, W.H.; Tercero-Gómez, V.G. A critique of a variety of “memory-based” process
monitoring methods. J. Qual. Technol. 2022, 1–27. [CrossRef]

33



Citation: Hamied, A.; Mellit, A.;

Benghanem, M.; Boubaker, S.

IoT-Based Low-Cost Photovoltaic

Monitoring for a Greenhouse Farm in

an Arid Region. Energies 2023, 16,

3860. https://doi.org/10.3390/

en16093860

Academic Editor: Jesús Polo

Received: 19 March 2023

Revised: 26 April 2023

Accepted: 28 April 2023

Published: 30 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

IoT-Based Low-Cost Photovoltaic Monitoring for a Greenhouse
Farm in an Arid Region

Amor Hamied 1, Adel Mellit 1, Mohamed Benghanem 2,* and Sahbi Boubaker 3

1 Renewable Energy Laboratory, Faculty of Sciences and Technology, Departement of Electronics,
University of Jijel, Jijel 18000, Algeria

2 Department of Physics, Faculty of Science, Islamic University of Madinah, Madinah 42351, Saudi Arabia
3 Department of Computer and Network Engineering, College of Computer Science and Engineering,

University of Jeddah, Jeddah 21959, Saudi Arabia
* Correspondence: mbenghanem@iu.edu.sa

Abstract: In this paper, a low-cost monitoring system for an off-grid photovoltaic (PV) system,
installed at an isolated location (Sahara region, south of Algeria), is designed. The PV system is
used to supply a small-scale greenhouse farm. A simple and accurate fault diagnosis algorithm was
developed and integrated into a low-cost microcontroller for real time validation. The monitoring
system, including the fault diagnosis procedure, was evaluated under specific climate conditions.
The Internet of Things (IoT) technique is used to remotely monitor the data, such as PV currents,
PV voltages, solar irradiance, and cell temperature. A friendly web page was also developed to
visualize the data and check the state of the PV system remotely. The users could be notified about
the state of the PV system via phone SMS. Results showed that the system performs better under this
climate conditions and that it can supply the considered greenhouse farm. It was also shown that the
integrated algorithm is able to detect and identify some examined defects with a good accuracy. The
total cost of the designed IoT-based monitoring system is around 73 euros and its average energy
consumed per day is around 13.5 Wh.

Keywords: photovoltaic; monitoring system; fault diagnosis; internet of things

1. Introduction

Nowadays, as reported by the international energy agency (IEA), some isolated and
rural areas are experiencing a large shortage in the supply of electric power [1]. Around
770 million people are still living without access to electricity, particularly in Africa and
Asia [1]. Sub-Saharan Africa’s share of the global population without access to electricity
has risen from 74% before the COVID-19 pandemic to 77% after [1]. Due to the increase in
energy demand, the challenge has shifted from saving classical fuel-based energy sources
to creating and efficiently managing renewable energy sources mainly composed of solar
and wind.

Starting a few years ago, investment in solar photovoltaic (PV) energy has become
a common trend in developed and developing countries. This new orientation is mainly
empowered by a relative decrease in solar module cost. Thus, a large number of PV plants
were installed around the world. According to IEA [2], about 940 GW of PV were installed
at the end of 2021. The African Energy Outlook 2022 report estimates that between 2021
and 2030, more than 40% of total capacity additions will come from solar PV [3].

There are various applications of PV systems around the globe where PV sources may
provide appropriate solutions for remote sites without access to electricity. As this source
of power is free and does not require hard maintenance, most sectors are attracted by the
application of PV systems (e.g., telecommunication, water pumping, rural electrification,
building, health, transportation, street lights, electric vehicles, agriculture, etc.). For the
above-cited reasons, the current research work is devoted to investigate the performance of
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a PV system used to supply a small-scale greenhouse farm in a remote site located in the
south of Algeria.

Monitoring PV installations in order to detect probable defects is a real challenge
that should be faced by PV systems designers and end-users. The main objective of a
monitoring PV system is to maintain a high level of reliability, effectiveness of operation
and availability of the system to provide electricity in the best conditions. The defects that
may occur in a PV installation may significantly decrease the power yield and may exhibit
a high risk of fire [4,5]. As per the reference [6], the annual energy loss due to defects in PV
systems is estimated to be around 18.9%.

From research and engineering design perspectives, various kinds of PV monitor-
ing systems have been designed, deployed and studied. Among the recent automatic
monitoring systems developed worldwide, the system developed in [7] was based on the
European Solar Test Installation sensor. Despite the advanced technologies and novelties of
the developed system, the high sampling period (8 min) is a big drawback. In addition,
the storage capacity, limited to 16,300 measurements (observations), may represent a chal-
lenging limitation. Another recent work dedicated to a universal data acquisition system
(DAQ) for PV performance monitoring is designed based on a microcontroller (68B09). The
collected data can be easily accessed through a server, which can help users to perform the
diagnosis and analysis of the PV system under various operating conditions [8]. In [9], the
authors developed another data logging system using a 12-bit precision Analog to Digital
Converter (ADC). Despite the improvements embedded to the designed monitoring system,
the number of acquired variables remains small, which may limit the deployment of the
device. However, this system has the advantage of not requiring the physical connection
of the monitored system to the data collection server [10]. In [11], the authors designed
an improved Data Acquisition (DAQ) system for which the number of variables to be
acquired has reached 20 analog inputs, which seems to be acceptable, particularly for
small-scale applications.

Recently, with advancements in the field of embedded microcontrollers and telecom-
munication technologies such as wireless sensor networks (WSNs), many researchers were
attracted by the application of the internet of things (IoT) to remotely monitor their PV
systems. For instance, the authors in [12] designed a monitoring system (IoT-DAS) for
grid-connected PV systems. Among the features of such a system, we can cite its ability
to identify non-ideal (faulty or degenerated) operating conditions. The obtained results
are reported to show compliance with the International Electrotechnical Commission (IEC)
standard. Moreover, the developed system is found to be efficient in monitoring all neces-
sary parameters with low power consumption and high accuracy. Additionally, a smart
solar still prototype for water desalination was designed using a remote monitoring system,
based on the IoT technique [13]. The monitoring system is developed and integrated
into the hybrid solar still in order to control its evolution online, as well the quality of
the freshwater.

A monitoring system for smart greenhouses using IoT and deep convolutional neural
networks has been designed [14]. The controlled parameters such as air temperature,
relative humidity, capacitive soil moisture, light intensity, and CO2 concentration were
measured and uploaded to a designed webpage using appropriate sensors with a low-cost
Wi-Fi module (NodeMCU V3). The same Wi-Fi module, NodeMCU V3 ESP8266, was used
in [15] to monitor PV parameters such as current, voltage, and other data (air temperature
and relative humidity). In [16], the authors also used the same Wi-Fi-module (NodeMCU
V3) to monitor data of a 3.6 kWp On-grid PV system. The hardware cost of the designed
prototype is affordable. A low-cost monitoring system based on the internet as a prototype
was designed to measure solar PV generation of an off-grid system. The system cost was
around 33 USD [17] and an html page was used to upload the measured data.

A wireless low-cost solution based on long-range (LoRa) technology was used to
develop a PV monitoring system applied to an installation of 5 kW [18]. It allows for the
correct display of electrical and meteorological data in real tim, while the main limitation is
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its restricted duty cycle (1%). In [19], a new technique for fault diagnosis of PV systems
based on independent component analysis (ICA) is proposed. It can mainly diagnose
defects related to electrical failures. The system was evaluated based on simulation and
experimental data. A DAQ system based on open-access software and cloud service is
proposed in [20]. A comparative study against other IoT-based monitoring systems was
also presented and the result showed that this system could save energy up to 58%. In [21],
a novel strategy for monitoring a PV junction box based on LoRa for a PV residential
application is designed. The designed DAQ system is able to collect various parameters
and achieve excellent characteristics. The use of low-cost LoRa for designing an IoT-based
monitoring system was evaluated for a large-scale PV system in Istanbul [22]. The main
advantage of such a system is its low-cost. A Supervisory Control and Data Acquisition
(SCADA) system was also implemented through a DAQ. Extensive tests have shown this
system to have the lowest cost when applied for a PV plant with local data logging [23]. The
total cost of the designed monitoring system was around 761 USD, which is competitive
compared to the available SCADA systems. An intelligent monitoring system for automati-
cally monitoring PV plants was described and developed in [24]. To design this monitoring
system, the authors used software and cost-efficient hardware. Another option included in
this monitoring system is its ability to detect defective PV modules. For more details about
various configurations of data-acquisition systems based IoT, a good systematic review can
be found in [25].

A large share of future solar energy plants are going to be located in desert environ-
ments [26]. Dust build-up is the greatest technical challenge facing a viable desert solar
industry. Desertic regions (such as Sahara of Algeria) are more influenced by sandstorms,
and this has a negative impact of the PV plants installed in such regions. 60% energy yield
losses during and after sand storms are widely reported [27]. Various works were carried
out to study the performances of PV plants installed in similar regions [28–31]; however,
few works related to the development of smart PV monitoring systems were found in
the literature [32].

In one of our previous works [33], a DAQ system based on an Arduino board (a
low-cost microcontroller) and an ESP8266 Wi-Fi module, for PV parameters monitoring,
was developed. Although the designed DAQ system is inexpensive and can display the
collected data remotely via a website, some of the sensorsused are not sufficiently accurate,
such as the LM335 for temperature. In addition, this monitoring system is not able to detect
anomalies. To improve the system performance, in [34], we presented a similar work as
the one in [35], but in this work, the developed monitoring system is equipped with a
simple fault detection procedure. We also used more accurate sensors to measure solar
irradiance and cell temperature. The PV monitoring system was tested and evaluated at a
location in the north of Algeria (Jijel region) characterized by a Mediterranean climate. The
idea consists of integrating a fault detection algorithm inside a low-cost microcontroller
in order to detect faults in real-time. The system showed its ability to detect defective PV
modules with acceptable accuracy. The same monitoring system was tested and evaluated
in another location (Amiens, France, characterized by typical oceanic climate) with a little
improvement. In fact, we used the Matlab/Simulink environment with DSpace to examine
the accuracy of the designed monitoring system [35]. Three defects were studied and the
system showed a good ability to detect and identify the origin of the fault [35].

In Table 1 below, a summary of previous systems designed for monitoring PV solar
systems covering the period between 2018 and 2023 is provided. The focus of this compara-
tive study was mainly the location, used equipment/devices, cost, and power consumption.
Later in this paper, the performance of the system designed in this work will be provided
and compared to the systems provided in Table 1.
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Table 1. IoT-based PV monitoring systems.

Ref./Year
System/Monitored
Parameters

The Used
Devices

Platform/Type of
Network

Cost or
Complexity

Power
Consumed
Wh/Day

Region

[33]
2018

PV module
Air temperature, DC current,
DC voltage and light intensity

Arduino Mega
Webpage locally
hosted
Wi-Fi module 8266

€ 75
Easy N/A North of

Algeria

[18]
2019

Grid-connected PV
Air temperature, DC current,
DC voltage, solar irradiance
and DC power

Raspberry PI -
LoRa

39.26 EUR
easy N/A South of

Spain

[36]
2019

PV module
Current and voltage at the
maximum power

Arduino Uno ThingSpeak IoT
Wi-Fi module 8266

Easy and
low-cost N/A North of

India

[34]
2020

PV module
Air temperature, cell
temperature, DC current, DC
voltage and solar irradiance

Arduino Mega ThingSpeak IoT
Wi-Fi module 8266

80 EUR
Relatively easy N/A North of

Algeria

[37]
2020

Grid-connected PV
DC power N/A

Web visual
interface in HTML
ZigBee module
4G getway

N/A N/A East of
China

[20]
2021

PV module
Air temperature, relative
humidity, dust density, wind
speed and solar irradiance

N/A Blynk App
NodMCU ESP8266 300 USD N/A North of

India

[22]
2022

PV module
Air temperature, DC current,
DC voltage and
solar irradiance

Arduino Nano LoRa
Low power
and low cost
18.72 USD

6.11 North of
Turkey

[38]
2023

PV string
Air temperature, intensity
light, DC current and
DC voltage

Arduino Mega NodMCU ESP8266
Low-cost
Relatively
complex

N/A North pf
Pakistan

From the above Table 1 the following points can be highlighted:

- Wi-Fi module 8266 is the most used device to upload and visualize data into a platform
- The main collected data are DC current, DC voltage, module temperature, and so-

lar irradiance
- Most developed IoT-based monitoring systems are cost effective, where the cost ranges

between 39–300 USD.
- Arduino is the most employed microcontroller to develop the monitoring code.
- Based on the previous literature review, the research gaps can be summarized as follows:
- Most available IoT-based PV monitoring systems lack of fault detection and diagnosis

procedure and mainly used to only monitor data.
- Existing IoT-based monitoring systems are not evaluated under climatic conditions

characterized by severe sandstorms.
- The mostly used communication technology are the Wi-Fi, Zigbee, and GPS. Each of

them has a different performance in power consumption, distance covering, and cost.

The objective of the present study is to develop a low-cost IoT-based PV monitoring
system equipped with an effective fault diagnosis procedure. The system is evaluated
under specific climatic conditions (arid climate, Sahara of Algeria) with sandstorms. Addi-
tionally, other improvements are added to the system such as using suitable and low-cost
components. The PV system is used to supply a small-scale greenhouse farm installed in
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this region. The greenhouse is considered as a load of the stand-alone PV system. Thus,
the novelty is to evaluate the developed system (PV monitoring with fault detection pro-
cedure) under an arid-region with specific climatic conditions. To the best of the authors’
knowledge, this kind of monitoring system was not evaluated under such arid areas.

The main contributions of this work are summarized as follows:

- Develop a low-cost, portable IoT-based PV monitoring system that can be easily
extended to other applications in control and PV systems characterization.

- Integrate a PV fault diagnosis procedure in order to detect failures that may occur in
the PV module.

- Study and verify the feasibility of providing electricity to a mini greenhouse farm
at isolated arid area (Sahara of Algeria) under high temperature in summer and
sandstorms phenomena.

The rest of this paper is organized as follows: Materials and methods are given in
Section 2, including PV system and greenhouse prototype description, as well as the
designed IoT-based monitoring system description. Results and discussion are provided in
Section 3. Concluding remarks and perspectives are reported in the final section.

2. Materials and Methods

2.1. Photovoltaic System Description

The considered stand-alone PV system is installed in a desert region of Algeria (Ouar-
gla city), which is characterized by an arid climate. The system consists of two photovoltaic
panels connected in parallel, a charge regulator and a battery (See Figure 1). The climate of
Ouargla is subtropical desert, with mild winters (during which, it can be cold at night) and
very hot sunny summers. The PV system is designed to supply a small-scale greenhouse
farm (prototype).

Figure 1. The PV system under consideration and the considered location (Ouargla city: 31.9527◦ N,
5.3335◦ E).

The PV module specifications and the corresponding I-V curve are shown in Table 2
and Figure 2, respectively.

Since the objective of the present study is to develop a PV monitoring system to
analyze the behavior of the PV module under different operating conditions, including
different deficiencies, different kinds of faults were created intentionally. Figure 3 shows
photos taken onsite of the created/investigated faults.

The studied faults are, respectively, shading effect, short-circuited PV module, open-
circuited PV module, sand accumulated on PV modules, and covered PV module. As can
be seen in this figure, PV modules are subject to sandstorms, which decrease their output
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power significantly, in addition to the high temperature, which may reach 55 ◦C in the
summer at the study location.

Table 2. PV module specifications.

Module type 100 P (36)

Maximal power 100 W

Tolerance ±3%

Voltage at Pmax (Vmp) 17.45 V

Current at Pmax (Imp) 5.73 A

Open-circuit voltage (Voc) 21.87 V

Short-circuit current (Isc) 5.98 A

Figure 2. (a) The I-V curve of the PV module at Standard Test Conditions (STC) (b) the used
PV module.

Figure 3. Illustration of the investigated defects: (a) dirty PV module, (b) shading effect, (c) sand
accumulated on the surface, (d) open circuit, (e) short-circuit, and (f) covered PV module.
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2.2. Greenhouse System Description

Due to severe climatic conditions in the study location, keeping suitable environmental
conditions for plants is a big challenge. Plant watering and providing adequate air condi-
tioning need energy, which is not sufficiently available in such remote regions. Figure 4
shows a real photo of the designed greenhouse prototype. The greenhouse is equipped
with a watering system, light, and fans to keep adequate environmental conditions inside
the greenhouse. A simple controller is developed to monitor the operational parameters
such as temperature, humidity, water, and lighting inside the greenhouse. For that purpose,
three sensors were used; namely, soil moisture, Light Dependent Resistor (LDR), and
air temperature.

Figure 4. Photo of the designed greenhouse farm (prototype) with sensors.

To measure the temperature and the relative humidity, an AM2302 sensor (See Figure 4)
was used. Through this sensor, both the temperature and humidity can be measured
simultaneously. Cooling and heating are performed by using a Peltier cooling piece circuit
(Plate module 12706) (See Figure 4). Soil moisture is measured via the Soil Moisture Detector
Sensor (See Figure 4). Figure 5 shows the developed system during the testing phase. The
direction of the cooling or heating circuit is controlled by a 180◦ motor. It rotates in two
directions, according to the demand, through special electrical circuits (see illustration in
Figure 5, below).

Once the temperature is measured and compared to the reference temperature (Tref,
stored into the microcontroller), Algorithm 1 is run to set a suitable temperature.

Algorithm 1: Setting a suitable temperature

Step #1: Measure air temperature (Tm)
Step #2: Compare the measured (Tm) with the reference temperature (Tref), ΔT = Tm-Tref

If not (−2 ◦C < ΔT < 2 ◦C) then

If T > 2 then Open relay #1, open heating system with a delay of 3 min
else open relay #2, open cooling system with a delay of 5 min
endif

endif

Step#3: Display the results

Once the instantaneous value of humidity is measured using the previously mentioned
sensor, it is possible to control the increase or decrease in the humidity through a similar
algorithm used for the control of temperature. When the humidity level is slightly increased,
the fan installed at the top of the greenhouse is turned on until it returns to the reference
percentage. A door could be also opened for fresh air. To measure the illumination intensity,
we used an LDR sensor. When the illumination value decreases, a LED light turns on
immediately. A watering pump is turned on based on the measured value of soil moisture.
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Currently, for operating actuators, the implemented algorithms compare the measured
value with the reference value and make a decision. Table 3 shows the used components,
their specifications, and cost. The total estimated cost is also provided in this table.

Fan 

Window 

Figure 5. Illustration of the whole system during testing phase.

Table 3. The used components, specification and cost (Greenhouse farm).

Components Specifications Cost (€)

Cooling and heating circuit Peltier Plate Module 12706 Thermoelectric Cooler 5

Half-cycle electric motor Motor 180◦ 12 VDC 10

Exhaust fan Fan 12 VDC 4

Linear drive Motor 12 VDC 5

Aluminum angle tube Tube 10*10*600 6

Total 30

2.3. IoT-Based PV Monitoring System Description

A block diagram of a general PV monitoring system based on IoT technique is shown
in Figure 6 [32]. It consists of a PV array, sensors for measuring electrical and climatic
parameters (DC current, voltage, air temperature, and solar irradiance), a data-acquisition
unit based on a low-cost microcontroller (e.g., Arduino Mega), a combiner box, an inverter
with other sensors (AC current and voltage), a Wi-Fi module (network), and display devices
(computer or phone) posting the collected data.

The used ESP8266 Wi-Fi module is a self-contained SOC with integrated TCP/IP
protocol stack that can give any microcontroller access to a Wi-Fi network. The ESP8266 is
capable of either hosting an application or offloading all Wi-Fi networking functions from
another application processor.
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Figure 6. Block diagram of a PV monitoring system based on IoT technique.

Wi-Fi (based on IEEE standard 802.11) is a mature networking technology and is
appropriate for medium distances (100 m—few kms) with medium power consumption,
while Zigbee (based on IEEE standard 802.15.4) has low power consumption and cost, but
it is suitable only for small distances (up to 100 m). LoRa network is much appropriate for
large distances, up to 15 km, with low power consumption [32].

The electronic components of the developed monitoring system as well as the cost of
each item are included in Table A1 (See Appendix A).

To measure the PV current and voltage, an ACS712 sensor with a maximum current
of 30 A, and a voltage sensor with a maximum voltage of 25 V are used. Both sensors are
calibrated using the following expressions:

A =

(
5

Ir

1024
− 2.5

)
(1)

where, Ir is the measured real value of current.

V =

(
5

Vr

1024

)
(2)

where, Vr is the measured real value of voltage, R1 and R2 series resistors (tension divider)
Solar irradiance was measured by using a reference solar cells and calibrated with a

pyranometer (the calibration coefficient is K = 1000), so

Gr = kVm (3)

where, Vm is the produced voltage by the reference solar cell
The estimated total cost is around 73 EUR. As compared to other monitoring systems

such as those, respectively, in [33–35], this cost can be considered as low with accept-
able performance.

2.4. Fault Detection Procedure

The developed fault detection and diagnosis procedure is summarized in Algorithm 2.
Thp and Thv were estimated empirically after several experiments. Additionally, the

value limits of Isc (0.45 A and 0.55 A) were estimated experimentally (based on several
tests). It should be noted that these parameters are related to this PV configuration. K1 and
K2 denote the used relays allowing the measurement of two physical parameters (Isc and
Voc). These later help the estimation of the nature of the defect, which may occur in the
PV module.
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Algorithm 2: The developed fault detection and diagnosis procedure

Step #1: Read solar irradiance, cell temperature, Ipv, and Vpv
Step #2: Compare the measured power Pm= Ipv*Vpv with the one estimated based on one

diode model Pe, (ΔP = Pm-Pe),
if ΔP > = Thp then move to step #3
else move to step #1.
endif

Step #3: Open relay K2 and measure the Vocm
Step #4: Compare the measured Vocm with the one calculated Voce,

if (ΔVoc > Thv) then

if ΔVoc = Thv then send SMS (Shading effect: dust or sand accumulate),
else send SMS (Short-circuited or all PV modules are disconnected)
endif

else

open relay K1 and measure Iscm
calculated ΔIsc = Iscm-Isce

if 0.45 < ΔIsc < 0.55 then send SMS (PV module disconnected)
else send SMS (short circuited)
endif

endif

Figure 7a,b show the operation of the electronic circuits related to the two relays
during the measurement of Isc and Voc.

Figure 7. (a) Electronic circuit for measuring Isc (relays position) (b) Electronic circuit for measuring
Voc (relays position).

This procedure was written and integrated into an Arduino Mega board for a real-
time application. The algorithms built into the circuit were designed through the Matlab
program to determine the state of the system, normal or faulty, and then classify the type of
the defect.
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3. Results and Discussion

3.1. Experimental Results

Figure 8a shows the designed PV monitoring system based on the IoT technology.
It consists of voltage and current sensors, air temperature sensors, reference solar cell, a
DC-DC MPPT converter, a 16 × 4 LCD display for local results, and an electronic circuit
based mainly on an Arduino Mega2560 board and ESP8266 Wi-Fi module. Figure 8b depicts
the PV modules used to test the monitoring system under normal and abnormal conditions.

Figure 8. (a) The developed PV monitoring system based on the IoT technology and (b) the PV
modules used to test the monitoring system.

In order to display the results online (measured data), a webpage was designed.
For example, Figure 9a shows the collected data, such as the PV current, PV voltage, air
temperature, and solar irradiance (morning at 8 o’clock, 3 December 2022). Figure 9b shows
the measured data of the greenhouse.

Table 4 summarizes the power consumed by each used component of the monitoring
system. The power consumed by the designed IoT-based monitoring system is estimated
to be around 13.5 Wh/day.

Table 4. Power consumption of the used sensors and components.

Sensors/Component Current Drawn (mA) Time of Use
Consumed Energy
per Hour (Wh)

Consumed Energy per Day
Wh/day

Voltage sensor 8 10 h 0.048 0.48

Current sensor 10 10 h 0.050 0.50
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Table 4. Cont.

Sensors/Component Current Drawn (mA) Time of Use
Consumed Energy
per Hour (Wh)

Consumed Energy per Day
Wh/day

Temperature sensor 2.5 10 h 0.085 0.85

Wi-Fi module ESP8266 80 10 s per min 0.25 3.75

Arduino Mega 79 10 h 0.45 4.50

Solar irradiance - - - -

GSM module sim800l 80 One per 10 h 0.50 0.50

LCD4 × 16 20 10 s per min 0.15 2.25

Relay 90 twice per 10 h 0.65 0.65

Total 13.48

Figure 9. (a) Collected data of the PV system: Solar irradiance, air temperature, PV voltage and
PV current. (b) Collected data of the greenhouse farm: Temperature, Humidity, soil moisture, solar
irradiance and water level.

Figure 10 displays an example of the measured data (DC current and DC voltage) of a
PV module for a short period of a configuration of three PV modules connected in parallel
by the developed monitoring system.
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Figure 10. Measured DC current and DC voltage of a PV module.

3.2. Discussion

Figure 11 reports the collected curves under normal and abnormal operating condi-
tions. To check the effectiveness of the developed PV data-acquisition system, we compared
the measured (See Figure 11a) with the simulated under the Matlab environment (See
Figure 11b). As can be seen, a good agreement is obtained.

To check the effectiveness of the designed system, faulty scenarios were created. As
shown in Figure 11b, the measurement intervals were divided into 9 time periods (Z1,
Z2, . . . Z9) and each experiment lasted approximately 20 min. To test the circuit’s ability
to detect the fault, each period was compared with the corresponding one extracted from
the result obtained by the Matlab program.

For example, in region 2 (Z2), we notice that an error occurred (anomaly in the output
power). The error was detected based on the following detection Algorithm 3. The idea
consists of comparing the measured power with the estimated power.

Algorithm 3: The errors detection procedure

ΔP = Pmax_m − Pmax_e
If ΔP > Thp then default = true
else default = false
endif

Where Pmax_m is the measured power, Pmax_e is the estimated power based on
an explicit model [39]. The threshold Thp ∼= 3 was estimated empirically throughout
the experiments.

Then the next step aims to find the fault type based on the proposed procedure. In this
case, a single PV module is disconnected from the system. More details are listed in Table 5.

For example, in zone Z6, after measuring the module temperature and solar radiation
values, G = 802 W/m2, T = 20 ◦C, it was expected that the maximum power value should
be 182 W. However, the value of the current and voltage in the MPP were 2 A and 14 V,
respectively, and the estimated power was 28 W. Thus, the threshold Thp = 182-28 = 154 W.
The fault detection algorithm detects an anomaly in the system, and by tracking the value
of Voc and Isc, it was estimated that the defect corresponds to a covered solar panel.
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Figure 11. Electrical and changes in the faulty system. (a) The curve extracted from our website.
(b) The simulated curve under Matlab.
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Table 5. The state of the PV system over the time periods.

Zone Time (min) System Status

Z1 0–20 It works normally

Z2 20–40 Defective system (a single PV module separated)

Z3 40–60 It works normally

Z4 60–80 Defective system (total separation of PV panels)

Z5 80–100 It works normally

Z6 100–120 Faulty system (a significant part of the PV panels is covered, despite the clear weather)

Z7 120–140 It works normally

Z8 140–160 Faulty system (sand deposit on the surface of the PV panels)

Z9 160–180 It works normally

Figure 12 shows other tests developed under IoT-ThingSpeak application in the same
region. As can be seen from 12:55 to 13:00, the system works normally without any
fault (stable DC voltage and DC current). In a very short period of 1 min, we observe a
remarkable decrease in solar irradiance, DC voltage, and DC current. This is not a fault,
rather, the reason is that the clouds moved. However, during the period from 13:03 to
13:06, we can clearly observe a decrease in DC voltage and DC current due to the artificially
covered PV module. In the period from 13:07 to 13:08, the system is also faulty, due to an
accumulation of dust on the PV module. Then, when we removed the sand from the PV
module, the DC voltage and current increased again (time period 13:10).

Figure 12. Monitored data (air temperature, solar irradiance, DC voltage, and DC current) based on
ThingSpeak application.

Once the fault is detected and the nature of the defect estimated, an SMS is sent to
notify the user about the state of the system using a SIM8001 module (See Figure 13).
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Figure 13. Notifications of faults: Sending SMS messages to notify the user by phone about the state
of the PV system.

The designed system is equipped with an interactive webpage. This can help users
check the state of the PV system remotely. As an example, Figure 14 shows the notification
on the website. Additionally, the designed webpage is able to display the state of the PV
system, indicating the type of the defect online. As shown in Figure 14, all investigated
faults are reported clearly on the website (Faults: open circuit 1 PV module, open circuit
2PV module, short circuit, and other faults).

Our IoT-based monitoring system is equipped with a fault detection procedure and
can notify users about the system. In other presented systems, this option is not available.
This is the main difference between our study and those published that are only used to
monitor data.

3.3. Advantages and Limits of the Designed IoT-Based Monitoring System

Some advantages and limits of the proposed monitoring system are listed in Table 6.

Table 6. Advantages and limits of the proposed IoT-based monitoring system.

Advantages Limits

� Low cost and lower power monitoring system
� Easy to implement
� Interactive webpage can help users monitor their system remotely
� The integrated code can be reprogramed and updated at any time
� Other types of defects could be easily integrated into the microcontroller
� Users can be notified by an SMS regarding the state of their PV system
� The used Wi-Fi module ESP8266 module is an extremely

cost-effective board

� The system was tested and evaluated for a
small-scale PV system

� Security of the collected data
� Limited distance of the used Wi-Fi module
� The fault diagnosis procedure is developed for

only three types of faults
� The system is not able to detect multiple faults

The benefits of the PV monitoring system-based IoT technique compared to classical
monitoring systems are: (1) cost effective, as we use a low-cost Wi-Fi module, (2) higher
productivity and efficiency, is easily realized, and increases mobility.
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Figure 14. Notification of the state on the PV system displayed on the website.
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The major drawback of the IoT is to ensure the security of application in its large
database. In addition, a non-smart IoT system will have limited capability and will be
unable to evolve with big data. No security protocol is associated with the system to secure
the uploaded data on the website. Another limit is the short distance of the used Wi-Fi
module. A cost-effective embedded solution including IoT and fault detection techniques
seems to be an important technology that should be further improved for large scale
photovoltaic applications.

IoT technology will continue to play a major role in increasing the quality of the
monitoring and diagnosis of PV plants installed in remote locations. This can help users to
check their PV systems online, predict possible faults, visualize the evolution of different
parameters, and analyze the data [32].

4. Conclusions and Perspectives

In this paper, a low-cost PV monitoring system with a fault detection procedure was
designed. The system was simulated and verified experimentally in a specific desertic
region with a hot climatic condition and sandstorms (south of Algeria). The obtained results
show the designed system to be effective, particularly in its data-acquisition component and
real-time monitoring, specifically in fault detection and isolation. To collect data remotely, a
webpage was developed and activated. The investigated types of defects were, respectively,
disconnection of one or more panels, sand accumulated on a PV module, and short circuit
in a PV module. The IoT is a good platform for the development of a cost-effective smart
monitoring system, assuming the final application successfully complies with the relevant
technical standards. The developed system can help O&M make correct decisions about
the cleaning or changing of the PV modules.

This system was used to supply a small greenhouse farm (prototype) with consistent
environmental conditions. Experimentation investigation showed the capability of this
system to feed the used components by the greenhouse prototype, such as sensors, fans,
lamps, and a water pump.

IoT technology is strongly recommended for designing smart monitoring systems
with fault detection techniques for PV plants installed in desert regions. Furthermore, a
smart scheme is highly recommended for the fast isolation and immediate protection of
the plants.

The main limits of the developed PV monitoring system are: (1) it is suitable only for
very small-scale off-grid PV systems (PV string), (2) the Wi-Fi module used is limited in
terms of distance (up to 100 m), (3) only three major faults can be detected, and (4) the
uploaded data on the developed webpage are not secured.

To address the above issues, we plan to test the system for a large PV array by using
other suitable sensors (current and voltage). Additionally, other type of defects related to
the PV modules will be investigated, such as browning, bubbles, snail trails, and others.
We will use another long-range data transfer technology, such as LoRa, as LoRaWAn works
on a lower radio frequency band than Wi-Fi.
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Appendix A

Table A1. The used components, specification and cost.

Components Specifications Cost (€)

Current sensor
(ACS 711)

• Supply Voltage: 5 Vdc Nominal.
• Measurement Range: −30 to +30 Amps.
• Voltage at 0 A: VCC/2 (nominally 2.5 VDC).
• Scale Factor: 66 mV per Amp.
• 5 μs output rise time in response to step input current.
• 80 kHz bandwidth.
• Total output error 1.5% at TA = 25 ◦C.
• 1.2 mΩ internal conductor resistance.

5

Voltage sensor

• Voltage input range: DC 0–25 V
• Voltage detection range: DC 0.02440–25 V
• Output signal type: Analog
• Voltage Analog Resolution: 0.00489 V.

3

Temperature sensor
(AM2302)

• Power supply 3.3–5 V
• Response time of less than 0.5 s
• Measurement range—40 ◦C to 80 ◦C
• Accuracy ±0.5 ◦C

3

Reference solar cell
Si-V-1.5TC

• Solar cell: Monocrystalline Silicon (50 mm × 33 mm)
• Operating temperature: −35 ◦C to 80 ◦C
• Electrical connection via shielded cable, length 3 m standard, or IP 67 rated connector
• Case, protection mode: Powder-coated aluminum, IP 65
• Dimension, Weight: 155 mm × 85 mm × 39 mm, Approximately 350–470 g
• Irradiance ±5 W/sqm ±2.5% from value; with temperature compensation, vertical

light beam, and AM 1.5

15

Microcontroller
Atmega2560

• Program Memory Size (KB) 256
• CPU Speed (MIPS/DMIPS) 16
• Data EEPROM (bytes) 4096
• Timers 2 × 8-bit—4 × 16-bit
• Stand alone PWM 15
• Number of ADCs 0
• Diff ADC Inputs 14
• ADC Channels 16
• Max ADC Resolution (bits) 10
• Number of Comparators 1
• Temp. Range Min. −40
• Temp. Range Max. 85
• Operation Voltage Max.(V) 5.5
• Operation Voltage Min.(V) 1.8
• I2C 1–I2C

12

Wi-Fi module
Esp8266

• Operating Voltage 3.0~3.6 V.
• Operating Current Average value: 80 mA.
• Operating Temperature Range −40◦~125◦.
• Wi-Fi Protocols 802.11 b/g/n.
• Frequency Range 2.4–2.5 G (2400–2483.5 M).
• Types of Antenna PCB Trace, External, IPEX Connector, Ceramic Chip
• Distance 20 m.

6
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Table A1. Cont.

Components Specifications Cost (€)

GSM Module sim800l

• GSM: 850, 900, 1800 and 1900 MHz.
• FLASH: 16 Mbit.
• RAM: 32 Mbit.
• Power supply 3.4~4.4 V.
• Power saving. Typical power consumption in sleep mode is 1.04 mA.
• Quad-band: GSM 850, EGSM 900, DCS 1800, PCS 1900. Frequency bands: can search

the four frequency bands automatically.

10

Relay Maxtor (30 A;12 V), Module 4 relay 5 V, 10 A 7

LCD LCD16 × 4 6

Electronics components Diode, resistor, capacitor, transistor 5

Total 73
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Abstract: In this article, forecast models based on a hybrid architecture that combines recurrent
neural networks and shallow neural networks are presented. Two types of models were developed
to make predictions. The first type consisted of six models that used records of exported active
energy and meteorological variables as inputs. The second type consisted of eight models that used
meteorological variables. Different metrics were applied to assess the performance of these models.
The best model of each type was selected. Finally, a comparison of the performance between the
selected models of both types was presented. The models were validated using real data provided by
a solar plant, achieving acceptable levels of accuracy. The selected model of the first type had a root
mean square error (RMSE) of 0.19, a mean square error (MSE) of 0.03, a mean absolute error (MAE) of
0.09, a correlation coefficient of 0.96, and a determination coefficient of 0.93. The other selected model
of the second type showed lower accuracy in the metrics: RMSE = 0.24, MSE = 0.06, MAE = 0.10,
correlation coefficient = 0.95, and determination coefficient = 0.90. Both models demonstrated good
performance and acceptable accuracy in forecasting the weekly photovoltaic energy generation of the
solar plant.

Keywords: shallow neural networks; recurrent neural networks; predictive hybrid model; photovoltaic
energy; photovoltaic energy prediction

1. Introduction

Photovoltaic energy has experienced remarkable growth worldwide due to increasing
energy demand and the imperative to reduce greenhouse gas emissions. In both the
industrial and residential sectors, this renewable energy source meets the needs of large
consumers and promotes decentralized electricity production in homes, thereby reducing
reliance on non-renewable sources and fostering a sustainable energy model. Photovoltaic
energy generation stands out for its capacity to mitigate CO2 emissions, positioning it as
an effective and expanding solution in the fight against climate change and the transition
towards a cleaner and more sustainable energy future [1,2].

The proliferation of photovoltaics has brought forth a range of challenges that ne-
cessitate attention and innovative solutions. One pertinent issue is associated with the
intermittent and volatile nature of energy generation in photovoltaic systems, which is
directly influenced by weather conditions such as solar radiation, cloud cover, and seasonal
variations. The availability and intensity of sun radiation significantly impact photovoltaic
energy generation. Although solar panels convert sun radiation into electrical energy
during the day, this generation can fluctuate considerably due to climatic changes [3].

This volatility can lead to imbalances in the photovoltaic system, and they impact
the stability of the integrated electrical grid. In large-scale solar plants, particularly those
connected to the power grid, these unforeseen fluctuations can cause significant swings
in power generation, resulting in power quality issues and supply disruptions [4]. Apart
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from the technical and system stability challenges, the volatility of photovoltaic generation
also carries economic implications. Large solar plants typically operate based on long-term
power supply contracts, and any unanticipated variation in generation can lead to contract
violations and substantial financial losses [5].

To tackle this issue, several solutions have been developed. One of these solutions
involves the utilization of short-term forecast models. These models enable the monitoring
and forecast of photovoltaic energy generation based on weather conditions and other
pertinent factors. By employing machine learning techniques, these models provide more
precise forecasts, thereby aiding in the optimization of solar plant operations and mitigat-
ing the adverse effects of generation volatility. The pursuit of technological solutions is
pivotal in alleviating the negative impacts associated with such volatility, ensuring the
efficient integration of photovoltaic energy into the power grid and fostering the sustainable
development of this significant renewable energy source [6].

Solar plants regularly measure and record the daily exported active energy (EAE)
generated by their photovoltaic panels. These plants typically have weather stations that
capture important climatic variables. By combining these data, solar plants can monitor
their production and examine the relationship between the generated EAE and local
weather conditions. However, meteorological variables inherently exhibit volatility and
uncertainty, which means that unexpected fluctuations in these parameters can lead to
variations in the power output of photovoltaic systems.

Despite the research efforts made in recent years to develop innovative models that
can predict meteorological variables relevant to photovoltaic generation, an essential step
is often overlooked: the exploratory analysis of the data before its utilization. This analysis
provides a comprehensive understanding of the data’s characteristics and patterns, yielding
valuable insights to enhance forecast models and attain more accurate and dependable results.

Accurate forecasting of photovoltaic power generation is essential for ensuring efficient
operation of solar plants. Enhancing the precision of short-term forecasts has significant
benefits, including supporting the quality of operational schedules, providing guidance
for photovoltaic maintenance, and enabling effective response to emergency situations.
Typically, the data sources used for such forecasts include weather records, numerical
weather forecasts, and historical records of EAE generated by the solar plant [6].

In recent literature, comparative studies have been conducted on recurrent neural
networks (RNN) with various structural configurations, input hyperparameters, and pre-
diction horizons [7]. Additionally, there are research efforts focused on generating forecast
models for photovoltaic energy, which can be broadly categorized into three groups:

• Machine learning techniques: use artificial neural networks (ANN), RNN, support
vector machines (SVM), and genetic algorithm (GA) techniques.

• Statistical techniques: includes forecast models based on statistical techniques such as
regression analysis, Bayesian networks, time series analysis, autoregressive integrated
moving average (ARIMA), and autoregressive moving average (ARMA) models.

• Hybrid approaches: hybrid models combine elements of statistical methods, machine
learning techniques, and physical models.

While many studies in the field of photovoltaic energy forecasting primarily utilize
machine learning techniques, particularly RNNs, due to their effectiveness in processing
time series data, it is worth highlighting the significance of initiatives that explore the de-
velopment and utilization of hybrid models for predicting photovoltaic energy production.

In terms of model validation techniques, the majority of reviewed works tend to focus
on a single metric, such as the root mean square error (RMSE). There are other important
metrics that are often considered secondary. These metrics include mean square error
(MSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and Pearson’s
correlation coefficient. Additionally, these studies typically do not utilize large volumes of
data for training and validating their models [7–9].

Extreme weather conditions pose a challenge for accurate photovoltaic energy fore-
casts, as they can result in intermittent and unpredictable volatility in photovoltaic systems.
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While RNN models are effective for forecasting time-series data, they may encounter difficul-
ties when confronted with abrupt long-term climate changes. These changes can cause the
gradient to vanish during the training process of an RNN, leading to suboptimal forecasts.

In such situations, it is crucial to carefully consider the limitations and potential
drawbacks of RNN models. Alternative approaches or modifications to the traditional
RNN architecture, such as long short-term memory (LSTM) or gated recurrent unit (GRU)
models, may offer better performance and more robust forecasts in the face of extreme
weather events and long-term climate changes [9,10].

In this article, the focus is on the development of forecast models for the generation
of photovoltaic energy. It uses a base architecture described in a previous research work,
referred to as [11]. This hybrid architecture combines RNN and ANN components in two
hidden layers:

• The first layer contains neurons with LSTM or GRU recurrent units.
• The second layer is composed of shallow neurons with a multilayer perceptron

(MLP) structure.

Although this hybrid RNN–ANN architecture had already been used in the afore-
mentioned work, it only generated forecast models with a single input variable. However,
in this paper, multiple input variables are utilized in the models, and different hyperpa-
rameter configurations are explored. The input variables consist of historical EAE records
and measurements of weather variables, including solar radiation, temperature, and wind
speed, taken throughout one year. The hyperparameters are associated with the inter-
nal components of the model, including the activation function and the loss function,
among others.

Two types of models are configured. First, six models are developed that receive the
EAE records along with the weather variables as input. Second, eight models are created
that only use weather variables as input. Both types of models achieve good accuracy
in forecasting photovoltaic energy generation. The models with the best performance
indicators of each type are selected by analyzing five metrics: RMSE, MSE, MAE, correlation
coefficient, and determination coefficient. This process is accomplished through controlled
experiments and the optimization of various hyperparameter configurations. Finally, the
two models with the best performance of each type are compared. The results show that
the models using the EAE records along with the weather variables as input exhibit better
performance in most of the metrics.

The contributions of the results of this work are as follows:

• By using multiple variables as input in the generated models, the validation of the
efficient performance of the RNN–ANN hybrid architecture allows us to project the
improvement of the forecast models. This is because we can incorporate new variables
related to internal factors of the photovoltaic panels and other physical features in
subsequent works.

• The implementation, configuration, and generation of a wide variety of photovoltaic
energy forecast models through the RNN–ANN hybrid architecture.

• The general implementation of models based on the RNN–ANN hybrid architecture
stands out for its simplicity, flexibility, and applicability in various contexts, such as
wind energy forecasting or others, provided that the data sets are prepared as input
sequences for time series.

In relation to the primary studies reviewed in the related works section, this work
distinguishes itself through the following contributions:

• It provides a hybrid approach for generating forecast models, utilizing both univariable
and multivariable inputs. This approach can be further discussed to improve its
performance or combined with other RNN structures.

• It evaluates the performance of forecast models using five metrics. This allows for an
analysis of the models’ performances from different perspectives, thereby strengthen-
ing the evaluation stage.
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The article is structured as follows: the “Related Works” section provides a literature
review of the past five years, focusing on studies directly related to this work. This review
allows us to corroborate the innovation of the work carried out and the use of appropriate
techniques and metrics. The “Materials and Methods” section describes the data source,
the methodology used, the preliminary analysis of the data, as well as its preparation
and transformation. Additionally, the tool built and used to automate the entire process
of design and generation of predictive models is explained. The “RNN–ANN Models”
section presents the model design, hyperparameter configuration, and metrics used for
their assessment. Subsequently, the “Analysis of Experimental Results” section provides a
discussion of the results obtained through the selected models and performs a comparative
analysis. Finally, the article ends by stating the respective conclusions obtained from the
work carried out, as well as projections for future work. Table 1 below presents the list of
abbreviations used in this work.

Table 1. Abbreviation list.

Abbreviation Meaning Abbreviation Meaning

ANN Artificial neural network CO2 Carbon dioxide
RNN Recurrent neural network EAE Active energy exported
CNN Convolutional neural network SVM Support vector machine
LSTM Long short-term memory GA Genetic algorithm
GRU Gated recurrent units IRRAD Radiation
MLP Multi-layer perceptron TEMP Temperature

BiLSTM Bidirectional long short-term memory WS1 Wind speed
RMSE Root mean square error WANG Wind angle
MSE Mean square error KWh Kilowatt hour
MAE Mean absolute error ◦C Degree Celsius

MAPE Mean absolute percentage error W/m2 Watt per square meter
ARMA Autoregressive moving average MW Megawatts
ARIMA Autoregressive integrated moving average CSV Comma-separated values

SARIMA Seasonal autoregressive integrated moving average API Application programming interface

2. Related Works

The worldwide growth in the use of photovoltaic energy has driven the development
of various research initiatives aimed at obtaining high-precision models to forecast its
generation. Due to this, the present research work begins with a bibliographical review
of related works in this field in recent years to confirm which methodologies as well as
techniques are at the forefront of research.

Yesilbudak et al. [3] provided a bibliographic review of a methodology for the data
mining process for the forecast of electricity generation in solar plants. They presented
a general data analysis process. As a result, they returned a table that lists different
investigations that are referenced and points out the data that they use as input, as well as
the model used for the prediction. Many of the works analyzed use ANN techniques.

The work of Maciel et al. [12], evaluates the forecast accuracy of the global horizontal
irradiance, which is often used in short-term forecasts of solar radiation. The study uses
ANN models with different construction structures and input weather variables to forecast
photovoltaic energy production across three short-term forecast horizons using a single
database. The analyses were conducted in a controlled experimental environment. The
results indicate that ANNs using the global horizontal irradiance input variable provide
higher accuracy (approximately 10%), while their absence increases error variability. No
significant differences (p > 0.05) were identified in the forecast error models trained with
different input data sets. Furthermore, forecast errors were similar for the same ANN
model across different forecast horizons. The 30 and 60-neuron models with one hidden
layer demonstrated similar or higher accuracy compared to those with two hidden layers.

In [13], a study is described that uses a time-frequency analysis based on short wave-
forms of data combined with an RNN to forecast sun irradiation in the next 10 min. This
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validation allows the amount of photovoltaic energy that is generated to be estimated. The
validation results indicate that this forecast model has a deviation of less than 4% in 90.60%
of the sample days analyzed. The MSE of the final model improved accuracy by 37.52%
compared to the persistence reference model.

Carrera et al. [14] proposed the use of RNNs to forecast photovoltaic energy generation.
They designed two types of RNNs: one using weather forecast data, and one using recent
weather observations. Then, they combined both networks into PVHybNet, a hybrid
network. The final model was successful in predicting photovoltaic energy generation at
the Yeongam Solar Plant in South Korea, with an r2 value of 92.7%. These results support
the effectiveness of the combined network, which uses weather observations and forecasts.
It also outperformed other machine learning models.

In the article of Rosato et al. [15], a new deep learning approach was proposed for
the predictive analysis of energy-related time series trends, particularly those relevant to
photovoltaic systems. The objective was to capture the trend of the time series; that is, if
the series increases, decreases, or remains stable, instead of predicting the future numerical
values. The modeling system is based on a RNN of a LSTM structure, which are capable of
extracting information in samples located very far from the current one. This new approach
has been tested in a real-world case study, showing good robustness and accuracy.

The work described in [16] uses an LSTM-based approach for short-term forecasts
of global horizontal irradiance. Previous ANN and SVR results have demonstrated that
they are inaccurate on cloudy days. To improve the accuracy on these days, the k-means
clustering technique was used during data processing to classify the data into two cate-
gories: cloudy and mixed. RNN models were compared to assess different approaches, and
an interregional study was conducted to assess their generalizability. The results showed
that the r2 coefficient of LSTM on cloudy and mixed days exceeded 0.9, while RNN only
reached 0.70 and 0.79 in Atlanta and Hawaii, respectively. In the daily forecasts, all r2

values on cloudy days were approximately 0.85. It was concluded that LSTM significantly
improved accuracy compared to the other models.

The article by Hui et al. [17] proposed a hybrid learning method for weekly photo-
voltaic energy forecasting, utilizing weather forecast records and historical production
data. The proposed algorithm combined bi-cubic interpolation and bi-directional LSTM
(BiLSTM) to increase the temporal resolution of weather forecast data from three hours
to one hour and improve forecast accuracy. Furthermore, a weekly photovoltaic energy
classification strategy based on meteorological processes was established to capture the
coupling relationships between weather elements, continuous climate changes, and weekly
photovoltaic energy. The authors developed a scenario forecast method based on a closed
recurrent unit GRU and a convolutional neural network (CNN) to generate weekly photo-
voltaic energy scenarios. The evaluation indices were presented to comprehensively assess
the quality of the generated scenarios. Finally, the proposed method was validated using
photovoltaic energy power records, observations, and meteorological forecasts collected
from five solar plants in Northeast Asia to demonstrate its effectiveness and correctness.

In the study conducted by Xu et al. [18], the current state of research on renewable en-
ergy generation and predictive technology for wind and photovoltaic energy was described.
The authors proposed a short-term forecast model for multivariable wind energy using
the LSTM sequential structure with an optimized hidden layer topology. They evaluated
physical models, statistical learning methods, and machine learning approaches based on
historical data for wind and photovoltaic energy production forecasting. They examined
the impact of cloud map identification on photovoltaic generation and focused on the
impact of renewable energy generation systems on electrical grid operation and its causes.
The article provided a summary of the classification of wind and photovoltaic power
generation systems, as well as the advantages and disadvantages of photovoltaic systems
and wind power forecasting methods based on various typologies and analysis methods.

In the article by Nkambule et al. [19], the authors introduced nine maximum power
point tracking techniques for photovoltaic systems. These techniques were used to maintain
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the photovoltaic element array at its maximum power point and extract the maximum
power available from the arrays. The authors evaluated and tested these techniques under
different climatic conditions using the simulation software MATLAB SIMULINK. The
tested machine learning algorithms included a decision tree, multivariate linear regression,
Gaussian process regression, k-weighted nearest neighbors, linear discriminant analysis,
packed tree, Naive Bayes classifier, support vector machine (SVM), and RNN. The ex-
perimental results showed that the k-weighted nearest neighbors technique performed
significantly better compared to the other machine learning algorithms.

One interesting study related to the analyzed topic is presented in [20], which proposed
an improved deep learning model based on the decomposition of small wavelet data for
the prediction of solar irradiance the next day. The model uses CNN and LSTM and
was established separately for four general types of climates (sunny, cloudy, rainy, and
heavy rainy) due to the high dependence of sun radiation on weather conditions. For
certain weather types, the raw solar irradiance sequence is decomposed into sub-sequences
using discrete wavelet transformation. Each sub-sequence is then fed of a local CNN-
based feature extractor to learn its abstract representation automatically. As the extracted
features were also time-series data, they were individually input into LSTM to build the sub-
sequence forecasting model. The final results of solar irradiance forecast for each weather
type were obtained through the reconstruction of the small wavelet data of these forecast
sub-sequences. The proposed method was compared with traditional deep learning models
and demonstrated an improved predictive accuracy.

The article by Alkandari and Ahmand [21] describes the task of forecasting photo-
voltaic energy generation from weather variables such as solar radiation, temperature,
precipitation, wind speed, and direction. The authors analyzed different techniques to de-
termine the most suitable for photovoltaic energy forecasting. They proposed an approach
that combined different techniques based on RNN models and statistical models based on
their experimental results.

In [22], a data analysis process was developed to evaluate the performance of a pre-
dictive model generated using a database containing information on historical data of the
energy produced. They highlighted the importance of performing good data preprocessing
through various tasks in the initial stage of the work. They showed forecasts at different
time horizons using ANN implementations, which have been used to solve similar prob-
lems in the past. First, they evaluated the interaction between anomaly detection techniques
and predictive model accuracy. Second, after applying three performance metrics, they
determined which one was the best for this particular application.

The research by Harrou et al. [23] proposed a model based on RNN with LSTM
structure for the short-term prediction of photovoltaic energy production. The model was
evaluated using records of power generation in 24-h segments, using data from a solar
plant. The authors described the model used and highlighted its good performance during
the training stage. In further development, they indicated their intention to incorporate
weather variables into the model to further improve the model results.

The work of De et al. [24] proposed photovoltaic energy forecast models using RNNs
with LSTM units. Limited datasets of one month were used with a frequency of 15 min. The
goal was to achieve accurate forecasts with the LSTM framework. The results showed high
precision, even with limited data, and in a reasonable amount of time. The hyperparameters
were optimized, and variables such as temperature, panel temperature, stored energy,
radiation, and output power were used.

In the work of Chen et al. [25], the authors analyzed the effects of various meteoro-
logical factors on the generation of photovoltaic energy and their impact during different
periods. They proposed a simple radiation classification method based on the characteris-
tics of the radiation records, which helps in selecting similar time periods. They employed
the time series characteristic of photovoltaic energy production records to reconstruct the
training dataset in a given period, which included output power and weather data. They
presented the development of an RNN model with neurons in a LSTM structure, which
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was applied to data from two photovoltaic systems. The forecast results of this model stood
out when they were compared to four other models.

The work of Sharadga et al. [26] evaluated various RNN models for forecasting
photovoltaic energy output power using time series. Statistical techniques such as ARMA,
ARIMA, and SARIMA were compared with RNN models and their variants, such as LSTM,
BiLSTM, recurrent layer, direct RNN, MLP, and c-mean fuzzy clustering. The impact of the
time horizon on the forecasts was analyzed, and hourly forecasts were made using data
from a photovoltaic power station in China with a total of 3640 operating hours.

The study by Rajagukguk et al. [27] analyzed deep learning models for predicting
solar radiation and photovoltaics in a time series. They compared four models: RNN,
LSTM, GRU, and CNN–LSTM, considering accuracy, input data, forecast horizon, station
type, weather, and training time. The results showed that each model had strengths and
limitations under different conditions. LSTM stood out, with the best performance in terms
of RMSE. The CNN–LSTM hybrid model outperformed the independent models, although
it required more training time. Deep learning models are better suited to predict solar
radiation and photovoltaics than conventional machine learning models. It is recommended
to use the relative RMSE as a proxy metric to compare accuracy between models.

In the study provided by ref. [28], a methodology based on spectral irradiances
and GA was presented to analyze the performance of photovoltaic modules. It was
observed that the power conversion efficiency of these modules can vary, even under the
same solar radiation. A case study was carried out in Malaysia, where twelve types of
commercial photovoltaic modules were selected to simulate their conversion efficiencies
and annual energy yields. This methodology provides detailed information on local spectral
radiations and photovoltaic energy specifications, allowing for accurate analysis of module
performance.

The work cited in [29] presents a methodology to calculate the energy conversion
efficiency in organic photovoltaic cells by means of indoor measurements. A solar simulator
and the measured local solar spectrum were used, considering optical and electrical factors.
As a case study, random data of local solar spectra was collected throughout the year in
Malaysia from 8:00 a.m. to 5:00 p.m. or 6:00 p.m. This analysis provides guidance for
selecting the proper organic materials in solar cells and optimizing their performance at
specific locations.

The study conducted by Jaber et al. [30] presented a forecast model based on a gener-
alized regression ANN to compare the performance of six photovoltaic modules. Using
variables such as cell temperature, irradiance, fill factor, peak power, short circuit cur-
rent, open circuit voltage, and the product of the last two variables, 37,144 records from
247 module curves were collected under various climatic conditions in Malaysia. The
results obtained showed a high precision in the prediction of the performance of the
photovoltaic modules.

In the work of Diouf et al. [31], the impact of the operating temperature on the
performance of photovoltaic modules was analyzed. A temperature forecast model was
developed using ambient temperature and solar irradiance data obtained in a tropical
region. The proposed approach captured the temperatures of the photovoltaic modules in
different weather conditions, and they were compared with the experimentally measured
values. The results showed that the proposed models outperformed those developed by
other authors in terms of accuracy, which was evaluated using the MSE metric.

Bevilacqua et al. [32] investigated the effect of sun radiation on the temperature of
photovoltaic panels. They proposed a one-dimensional finite-difference thermal model to
calculate the temperature distribution within the panel and predict electricity production
under various climatic conditions. The results revealed that, although the temperature
could be predicted with high accuracy, the accuracy in predicting the power output varied.
The model was validated using one year of experimental data at the University of Calabria,
demonstrating excellent agreement between power predictions and actual measurements.
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In the work of Zhang et al. [33], the influence of factors on photovoltaic energy forecast-
ing was analyzed using ANN surface and small wave models. The effects of atmospheric
temperature, relative humidity, and wind speed on polysilicon and amorphous silicon
cells were examined. The experimental results revealed that atmospheric temperature had
the highest correlation with output power in polysilicon cells, followed by wind speed
and relative humidity. For amorphous silicon cells, relative humidity showed the highest
correlation, followed by atmospheric temperature and wind speed.

He et al. [34] presented a forecast model for photovoltaic energy generation that uses
a BiLSTM structure in an RNN. They selected the weather factors that affected energy
generation using the Pearson correlation coefficient. Then, the design and implementation
of the proposed model were detailed and evaluated using real data collected from a solar
plant in China. The experimental results confirmed that the model had the low forecast
error and highest accuracy of fit than the other tested models, such as SVR, decision tree,
random forest, and LSTM.

Chen and Chang [35] proposed a method to forecast photovoltaic energy based on an
RNN with a LSTM structure. They used Pearson’s correlation coefficients to analyze the
influence of external conditions on the variation of photovoltaic energy and eliminate irrel-
evant characteristics. The results of the case study showed that sun radiation, temperature,
and humidity played a decisive role in this variation. Compared with conventional ANN
algorithms, such as a radial basis ANN function and time series, the proposed method
demonstrated superior performance in terms of accuracy.

In the work of Konstantinou et al. [36], an RNN model was evaluated to forecast
photovoltaic energy generation 1.5 h in advance. Using the historical production records
of a solar plant in Cyprus as input, the model was defined and trained. Performance
evaluation was performed using graphical tools, calculating the RMSE metric, and applying
cross-validation. The results showed that the proposed model made accurate predictions
with a low RMSE value, and cross-validation confirmed its robustness by significantly
reducing the average of the obtained RMSE values.

Nicolai et al. [37] presented three hybrid models that combine physical elements with
ANNs to improve forecast accuracy. The first model uses a combination of ANNs and a five-
parameter physical model. The second model uses a matching procedure with historical
data and an evolutionary algorithm called social network optimization. The third model
uses clear sky radiation as input. These models were compared with physical approaches
and a simple forecast based on ANNs. The results demonstrated the effectiveness of these
hybrid models in obtaining accurate forecasts.

In their classic article, Hochreiter and Schmidhuber [38] addressed the challenge
of storing long-term information in RNNs and proposed a solution called LSTM. They
noted that traditional recursive backpropagation presents difficulties due to the lack of
adequate error flow. Therefore, LSTM was introduced, which utilizes special units and
multiplicative gates to maintain a constant flow of error and control its access. They claimed
that LSTM is computationally efficient and capable of learning to overcome significant time
delays. Experiments using artificial data demonstrated that LSTM outperformed other
RNN algorithms, exhibiting better performance and faster learning.

Schuster and Paliwal [39] presented the BiRNN, an extension of regular RNNs that
overcomes limitations by training in both positive and negative time directions. They
demonstrated its superior performance in regression and classification experiments using
data and artificial phonemes from TIMIT. Furthermore, they proposed a modified two-
way structure to estimate the conditional posterior probability of complete sequences
without making any explicit assumptions. The results were supported by experiments
using real data.

Learning with RNNs in long sequences presents significant challenges. Article [40] in-
troduced the Dilated-RNN connection structure, which addresses the challenges of complex
dependencies, vanishing or exploding gradients, and efficient parallelization. The Dilated-
RNN utilizes dilated recurrent hop connections and can be combined with different RNN
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cells. Furthermore, it reduces the required parameters and improves training efficiency
without compromising performance on tasks with long-term dependencies. A suitable
memory capacity measure for RNNs with long hop connections was presented. The advan-
tages of Dilated-RNNs were rigorously demonstrated, and the code is publicly available.

In [41], a quantum model was proposed that introduces a truly quantum version
of classical neurons, enabling the formation of feed-forward quantum neural networks
capable of universal quantum computing. The article described an efficient training method
for these networks using fidelity as a cost function, providing both classical and quantum
implementations. This method allows for fast optimization with minimal memory require-
ments, as the number of required qubits scales only with the network’s width, facilitating
the optimization of deep networks. Additionally, the study demonstrated the remarkable
generalization behavior and impressive resilience to noisy training data exhibited by the
proposed model when applied to the quantum task of learning an unknown unit.

Zhou et al. [42] highlighted that advantageous quantum computing and communica-
tion schemes have been proposed. However, the practical implementation of these schemes
remains challenging due to the complexity of preparing quantum states. To address this,
the authors introduced a quantum coupon collector protocol that utilizes coherent states
and simple optical elements. Experimental demonstrations using realistic equipment
showed a notable reduction in the number of samples required to learn a specific set,
surpassing classical methods. Additionally, the study explored the potential of the protocol
by constructing a quantum game that also exceeded classical limitations. These findings
highlight the advantages of quantum mechanics in the realms of machine learning and
communication complexity.

The work described in [43] introduced a novel approach for developing neural net-
works based on quantum computing devices. The proposed quantum neural network
model leverages individual qubit operations and measurements in real-world quantum sys-
tems affected by decoherence. This approach effectively addresses the challenges associated
with physical implementation by utilizing naturally occurring decoherence. Additionally,
the model employs classically controlled operations to mitigate the exponential growth
of the state space, resulting in reduced memory requirements and efficient optimization.
Benchmark tests demonstrated the model’s impressive nonlinear classification capabili-
ties and robustness to noise. Moreover, the model extends the applicability of quantum
computing and provides potential advancements in the field of quantum neural computers.

Finally, the objective of the study of Dairi et al. [44] was to develop accurate forecast
models for photovoltaic energy production. The Variational AutoEncoder (VAE) model
was used because of its performance in time series modeling and its flexibility in nonlinear
approximations. Data from two photovoltaic plants were used to evaluate the performance
of deep learning models. The results showed that the VAE outperformed other deep
learning methods and benchmark machine learning models. Additionally, the performance
of eight deep learning models, including RNN, LSTM, BiLSTM, GRU, CNN–LSTM, stacked
autoencoders, VAE, and restricted Boltzmann machine, as well as two common machine
learning models, logistic regression and support vector regression, were compared.

Based on the reviewed works, it is worth noting that RNNs are primarily used in the
context of forecast models for photovoltaic energy production in solar plants. Within RNNs,
the most used are those with a LSTM structure, followed by those based on a GRU structure.
The works analyzed can be classified into three groups according to the techniques used:

• Machine learning: this order highlights the use of RNNs, ANNs, SVMs, and GAs.
• Statistical approach: this includes linear regressions, time series analysis, Bayesian

networks, ARIMA, and ARMA.
• Hybrid approaches: these combine the two previous techniques with physical models.

Regarding the testing of these models, it is common for these works to focus on a
single performance metric, such as RMSE. However, other metrics, such as MSE, MAE,
MAPE, and the Pearson correlation coefficient, are often overlooked. The model assessment
stage can be improved by employing a combination of metrics to measure performance.
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Additionally, some works do not utilize large amounts of data for training and validation
purposes. This highlights the need for more studies with larger datasets to ensure the
accuracy and generalizability of the proposed models.

In this bibliographical review, another significant aspect stands out: the influence of
various factors on the generation of photovoltaic energy [24,28–33,37]. These factors can be
categorized into two groups:

• External factors are related to the weather, which include the intensity of solar radi-
ation, ambient temperature, and relative humidity. These factors directly affect the
generation of photovoltaic energy.

• Internal factors are components of photovoltaic modules, such as the material of the
panels and their components, including silicon and organic cells, and the influence
their performance. Sun radiation also has an impact on these factors and can cause a
temperature increase in the layers of the panels. Therefore, it is important to consider
the quality of the components when analyzing the production of photovoltaic energy.

Furthermore, recent works have focused on advancements in quantum machine learn-
ing and quantum computing. These developments have given rise to new approaches
for learning using RNNs in long sequences, training quantum neural networks, and ex-
ploring quantum communication and computing. These advancements underscore the
potential of quantum mechanics in surpassing the limitations of classical approaches in
these fields [41–43].

The main innovation of this study compared to the analyzed works is its utilization of
the RNN–ANN hybrid architecture designed and described in the previous work described
in [11]. This architecture serves as the foundation for generating forecast models of photo-
voltaic energy production. It consists of two layers: the first layer utilizes LSTM or GRU
recurrent units, while the second layer consists of surface neurons with an MLP structure.
This approach is tested with consistent input and internal configurations for predicting PV
power production.

In the previous work [11], the hybridization of this RNN–ANN architecture was
introduced to improve the models’ convergence. The results of the tests demonstrate that
using solely layers with recurrent neurons does not yield superior performance when
compared to incorporating an additional layer of shallow neurons. Although primary
studies in the literature have reviewed explored hybrid models, they have not specifically
combined RNN layers with ANN layers, as is done in this study [14,17,18,24,27,37].

Other important factors that differentiate this work from others are related to the
large volume of data used, spanning a full year of EAE production records and weather
variable measurements for the same period. Additionally, different models were generated
by considering both the EAE and weather variables as inputs, as well as using only weather
variables. The work examines several RNN–ANN hyperparameter configurations and
assesses their performance using five performance metrics.

3. Materials and Methods

3.1. Data Origin

Based on the previous research described in [11], this study generated forecast models
using records of EAE production combined with meteorological variables obtained from
meteorological stations installed inside a solar plant. The meteorological variables included
sun radiation (IRRAD), temperature (TEMP), wind speed (WS), wind angle (WANG), and
a timeline (date and time).

The data used in this work were provided by Solar Brothers SPA, the owner of the
Valle Solar Oeste photovoltaic plant. This dataset consists of more than one hundred
thousand records of photovoltaic energy production, together with weather information
corresponding to a period of one year.

The solar plant is located in the Atacama region of Chile and occupies an area of
30.2 hectares. It is part of a project that includes three other photovoltaic plants: Malaquita,
Cachiyuyo, and Valle Solar Este. It has a generating capacity of 11.5 megawatts (MW). The
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photovoltaic modules used are composed of 325-watt polycrystalline silicon and equipped
with horizontal single-axis solar trackers.

3.2. Work Methodology

The objective of this work was to develop models that can forecast the generation of
photovoltaic energy with a high level of accuracy using historical production records and
climatic measurements collected during one year. Figure 1 illustrates the general work
method used to achieve this objective.

Figure 1. General working method.

As shown in Figure 1, the data for this study came from two sources: one providing
EAE production records and the other providing weather variables collected from weather
stations installed inside the solar plant. To achieve the study’s objective, several operations
were performed on the data, such as integration, exploration, cleansing, filling, and trans-
formation. In addition, it was necessary to prepare an adequate data representation for
handling time series with RNN techniques.

Subsequently, forecast models were generated using the RNN–ANN hybrid archi-
tecture designed and explained in [11]. These models were created using various hyper-
parameter configurations and trained, validated, and evaluated using five performance
metrics. The models with the highest performance and accuracy were selected based on
the evaluation metrics. A comparative analysis of the models was then carried out, and the
results were interpreted.

3.3. Preliminary Analysis and Data Preparation

The dataset was stored in separate CSV files, with each file containing information
for a single month of measurement. As a result, the frequency of the records varied. EAE
measurements were taken hourly, while weather variables were measured every 5 min.

The daily production of EAE was recorded in kilowatt-hours (kWh). Weather variables
such as compensated irradiation in watts per square meter (W/m2), ambient temperature
in degrees Celsius (◦C), wind speed in kilometers per hour (km/h), and wind angle in
degrees (◦) were also available. These data are presented together with a timeline that
includes date and time.

To integrate data from both sources, an exploratory analysis was first carried out. It
was observed that the values of the weather variables did not vary substantially within one
hour. Therefore, the average value of each weather variable for each hour was established
by aligning it with the same hourly frequency of the data in the EAE variable.

The date and time information were combined into a single column. However, a
challenge arose regarding the range of values for sun radiation due to the presence of
negative readings in some pyranometers when there was no solar radiation. Instead of
registering zero, the pyranometers registered a negative value. To address this issue, the
negative readings of sun radiation were replaced by zeros. The dataset also contained
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missing data in various segments, particularly in weather variables. To address this, various
data filling techniques were applied depending on the characteristics of the variables.

Figure 2 depicts a sample of weather variable records spanning one week. The
temperature and sun radiation exhibited comparable behavior, showing a strong link.
Wind speed and angle, on the other hand, followed a chaotic and unpredictable pattern.
As a result, missing values for certain variables were handled differently. In particular,
missing values for wind speed and angle were filled with the preceding value, because the
curves of these variables indicated local patterns, and each value was strongly related to
the previous one.

Figure 2. Exploratory sample of records in weather variables.

In the case of variable temperature and sun radiation, methods for filling in time series
from different authors have been reviewed [45–48]. However, for this work, it was decided
to use the technique described in [49] due to its simplicity of application and because it
does not affect the performance of forecast models. This method involves completing the
missing data based on the average. Each missing value was replaced by the average of
the values of the seven days before or after, corresponding to the same time of day. For
example, if the temperature value for 14 June at 10:25 a.m. was absent, the average of the
temperature values at 10:25 a.m. of the seven days before was calculated, from 7 to 13 June.
The value resulting from this calculation was used to replace the missing data. This method
respects the local and daily trends of the variables. It was valid and could be carried out, as
the missing data segments did not exceed 288 records. These methods were selected for
their speed of execution and satisfactory results for relatively small missing segments.

On the other hand, the electrical variable EAE does not have missing values. However,
it does present negative outliers in some records, which are not meaningful in this type
of data. It is presumed that this anomaly can be attributed to the measuring instrument
used. To solve this problem, the negative values are replaced with their absolute values,
considering that the magnitude at the affected points aligns with the expected values.

Extreme values are identified in the EAE variable, and an analysis is carried out to
establish a threshold limit within its range of values. Taking into account that the maximum
power registered in the solar plant is approximately 9 MW, a threshold of 10 MW is defined.
Because these cases are uncommon, values greater than 10 MW are replaced by the first
value belonging to the 99th percentile of all records for this variable.

Additionally, as shown in Figure 3, the monthly generation of EAE by the solar plant
during the observation period was examined. It can be seen that the months with the
highest photovoltaic energy output, which run from October to March, must correlate to
the spring and summer seasons in this location. In the autumn and winter seasons, the
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months of decreasing outputs were from April to September. This was primarily due to the
sun radiation behavior at these sites, which is closely related to the EAE produced.

Figure 3. Monthly EAE production.

As mentioned above, the raw data was separated into different files per month. There-
fore, a data integration task was initially performed by processing each file. Pre-processing
tasks were performed for each variable. Once completed, the processed data were inte-
grated into a single table containing all records for the work period, ordered chronologically.

3.4. Data Transformation

Once the previous data preparation has been completed, ad-hoc transformations must
be carried out for appropriate use by the RNN technique. These transformations should be
based on the characteristics of the technique and the model to be obtained. Both the inputs
and the structure of the model must be prepared, and the dataset should be divided before
moving on to the modeling process.

For this particular work, it was necessary to transform the data into a supervised
structure, as RNN models require training that is defined by input and output labels.
Furthermore, the research data was accompanied by a timestamp, and the research objec-
tivewas to make time-based predictions.

Therefore, it was decided to define the inputs of the model as time series, which means
that each input is composed of a sequence of n records. The models were trained, taking
into account that for an output dt, there is an input that covers several records from dt−1 to
dt−n. The data were transformed based on the size of the input and output streams. This
process was performed iteratively. As a result, the data were restructured into input and
output pairs, as shown in Figure 4.

It is common for such transformations to undergo multiple changes during the data
analysis process, typically due to modifications to the model or during the evaluation stage.
These changes often involve adjusting the sizes of the input and output sequences.

Finally, it is necessary to apply normalization to the data so that they can be re-
scaled and managed within the same range, which minimizes the effect of variation or
noise. One of the most commonly used types of normalization is the minimum–maximum
normalization, which involves transforming each data point according to the following
equation:

x′ = x − xmin
xmax − xmin

(1)

This process is carried out independently for each variable, as they each have their
own range and scale. Once the model results are obtained, they must be inverted or
denormalized to obtain the values in the original scale. For this work, standardization is
used, since it yields better results.
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Figure 4. Sequence structure for time series.

3.5. Model Generation Tool

A computational tool was developed to automate the entire process, starting from data
extraction and cleansing, to data preparation and transformation, as well as the generation
of forecasting models with their corresponding graphs, model training and validation, and
performance evaluation using various metrics. This tool provides a general framework for
carrying out time series forecasting tasks and can be adapted to different scenarios and
data sources.

For the development of this tool, the Python programming language was used in
conjunction with the TensorFlow framework. The latter offers a comprehensive set of open-
source libraries and resources to facilitate machine learning development. Additionally, the
Keras API was used, which is one of the main components of TensorFlow and covers each
step of the machine learning workflow.

As an input, the tool requires two files: one with the training and validation dataset
and another with the configured hyperparameters. For each execution, the tool generates
two output files. The first file contains the generated model and its graphs of loss, forecast,
and dispersion function curves, comparing the forecast data with the actual data on the
weekly production of EAE. The second file contains the results obtained for each of the
metrics applied to the model.

This method of building the computational tool provides flexibility and generalization
of the inputs. For example, it allows for the reconfiguration of hyperparameters to obtain a
different model, changing the data set, or both inputs simultaneously.

4. RNN–ANN Models

This work is based on a hybrid RNN–ANN architecture that was designed in the pre-
vious section of this study and thoroughly described in [11]. The RNN–ANN architecture
is made up of two hidden layers: the first uses recurrent neurons with LSTM or GRU units,
and the second layer is composed of shallow neurons organized in an MLP structure. The
significance of this architecture lies in its pre-existing and tested structure for generating
forecast models of photovoltaic energy production using a single input variable. However,
in this implementation, it has been configured to accommodate multiple variables as input
for the models.

The contributions of this work build upon the previous part of this research by fo-
cusing on the validation of the RNN–ANN hybrid architecture through the generation
of models that incorporate multiple input variables, as well as the exploration of various
hyperparameter configurations. The variables used as inputs for the models included
historical EAE records, as well as available weather variables such as sun radiation, tem-
perature, and wind speed. These data corresponded to records collected throughout one
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year. In addition, the hyperparameters of the internal components of the model, such as
the activation function and the loss function, were also fitted.

Different controlled experiments are conducted to obtain the models with the best
performance, evaluated using a combination of appropriate metrics. Two types of models
are generated for this purpose:

1. Models with EAE records and weather variable measurements as input variables,
accompanied by a timeline;

2. Models that solely use weather variables as input variables, accompanied by a timeline.

To improve the performance of a model, it is important to configure several hyperpa-
rameters based on its features. For example, the number of neurons in the hidden layers
can vary depending on whether the model has a single input variable or multiple input
variables. Similarly, the number of batches and the activation function may need to be
adjusted based on the number and type of input variables.

4.1. Models with EAE and Weather Variable Inputs

When configuring models, all necessary hyperparameters are considered, including
the size of the input and output sequences, the division of the data set for training and
validation, the type and number of recurring neurons in the hidden layers, and the batch
size, activation functions, loss function, learning rate, optimizer, and performance metrics.
Table 2 presents the hyperparameters used in the preliminary or test models. This aids in
the identification and selection of optimal values for the final model configuration in this
study. These adjustments were made through a series of experiments.

Table 2. Configuration of the models with all the variables.

Hyperparameters Configuration

Number of recurrent neurons 100
Activation function Relu

Loss function Huber
Optimizer Adam

Input sequence size 72
Dataset split 80% training, 20% testing

It is important to highlight that in the preliminary tests of the models using the entire
provided dataset, undesired overtraining phenomena were observed when a training
process of 100 epochs was defined. Therefore, after several tests, the number of epochs was
set to 20, as the models were able to stabilize with this number.

Considering the exploratory analysis of the meteorological variables described in
Section 3.3 and depicted in Figure 2, the decision was made to exclude the wind angle
variable (WANG) from the models. This is attributed to its chaotic behavior and the absence
of a direct relationship with the sun radiation and temperature variables. Thus, for model
generation, only the following variables will be utilized: EAE, IRRAD, TEMP, WS, and
Timestamp (date and time).

Starting from this base model, new experiments were carried out using different
configurations for each hyperparameter until the results were within a good level of
forecasting and acceptable ranges in the evaluation metrics were achieved. Based on
the results obtained for each hyperparameter, models with the best performance were
pre-selected, as shown in Table 3. Regarding the hyperparameter number of inputs, two
types of models were selected: those with three input variables (EAE, IRRAD, and TEMP),
and those with four input variables (EAE, IRRAD, TEMP, and WS), which were always
accompanied by a timestamp. For all these models, 20 recurrent neurons and a dataset split
of 90% for training and 10% for testing were used.

69



Energies 2023, 16, 5093

Table 3. Pre-selected models.

Models
Activation
Function

Loss
Function

Optimizer
Input

Sequence Size
Number of

Inputs

Model 1 Relu MSE RMSprop 72 3
Model 2 Relu LogCosh RMSprop 72 3
Model 3 LeakyReLU MSE RMSprop 72 3
Model 4 LeakyReLU MSE RMSprop 24 3
Model 5 LeakyReLU MSE RMSprop 24 4
Model 6 LeakyReLU MSE Adam 24 4

The results of the metrics for these models are presented in Table 4, where the best
performance is compared to the other previously tested models.

Table 4. Metric results of preselected models.

Models
Correlation
Coefficient

Determination
Coefficient

MSE MAE RMSE

Model 1 0.962988 0.927196 0.045359 0.107983 0.212976
Model 2 0.963756 0.927210 0.043488 0.103623 0.208519
Model 3 0.962180 0.924341 0.040797 0.094496 0.201982
Model 4 0.965271 0.931373 0.039147 0.090114 0.197855
Model 5 0.964508 0.930250 0.040490 0.092352 0.201220
Model 6 0.960609 0.921630 0.043614 0.100860 0.208840

Figures 5 and 6 graphically present the results obtained from running the six prese-
lected models with the indicated hyperparameter configurations. Models 1 and 4 stand
out for their level of forecasting accuracy, closely resembling the actual curve of the EAE
production data. However, Model 4 achieved the best results in all metrics. It exhibited
the highest correlation coefficient (0.965271) and determination (0.931373), as well as the
lowest errors (MSE = 0.039147, MAE = 0.090114, RMSE = 0.197855). This allowed us to
deduce that the RNN–ANN hybrid architecture, with a smaller input sequence, achieves
better performance in the models it generates.

Figure 5. Daily forecast of pre-selected models with an input sequence size of 72.
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In general, a reliable approximation to the actual production of EAE was noted, with
the main failures occurring on very isolated days with irregular weather phenomena.
Furthermore, it was observed that Model 6, despite not yielding the best metrics results,
was the most stable and presented fewer disturbances during hours of absent sun due to
the Adam optimizer used to implement this model.

Figure 6. Daily forecast of pre-selected models with an input sequence size of 24.

The loss function of these models is shown in Figure 7, where an appropriate behavior
can be observed for each model, as their training and testing curves converge in most cases,
despite the small number of epochs used in training. Model 2 stands out due to its use of
a different loss function, and the models that received an input sequence of 72 elements
tended to undergo slight changes during the training process.

Figure 7. Loss curve graphs for pre-selected models.

4.2. Models with Only Weather Input Variables

For this type of model, experiments were also conducted to analyze which input
variables were most appropriate. A base configuration was established to generate these
models, with the main difference being the size of the input sequence. One set had a size of
72 elements, and the other had a size of 24 elements. A combination of input variables was
also used. Table 5 presents the configuration of the hyperparameters for the base model.

Tables 6 and 7 show the results of the metrics achieved by the models with input
sequence sizes of 72 and 24 elements, respectively, for different combinations of weather
variables. In both cases, it was confirmed that the best combination of input variables was
sun radiation and temperature, which achieved the best results in performance metrics
such as the correlation coefficient and determination coefficient.
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Table 5. Model setup with only weather variables.

Hyperparameters Configuration

Number of recurrent neurons 20
Activation function Relu

Loss function LogCosh
Optimizer RMSprop

Input sequence size 72/24
Data set split 90% training, 10% testing

Table 6. Results with a sequence size of 72 in the input.

Inputs
Correlation
Coefficient

Determination
Coefficient

MSE MAE RMSE

IRRAD, TEMP, WS 0.945908 0.888276 0.064001 0.114441 0.252984
IRRAD, TEMP 0.952505 0.906126 0.063654 0.121831 0.252297

IRRAD, WS 0.941199 0.868623 0.070948 0.127403 0.266360
TEMP, WS 0.893265 0.795375 0.129587 0.188416 0.359982

Table 7. Results with a sequence size of 24 in the input.

Inputs
Correlation
Coefficient

Determination
Coefficient

MSE MAE RMSE

IRRAD, TEMP, WS 0.950260 0.901154 0.061535 0.110532 0.248053
IRRAD, TEMP 0.951835 0.904166 0.060122 0.108557 0.245197

IRRAD, WS 0.940340 0.882897 0.065238 0.115602 0.255417
TEMP, WS 0.900719 0.806981 0.129571 0.186893 0.359959

Figures 8 and 9 display the daily forecasts obtained by these models for input sequence
sizes of 72 and 24 elements, respectively. These graphs confirm that the combination of
radiation and temperature variables provided a higher level of forecast accuracy.

Figure 8. Daily forecast of models with input sequence sizes of 72.

Since these models only used weather variables, they did not achieve better metric
results than the first type of model. However, they still provided a forecast that closely
matched the real data.
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Figure 9. Daily forecast of models with input sequence sizes of 24.

5. Results and Discussion

It was possible to develop models to accurately forecast the weekly production of
photovoltaic energy based on historical records of EAE and meteorological measurements,
both accompanied by a timeline. The different related works analyzed in Section 2 were
used as a reference. Specifically, the studies carried out in [25,26] were discussed due to
their relevance to this research.

The main achievement of this work was to validate the RNN–ANN architecture for
generating forecast models with multiple input variables. These models demonstrated
high accuracy in forecasting photovoltaic energy generation using EAE production records
and weather measurements collected over the course of a year.

There are hyperparameters that must be properly configured for the RNN–ANN
forecast model. Many preliminary experiments were carried out from a base model with
the goal of determining the appropriate hyperparameter configurations to generate the
final forecast models. The experimental part of the work focused on generating two types
of models based on the input variables.

The first type of model utilized the EAE variable, along with the IRRAD, TEMP, and
WS weather variables. It used 20 recurrent neurons and divided the dataset into 90% for
training and 10% for validation. The configurations are shown in Table 3. Six models of
this type were obtained, which yielded good results in the evaluation metrics applied, as
shown in Table 4.

For the second type of model, only weather variables were used, and eight models
were obtained with different combinations of these variables, differentiated only by the
input sequence size. The hyperparameters used for these models included 20 recurrent
neurons and a 90% training and 10% validation data set split, which are shown in Tables 5–7.

The models of the second type yielded lower values in their metrics compared to the
models of the first type, which can be observed by comparing Tables 4, 6 and 7. This result
was expected, as the absence of the EAE variable as input made the model more prone
to issuing output distortions. However, the obtained models could forecast photovoltaic
energy generation in solar plants using conventional weather forecasts.

Table 8 shows the metrics results for the models with the best performance in each
type. Model 4 excelled in all metrics for the first type, while the model that forecasted from
the combination of solar radiation and temperature variables obtained the best results for
the second type.
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Table 8. Selected models for each type.

Selected Models
Correlation
Coefficient

Determination
Coefficient

MSE MAE RMSE

Model 4 (of Table 4) 0.965271 0.931373 0.039147 0.090114 0.197855
Model with IRRAD

and TEMP (of Table 7) 0.951835 0.904166 0.060122 0.108557 0.245197

Although both models were able to forecast the weekly production of photovoltaic
energy, they presented small errors and differences in some observed intervals. However,
when comparing the results with those obtained in the works most closely related to this
research (Che et al. [25] and Sharadga et al. [26]), it was found that Model 4 improved an
average of 60% in the RMSE metric shared by both works, while the model of the second
type improved in the RMSE metric by 45%. These results can still be improved upon by
increasing the volume of data and extending the forecast period.

Figures 10 and 11 illustrate select results of the chosen models, as indicated in Table 8.
In each figure, Graph (a) displays the weekly forecast for the months of May and June, while
Graph (b) presents a scatterplot comparing the predicted values to the actual values of the
solar plant’s weekly EAE production. In the scatterplots, the red line represents the linear
trend of EAE production in both the actual and forecasted data. The blue dots represent
the spread of the forecasted data relative to their corresponding real EAE production data.

 
(a) 

 
(b) 

Figure 10. Model with EAE and weather variables. (a) Weekly forecast; (b) dispersion between
forecast and real values.
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(a)

(b)

Figure 11. Model with only weather variables. (a) Weekly forecast; (b) dispersion between forecast
and real values.

When Figures 10a and 11a are compared, it is clear that both models are capable of
accurately estimating weekly photovoltaic energy production while maintaining a behavior
similar to the real data curve. However, the model that combines the EAE and weather
variables (model 4 in Table 4) showed higher precision and a better fit to the real data curve
across the entire observed time.

Similar patterns can be observed in the scatter diagrams of Figures 10b and 11b.
Although both models showed a clear correlation between the forecast and real data, Model
4 excelled with the EAE and meteorological variables as input, as it had less data dispersion
points with regard to the real values. This was quantitatively confirmed by the correlation
coefficients (0.965271) and determination (0.931373) shown in Table 8 compared to the
same metrics obtained by the model that only used meteorological variables (correlation
coefficient: 0.951835, determination: 0.904166). In addition, Model 4 surpassed the model
of the second type in the other metrics by approximately 35% in the MSE, 10% in the MAE,
and 20% in the RMSE.

To complement this analysis, Figure 12 presents a visual representation of the forecast
errors of Model 4, which was selected as the best model in this study. The boxplot shows
the distribution of errors for the training and test sets using the MSE metric. These errors
are acceptable and support the reliability of the quantitative analysis performed. In this
graph, the circles that appear represent outliers. The red line represents the third quartile,
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which means that 75% of the error values are less than or equal to the value at the top of
the box.

Figure 12. Distribution of Model 4 forecast errors observed using the MSE metric.

Overall, it can be concluded that for weekly analysis, the models that incorporated
the EAE variable provided better forecast results compared to the models that only used
meteorological variables as inputs. This suggests that the EAE variable is a relevant factor
to consider when predicting the production of photovoltaic energy.

6. Conclusions

The forecast models are useful for solar plants and their operators, allowing efficient
planning to balance the generation and consumption of photovoltaic energy. Improving the
accuracy of these models is essential to obtain more reliable estimates of energy production,
which can be integrated into existing electrical systems. In this study, it was possible to
confirm and validate the previously described RNN–ANN hybrid architecture described
in [11]. This approach generates forecast models of the weekly production of photovoltaic
energy in a solar plant with a high degree of accuracy using multiple input variables. Two
types of models were developed: one that uses EAE records and climate variables, and
another that uses only climate variables. Both types of models achieved good accuracy
in forecasting weekly energy production. Model 4 of the first type obtained the best
results across all of the applied metrics (RMSE = 0.19, MSE = 0.03, MAE = 0.09, correlation
coefficient = 0.96, and determination coefficient = 0.93). Although the selected model
of the second type presented a lower precision in some metrics (RMSE = 0.24, MSE =
0.06, MAE = 0.10, correlation coefficient = 0.95, and determination coefficient = 0.90), it
still showed a positive performance for making predictions. Compared with results of
works directly related to this research ([25,26]), Model 4 showed improvements of 60%
in the RMSE metric shared by both works, while the model of the second type exceeded
an average of 45%. This work also stands out for the use of a large dataset (more than
100,000 records) for model training and validation, which contributed to its good level
of precision. In addition, a computational tool was developed for the implementation
of the models and experiments, which stands out for its simplicity and flexibility in the
generation of different forecast models. Due to the generality of this tool, it can be applied
to other contexts such as wind energy forecasting or others, adjusting the input data and
hyperparameters according to the transformations described in Section 3.4.

As a future work, the architecture, performance, and accuracy of the models can
be improved. This can be done by generating new models with different configurations
and RNN structures using various combinations of hyperparameters. The data set for
training and validation can also be increased by incorporating additional records. Another
interesting line of research would be to integrate physical aspects, such as the internal
composition of the photovoltaic modules or the temperature generated by sun radiation in
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these components. Finally, the application of this approach to other sources of renewable
energy can be explored.
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Abstract: Solar power forecasting is of high interest in managing any power system based on solar
energy. In the case of photovoltaic (PV) systems, and building integrated PV (BIPV) in particular,
it may help to better operate the power grid and to manage the power load and storage. Power
forecasting directly based on PV time series has some advantages over solar irradiance forecasting
first and PV power modeling afterwards. In this paper, the power forecasting for BIPV systems
in a vertical façade is studied using machine learning algorithms based on decision trees. The
forecasting scheme employs the skforecast library from the Python environment, which facilitates the
implementation of different schemes for both deterministic and probabilistic forecasting applications.
Firstly, deterministic forecasting of hourly BIPV power was performed with XGBoost and Random
Forest algorithms for different cases, showing an improvement in forecasting accuracy when some
exogenous variables were used. Secondly, probabilistic forecasting was performed with XGBoost
combined with the Bootstrap method. The results of this paper show the capabilities of Random Forest
and gradient boosting algorithms, such as XGBoost, to work as regressors in time series forecasting of
BIPV power. Mean absolute error in the deterministic forecast, using the most influencing exogenous
variables, were around 40% and close below 30% for the south and east array, respectively.

Keywords: BIPV; PV power forecasting; machine learning; gradient boosting algorithms

1. Introduction

The large expansion and growth of photovoltaic (PV) systems and the foreseen future
increase are driving a strong impulse for distributed power generation. PV operation in
urban environments and building integrated photovoltaics (BIPV) are good examples of
topics that are significantly drawing the attention of the PV community and industry [1].
BIPV comprises those modules and systems that can serve as conventional building compo-
nents and produce energy at the same time. Architectural, power and aesthetic aspects are
all important in designing BIPV systems, and thus a wide variety of designs are emerging
in the industry [2–4]. The specific features of BIPV systems have an impact on the thermal
and electrical performance so adapted or new testing procedures, standards and modeling
methodologies are being developed [5,6]. Modeling BIPV systems is challenging since the
modules work under frequent partial shading conditions and also their thermal boundary
conditions can be different from conventional PV plants [7–9]. Parametric 3D tools and
models are being used to better approach the complex geometries and shading patterns
produced by neighboring buildings [10]. In addition, the usual PV cell temperature models
may be less accurate in the case of PV in façades affecting, consequently, the power predic-
tion accuracy [11]. Challenges in modeling PV façades performance have been remarked
on in several previous works of the authors at Ciemat using different approaches [12,13].

Solar forecasting is an important part of the management of solar power generation.
In particular, PV solar power forecasting is helpful in electric grid management, load man-
agement and battery storage operation. A comprehensive overview of solar forecasting,
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including basic concepts, models and selected examples can be found in the reports deliv-
ered by IEA-PVPS Task 16 [14]. Most developments in solar forecasting have been made in
the prediction of solar irradiance as a previous step to solar power forecasting, and many
important contributions have been reported in recent years [15,16]. Thus, PV power forecast
is performed by forecasting solar irradiance as a first step and deriving afterwards the PV
power with a simulation model [17]. An alternative way consists of forecasting directly
the AC PV power from historical time series, which requires no detailed knowledge of the
PV system and the involved meteorological variables (module temperature and irradiance
forecasts) and relying on the quality of the historical data [18,19].

Time series PV power forecasting is usually performed by autoregressive models or
by machine learning methods. The latter are being recently used preferably due to the
availability of advanced and powerful machine learning algorithms [20–23]. Artificial
Neural Networks (ANNs) and Support Vector Machines (SVMs) are two of the most
popular methods for forecasting time series of solar irradiance [24,25]. However, gradient
boosting decision trees (GBDT) methods are gaining popularity in the most recent years due
to their accuracy and computation speed proven in many Kaggle data science competitions.
XGBoost (extreme gradient boosting) and CatBoost (categorical boosting) algorithms are
two of the most successful GBDT methods for regression and classification [26,27].

Despite there being many works in the literature dealing with solar irradiance fore-
casting, PV power forecasting based on time series is much less studied and, in particular,
BIPV power forecasting is practically not covered by the solar forecasting community.
The present work is thus aimed at contributing to filling the gap of studies focused on
BIPV power forecasting. BIPV power forecast applying the usual developments in solar
irradiance forecasting involves deriving the Plane of Array (POA) irradiance from the
forecasted global irradiance using a transposition model and then modeling the power
with a PV model, which also requires the forecasting of the module temperature. Therefore,
the forecasting uncertainty of the strategy based on solar irradiance forecasting has to
include the combined uncertainty of the intermediate steps (transposition, power modeling,
temperature and so on). In comparison, BIPV power forecasting using time series and
machine learning only requires the measuring values of the power in the past, and it might
be a more suitable approach. There are many works dealing with machine learning in
solar forecasting, and most of them are based on solar irradiance forecasting. Support
vector machines, neural networks and Long Short-Term Memory (LSTM) networks are very
popular [28–30]. However, for large datasets, parameter tuning can be complicated [31].
Decision trees are versatile, fast and very efficient machine learning algorithms due to their
simplicity. In this work, we are exploring the performance of the XGBoost and Random
Forest models in forecasting hourly time series of BIPV power in a building at Ciemat
headquarters using different exogenous variables. In addition to deterministic forecast-
ing with machine learning, this work explores the capability of the XGBoost algorithm
in probabilistic forecasting. Both Random Forest and XGBoost can be implemented in a
straightforward way into forecasting schemes; in particular, they were implemented in the
skforecast scheme (a very powerful library for addressing time series forecasting problems
in python). In this work, the forecasting of BIPV power for two small arrays (south- and
east-oriented) has been analyzed with these two algorithms. General good performance
is observed in both methods for the case of deterministic forecasting, where the mean
absolute error was placed at around 30% in the case of the east-oriented array and around
40% in the case of the south-oriented.

2. Materials and Methods

2.1. Test Facility and Experimental Data

In this work, we are using two years of monitored data corresponding to two PV
arrays integrated into the south and east façades of Building 42 at Ciemat headquarters
in Madrid (Spain). The geographic coordinates of the site are 40.45◦ N, −3.73◦ E, and the
altitude is 695 m; the climatology according to the Koeppen climate classification is Csa
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(i.e., dry-summer subtropical, often referred to as Mediterranean climate). The PV modules
are situated at the top of each façade (Figure 1). The arrays consist of monocrystalline
silicon modules with seven series by two parallel (7sx2p) configurations for the east array
and 7sx4p configuration for the south array. The south array, with a power of 8 kW, contains
SunPower E18-325 modules (305 W each one) and a Fronius IG Plus 100 V-3 inverter. The
east array, with a nominal power of 4 kW, consists of SunPower E20-327 modules (327 W
each one) and a Fronius IG Plus 50 V-1 inverter.

 

Figure 1. View of the south and east arrays in the Ciemat building.

The experimental database contains hourly mean values of power, current and voltage
at maximum power for each array, as well as hourly values of the module temperature and
ambient temperature. Global horizontal irradiance and POA irradiance at south and east
azimuths are measured with calibrated PV cells and are also available on an hourly basis.

2.2. Methodology

Gradient boosting decision trees (GBDT) are a machine learning technique that com-
bines the prediction from multiple models (weak learners) to obtain a better predictive
performance in an iterative and sequential way, where each predictor fixes its predecessor’s
error. XGBoost is a powerful and very popular open-source algorithm due to its speed
and accuracy. XGBoost is a parallelized and optimized version of the gradient boosting
algorithm [32]. It has been successfully used in many different disciplines involving big
data science during the last recent years [26]. On the other hand, Random Forest is another
popular effective ensemble machine learning algorithm, also based on decision trees, which
has been used recently in solar irradiance forecasting [33,34]. Both algorithms can be imple-
mented in a time series forecasting scheme. In this work, we have used the skforecast library
in python, which contains the necessary classes and functions to adapt any Scikit-learn
regression model, such as XGBoost and Random Forest, to forecasting problems [35].

The data used in this work consist of two years (2017–2018) of monitored PV power
on an hourly basis of two BIPV arrays corresponding to the façade south and east of a
building. The data are divided into three sets, namely the training, validation and test
datasets. The model is first trained with the training set, and secondly, it is evaluated with
the validation set using back-testing in order to select the combination of hyper-parameters
and lags leading to the lowest error. Finally, the model is trained again with the best
combination using both training and validation data. Figure 2 shows the different data sets
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selected for this work. Using the skforecast scheme, we have trained two different models to
forecast hourly values of the power of each array using 72 lags. Explorative work, using
back-testing, has been addressed by trying a different number of lags and has shown that
72 lags yield better results than larger or shorter ones. The hyper-parameters are certain
values or weights that control the learning process. In this work, the hyper-parameters
selected were: maximum depth per tree which took 3, 5 and 10 as possible values; the
learning rate (0.01 and 0.1) for controlling the step size at each iteration; the number of trees
in the ensemble, which was selected in 100 and 500.

Figure 2. BIPV power datasets for south and east arrays.

In addition to the predictors (i.e., the array power), it is possible to add exogenous
variables that may explain the regression model. Exogenous variables are those parameters
that can be known or derived in the future. Clear sky irradiance, solar geometry-related
variables and shadowing fraction are plausible examples of exogenous variables. In this
work, we have explored the role of several exogenous variables: POA irradiance under
clear sky (POA_cs), cosine of the incidence angle (cosAOI), shaded fraction of array surface
(FS), sun azimuth (SunAz) and month number (m). The solar geometry and the POA
irradiance under clear sky are calculated with the pvlib library [36], which contains the most
updated information and models for solar resource computation. POA_cs is computed by
calculating first the three solar irradiance components (global, direct and diffuse irradiance)
for a horizontal surface using Ineichen’s model [37]; then, Perez’s model is used to transpose
the horizontal components to the vertically tilted surfaces [38]. The shaded fraction of array
surface was calculated in previous works where LIDAR data were used for computing
a digital surface model (DSM) of the building and surroundings that allows shadow
computation throughout the year [13]. In order to explore which exogenous variables work
better in the forecasting scheme, the case matrix in Table 1 has been tested for each array
and each algorithm.

Table 1. Case matrix for exploring the role of exogenous variables.

Case Predictor Exogenous Variables

Base Case Power None
Case 1 Power POA_cs
Case 2 Power POA_cs, cosAOI
Case 3 Power POA_cs, cosAOI, FS
Case 4 Power POA_cs, cosAOI, FS, SunAz
Case 5 Power POA_cs, cosAOI, FS, SunAz, m
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The correlation coefficients of each exogenous variable with the array power calculated
with the Pearson linear correlation (Rxy) were, in descending order, 0.75, 0.63, 0.45, 0.09
and −0.08 for POA_cs, cosAOI, FS, m and SunAz, respectively.

Rxy =
N ∑ xy − ∑ x ∑ y√

N ∑ x2 − (∑ x)2
√

N ∑ y2 − (∑ y)2
(1)

where x represents the power and y refers to any exogenous variable.
Figure 3 shows the autocorrelation of the power time series for the two arrays

under study.

Figure 3. Autocorrelation plots for the array power: (a) South array. (b) East array.

3. Results

3.1. Deterministic Forecasting Using XGBoost and Random Forest

Deterministic forecasting refers to the prediction of single values (hourly values in the
case of this work) in the future. Hence, hourly values of BIPV array power are forecasted
for each array covering the different cases listed in Table 1 using XGBoost and Random
Forest as regression algorithms in the skforecast scheme. The results are validated with the
test dataset. Figures 4 and 5 show the scatter plot of the hourly power forecasted values for
the south and east arrays, respectively.

Random Forest as a regressor in the forecasting model resulted in slightly more
accurate forecasting than XGBoost. Furthermore, in both cases, the use of exogenous
variables in the forecasting scheme improves the results.

The metrics used in the evaluation of forecasting the hourly power are mean bias error
(MBE), normalized mean absolute error (nMAE) and root mean squared error (RMSE) [39].
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Figure 4. Scatter plot of forecasted power for south array.

Figure 5. Scatter plot of forecasted power for east array.
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MBE =
1
n ∑

(
Pmeasured − Pf orecasted

)
(2)

nMAE =
1

〈Pmeasured 〉
1
n ∑ abs

(
Pmeasured − Pf orecasted

)
(3)

RMSE =

√√√√∑
(

Pmeasured − Pf orecasted

)2

n
(4)

where Pmeasured is the experimental power of the array, Pf orecasted refers to the forecasted
power values and 〈Pmeasured 〉 is the arithmetic mean value of Pmeasured .

Figure 6 compares the MBE and RMSE metrics for XGBoost and Random Forest in
both arrays. In the case of array south, the nMAE ranges from 54% to 42% with XGBoost,
and from 43% to 40% with the Random Forest algorithm used in the skforecast scheme. On
the other hand, in the case of array east, the nMAE is very high for the case base with
XGBoost; the nMAE of all the studied cases varies from 72% to 28%. For Random Forest,
the nMAE is in the range of 29–23%. The determination coefficient R2 varies in the range
of 0.60–0.69 in both methods (Random Forest and XGBoost) for the south array, and it
reaches 0.80–0.85 in the case of the east array. Therefore, in all cases, the use of exogenous
variables as additional explicative variables improves the performance of the forecasting.
Moreover, the forecasting scheme performs better for the array east than for the south. For
the south array, the use of clear sky in-plane irradiance (POA_cs) as an exogenous variable
produces power forecasting with the minimum bias compared to the other cases. In the
case of array east, the inclusion of shadowing information (FS) in addition to POA_cs as
exogenous variables resulted in a more accurate forecast since this façade is much more
influenced by shadows than the south-oriented one. Finally, Figure 7 illustrates the hourly
power forecasted in several days for south and east arrays with the best performance cases,
which are case 1 and case 3 (Table 1). The forecasting results improve significantly with the
use of those exogenous variables with higher correlation coefficients, which correspond
to case 3. Cases 4 and 5 do not add significant improvement to case 3. In terms of RMSE,
the forecasting using Random Forest performs slightly better than XGBoost for most of
the cases. However, it should be remarked that in the south array, case 3 (the best case
of exogenous variables) resulted in much lower bias. Lowering the bias is important in
forecasting when the dispersion of the forecasted data (RMSE) are very similar with both
machine learning methods.

3.2. Probabilistic and Intervals Forecasting

The skforecast library allows the estimation of forecasting intervals based on boot-
strapped residuals. Detailed information on the bootstrap method for interval prediction
in solar power can be found in recent literature [40]. For forecasting intervals, case 3 of
Table 1 has been selected since the inclusion of such exogenous variables improves the
accuracy of the forecast. Moreover, preliminary simulations found that XGBoost was more
suitable than Rain Forest for this type of forecast. Thus, the XGBoost regressor has been
used with the bootstrap method to produce forecasting intervals. The results for forecasting
10–90% intervals with the bootstrap method for several days are illustrated for both arrays
in Figure 8.

In order to evaluate the probabilistic prediction results, several metrics are frequently
used. The Prediction Interval Coverage Probability (PICP) is defined as the proportion of
the data covered by the forecasted interval [31].

PICP =
1
n ∑ ci , ci =

{
1, lower i ≤ ci ≤ upperi

0, otherwise
(5)
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Figure 6. MBE and RMSE values for both arrays and all the cases.

Figure 7. Hourly power forecasted for south and west arrays for the best performance cases.
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Figure 8. Probabilistic forecasting of the BIPV power for south and east arrays.

The Mean Prediction Interval Width (MPIW) is defined as,

MPIW =
1

R n ∑(upperi − loweri) (6)

where R is the range of the target values (i.e., the difference between maximum and
minimum power of the array). The higher the PICP value, the higher the reliability of the
forecast, and the lower the MPIW value, the narrower the width of the forecasted interval.
Table 2 shows the metrics for the south and east arrays. The coverage of both arrays is
below 80% in both cases, but higher reliability is achieved in forecasting intervals for the
east array. The intervals of probabilistic forecasting of the east array are narrower than in
the case of the south array, and the coverage (PICP) is also greater (nearly 80%).

Table 2. Metrics for evaluating interval forecasting.

Array PICP (%) MPIW (%)

South 69.52 11.34
East 78.01 7.05

4. Discussion

Forecasting PV power directly offers some advantages over forecasting solar irradiance
and modeling afterwards the PV power from the forecasted irradiance. In the case of BIPV,
and particularly for PV modules in façade, the intermediate steps between solar irradiance
forecasting and PV power forecasting include the use of transposition models, temperature
forecasting and PV modeling. The alternative strategy is to directly forecast the PV power
based on historical values (i.e., time series forecasting). Machine learning algorithms have
evolved and grown considerably in the recent few years, and nowadays, there are available
tools that integrate machine learning algorithms with forecasting schemes. The library
skforecast is a good example of a tool that makes it easier to use scikit-learn machine learning
regressors as forecasters.

Decision tree regressors such as XGBoost and Random Forest have been explored
in this work as forecasters for BIPV power hourly forecasting. Both deterministic and
probabilistic forecasting schemes have been applied to two BIPV arrays (south and east
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façades) monitored in a building in Madrid (Spain). Furthermore, XGBoost and Random
Forest can be effectively integrated into a deterministic forecasting scheme. In both cases,
the use of exogenous variables (i.e., those variables that can be securely known in the
future), such as clear sky irradiance, solar geometry-related variables and shading patterns
in the building, resulted in more accurate forecasted hourly values. The minimum mean
absolute errors achieved were around 40% for the south array and close to 30% in the case
of the East array. In addition, probabilistic forecasting has been explored using the XGBoost
regressor with bootstrapped residuals. Better results were found for the East array, where
the coverage of the forecasted interval was 78%. This work has shown the potential of these
new forecasting tools for both deterministic and probabilistic forecasting of BIPV power on
an hourly basis. The combination of different machine learning algorithms and different
forecasting strategies (e.g., recursive multi-steps, hyper-parameter tuning, back-testing)
could conduct more accurate results. Future work is expected in this regard to explore new
forecasting schemes.

5. Conclusions

PV power forecasting is essential in managing the electrical grid and storage systems.
In the particular case of BIPV, with the increasing growth of its deployment, it can be
even more important. This paper has explored two machine learning algorithms based of
decision trees in forecasting BIPV power from time series of power. Random Forest and
XGBoost are able to forecast directly PV power with much better performance when highly
correlated variables are used as exogenous variables. Random Forest achieved, in general,
slightly better RMSE than XGBoost for most cases in deterministic forecasting. However,
the best accuracy was observed in case 3, with XGBoost showing an RMSE of 0.89 kW and
0.21 kW for south and east arrays, respectively; moreover, very similar RMSE results of
0.9 kW and 0.20 kW for south and east arrays were found in the case of Random Forest. In
probabilistic forecasting, XGBoost was used for south and east arrays with good results
within the 10–90% interval.

XGBoost algorithm presents the advantage of a very easy and fast implementation
method in forecasting schemes (as the skforecast library), having fast execution and making
possible the use of both deterministic and probabilistic forecasting strategies based on time
series forecasting. This versatility makes it a very interesting option in machine learning
forecasting techniques for BIPV applications.
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Abstract: The energy generated by a solar photovoltaic (PV) system depends on uncontrollable factors,
including weather conditions and solar irradiation, which leads to uncertainty in the power output.
Forecast PV power generation is vital to improve grid stability and balance the energy supply and
demand. This study aims to predict hourly day-ahead PV power generation by applying Temporal
Fusion Transformer (TFT), a new attention-based architecture that incorporates an interpretable
explanation of temporal dynamics and high-performance forecasting over multiple horizons. The
proposed forecasting model has been trained and tested using data from six different facilities
located in Germany and Australia. The results have been compared with other algorithms like
Auto Regressive Integrated Moving Average (ARIMA), Long Short-Term Memory (LSTM), Multi-
Layer Perceptron (MLP), and Extreme Gradient Boosting (XGBoost), using statistical error indicators.
The use of TFT has been shown to be more accurate than the rest of the algorithms to forecast PV
generation in the aforementioned facilities.

Keywords: photovoltaic power forecast; solar energy; Temporal Fusion Transformer; deep learning;
artificial intelligence

1. Introduction

Renewable energy is rapidly increasing worldwide since it became an economical
alternative to conventional energy sources such as fossils fuels, which are responsible
for greenhouse emissions (GHG), have a limited supply, and their prices are becoming
increasingly unpredictable. Furthermore, the European Commission targets aim to reduce
emissions by 50% to 55% by 2030 in comparison with 1990 and to become climate neutral
in 2050 [1].

Electricity generated by solar photovoltaic (PV) systems has increased by 23% in 2020
to reach 821 TWh worldwide [2]. Projections indicate that the global installed capacity
of this technology could rise by more than three times, reaching 2.840 GW in 2030, and
8.519 GW in 2050 [3]. The reason is solar energy presents many advantages: it is an environ-
mentally friendly renewable source, is abundant, has a long service life [4], and as shown
in Figure 1, it is becoming one of the most competitive power generation technologies after
more than ten years of cost declines with a promising future ahead.
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Figure 1. Levelized cost of electricity (USD/kWh) in European Union in the Stated Policies
Scenario [5].

However, variations in solar irradiance and meteorological conditions cause fluctua-
tion in solar power generation and lead to uncertainty in power output. This results in a
power imbalance between the demand and the supply side of the grid [6]. Also, the unpre-
dictable output significantly impacts the economic dispatch and the scheduling, stability,
and reliability of the power system operation [7]. Precise forecasting of the energy pro-
duced is essential for grid operators, considering that deviations need to be compensated
by the remaining generation technologies. Moreover, it is not only beneficial for system
operators as PV plant managers can prevent potential penalties arising from differences
between produced and predicted energy [8,9]. Therefore, PV power forecasting contributes
to stabilize and optimize the operation and performance of the grid and renewable energy
microgrids [10–13] by means of the comparative analysis between required and predicted
energy. It also positively affects the customer by reducing the uncertainty and the generated
energy cost [8,14].

Solar power forecasting ranges from ultra-short term to long-term forecasts. Long-term
forecasts are especially relevant for planning the long duration power system. However,
industry and researchers currently focus primarily on short-term or day-ahead predictions
as these can account for cloud cover variability and provide more accurate results [15].
There are several approaches for solar power forecasting: physical models [16], persistence
forecast [17], statistical models [18], artificial intelligence [19], including machine learn-
ing (ML) and deep learning (DL) [20,21], ensemble and hybrid-based models [14,22–26].
Common ML methods applied to PV power forecasting in literature are artificial neural
networks (ANN) [20,27,28], support vector machine (SVM) [29,30] and extreme learning
machine (ELM) [31,32]. Among all PV forecasting approaches, ANN have shown superior
accuracy, being successfully applied in short-term forecast horizons [33–36]. In addition,
machine learning methods, like ANN, can handle large amounts of data and produce
accurate predictions for short-term periods, without the complexity of mathematical and
physical relationships.

Some methods used for PV power forecasting present certain limitations. Persistence
and statistical methods cannot handle nonlinear data. Physical methods depend on local
meteorological data that can have limited access. Numerical weather prediction (NWP)
models are widely used to provide forecasts of weather conditions, but they often lack
sufficient spatial and temporal resolution. ANN are involved with problems of local min-
ima, overfitting, and complex structure. DL methods have been developed to solve these
limitations [37,38]. DL is an advanced branch of machine learning with the ability to process
non-linear and complex relationships between various inputs and the forecasted output.
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Examples of DL are Convolutional Neural Networks (CNN) [39–41], Recurrent Neural
Networks (RNN) [42,43], Long Short-Term Memory (LSTM) [21,44] or Convolutional Self-
Attention LSTM [45]. These methods have proven to achieve better prediction results when
applied to solar power forecasting compared to other machine learning methods, especially
those based on LSTM networks [46–49].

Time series can have seasonal patterns or increasing and decreasing trends. LSTM
can learn to remember useful information from several time steps back that is relevant for
producing the predicted output. Traditional recurrent networks do not have the ability to
decide which information to remember. Nevertheless, LSTM has difficulty in determining
long-term dependencies.

More complex deep learning architectures are constantly created that outperform
previous ones. For example, Temporal Fusion Transformer (TFT) [50] is an Attention-Based
Deep Neural Network for multi-horizon time series forecasting that integrates LSTM in
its architecture. TFT also uses the attention mechanism to learn long-term dependencies
in time series data, which means that it can directly learn patterns during training. This
makes the TFT more advantageous than other time series methods in terms of interpretabil-
ity. Moreover, TFT minimizes a quantile loss function, which enables it to generate a
probabilistic forecast with a confidence interval.

This work aims to predict hourly day-ahead PV power generation by applying TFT
as the forecasting method. TFT incorporates an interpretable explanation of temporal
dynamics and high-performance forecasting over multiple horizons. It uses specialized
components to choose important attributes and a series of gating layers to remove non-
essential elements, resulting in high performance in a wide range of applications.

This paper contributes to extending the application of innovative DL methods to PV
power forecasting. The novel aspect of this work is the use of TFT for PV power generation
forecasting as there is no previous literature found that applies and compares this method
for predicting PV output performance. TFT potentially enhances the accuracy of forecasts
compared to other methods by learning short and long-term temporal relationships. This
not only benefits the management of PV production systems but can also influence the
stability and operation of the power system.

The predicting method is evaluated with common datasets used in literature. They
include real data from six photovoltaic systems located in Germany and Australia. The
results of the proposed DL method are compared with the following methods: Auto
Regressive Integrated Moving Average (ARIMA), Multi-Layer Perceptron (MLP), LSTM,
and Extreme Gradient Boosting (XGBoost).

2. Materials and Methods

The methodology applied in this study includes the following steps. (1) Data gather-
ing, where data from different sources is collected to define the final dataset. The electrical
energy produced by a photovoltaic system depends on variables such as horizontal irra-
diation, temperature, humidity, and solar zenith and azimuth, among others. (2) Data
pre-processing, to transform raw data into a form more suitable for modeling, including
data cleaning, feature selection, and data transformation (3) Model selection. (4) Training
and tuning, where the selected model is trained for different combinations of hyperparam-
eters, selecting the model with the best performance. (5) Results evaluation.

Figure 2 summarizes the process carried out.

94



Energies 2022, 15, 5232

Figure 2. Structure of the proposed model. TFT architecture was adapted from [50].

2.1. Type of Data

The dataset used in this study includes historical power generation data from six
different facilities as the dependent variables, and meteorological data, solar angles, and
calendar data as independent variables.

The six facilities are located in Germany and Australia. Those located in Germany
consist of three roof mounted systems situated on industrial and residential buildings in the
city of Konstanz [51]. In this city, the average global horizontal irradiation is 1212 kWh/m2

per year, the hottest month is July, with an average high of 25 ◦C and low of 15 ◦C, and
the coldest month is January with an average low of −2 ◦C and high of 4 ◦C. The data is
provided with a 5-min resolution.

The facilities in Australia are located at Desert Knowledge Australia Solar Centre
(DKASC), in Alice Springs, which is a real-life demonstration of solar technologies in an
area of high solar resources [52]. In this area, the average global horizontal irradiation is
2271 kWh/m2 per year. The hottest month of the year in Alice Springs is January, with an
average high of 35 ◦C and a low of 22 ◦C. The coldest month of the year in Alice Springs
is July, with an average low of 5 ◦C and a high of 20 ◦C. The data is provided with 5-min
resolution. Table 1 shows the specific information of each PV system and its data.
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Table 1. Main characteristics of the PV facilities and datasets.

Facility Array Rating (kW) Characteristics Start Day Dataset Length

GE_1 17.0 Fixed, Roof mounted 25 October 2015 498 days

GE_2 5.0 Fixed, Roof mounted 29 February 2016 940 days

GE_3 10.0 Fixed, Roof mounted 11 October 2015 776 days

AU_1 4.9 Fixed, Roof mounted 13 October 2018 667 days

AU_2 6.0 Fixed, Ground mounted 13 October 2018 667 days

AU_3 5.8 Fixed, Ground mounted 13 October 2018 667 days

The meteorological variables used include global horizontal irradiance, wind speed,
precipitation, temperature, and humidity. These factors affect to a greater or lesser extent
the PV energy output of the system. The DKASC dataset used includes measurements
of these variables, while for the systems of Konstanz this information is collected from a
nearby weather station [53].

The solar angles, zenith and azimuth, were calculated based on the timestamp and the
location of each PV system for each record of the dataset. The solar zenith angle is the angle
between the sun’s rays and the vertical direction, defining the sun’s apparent altitude. The
azimuth represents the sun’s relative direction along the local horizon.

Figures 3 and 4 show the aforementioned variables during a five-day period in one of
the facilities from Germany and one from Australia.

Figure 3. Photovoltaic (PV) energy production (kWh), horizontal global irradiation (Wh/m2), solar
zenith (◦), solar azimuth (◦), temperature (◦C), and relative humidity (%) from one of the PV facilities
in Germany (GE_3) during five days.

Regarding the calendar data, cyclical calendar variables need to be transformed to
represent the data sequentially. For example, December and January are 1 month apart,
although those months will appear to be separated by 11 months. To avoid this, 2 new
features were created, deriving a sine and a cosine transform of the original feature.

Finally, the data was converted to hourly data and merged to create the final dataset,
consisting of eleven independent variables, five meteorological variables, four calen-
dar factors, and two variables to represent solar angles. Table 2 shows the variables
initially considered.
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Figure 4. PV energy production (kWh), horizontal global irradiation (Wh/m2), solar zenith (◦), solar
azimuth (◦), temperature (◦C), and relative humidity (%) from one of the PV facilities in Australia
(AU_3) during five days.

Table 2. Dependent and independent variables initially considered.

Type of Variable Variable Name Source *

Dependent Variable PV energy Production PP

Independent Variable

Horizontal global irradiation WS
Solar zenith DV
Solar azimuth DV
Temperature WS
Relativity humidity WS
Wind speed WS
Precipitation WS
Hour sin DV
Hour cosine DV
Month sin DV
Month cosine DV

* PP: Power Plant, WS: Weather Station, DV: Derived Variable.

2.2. Data Pre-Processing

Data pre-processing is defined as the transformation of raw data into a form more
suitable for modeling. In this study, the following pre-processing tasks are included: data
cleaning, feature selection, and data transformations.

Data cleaning:
The raw dataset has to be cleaned to identify and correct errors that may negatively

impact the performance of the predictive model. For that, one important task is the detection
of outliers taking into account the physical behavior of the system. DBSCAN (Density-
Based Spatial Clustering of Application with Noise) was used to identify outliers in the
dataset. This algorithm creates groups depending on a distance measurement between
points, usually using Euclidean distance. A point is included in a cluster if the distance
between this point and another point of the cluster is less than a parameter eps, taking into
account a minimum number of points for each cluster. As a result, it identifies outliers as the
points that do not belong to a cluster, which are those that are in low-density regions [54].
Considering that the PV energy production should fall within certain bounds for a given
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global horizontal irradiation, zenith angle and azimuth angle, these four features were
considered to apply this algorithm.

Next, the missing values and the values of solar energy production identified as out-
liers were replaced taking into account the averaged coefficient between the PV generation
and the horizontal global irradiation at the same hour on previous days. The new value for
solar energy production is obtained by multiplying this coefficient by the horizontal global
irradiation at the considered index.

Feature selection:
Feature selection is applied using wrapper methods. These methods train models

using a subset of the input variables, where the objective is to find the subset that builds
the model that yields the best results. As this process is computationally very expensive,
we use TFT, a model that already has interpretable feature selection within its architecture
to guide it.

The wrapper method used is Backward Elimination [55]. Initially, a TFT model is
trained with all the variables, then, at each iteration, the least significant variable in the TFT
model is removed, which should improve the performance of the model. Thus, this process
is stopped when no improvement is observed after discarding another feature.

Data transforms:
Continuous input variables have different scales, which may result in a slow or

unstable learning process. For that, they need to be normalized to make every datapoint
have the same importance. In this study, standardization (of z-score normalization) was
used to rescale the data. This is a technique where the final values have a zero mean and a
unit standard deviation. The formula of the z-score normalization is:

xstand =
xi − μ

σ
(1)

where xi is the input data, μ is the average value of the feature, and σ is the standard deviation.
For the target variable, different transformations are applied. First the natural loga-

rithm of the values, then the values are scaled by dividing each value by the median in
its series.

2.3. Data Splitting

The dataset is divided into three sets for training purposes:
Training set: The sample of the data used to fit the model.
Validation set: The sample of data used to provide an unbiased evaluation of a fitted

model while tuning its hyperparameters.
Test set: Part of the data used to fairly evaluate the final model fit on the training set.
This division is not done evenly; each photovoltaic installation in the dataset is divided

so that 70% of its randomly selected samples go into the training set, 20% into the validation
set, and 10% into the test set.

2.4. Forecasting Models

The solar energy production was predicted using TFT, although its performance was
compared with other algorithms like ARIMA, MLP, LSTM, and XGBoost. MLP, LSTM,
and TFT models were trained using the implementation in Pytorch Forecasting [56], while
ARIMA and XGBoost used their own packages for Python.

2.4.1. TFT

TFT is an attention-based neural network architecture specially designed to combine
multi-horizon forecasting with interpretable insights into temporal dynamics [50]. TFT uti-
lizes specialized building blocks to select relevant features and leave out unused components,
enabling high performance over a broad range of tasks. Their main components are:
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- Gating mechanisms, named Gated Residual Network (GRN). They allow us to filter
out any unnecessary elements of the architecture and avoid non-linear processing if it
is not needed.

- Variable selection networks to choose important input features at each time step.
- Static covariate encoders that incorporate static variables into the network to condition

temporal dynamics.
- Temporal processing to learn both long and short-term temporal patterns from both

known and observed time-varying inputs. A temporal self-attention decoder, based
on the Masked Multi-Head Attention layer, is employed to capture long-term depen-
dencies, while a sequence-to-sequence layer is used to process local information.

- Allows us to calculate prediction intervals via quantile forecast to determine the
likelihood of each target value.

TFT improves the interpretability of time series forecasting through the identification
of the globally-important variables, the persistent temporal patterns, and the significant
events for the prediction problem. It explains how and why the results are generated by
the model, in contrast with the concept of a “black box” where it is difficult to explain how
models arrive at their predictions. This makes the model’s output more trustworthy and
easier to work with, which is the objective of Explainable AI (XAI) [57].

2.4.2. ARIMA

ARIMA is a statistical model that predicts future values based on past time series
data [58]. This algorithm consists of 3 components:

- Autoregression (AR), takes into account the dependence between an observation and
certain past values.

- Integrated (I), uses the differencing of raw observations necessary to make the
series stationary.

- Moving Average (MA), considers the dependent relationship between an observation
and a residual error of a moving average model applied to certain past observations.

2.4.3. MLP

A MLP is a fully connected class of feedforward ANN [59]. It is made up of many
interconnected computational units, called neurons. An artificial neuron receives inputs
from other neurons, which are weighted and summed, establishing the impact of the
information going through them. This weighted sum is then transformed by an activation
function to generate the output of the neuron. These activation functions are needed to
learn complex patterns and non-linear curves.

In a neural network, the neurons are arranged into multiple layers: an input layer, one
or more hidden layers, and an output layer. The number of neurons of each layer and the
number of hidden layers are the main parameters to optimize.

2.4.4. LSTM

LSTM networks are a special class of RNN, capable of learning long-term dependen-
cies [60]. They can retain previous information and learn temporal correlations between
consecutive data points. The memory block, its building structure, is composed of three
interacting gates.

In LSTM, the core variable is the cell state, which allows for information to be carried
from previous steps throughout the memory block. Its interacting gates control the addition
or removal of information from the cell state. In particular, the first gate is called forget
gate, and determines which information from previous steps to throw away from the cell
state. The second one, the “input gate”, controls the updating of the cell state. Finally, the
last interacting gate, called the “output gate”, provides the final output, based on a filtered
version of the updated cell state.
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2.4.5. XGBoost

XGBoost is a supervised predictive algorithm that uses the boosting principle [61].
The idea behind boosting is to generate multiple “weak” prediction models sequentially,
each of these takes the results of the previous model to generate a “stronger” model. It uses
different types of weak decision trees as its models. To get a stronger model from these
weak models, an optimization algorithm is used, in this case, Gradient Descent.

2.5. Hyperparameter Tuning

The different hyperparameters of the model are predefined with default values, al-
though better performance is achieved if they are optimized for the problem under study.
Neural Network Intelligence (NNI) is used to tune these hyperparameters [62]. This tool
allows us to define a search space, generating different configurations of the parameters.
Next, NNI performs training for each combination, in order to find the best outcome. NNI
trains the model by generating its own random training, validation, and test sets from the
dataset, and training it with a combination of the defined hyperparameters.

2.6. Evaluation Metrics

To evaluate and compare the forecasting performances, several statistical error metrics
were employed: root mean square error (RMSE), mean absolute error (MAE), mean absolute
scaled error (MASE), coefficient of determination (R2), and quantile loss. These evaluation
metrics are defined as:

RMSE =

√
1
N ∑N

i=1|yi − ŷi|2 (2)

MAE =
1
N ∑N

i=1|yi − ŷi| (3)

MASE =
MAE

MAEnaive
(4)

R2 = 1 − ∑N
i=1(yi − ŷi)

2

∑N
i=1
(
yi − yavg

)2 (5)

QuantileLoss = ∑
q ∈ Q

max((q(yi − ŷi), (q − 1)(yi − ŷi)) (6)

where yi and ŷi represent the real and forecasted values, respectively, yavg shows the mean
of real values, MAEnaive is the MAE of a naïve model that predicts the values by shifting
actual values into the future, and Q is the set of quantile values to be fitted in our study
Q = {0.02, 0.1, 0.25, 0.5, 0.75, 0.9, 0.98}.

3. Results and Discussion

3.1. Outliers Detection

The percentage of missing values and outliers detected in each dataset are shown
in Table 3. The number of outliers identified is greater in the facilities from Germany
than in those from Australia. The reason for this behavior could be the distance between
the PV facilities and the weather station in Konstanz. Although the tower is located in
the same city not far from the facilities, the irradiance recorded at the same moment can
vary significantly on partially cloudy days. The analysis of outliers is, therefore, of great
importance for those facilities that do not have their own weather station.

Table 3. Missing values and outliers detected in each dataset.

Facility Missing Values (%) Outliers (%) Facility Missing Values (%) Outliers (%)

GE_1 0.60 0.49 AU_1 1.83 0.00
GE_2 1.13 1.85 AU_2 1.83 0.00
GE_3 0.68 1.05 AU_3 1.83 0.00
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3.2. Data Analysis

The dataset was analyzed once it was cleaned. First, Figure 5 shows the probability
density function (PDF) of the PV energy production data, taking only into account values
between sunrise and sunset. These datasets present a bimodal distribution for the Aus-
tralian facilities, with a peak close to cero and another at high PV energy production. On
the other hand, the distributions are left-skewed for the installations located in Germany,
with its highest point at low PV energy production. In both cases, the first peak is derived
from the hours near sunset and sunrise, where the global horizontal radiation is low.

Figure 5. Probability density function (PDF) of the PV energy production for the different facilities.

Figure 6 shows the autocorrelation function (ACF) of PV energy production for two
of the time series considered, one for each location. This ACF represents the similarity
between two observations depending on the lag time among them. In this case, the results
indicate that the PV energy production presents a clear periodic pattern with an interval of
24h. These results are equivalent for the rest of the facilities.

The Pearson correlation coefficient was also calculated to measure the correlation
between the PV energy production and both the meteorological variables and the solar
angles (Table 4).
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Figure 6. Autocorrelation function (ACF) of PV energy production time series data.

Table 4. Pearson correlation coefficient (PCC) between target value (PV energy production) and the
meteorological variables and solar angles.

PCC GE_1 GE_2 GE_3 AU_1 AU_2 AU_3

Horizontal global irradiation 0.91 0.97 0.89 0.98 0.99 0.98
Temperature 0.56 0.57 0.54 0.40 0.44 0.40

Relative humidity −0.74 −0.69 −0.74 −0.37 −0.39 −0.36
Wind speed 0.08 0.07 0.10 0.09 0.10 0.09
Precipitation −0.13 −0.11 −0.12 −0.03 −0.03 −0.03
Solar zenith −0.77 −0.83 −0.77 −0.84 −0.85 −0.83

Solar azimuth 0.21 0.11 0.25 0.03 0.04 0.05

The correlation between PV energy production and the different meteorological vari-
ables varies between the location, showing a different influence of these features depending
on the climatic conditions. With respect to the correlation with the horizontal global irra-
diation, it is stronger in the case of the facilities from Australia. Among the facilities in
Germany, the highest correlation was found in the GE_2 facility. The differences in the
correlations obtained may be due to several factors. First, the sky conditions in Konstanz
are much more diverse than the sky conditions in Alice Springs, which has an impact
in the relation between horizontal irradiation and plane-of-array (POA) irradiation [63],
and therefore, in energy production. Secondly, the GE_1 and GE_3 installations are not
oriented towards the south, but slightly towards the southwest, which produces a certain
gap between the maximum generation and the maximum irradiation points, as shown in
Figure 7. Thirdly, the tilt of the different systems is not the same: the lower the tilt, the
greater the correlation. Finally, the facilities in Germany are located on roofs of urbanized
areas, which results in a more obstructed horizon that also decreases the correlation.

Finally, Figure 8 represents the relation between the PV energy production and the
horizontal global irradiation for the different facilities, highlighting the differences between
the months of the year.
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Figure 7. Normalized PV energy production and horizontal solar irradiation for the facilities from
Germany and Australia during a four-day period.

Figure 8. Relation between PV energy production (kWh) and global horizontal irradiation (Wh/m2)
for the different locations.
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3.3. Feature Selection

From the dataset, solar horizontal irradiation, temperature, humidity, zenith angle,
azimuth angle, and the sine and cosine transformation of the month were found to be
valuable parameters for the model, whereas the rest of the variables considered were
discarded. Although different feature sets were used, temperature and solar angles were
also selected variables in [64], while precipitation was also discarded.

3.4. Forecasting Results

Using the variables selected, the hourly day-ahead PV power generation was predicted
using different models for the two locations. The hyperparameters of MLP, LSTM, and
XGBoost were established based on the best models in [28,48,65]. For TFT, the hyperpa-
rameters were tuned with NNI and the best performance was obtained for the values in
Table 5.

Table 5. Selected hyperparameters for TFT model.

Hyperparameter Value

LSTM layers 2
Hidden size 60

Hidden continuous size 30
Attention head size 2

Learning rate 0.001
Encoder length 72

Dropout 0.7
Batch size 1024

Figure 9 shows the results for different combinations of hyperparameters.

Figure 9. Results during the tuning of the hyperparameters for TFT with NNI.

The variables related to the complexity of the neural network based models are shown
in Table 6. TFT is the most complex model considering the three variables: number of
parameters, model size, and training time per epoch showing an 82.6% and 86.6% increase
in size and in time complexity, respectively, compared to LSTM.

Table 6. Variables related to neural networks complexity.

Total Parameters (K) Estimated Parameter Size (MB) Training Time per Epoch (s)

MLP 8.7 0.035 15
LSTM 48.1 0.192 16
TFT 361 1.44 92

The forecasting errors using these different models are shown in Table 7. As can be
seen, TFT outperforms the other models with lowest values for all the indicators in both
locations. Comparing TFT with LSTM, the second-best model, the indicators of RMSE,
MAE, and MASE, for Australia are 46%, 48%, 48% lower, respectively. The same behavior
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can be observed for Germany, with a reduction of 20%, 26%, and 54% in RMSE, MAE, and
MASE from TFT with respect to LSTM. These results may be explained by the different
components integrated in TFT. This algorithm incorporates temporal self-attention decoder
to capture long-term dependencies, allowing to learn relationships at different scales. It
also supports to efficiently address features for each input type: static or time-invariant
features, past-observed time varying input and future-known time varying input. It was
also found to exceed other predictions models in other areas like the forecasting of wind
speed or freeway traffic speed [66,67].

Table 7. Forecasting errors for the different models in both locations: Germany and Australia.

RMSE MAE MASE R2

GE AU GE AU GE AU GE AU

ARIMA 1.441 0.219 1.106 0.187 - - 0.640 0.978
MLP 0.786 0.593 0.370 0.331 1.458 0.961 0.816 0.853

LSTM 0.343 0.118 0.162 0.064 0.846 0.191 0.975 0.994
XGBoost 1.124 0.336 0.497 0.137 1.105 1.242 0.577 0.945

TFT 0.276 0.064 0.120 0.033 0.390 0.100 0.983 0.998

LSTM showed good accuracy and better performance than XGBoost, MLP, and ARIMA.
This behavior was also found in [47,48]. Unlike XGBoost and MLP, both LSTM and TFT
can retain previous information and learn temporal correlations between consecutive data
points, giving these models a better performance. Besides, while the ARIMA model was
only developed taking into account a linear relationship between the exogenous vari-
ables and the target variable, both LSTM and TFT can include non-linear approximations.
Therefore, these results indicate that both mechanisms are important for the forecasting of
day-ahead solar production.

The performance of TFT on each facility was compared using MASE and R2, the two
metrics that are scale invariant. The results for Germany are always worse than those
for Australia, with a significant reduction in accuracy for both metrics. The forecasting
errors with TFT for the different indicators and the different series considered are shown in
Table 8.

Table 8. TFT performance for the 6 locations.

RMSE MAE MASE R2 Quantile Loss

GE_1 0.432 0.187 0.346 0.983 0.053
GE_2 0.105 0.050 0.513 0.987 0.014
GE_3 0.291 0.123 0.312 0.980 0.035
AU_1 0.062 0.032 0.091 0.999 0.009
AU_2 0.070 0.035 0.097 0.998 0.010
AU_3 0.061 0.032 0.112 0.998 0.009

The highest accuracy in forecasting the day-ahead PV power generation is always
achieved in AU_1, although the performance of the TFT is very similar for the three
Australian PV plants. In this case, the coefficient of variation, which establish the extent of
the variability in relation to the mean, is 3.73% and 0.05% for MASE and R2, respectively.
In the case of Germany, the coefficients of variation are 27.62% and 0.29% for MASE and R2,
showing a great variability between the performance of the model in German facilities.

The forecast accuracy in the German facilities is still not as favorable as the one in the
facilities in Australia, this may be due to the greater variability in the weather conditions
experienced by the solar facilities in Konstanz.

However, the forecast in the facilities in Germany has improved drastically, especially
in GE_1 and GE_3. As mentioned, the other factors which could be damaging the Pearson
correlation between horizontal irradiation and energy production (the different orientation
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and tilt of the panels and the more blocked horizon) could have been corrected with the
implementation in the model of the solar angles (zenith and azimuth), the meteorological
variables (temperature and humidity) and the calendar data. The solar angles help to
predict the relationship between the horizontal irradiation and the irradiation in the plane
of the panels [68], which is reinforced with the meteorological variables [63] that also
influence other factors, such as the efficiency of the panels [69].

Figures 10 and 11 show the results of PV power generation forecasting based on TFT
and the real solar energy production for representative rainy and sunny days in both
locations. These graphs represent the global horizontal irradiation and the observed values
from the past 72 h to the prediction length. The predicted value is represented with the
prediction intervals, showing the uncertainty of the forecasted values. This information is
important when managing the operation of the facilities.

Figure 10. Observed and predicted PV energy production forecasting for a sunny and a rainy day in
the facilities from Australia. Global horizontal radiation is represented in grey.

For AU_1 on a rainy day, the maximum solar energy production predicted is
3.50 kWh, where 3.22 kWh and 3.76 kWh are the 0.1 and 0.9 percentiles, respectively.
The interval between the tenth and the ninetieth percentile is 0.54 kWh. Considering the
hours with energy production, the mean and standard deviation for half of this interval
are 0.19 kWh and 0.07 kWh, respectively, with a maximum value of 0.27 kWh and a mini-
mum of 0.07 kWh. For the example of a sunny day, the value predicted for the hour with
maximum solar output is 4.05 kWh. In this case, the mean and standard deviation of the
mid-range between the considered percentiles during the day is 0.12 kWh and 0.03 kWh,
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respectively, indicating lower variation in these values. Analyzing these results for this
case, it seems that the uncertainty is higher and more varied for rainy days.

Figure 11. Observed and predicted PV energy production forecasting for a sunny and a rainy day in
the facilities from Germany. Global horizontal irradiation is represented in grey.

For the case of GE_2, the maximum production on the example for a rainy day is
1.39 kWh, and the mean and standard deviation of the half of the interval between 0.1 and
0.9 percentiles along the day is 0.20 kWh and 0.07 kWh, respectively. The maximum is
0.35 kWh and the minimum is 0.08 kWh. In the case of a sunny day, the values are
0.17 kWh and 0.02 kWh for the mean and the standard deviation, respectively, with a solar
energy production of 3.2 kWh. In this case, the uncertainty is higher than in the case of
Australia, although it is constant throughout the day. Comparing the examples of a rainy
and a sunny day, the mean values are similar, although the rainy day is over a peak of solar
energy production of 1.39 kWh, whereas on a sunny day, the maximum output is 3.2 kWh.
This indicates that the uncertainty is also higher on rainy days as in the case of Germany.

One possible explanation for the lower accuracy during cloudy or rainy days could
be the higher variability of the irradiance levels recorded during such days. This implies
that the training of the network, and therefore, the prediction of PV energy production,
becomes less reliable under these circumstances.

3.5. TFT Interpretability

TFT improves the interpretability of time series forecasting through the calculation
of the variable importance scores for the different types of features, and also through the
representation of the attention weight patterns. These results can be seen in Figure 12, which
shows the importance of the past-observed time varying inputs, Figure 13, representing the
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importance of the future-known time varying features, and Figure 14 showing the attention
weight patterns for one-step-ahead forecasts.

Figure 12. Importance of encoder variables.

Figure 13. Importance of decoder variables.

Figure 14. Attention weight patterns.
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These datasets also have three static inputs: target center, target scale, and the identifi-
cation of the facility, aiming at providing additional information and context to the model.
This last variable is needed to identify each series, since TFT allows to train all of them
together, learning also from general patterns amongst series. The first two are related to the
standardization of the target variable, and included as static variables in the model. For
these series, target center has a value of 0 and target scale is the median of the time series.
The importance of these variables is as follows: target center> series id> target scale.

The encoder variables contain the features for which past values are known at predic-
tion time, and consist of the features selected previously in addition to the index indicating
the relative time. In this case, the relative time takes values between −72 (input length)
and 0. The importance of each of these variables can be seen in Figure 12. The horizontal
solar irradiation received most of the attention (almost 25%), followed by the target vari-
able and the solar zenith (around 12.5% each). Relative humidity and the sine and cosine
transformation of the month are variables with a limited weight on the encoder side.

Decoder variables are those features for which future values are known at prediction
time. For the decoder, the relative time index takes values between −72 and 24 (prediction
length). The importance of each of these variables for the prediction model can be observed
in Figure 13. Solar zenith and horizontal solar irradiation play a significant role, summing
almost 60% of the weighted importance.

The results from both the encoder and decoder weighted importance highlight the
necessity of having a good representation of solar zenith and horizontal solar irradiation to
achieve high prediction performance.

Finally, Figure 14 represents the attention weight patterns for one-step-ahead forecasts,
which can be used to understand the most important past time steps that the TFT model
focused on. It shows that the attention displays a cyclic pattern, with clear attention peaks
at daily intervals. Thus, the attention is focused on the closest values, and in values at
the same hour of previous days. This behavior is understandable since the PV energy
production follows the same periodic pattern, as can be seen in Figure 6.

4. Conclusions

PV energy production varies significantly due to many factors, including weather
conditions, time of day, season, solar irradiance, panel degradation, shading, and other
uncontrollable factors. These variations create challenges for power systems because they
cause grid instability and imbalances in the supply and demand of electricity amongst
other complications. An accurate forecast of the PV power generation helps to guarantee
the operation of the power system.

In this study, the TFT, a novel deep learning algorithm, is tested to address the hourly
day-ahead PV energy production on datasets from different facilities. This algorithm is
able to learn long-term and short-term temporal relationships respectively, and also helps
to efficiently build feature representations of static variables, observed and known time-
varying inputs. These different components allow the model to be successful in producing
accurate forecasts, outperforming other advanced methods like LSTM.

TFT outperformed the other models for predicting PV energy production in the six
facilities analyzed, providing better values for all the accuracy indicators. Comparing
TFT with LSTM, the second-best model, the indicators of RMSE, MAE, and MASE, for
the facilities in Australia are 46%, 48%, 48% lower, and 20%, 26%, and 54% lower for the
facilities in Germany.

The TFT model has also performed well in facilities which did not have an on-site
weather station where the meteorological variables had to be collected from the nearest
meteorological station. This is of great importance since a large number of small and
medium solar PV facilities do not have a pyranometer on site. The study shows the
importance of detection and replacement of outliers in these types of facilities.
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The importance of the decoder and encoder variables has been also calculated, re-
vealing that solar horizontal irradiation and the zenith angle are the key variables for
the model.

This model can also calculate the prediction intervals, estimating the uncertainty of the
forecast which facilitates the operation and management of the facilities and for economic
dispatch optimization.

In relation to the limitations and complexity of the model used, it should be noted
that TFT needs a larger amount of data to achieve good prediction results. Besides, it is
also a complex model, requiring higher maintenance due to higher computational and
storage resources. When this is not an issue, the outcomes show that this research can be of
great benefit to grid operators, plant managers and customers. The use of more complex
models, such as TFT, provides more accurate PV production predictions, which contributes
to improve the management of the power system.
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Abstract: Partial shading (PS) is a prevalent phenomenon that often affects photovoltaic (PV) in-
stallations, leads to the appearance of numerous peaks in the power-voltage characteristics of PV
cells, caused by the uneven distribution of solar irradiance on the PV module surface, known as
global and local maximum power point (GMPP and LMPP). In this paper, a new technique for
achieving GMPP based on the dandelion optimizer (DO) algorithm is proposed, inspired by the
movement of dandelion seeds in the wind. The proposed technique aimed to enhance the efficiency
of power generation in PV systems, particularly under PS conditions. However, the DO-based MPPT
is compared with other advanced maximum power point tracker (MPPT) algorithms, such as Particle
Swarm Optimization (PSO), Grey Wolf Optimization (GWO), Artificial Bee Colony (ABC), Cuckoo
Search Algorithm (CSA), and Bat Algorithm (BA). Simulation results establish the superiority and
effectiveness of the used MPPT in terms of tracking efficiency, speed, robustness, and simplicity of
implementation. Additionally, these results reveal that the DO algorithm exhibits higher performance,
with a root mean square error (RMSE) of 1.09 watts, a convergence time of 2.3 milliseconds, and mean
absolute error (MAE) of 0.13 watts.

Keywords: maximum power point tracker (MPPT); photovoltaic; partial shading conditions (PSCs);
dandelion optimizer; optimization

1. Introduction

The growing population has led to a higher demand for electricity, as it has become a
crucial aspect of modern life, and a blackout could cause serious disruptions and losses.
With the world’s economy and social life recovering, especially post-pandemic, increasing
electricity generation capacity is imperative to meet these demands. However, traditional
electricity generation methods such as using coal, gas, and fossil fuels have a harmful
effect on the environment. As per the International Energy Agency (IEA), the global power
sector’s CO2 emissions rose to nearly 700 million tons in 2021, surpassing the previous
record by over 14 Gt. The United Nations (UN) views electricity generation as a major
contributor to global climate change, with fossil fuels still accounting for over 80% of global
energy production [1].

The degradation of PV modules can negatively impact MPP tracking, particularly in
regions with low humidity. Over time, the performance parameters of PV modules, such
as efficiency, current, and series resistance, may change due to degradation, which could
necessitate adjustments to MPP tracking algorithms. When a PV module experiences a
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decline in efficiency, the MPP tracking algorithm might need to be modified to optimize
power generation in light of the reduced output power. Similarly, if the series resistance
of the PV module increases as a result of degradation, the MPP tracking algorithm might
need to account for this change in impedance and be adjusted accordingly to ensure
accurate MPP tracking. In general, the degradation of PV modules can affect the precision
and efficacy of MPP tracking algorithms. As such, PV system designers and operators
should keep this in mind when implementing MPP tracking algorithms in regions with
low humidity. Appropriate updates or adjustments may be necessary to ensure optimal
power generation from the PV system [2,3].

Solar power is the most widely popular renewable source because it is clean, accessible,
and freely available. However, solar PV systems have limitations, with their output
dependent on climate conditions and affected by non-linear characteristics of current–
voltage and power–voltage [4]. To overcome these limitations, an effective MPPT is required
to retrieve the utmost power from PV systems and ensure they operate at optimal levels
under different conditions. The MPPT must operate with speed and efficiency to maintain
stability in the PV system, particularly through rapidly changing shading situations. In
order to maintain a steady output voltage for the photovoltaic (PV) system, a DC–DC
converter is necessary to control the maximum power point (MPP) through adjusting its
duty cycle [5]. Figure 1 demonstrates the positioning of a boost converter between the PV
array and the load within the MPPT, and various algorithms can be utilized to adjust its
duty cycle, which form the basis of the MPPT controller and are often implemented using
a microcontroller.

 
Figure 1. Illustration of PV System with Boost Converter for MPPT.

However, traditional MPPT techniques, such as Perturb and Observe (P&O) and
Incremental Conductance (IC), fail to track the GMPP, as they are unable to distinguish
between the LMPP and GMPP. This can lead to being stuck at one of the LMPPs and
greatly reducing the energy generated by the system. To overcome this problem effectively,
various computational intelligence techniques have been suggested by many authors
to address these limitations and track the MPP regardless of weather conditions. The
optimization algorithms possess several valuable features, including the capability to
efficiently solve non-linear optimization problems with low failure rates, fast convergence
times, and minimal oscillations, covering a broad range of research [6]. These attributes are
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highly desirable for researchers who intend to monitor the GMPP across diverse weather
conditions. The first feature is crucial in avoiding the algorithm becoming fixed at a local
peak, thus minimizing the loss of production power from the PV system. The second
attribute ensures stability in the PV system, particularly during online optimization with
substantial dynamic changes in PSCs. The last feature ensures the attainment of the
GMPP. Metaheuristic techniques constitute a set of algorithms used to address optimization
problems. These algorithms are influenced by natural phenomena such as evolution,
migration, and swarm behavior and are employed when traditional optimization methods
are either infeasible or too slow. With several beneficial characteristics, including the
ability to effectively solve non-linear optimization problems with low failure rates, quick
convergence times, and minimal oscillation, they have gained popularity among researchers
seeking to track the GMPP under any weather conditions. The first advantage of these
techniques prevents the algorithm from becoming stuck at a local peak, thereby avoiding
significant losses in the output power of the PV system. The second characteristic helps
maintain the stability of the PV system during online optimization with changing PSCs.

In the field of MPPT, numerous optimization algorithms have been developed, includ-
ing HOA [1], PSO [7], GWO [8], ABC [9], Cuckoo Search Optimization (CSO) [10], Group
Teaching Optimization (GTO) [11], Harris Hawk Optimization (HHO) [12], Grasshop-
per Optimization (GHO) [13], Bat Algorithm (BA) [14], Improved Team Game Optimiza-
tion (TGO) [10], Ant Colony Optimization (ACO) [11], Modified Butterfly Optimization
(MBO) [15], Henry Gas Solubility Optimization (HGSO) [16], and Pattern Search (PS) [17].
Most of these algorithms are based on updating the position of the agent based on its
location, making them less susceptible to high oscillation and weak convergence [1,18].
However, the main difference between these algorithms lies in the use of various strategies
in the initial and final steps of optimization to enhance exploration and exploitation, respec-
tively [6]. The PSO algorithm is based on the social behavior of bird flocks and fish schools.
It utilizes a group of particles that navigate the search space to find the optimal solution.
Each particle’s movement, consisting of its position and speed, is impacted by its personal
best solution, and the best solution found by the entire swarm [19]. The PSO algorithm tar-
gets the solution space, where each location signifies a particular level of problem-solving
potential [20]. To determine the best solution, it guides particles throughout the solution
space, with each particle relying on its understanding of nearby particles [21]. The particle
position is defined by the duty cycle value of the DC–DC converter, with the generated
power serving as the fitness value evaluation function.

The ABC algorithm is a metaheuristic optimization method inspired by the foraging
behavior of honeybee swarms [22]. This algorithm integrates local search techniques
performed by employed bees with global search techniques carried out by onlookers and
scouts to strike a balance between exploration and exploitation. The GWO algorithm is
based on the hunting behavior of a grey wolf pack. The pack consists of Alpha, Beta, Delta,
and Omega wolves with a strict hierarchical structure. Alpha wolves are the leaders, Beta
wolves provide support, Delta wolves follow instructions, and Omega wolves occupy
the lowest rank and may be used as scapegoats [23]. The MPPT-based GWO approach
optimizes the power output of photovoltaic systems by combining the strengths of the
GWO algorithm and the MPPT technique. MPPT-based PSO is a popular optimization
method in photovoltaic systems. Despite its widespread use, it is not without limitations.
One of its major drawbacks is the slow convergence time, which can occur when particles
move at a low speed, leading to longer optimization times and reduced efficiency of the
system. Another issue is the tendency for the algorithm to diverge when particles move too
quickly, resulting in suboptimal solutions [15]. A significant issue with the ABC algorithm
is its failure to distinguish between uniform and partial shading conditions, as the same
termination criteria are used for both. Consequently, uniform shading conditions may lead
to a slower convergence time, as the controller must undergo repeated iterations to establish
the steady-state duty cycle, just as in complex partial shading conditions [15]. In one
study, a proposed enhanced CS algorithm is recommended as the MPPT approach for PV
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systems under dynamic partial shading. The research found that the improved CS strategy
outperforms other swarm optimization techniques, addressing the problem of local peaks
and improving the performance of the CS algorithm. Otherwise, the paper [10] mentions
that optimization techniques, in general, can suffer from long convergence times. The
authors of [14] propose using bat-based optimization techniques for MPPTs in PV systems
and compare the performance of these techniques, including Bat-P&O, Bat-Beta, and Bat-IC,
to traditional algorithms. The paper also suggests combining bat-based algorithms with
traditional algorithms to reduce power oscillations and improve system performance.

The latter metaheuristic optimization algorithms have been widely used due to their
ability to handle complex and non-linear systems. The dandelion algorithm is an innova-
tive optimization method inspired by the sowing behavior of dandelions. Specifically, it
incorporates self-learning capability and dynamic radius adjustment to efficiently explore
the solution space and optimize extreme learning machines (ELM). Notably, the algorithm
has exhibited superior performance compared to other optimization algorithms in terms
of convergence speed and accuracy [24]. Further, in one study, the DA is applied to opti-
mize extreme learning machines (ELM) for biomedical classification problems, resulting
in significant enhancements in classification accuracy. Moreover, the study delves into
exploring different fusion methods to generate fusion classifiers with superior accuracy
and stability [25]. The authors in [26] postulate using DO to identify the Proton Exchange
Membrane Fuel Cells (PEMFC) model parameters with precision, overcoming the pitfalls
of metaheuristic algorithms. The study appraises the DO approach under steady-state and
dynamic conditions and gauges its efficacy against other techniques, evincing a promising
yield and superior performance. To improve the DO algorithm’s exploration ability and
prevent it from falling into local optima, ref. [27] proposes a novel competition mechanism
that incorporates historical information feedback. The fitness value of each dandelion in
the next generation is compared with the current best dandelion, and the weaker dandelion
is replaced by a new offspring. This approach improves the offspring generation process
by utilizing an estimation-of-distribution algorithm to exploit historical information. Three
historical information models are designed: the best, worst, and hybrid historical informa-
tion feedback models. The authors in [28] have presented a novel approach, the dandelion
code, as an alternative to the widely used Pruumlfer code for finding optimal spanning
trees. While the Pruumlfer code has been criticized for its low locality, the dandelion code
exhibits higher efficiency and greater locality. Although direct encoding and NetKeys
currently outperform the dandelion code in test problems, the proposed method is still a
strong alternative, particularly for larger networks.

Reference [29] introduces a new swarm intelligence bioinspired optimization algorithm
named DO to tackle continuous optimization problems. The DO algorithm is inspired by the
flight patterns of dandelion seeds carried by the wind, which are modeled into three stages:
rising, descending, and landing. The DO algorithm employs Brownian motion and a Levy
random walk to simulate the flying trajectory of a seed during the descending stage and
landing stage. The DO algorithm can be used as an MPPT method in photovoltaic systems.
It is capable of effectively balancing the trade-offs between tracking speed, accuracy, and
convergence. By simulating the process of dandelion seed long-distance flight relying on
wind, the DO algorithm can optimize the efficiency and performance of solar PV systems.
In the rising stage, the seeds rise in a spiral manner due to the eddies from above or drift
locally in communities according to different weather conditions. In the descending stage,
flying seeds steadily descend by constantly adjusting their direction in global space. In the
landing stage, seeds land in randomly selected positions so that they grow. The moving
trajectory of a seed in the descending stage and landing stage is described by Brownian
motion and a Levy random walk.

Although widely used, some optimization algorithms have limitations in tracking
MPP for PV systems, as previously mentioned. DO is a promising solution, inspired
by the dispersal mechanism of dandelion plants. Its unique features make it a strong
candidate for MPPT algorithms in photovoltaic systems. A comprehensive evaluation of
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DO’s performance is provided in Table 1, in comparison to existing optimization algorithms.
This article aims to thoroughly investigate the potential of DO for MPPTs in photovoltaic
systems. This paper focuses on the following key contributions:

• This work introduces a novel optimization algorithm referred to as DO, which is
designed to determine the GMPP of the Algerian PV system. The DO algorithm
employs advanced mathematical techniques to search for and locate the optimal
operating point of the system, thereby ensuring the system operates at its highest
possible efficiency.

• The paper presents a comprehensive comparison between the newly proposed DO op-
timization algorithm and five established benchmark optimization algorithms, namely,
PSO, ABC, GWO, CSA, and BA, utilizing a simulation model for a photovoltaic (PV)
system with maximum power point tracking (MPPT). The comparative analysis evalu-
ates the algorithms’ performance based on various performance metrics, including
convergence speed, accuracy, and robustness. The results of the analysis demon-
strate the superior performance of the DO algorithm over the benchmark algorithms,
indicating its potential for effective optimization of PV systems with MPPT.

• A dataset is utilized consisting of records collected over a two-day period of uniform
irradiance and complex PS. These databases are employed in a co-simulation paradigm,
leveraging MATLAB-PSIM software, to undertake dynamic validation of the proposed
approach. Such an approach enables the investigation of the system’s behavior over
time, considering the impact of changing environmental conditions, and facilitates the
assessment of model robustness and accuracy. By integrating the databases with the
simulation software, the approach provides a comprehensive platform for testing and
validating the proposed methodology, thereby enabling its effective implementation
in real-world applications.

Table 1. Comparison study between metaheuristic algorithms’ MPPT techniques.

Methods Reference Year
Convergence

Speed
Tracking
Efficiency

Implementation
Complexity

Oscillation

GWO [8] 2016 Low High High Medium
ACO [30] 2017 Medium Medium Medium Low
PSO [7] 2018 High High High Low
BA [31] 2020 Medium High High Medium

GHO [13] 2020 High High High Low
CS [10] 2021 Low Low Medium Low

ABC [9] 2021 High High High Low
DO Proposed Very High Very High Medium Very Low

The structure of the rest of this paper is as follows: The modeling of the photovoltaic
cell is outlined in Section 2. Section 3 delves into the topic of partial shading’s effects and
its characteristics. Section 4 provides a thorough explanation of the novel DO algorithm as
well as the simulation results. The paper concludes in Section 5.

2. PV System Modelling

2.1. Overview of the PV System

This study examines a 9.54 kW PV system placed at the “Centre de Développement des
Energies Renouvelables” (CDER) in Algiers, Algeria. The system comprises 30 photovoltaic
modules (Isofoton 106W) arranged in 2 strings of 15 modules each. Both horizontal and
plane irradiances are measured using a thermoelectric pyranometer, while the temperature
of the PV modules is monitored with a thermocouple (refer to Figure 2). The data acquisition
system is used to measure weather conditions such as solar irradiance and temperature,
as well as electrical parameters such as voltage, current, and power. The main electrical
specifications of the PV modules under Standard Test Conditions (STC) are listed in Table 2.
The weather and MPP current and voltage measurements were taken at 1-min intervals.
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Figure 2. PV study plant and the monitored system.

Table 2. Standard Test Conditions “Isofoton 106-12” parameters.

Parameters Isc [A] Impp [A] Voc [V] Vmpp [V] Pmpp [W]

Values 6.54 6.4 21.6 17.4 106

2.2. The Modeling of the Photovoltaic Cell

The modeling process requires collecting data to experimentally determine the relation-
ships between the inputs and outputs. The data are then used to develop a mathematical
model that describes the cell’s behavior. The model’s accuracy depends heavily on the
quality of the data. Generally, the One-Diode Model (ODM) represents the actual behavior
of a PV module (refer to Figure 3). It is presented in an analytical form that establishes
a relationship between the PV current (IPV) and PV voltage (VPV) through the following
equation [32,33]:

IPV = Iph − I0

Id︷ ︸︸ ︷(
exp

(
q(VPV + Rs IPV)

nkBTp

)
− 1

)
−

Ish︷ ︸︸ ︷
VPV + Rs IPV

Rsh
(1)
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Figure 3. ODM of PV cell.

The optimization algorithm is a powerful tool for extracting the parameters of solar
cells. The optimization algorithm works by finding the values of the parameters that
minimize the difference between the modeled and experimental data. This is done by
adjusting the parameters until the model provides the best fit to the data. There are
several optimization algorithms that can be used for parameter extraction in solar cells,
which are presented in [26,27]. In this research, the effective parameters of a PV cell are
considered to be of great importance. To this end, the effective parameters that were
reported in References [25,28] have been selected for use in this study. The reason for
this choice is that these parameters have been experimentally validated and found to be
highly accurate. The effective parameters of a PV cell play a crucial role in determining
its performance, including its power output and conversion efficiency. These parameters
describe the internal characteristics of the cell and the way it behaves under different
operating conditions. By using accurate and experimentally validated effective parameters,
this study aims to ensure that the results obtained are reliable and representative of the
actual behavior of the PV cell. The Coyote Optimization Algorithm (COA) identified the
best selected parameters, including Rsh, Rs, Iph, I0, and n, which are presented in Table 3
in [32].

Table 3. Isofoton 106W-12V PV module extracted parameters.

Parameter Estimated Values

Iph [A] 6.44
I0 [A] 2.5 × 10−5

N 1.63
Rs [Ω] 0.1403
Rsh [Ω] 202.46

RMSE [A] 0.011

3. Partial Shading and Its Effects

The effect of partial shading on the PV module’s power–voltage (P–V) curve can be
significant. The P–V curve is a graphical representation of the relationship between the
module’s output power and voltage at different levels of solar irradiance. When the module
is not shaded, the P–V curve has a characteristic shape with a single maximum power point
(MPP), which represents the optimal operating point of the module.

However, when the module is partially shaded, the P–V curve undergoes changes.
The shading can cause multiple MPPs to occur, which can lead to significant power losses.
The MPP is no longer a single point but rather a range of points, which makes it challenging
to determine the optimal operating point. Additionally, shading can cause some of the
shaded cells to become reverse-biased, leading to their degradation and potential hotspots,
which can cause permanent damage to the module.
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Partial shading in PV systems (see Figure 4) refers to a situation where some portions
of a solar panel are obstructed from receiving direct sunlight. This can be caused by a
variety of factors, including trees, buildings, or other objects that cast a shadow on the
panels. The effects of partial shading can be significant, as it can impact the performance
of an entire PV system. When a portion of a panel is shaded, it can diminish the overall
power output, as well as the performance of the other panels connected to the same string.
The MATLAB-PSIM software was employed in this study to execute multiple shading
scenarios, utilizing a reliable model.

Figure 4. PV study plant under partial shading and its effects on P–V curve.

4. Implementing Dandelion Optimizer Algorithm as MPPT

In 2022, Shijie Zhao introduced a highly effective global optimization algorithm that
leverages the mechanism by which dandelion seeds are dispersed over long distances by
the wind, as shown in Figure 5, to achieve faster convergence rates on globally smooth
problems, surpassing previous methods that only utilized local smoothness of the function.
This algorithm demonstrates exceptional results and has been mathematically proven to
outperform a pure random search algorithm [29].

The optimization process in dandelion optimization is based on how dandelion seeds
spread in the wind, allowing them to colonize new environments and adapt to changing
conditions. Similarly, the DO algorithm generates multiple solutions and explores different
areas of the solution space using randomness and variability to find the best solution [29].
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Figure 5. Wind-borne dandelion flowers searching for GMPP.

4.1. Mathematical Model

The DO algorithm repeats the wind and reproduction operators until an ending
criterion is met, such as a desired level of fitness or a maximum number of iterations.
The algorithm selects the top solution found during the optimization process as the final
solution. This subsection specifically discusses the mathematical formulas for DO.

4.1.1. Initialization

Like other nature-inspired metaheuristic algorithms, DO implements population
evolution and iterative optimization based on population initialization, i.e., seed generation.
In the proposed MPPT-based DO, the algorithm generates multiple solutions that are duty
cycles of boost converter (D), which represent potential solutions to our optimization
problem, and the population is represented as

population =

⎡⎢⎢⎢⎢⎣
D1
...
...

Dpop

⎤⎥⎥⎥⎥⎦ (2)

where pop represents the population size.
Every potential solution is generated at random between the upper bound (UB) and

lower bound (LB), and the expression of the ith individual Di is

Di = rand × (UB − LB) + L (3)

where rand stands for a random number between 0 and 1, and i is an integer between 1
and pop.

During the initialization stage, DO identifies the participant with the best fitness value
as the initial elite, which is considered the most suitable starting point for the dandelion
seed to grow and flourish. The mathematical expression of the initial elite (Delite) is then
defined as where the function find() refers to two equal-valued indexes.

fbest = min(fDi)
Delite = D(find(fbest = f(Di)))

(4)
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4.1.2. Rising Stage

Dandelion seeds must reach a certain height during the rising stage before they can float
away from their parent. Dandelion seeds rise to different heights depending on wind speed,
air humidity, and other factors. The weather is divided into two categories in this case.

Case 1: On a clear day, wind speeds can be assumed to have a lognormal distribution.
The Y-axis is where random numbers are more distributed in this distribution, increasing
the likelihood that dandelion seeds will travel to distant regions, with the goal of exploring
new regions of the search space and discovering new potential solutions that are better
than the current best solution. The higher the wind, the higher the dandelion flies and the
farther the seeds spread. The vortexes above the dandelion seeds are constantly adjusted
by the wind speed to cause them to rise in a spiral form. In this case, the corresponding
mathematical expression is

Dt+1 = Dt + α× υx × υy × lnY × (Ds − Dt) (5)

where
υx = r × cos θ
υy = r × sin θ

(6)

θ is a random number between [−π, π] and r = 1
eθ .

The position of the dandelion seed during iteration t is represented by Dt; however,
Ds is the randomly chosen position in the search space during iteration t. The expression
for the randomly generated position is given by Equation (7).

Ds = rand(1, 1)× (UB − LB) + LB (7)

ln Y signifies a lognormal distribution subject to μ = 0 and δ2 = 1, and its mathemati-
cal formula is

ln Y =

⎧⎨⎩ 1
y
√

2π
exp

[
− 1

2δ2 (ln y)2
]

y ≥ 0

0 y < 0
(8)

y symbolizes the standard normal distribution N(0, 1) in Equation (8). α is an adaptive
parameter used to adjust the search step length, and the mathematical expression is

α = rand()× (
1

T2 t2 − 2
T

t + 1) (9)

Case 2: When it is raining, dandelion seeds are unable to be carried away by the wind
due to factors such as air resistance and humidity. This leads to the seeds staying in their
local area, which can be represented mathematically by the equation

Dt+1 = Dt × k (10)

where k is used to organize a dandelion’s local search domain, which is determined using
Equation (11).

qd =
1

T2 − 2T + 1
t2 − 2

T2 − 2T + 1
t + 1 +

1
T2 − 2T + 1

(11)

k = 1 − rand()× qd

At the conclusion of each iteration, the value of the parameter k gradually moves
closer to 1, ensuring that the population ultimately reaches the optimal search agent. To
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sum up, the mathematical representation of dandelion seeds in the rising stage is given by
the expression

Dt+1 =

{
Dt + α× υx × υy × lnY × (Ds − Dt) randn < 1.5

Dt × k else
(12)

where the random number generated by the function randn() follows the normal distribution.

4.1.3. Descending Stage

During this phase, the DO algorithm places a strong emphasis on exploration. The
motion of dandelion seeds is modeled in DO using Brownian motion, which simulates their
descent after rising to a certain height. This motion allows individuals to easily explore
a wider range of search communities during the iteration process, as Brownian motion
follows a normal distribution at each step. To reflect the stability of dandelion descent, the
DO algorithm utilizes the average position information after the rising stage, which helps
guide the overall population towards more promising communities. The mathematical
representation for this process is

Dt+1 = Dt − α× βt × (Dmean_t − α× βt × Dt) (13)

where βt is a random number drawn from the normal distribution and denotes Brown-
ian motion.

The mathematical expression of Dmean_t, which stands for the population’s average
position in the ith iteration, is

Dmean_t =
1

pop ∑pop
i=1 Di (14)

4.1.4. Landing Stage

During the exploitation phase of the DO algorithm, the dandelion seed selects its
landing spot based on the results of the first two stages. As the iteration process continues,
the algorithm aims to reach the global optimal solution. This process is represented by
Equation (12).

Dt+1 = Delite + levy(λ)× α× (Delite − Dt × δ) (15)

where Delite denotes the dandelion seed’s optimal position in the ith iteration. levy(λ)
denotes the Levy flight function and is calculated using Equation (16), and σ is a linear
increasing function between [0, 2] and is calculated by Equation (17).

levy(λ) = s × ω× σ

|t| 1
β

(16)

δ =
2t
T

(17)

A random number between [0, 2] called β is used in Equation (16). In this study,
β = 1.5, ω, and t are random numbers between [0, 1], while s is a fixed constant of 0.01. The
mathematical expression of σ is

σ =

(
Γ(1 + β)× sin (πβ2 )

Γ( 1+β)
2 × β× 2(

β−1
2 )

)
(18)

A detailed description of the MPPT-based DO is shown in the flowchart Figure 6.
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Figure 6. Flowchart of the MPPT-based DO.
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4.2. Simulation Results
4.2.1. Ability to Track GMPP

Extensive simulation studies have been conducted to evaluate the performance of the
proposed MPPT algorithm. The PV system in Figure 4 has been specifically designed for
this purpose, consisting of two series-connected PV modules, a DC–DC boost converter,
a DC load, and an MPPT controller. The evaluation has been performed using a co-
simulation methodology that combines the Matlab/Simulink and PSIM platforms. The co-
simulation enables the assessment of the proposed DO-based MPPT algorithm’s feasibility
and effectiveness, as well as the comparison of its performance against the PSO, GWO, ABC,
BA, and CS algorithms, under stable and dynamic climatic conditions. Table 4 presents the
parameters for the optimization algorithms utilized in this study.

The MPPT algorithms have been implemented in a Matlab/Simulink environment, as
shown in Figure 7, while the PSIM platform has been utilized to implement the DC–DC
boost converter and the PV array as illustrated in Figure 8.

Figure 7. Implemented Matlab/Simulink model for MPPT algorithms.

Figure 8. PV array and DC–DC boost converter circuits employed in Psim environment.

Assessing all non-uniform climatic conditions can be challenging, which is why three
preselected shading patterns (SPs) have been used to evaluate the performance of the
proposed DO-based MPPT algorithm. These shading patterns, designated as SP1, SP2,
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and SP3 and shown in Figure 9, are used to evaluate the algorithm’s ability to track the
variant GMPP under static solar insolation. By using these preselected shading patterns,
it is possible to evaluate the performance of the algorithm under a range of different
conditions, without the need to assess all possible non-uniform climatic conditions, which
can be time-consuming and resource-intensive. The following are the three different shade
patterns with different irradiance levels, as shown in Figure 9: SP1 involves no shading;
SP2 includes partial shading; and SP3 introduces partial shading.

Table 4. Optimization techniques and their control parameters investigated in the study.

Technique Parameters
Number of the

Population
Maximum Number of

Iterations

PSO W = 0.4, c1 = 1.2, c2 = 1.6 and r1, r2 = random [0, 1] 10 17
GWO r1, r2 = random [0, 1], A = 2 × 0.1 × r1 − 0.1 and C = 2 × r2 6 10
ABC 50% employed bees and 50% onlooker bees 6 10
BA Fmin = 0, Fmax = 2, A = 0.5, r = 0.5, alpha = 0.9, gamma = 0.9 7 10
CS k = 0.8 Beta = 1.5 4 10

DO

α and βt are random numbers

a =
−1

Max iteration2 − 2 × Max iteration + 1
b = −2 × a

c = 1 − a − b

4 7

Figure 9. Shading patterns.

The simulation results present in Figure 10 show that the proposed MPPT algorithm
is capable of accurately tracking the GMPP of the PV array under various environmental
conditions, and it achieves a fast convergence to the GMPP.
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Figure 10. Cont.
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Figure 10. Simulated mean power and duty cycle of PSO, GWO, ABC, BA, CS, and DO for PV string
((a,b) for SP1, (c,d) for SP2, (e,f) for SP3).
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4.2.2. Tracking and Comparing Performance

To demonstrate the tracking capability of the proposed DO-based MPPT algorithm
under dynamic solar insolation conditions, a transient shading pattern (SP1 to SP3) is
generated at t = 0.02 s, where the total simulation time is 0.4 s. The tracking curves obtained
by the algorithm are shown in Figure 11. The DO-based MPPT algorithm is able to catch the
GMPP of pattern SP1 in less than a 0.005 s, demonstrating its quick response time. When
the solar insolation changes to SP3 at 0.02 s, the algorithm restarts the search process based
on Equation (12) and is able to successfully track the new GMPP of SP3 in 0.024 s, clearly
proving the robustness of the proposed algorithm in handling dynamic partial shading.
These results demonstrate the effectiveness of the DO-based MPPT algorithm in tracking
the maximum power point under changing solar insolation conditions, which is a critical
requirement for achieving high efficiency and performance in PV systems.

Figure 11. Cont.
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Figure 11. Cont.
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Figure 11. Tracking curves under shading pattern variation from SP1 to SP2 ((a,b)), SP1 to SP3 ((c,d)),
and SP2 to SP3 ((e,f)).

4.2.3. Statistical Analysis

The MPPT techniques presented in Figure 12 were analyzed using three metrics:
convergence time, the mean absolute error (MAE) calculated using Equation (19), and the
root mean square error (RMSE) calculated using Equation (20).

ErrorMAE =
∑n

i=1
(
Ppve − Ppv

)
n

(19)

ErrorRMSE =

√
∑n

i=1
(
Ppve − Ppv

)2

n

 

Figure 12. Comparison of RMSE and MAE.

In these equations, Ppve represents the expected power, Ppv is the power tracked, and
n is the number of samples. The study found that MPPTs based on DO have the lowest
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convergence time compared to the other techniques (the convergence time of shading
pattern 3 was used as a reference or sample). On the other hand, the results also show that
the DO technique had the lowest RMSE among all the compared techniques, indicating
that it tracks the GMPP with higher efficiency and generates negligible oscillations. Addi-
tionally, the MAE had a lower magnitude, demonstrating effective GM detection under all
operating conditions.

4.2.4. Dynamic Validation

This subsection aims to validate a proposed DO-based MPPT technique using real-
world data under varying environmental conditions. To validate its effectiveness, the
algorithm was tested on multiple samples during full-day intervals using experimen-
tal measurements. In addition, to assess the MPPT algorithm’s capability to track the
GMPP, actual daily solar irradiation profiles and their corresponding temperatures were
utilized to evaluate the algorithm’s performance on clear and cloudy days, as presented in
Figures 13 and 14.

 

Figure 13. Distinct solar irradiance patterns on clear and shady days based on actual measurements.

 

Figure 14. Distinct temperature patterns on clear and shady days based on actual measurements.

The obtained results show that the DO-based MPPT outperformed the other algorithms
in terms of convergence speed and achieving maximum power point under varying solar
irradiance and temperature conditions. Figures 15 and 16, presenting the results for powers,
are provided to support these findings.

According to the findings, among the tested methods, the DO-based MPPT algorithm
has demonstrated the most favorable performance with the lowest RMSE and MAE values.
This suggests that the DO-based algorithm is capable of achieving more precise and accurate
MPP tracking compared to the other methods assessed. Although the other methods
performed reasonably well, the results imply that they may not attain the same level of
precision as the DO-based algorithm. Consequently, the results indicate that the DO-based
MPPT algorithm is the most promising option for accurate MPP tracking in PV.
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Figure 15. Comparison of experimental and simulated powers at MPP under clear conditions using
DO-based MPPT.

 

Figure 16. Comparison of experimental and simulated powers at MPP under shading conditions
using DO-based MPPT.

5. Conclusions

The utilization of the DO algorithm in MPPT controllers presents a promising ap-
proach towards improving the efficiency and performance of solar PV systems. The DO
algorithm offers an effective means of balancing the trade-offs between tracking speed,
accuracy, and convergence. Through the experiments detailed in this scientific paper, it has
been demonstrated that the MPPT-based DO algorithm outperforms other widely used
MPPT-based metaheuristic algorithms, including PSO, GWO, ABC, CS, and BA, thereby
establishing its superiority. The results show that the proposed MPPT was able to achieve
faster tracking speed, higher tracking accuracy, and better stability under changing weather
conditions. One of the key advantages of the dandelion optimizer algorithm is its ability to
dynamically adjust the search space based on the current operating conditions, which can
result in significant improvements in the overall performance of the system. Moreover, the
DO algorithm is relatively easy to implement and does not require complex mathematical
models or extensive training datasets. Furthermore, the proposed MPPT can provide a cost-
effective solution for renewable energy production, which can lead to increased adoption of
solar energy systems in both developed and developing countries. The performance of the
DO algorithm is sensitive to the initial parameter settings, and different initial parameter
values could lead to different results. Careful parameter tuning and optimization would
be required to achieve optimal performance. While the DO algorithm is relatively simple
compared to other optimization algorithms, it still requires significant computational re-
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sources, especially for larger-scale systems. This could limit the practical application of
the algorithm in real-world PV systems. Further research and development are needed
to optimize the algorithm’s performance and address these limitations. This article has
presented a newly proposed MPPT algorithm based on DO. Through simulation and ex-
perimentation, it has been shown that the DO-based MPPT algorithm outperforms other
commonly used MPPT algorithms such as PSO, GWO, ABC, BA, and CS. Additionally,
a real-world validation has been conducted to demonstrate the practical applications of
the proposed algorithm. In future work, a comparison of the computational complexity
and required computational power of the hardware of various MPPT algorithms could be
conducted. Overall, the DO-based MPPT algorithm has demonstrated promising results
and has the potential to be applied in PVs.
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Abstract: Deployment of photovoltaic (PV) systems has recently been encouraged for large-scale and
small-scale businesses in order to meet the global green energy targets. However, one of the most
significant hurdles that limits the spread of PV applications is the dust accumulated on the PV panels’
surfaces, especially in desert regions. Numerous studies sought the use of cameras, sensors, power
datasets, and other detection elements to detect the dust on PV panels; however, these methods pose
more maintenance, accuracy, and economic challenges. Therefore, this paper proposes an intelligent
system to detect the dust level on the PV panels to optimally operate the attached dust cleaning
units (DCUs). Unlike previous strategies, this study utilizes the expanded knowledge and collected
data for solar irradiation and PV-generated power, along with the forecasted ambient temperature.
An expert artificial intelligence (AI) computational system, adopted with the MATLAB platform, is
utilized for a high level of data prediction and processing. The AI was used in this study in order
to estimate the unprovided information, emulate the provided measurements, and accommodate
more input/output data. The feasibility of the proposed system is investigated using actual field data
during all possible weather conditions.

Keywords: artificial intelligence (AI); photovoltaic (PV) systems; dust cleaning; renewable energy;
optimization; cost minimization

1. Introduction

Driven by ambitious national green energy targets and agreements, conventional
power systems are currently witnessing an accelerated modernization, where renewable
energy power resources are being implemented in power plants as an alternative to fossil
fuel electrical generators [1]. In addition, other local constraints imposed by governments,
such as the Saudi Vision 2030, to reduce greenhouse gas emission have made renewable
energy sources (RESs) attractive power sources in the electricity production sector.

RESs are characterized by their low operation costs and carbon dioxide “CO2” emis-
sions, making the energy they produce more environmentally friendly; however, these
resources face massive technical and economic challenges, such as frequency instability,
voltage deviation, and output power uncertainty. These issues contribute to reducing
RESs’ feasibility and reliability, especially when utilized for stand-alone applications [2–4].
Consequently, governments and energy lanners and developers should reconsider the
technical challenges and different cost aspects of the widespread deployment of RESs. For
example, one of the most important key influences on PV power sources is the existence of
dust on the surface of PV panels. Dust and any other accumulated objects have a major
impact on a PV system’s performance and cost effectiveness. Accumulated soiling over
PV panels could reduce the PV system efficiency by between 8 and 12% per month, as
concluded in [5]. Moreover, daily or unoptimized processes for cleaning PV panels reduce
the electrical feasibility of the PV system in addition to increasing the operational and
maintenance costs [6–8].

The studies conducted in [9,10] used actual annual collected PV data to compare
with present PV output power in order to detect the presence of dust. Kelebaone T. et al.
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examined the use of light sensors to operate PV cleaning units when the light passing
through the PV panels was less than 20% of the atmospheric sunlight [11]. Studies in [12–15]
relied on collected PV power data to estimate the impact of dust on PV panels and then
model the effect of dust on PV performance. Russell K. Jones et al. in [16] used a long-term
observation on average soiling rates to propose an optimal schedule for PV panel cleaning
in central Saudi Arabia. Another methodology of detecting dust was introduced in [17],
where the PV output voltage and current are monitored to operate the washing unit when
the output power is less than 50% of the rated power during the daytime. Researchers
in [18,19] investigated the feasibility of imaging process technology to detect dust on PV
panels. An approach based on optical imaging and the routine measurement of aerosols was
also explored in [20] to obtain PV panels’ dust. Moreover, the study utilized mathematical
models in order to normalize the calculated panel efficiency, whereas other influencing
factors, such as solar radiation, ambient temperature, and inverter efficiency, were not
initially accounted for.

The relation between the PV output voltage and the particle size of soiling was
investigated in [21]. The study showed that as the size of the soiling particles covering
the panel gets smaller, the output voltage of the panel decreases linearly, thus negatively
affecting the PV panel’s efficiency. Hence, the use of detecting cameras or photodiode
sensors, as used in the study, might be not sufficient where the size of the contaminated
particles could not be measured precisely.

Based on the aforementioned dust detection techniques, it is noticeable that the use of
cameras, sensors, or other detection elements to measure the dust on PV panels inevitably
poses more issues and costs, as the additional devices are considerably expensive and
need to be cleaned and calibrated in addition to requiring access to electricity on the
top of the PV panels. Figure 1 summarizes a comparative study on PV cleaning units
after an intensive review of the above literature. The cost and size in the comparison
were estimated, relying on some commercially available detection elements, whereas the
reliability and simplicity were estimated based on the required controller circuits and
lifetime of the basic utilized components. All results were normalized to be a percentage
of each individual comparative aspect. It should be noted that the comparison in Figure 1
is not applicable for any detecting and cleaning approach; however, it is valid for the
strategies in the literature, i.e., [9–11,16–19], as they compared detection systems with no
additional imaging or sensing devices.

Figure 1. Comparison of different aspects of PV cleaning units (blue) without using an additional
device and (dotted red) with using additional devices.

Therefore, this present study proposes an intelligent computational system to detect
the dust level on PV panel surfaces without integrating any external imaging, measuring,
or monitoring devices. The innovative aspect of this work is its contribution in reducing
the cost and complexity of PV cleaning units at any location and under any PV system
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specifications. The importance and feasibility of the proposed system comes from the
ability of operation from the first day after installing the PV system and providing results
in real-time manner. The analysis of this work mainly relies on an estimation model of solar
radiation along with an expert artificial-intelligence (AI)-based system [22]. The detailed
analysis procedures are as follows:

1. Estimating the solar radiation energy;
2. Obtaining the output power for a specific PV system;
3. Injecting an estimated air temperature to the process;
4. Scaling and calibrating the estimated PV power;
5. AI computational process to analyze the PV performance.

The output decision of the proposed methodology is fed to the attached cleaning
system to choose the optimal time and level of cleaning. Different cleaning devices, such as
robotic systems and automated water pumps, were discussed and analyzed in previous
studies [23–25]. Furthermore, modern techniques of PV panel cleaning were recently
proposed, such as utilizing drones for getting rid of dust over the panels’ surfaces, as
in [26]. Due to the fact that this study focuses only on detecting the dust on PV panels and
optimizing the time and level of the cleaning process, the physical cleaning tools will not
be discussed further in this paper.

The rest of the paper is organized as follows: Section 2 introduces the mathematical
solar irradiation model and the methodology of estimating the PV output power for
different PV system size and orientation. Section 3 discusses the strategy of detecting
the dust over the surfaces of the PV panels, while the utilization of the AI system for the
computational and logical processes is explained in Section 4. Acquisition and illustration
of actual PV data is discussed in Section 5, and an evaluation of the derived solar irradiation
model is shown in Section 6. Section 7 investigates the feasibility of the proposed AI system
using actual PV data. Significant deliverables and conclusions for this study are discussed
in Section 8.

2. Prediction of PV Output Power

2.1. Modeling Solar Radiation Energy

The solar irradiation model relies on the knowledge of the sun’s location (azimuth
and altitude angles), date and time (within the year), and area and location of interest. In
order to predict the output power for a PV generation unit, other parameters should be
considered, such as the specifications of the real PV system and the ground coverage ratio
(GCR). These additional parameters will be discussed and included in the model in the last
section. Figure 2 shows the necessary atmosphere angles to assign the sun’s location with
respect to a certain point on the earth.

Figure 2. Sun angles (altitude angle α, azimuth angle ψ, and hour angle ω) with respect to a static
object on the earth.

To obtain the solar radiation energy received by a flat surface on the earth (in watt/m2),
the Meinel and Meinel model is used due to its accuracy and fewer number of needed
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parameters [27,28]. Moreover, this model assigns the sunrise and sunset times without
further calculations, unlike other commonly used models.

The Meinel and Meinel model can estimate the solar radiation energy relying on the
air-mass coefficient (AM). The air-mass is a function of the sun altitude angle α. In order to
account for tilted surface angles (with tilt angle β and azimuth angle ψ), a correlation factor
(CF) is introduced to the sun energy expression as in Equation 1 [28]. Eventually, the sun
radiation energy received by a tilted angle is defined as follows:{

IT = I0 CF = 1376 × (0.7)AM0.678
CF(β, ψ)

AM = 1/ sin(α)
(1)

The correlation factor in Equation 1 is added to the initial solar radiation energy (I0)
when the PV panels are not laid horizontally on the earth. In other words, the correlation
factor appears only when the PV panels have a tilt angle and/or azimuth angle and can be
expressed as:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

CF = cos(θ)
sin(α)

cos(θ) = sin(δ)sin(φ)cos(β) + cos(δ)cos(ω)cos(φ)cos(β)
+sin(δ)sin(ψ)cos(φ)cos(β)− cos(δ)cos(ω)sin(ψ)sin(φ)cos(β)
+cos(δ)sin(β)sin(ψ)sin(ω)

(2)

The altitude angle α is dependent on the declination angle δ, hour angle ω, and the
earth latitude of the location of interest φ. The altitude angle is a time-variant variable,
where the hour angle varies with the location of the sun throughout the day with respect
to a fixed point on the earth. From Figure 2, and after an intensive mathematical analysis,
the altitude angle α could be obtained using the inverse of the triangular sine function
as follows:

α = sin−1{cos(ω) cos(δ) cos(φ) + sin(φ) sin(δ)} (3)

2.2. Prediction of PV Output Power

The transmission from the inherited estimated sun radiation energy to the output
power for a certain PV system requires knowledge of the actual system specifications.
Therefore, this section aims to utilize the solar radiation model to predict the extracted
power from a specific PV system. This can be achieved by considering other parameters,
like PV system capacity and efficiency, I-V module characteristics versus temperature,
panel azimuth and tilt angles, entire PV system power loss (from cables, regulators, and
inverters), and the ground coverage ratio (GCR). The GCR factor determines the shaded
(untapped) area after installing the PV panels. For the sake of ensuring the validity of
the model, a comparison process could be applied between the model output data and
an actual PV measurement to enhance and validate the prediction tool performance. The
flowchart shown in Figure 3 illustrates the estimation processing stages.

The output of the above assessment model is considered as the main building block of
the intelligent processing system proposed in this work. The ambient temperature is an
essential parameter that has a significant impact on the PV panels’ performance; therefore,
it is necessary to integrate it to the prediction model. In order to ensure that the control
stage has no costly physical elements, an estimation of the ambient temperature is included
in the model instead of a physical heat sensor.
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Figure 3. Flowchart of the solar radiation and PV power estimation process.

2.3. Ambient Temperature Estimation Model

The ambient temperature is normally periodical throughout the Gregorian year, espe-
cially for desert areas. In other words, the ambient temperature for a certain location could
be estimated based on the temperature data collected over a year. For example, the average
weekly temperature based on data collected from 2015 to 2022 in Riyadh, Saudi Arabia,
where this study was conducted, is illustrated in Figure 4. Moreover, Table 1 summarizes
the average monthly temperature for the interval from 1973 to 2017 for the same region.

Figure 4. Average weekly temperature for Riyadh, Saudi Arabia from 2015–2022 [29].
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Table 1. Average monthly temperature for Riyadh, Saudi Arabia from 2015–2022 [29].

Month Daytime (◦C) Nighttime (◦C)

January 25 7
February 25 8

March 31 15
April 38 18
May 45 22
June 49 23
July 51 26

August 50 25
September 48 22

October 41 17
November 29 13
December 25 8

The above temperature data are processed along with the temperature-variant I-V
module characteristics to include the heat impact on the PV panels, considering that the
intelligent system must be able to sort out the unreliable or unusual temperature data
and that the prediction model must have the capability to recognize the impact of high
temperature, due to any external causes, via analyzing the behavior of the PV output power.
The I-V module characteristics for the used panel is mentioned in the Appendix A.

3. Correlation of Dust to the PV Output Power

It is well-known that the produced power by PV panels is affected negatively by
the accumulation of dust on the surface; however, there are no determined formulas to
describe this relationship specifically. Due to the fact that this relationship is necessary
to complete the construction of the intelligent detection tool in this work, the PV output
power versus the accumulated dust was formulated through an intensive survey study on
the performance of PV panels in the presence of accumulated dust [19,20]. Figure 5 shows
two PV panels with different cleaning conditions.

Figure 5. PV panels to study the impact of soiling on the output power: (left) cleaned PV panel and
(right) dirty PV panel [19].

From the previous conducted studies [10,13], the average generated power (in W) for
a normalized size of PV system under different levels of dust concentration (in g/m2) was
collected and listed in Table 2.

In order to extract the dust versus PV power relationship, the data in Table 2 were
plotted, as shown in Figure 6, and the formula was generated. It is worth mentioning that
the PV output power was converted to its percentage values (considering the maximum
power in Table 2 as the rated power) to generalize the extracted formula so it could be
applied for any size and any combination of PV panels and arrays.

142



Energies 2023, 16, 1287

Table 2. Normalized PV output power versus dust weight.

PV Power (W) PV Power (%) Dust Weight (g/m2)

309.28 100 0
285.43 92.28 0.1
236.40 76.43 0.28
182.28 58.93 0.4
137.32 44.39 0.46
112.04 36.22 0.6
87.371 28.24 0.8

Figure 6. Percentage of normalized PV output power versus dust weight: (starred black) collected
data, (dotted red) fitting curve.

From the dotted black curve shown in Figure 6, we could generate the relationship
between accumulated dust and reduction in PV panels’ output power. This step was
accomplished with the help of the curve fitting tool in MATLAB software. Furthermore, in
the interest of obtaining a very precise fitting formula, the third-degree polynomial type
of curve fitting was carefully chosen, and the final fitting expression was established, as
expressed in the following equation.

WDUST = {−0.0514 PPV%
3 + 10.2 PPV%

2 − 723 PPV% + 21300} × 10−4
(

g/m2
)

(4)

It can be concluded from Equation (4) that the negative impact of the contaminated
dust on the PV output power is more severe at the dust weight of 0.25 g/m2 to 0.5 g/m2

(where the PV output power reduced by 20% to 60% of its rated power). This verifies the
importance of this study, as the need for the panel to be washed arises only after a specific
amount of dust. The next section discusses the intelligent system methodology.

4. Artificial-Intelligence-Based Prediction Model

The main objective of this paper is to give optimized decisions on the cleaning of
PV panels, using a fewer number of external measuring elements, with the help of an
intelligent computational engine. Hence, this section demonstrates the methodology of
gathering the entire discussed knowledge to generate a reliable and feasible processing
unit. An expert artificial intelligence system was utilized for this aim. The flowchart in
Figure 7 shows the mechanism of the expert system, where the computational algorithm,
along with the prediction and analyzing knowledge, interacts with the information entered
by the end user to generate suitable decisions.
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Figure 7. The flowchart of the expert artificial intelligence system.

Recently, expert system (ES) and expert control system (ECS) techniques are utilized
for renewable energy systems in order to enhance the operating and control decisions of
non-expert users [30–32]. For example, the expert artificial intelligence system can be used
in the pitch control of wind turbines for improved system performance [31]. The proposed
expert system in the aforementioned study was applied to recognize the pattern of the
generated power of the wind system in order to apply the predictive model. Second, the AI
system must collect all required data from the interfaced user to analyze the wind system
output power to determine suitable control decisions and deliver them to the end user via
the user interface. Figure 8 illustrates the control schematic diagram of that study.
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Figure 8. Expert system based automated design for the wind system proposed in [31].

Figure 9 virtually shows the processing flow of the proposed expert artificial intelli-
gence system. First, the user must enter the time, location of interest, and the private PV
system specifications. Second, the processing unit estimates the output power of the PV
system after including the ambient temperature parameter. Third, the resultant informa-
tion is calibrated and up/down-scaled to the actual PV output production. This step is
necessary to take into account the unprovided input information, such as the type of PV
panels, performance of the DC-DC regulator, and the panel highest from the sea level.
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Figure 9. Methodology of the proposed intelligent dust detection unit (expert system).

The calibration process is designed to use the actual data collected from the first day
of installation to identify the exact PV performance. Eventually, the production of the PV
system (in kW) is analyzed with the help of the calibrated predicted results in order to
detect the existence of accumulated dust.

The computational analysis shown in Figure 9 is responsible for intelligently analyzing
the behavior of the PV output power in order to discover the indicators hiding behind
each performance change. For instance, the fluctuation and intermittence in the PV power
could indicate cloudy weather, shading, a temperature rise, or dust. In addition, the
degradation in PV performance might be due to manufacturing causes, hardware issues,
the PV life span, contaminated dirt, or any other possible causes. Consequently, the analysis
should differentiate among the aforementioned causes and recognize the indication of
accumulated dust.

Of course, determining the exact problem is difficult, since the number of inputs to
the processing unit are kept few, and the impacts on the PV performance are considerably
high. However, since the scope of this study focuses on detecting the existence of dust, the
objective is possible and can be achieved.

The key factor in recognizing the accumulated dust is the fact that the PV power
has a special pattern when it operates under several levels of dust conditions. The PV
performance with dust has a cumulative dwindling pattern, and it is repetitive every day.
In addition, the percentage of power reduction is related to the amount of dust in a way
that can be logically differentiated from other impacts by analyzing the trending behavior
and the moving average of the PV output power performance. It is well-known that the
degradation in PV output power is caused by several influential factors, such as shading,
clouds, raised temperature, and dust. However, the nature of the impact of each factor has
its own distinguishable characteristics.

For example, if the PV power, during a normal ambient temperature, is fluctuating up
and down wildly, and its moving average follows the same estimated trend of the output
power, as in Figure 10a, then the impact in this case is considered as cloudy weather. On the
other hand, in the event that the moving average of the PV output power is dropping with
a rate of change similar to the change of the altitude angle, as in Figure 10b, then the shade
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effect is considered in this case. The rate of change of the altitude angle is considered here
due to the fact that the increase/decrease in the shaded area over the PV panel is directly
related to the sun trajectory. The failure of the PV system can be distinguished by the sharp
degradation in the power, as in Figure 10c, whereas the effect of dust can be detected by the
downward trending of the output power with a low-rate descent of the moving average, as
in Figure 10d. After detecting the effect of dust, the amount (weight) of the contaminated
soiling is determined using Equation (4). If more than one factor is detected, such as dust
with cloud or dust with shade, the order of cleaning will not operate in this case due to the
unfeasibility of the cleaning process.
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Figure 10. Different case scenarios of the PV output power pattern where (dotted-black line) for
estimated power, while (solid-blue line) for actual PV power: (a) during cloudy weather; (b) with
shading impact; (c) with a failure in PV panels; (d) with an accumulating dust.

The time window of the process is designed to be 24 h, starting from 12:00 PM, based
on an intensive analysis. The ultimate outcome of the processing operation can be classified
into two possible decisions: either “No dust” and showing results or “existence of dust”
and commanding for panel cleaning.

5. Acquisition and Illustration of Actual PV Data

In order to validate the study feasibility, actual field PV data were used for this
purpose. The realistic PV measurements of clean and dusty PV panels were collected from
the Sustainable Energy Technologies Center (SET), King Saud University, Riyadh, Saudi
Arabia [33]. The SET center has a completed test set to investigate the impact of dust on
PV panels. The dust impact was evaluated by measuring and analyzing the performance
of the PV panels under different dust level conditions. A set of four PV panels, with
disparate cleaning time intervals, was used in that study. Based on the cleaning strategies,
the collected data can be broken down into four main categories:

1. PV data with daily cleaned panels;
2. PV data with panels cleaned every week;
3. PV data with panels cleaned every month;
4. PV data with panels not cleaned for a year.
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All data were collected in 2020 for 12 months. The tilt angle is 24 degrees toward the
south. The SCADA system collects open voltage, short circuit current and temperature
every single minute (1 min sampling rate). The validity of the proposed system was
investigated by processing the four sets of panel data in order to evaluate the ability of
the AI system to take the right course of action. The AI system here is responsible for
detecting the cause of the PV power degradation as well as determining whether the
cleaning command is feasible or not.

Figures 11–13 show the number of selected PV measurements during certain days.
In Figure 11, the data for every panel are shown during a sunny day. As observed, the
panel output power for the daily cleaned panel is more than the output power for the other
panels, where the accumulated dust is inversely related with the panel output efficiency. In
this case, the dust detection process is obvious, and the outcome from the AI system must
be the cleaning order when the amount of dust exceeds the allowable limit (0.15 g/m2).
Figure 12 shows the collected data during a partly cloudy day. In this case, the PV panel
produced a fluctuated output power during the morning due to the presence of clouds.
Since the timeframe of the computational process is 24 h, the AI system must be able to
differentiate the amount of dust despite the presence of clouds for part of the day and
then give the order to the cleaning unit when it is feasible. Figure 13 illustrates the PV
data during cloudy weather for the entire day, and it is obvious that the AI system must
not operate the cleaning unit since the panels will not be able to capture the sun light for
that day.

 

February 23rd 

Figure 11. Actual PV data under different cleaning periods (sunny day).

 

May 27th 

Figure 12. Actual PV data under different cleaning periods (partly cloudy day).
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November 22nd 

Figure 13. Actual PV data under different cleaning periods (cloudy day).

6. Evaluation of the Estimating Model

In the interest of validating the proposed assessment tool, an evaluation analysis was
conducted to test the outcomes of the sun energy predictor. Three days were selected
carefully (beginning, middle, and end of the year) to cover all possible sun angle conditions.
Figures 14 and 15 show the sun energy estimation for the Riyadh region on 23 February,
27 May and 22 November 22. Figure 14 shows the estimated sun energy on a flat surface,
while the results in Figure 15 are for a surface with a 24-degree tilt angle and 10-degree
azimuth angle toward the south. These predicted curves and those for all remaining days
will be utilized to estimate the PV output power and then detect the dust level with the
help of the AI system.

 

Figure 14. Estimated sun energy on a flat surface.

 
Figure 15. Estimated sun energy on a tilted surface (10-degree tilt angle).
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It is worth mentioning that the power scale of the estimated sun energy is in W/m2;
hence, it is necessary to normalize it (in scale of 100%) to be compatible with any size of PV
system. In addition, the sun energy data must be clipped to the same time interval of the
actual data, as some unwanted real PV data were rejected due to technical errors during
data collection.

7. Evaluation of the Proposed AI System

The feasibility of the proposed AI system, shown in Figure 9, is investigated by
combining all required inputs and observing the ultimate system outputs. The detection
unit is responsible for assigning the level of the accumulated dust on PV panels as well
as sending a command signal to the cleaning system at the correct time. Table 3 lists the
parameters of the studied PV system.

Table 3. Specifications of the studied PV system.

PV System Parameters

Rated power 1000 W
Total panel area 9.35 m × 4.82 m (45 m2)
Panel efficiency 21%
Tilt and azimuth angles (24◦), (0◦ S)

Input data by the user

Day numbers 53, 147, 322
Longitude and latitude of the PV System
location

46.6753◦ E–24.7136◦ N
Riyadh, Saudi Arabia

Time zone GMT+3

Calculated parameters

Ground Coverage Ratio 0.78

Noontime
12:06PM, 11.50AM, 11.38AM
Obtained by longitude, sun location, and local
time zone

Different weather conditions on different days were considered to test the detection
unit under all possible consequences. The output results from the AI unit are shown in
Figures 16 and 17. The analysis outcomes of the AI unit are delivered to the end user via
the interactive user interface, as illustrated in Figure 9.

 
Figure 16. Estimated and actual PV output power during a sunny day.
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Figure 17. Estimated and actual PV output power during a partly cloudy day.

The outcome figures, Figures 16 and 17, show only three plots for the PV system: the
estimated delivered power, actual delivered power with cleaned panels, and actual deliv-
ered power with uncleaned panels, while the proposed system can virtually accommodate
any type of PV power data. The reason for not showing all collected data is to not repeat
the previously shown figures as well as to explain the basic process with obvious graphs.
However, the completed analysis for all available data, including weekly and monthly
cleaned panel data, are illustrated in Table 4.

Table 4. Outcome results of the proposed AI system under different days, weather conditions, and
dust levels.

Day
Weather

Condition
Cleaning Period Dust Level (g/m2) Cleaning Order Reasons

23 February 2020 Sunny

Daily 0.041 NO Low dust level
Weekly 0.066 NO Low dust level

Monthly 0.152 YES High dust level
Annually 0.217 YES High dust level

27 May 2020 Partly cloudy

Daily 0.094 NO Low dust level
Weekly 0.161 NO Low dust level

Monthly 0.242 YES High dust level
(detected pre-clouds)

Annually 0.314 YES High dust level
(detected pre-clouds)

22 November 2020 Mostly cloudy

Daily 0.164 NO Cloudy weather
Weekly 0.234 NO Cloudy weather

Monthly 0.264 NO Cloudy weather
Annually 0.423 NO Cloudy weather

The final decision of the AI system not only relies on the comparison between the
estimated and actual PV output power, but also depends on a deep intelligent compu-
tational analysis where the dust versus PV power, as in Equation (4), is one of the main
key detection factors. For instance, on 27 May (and for the monthly cleaned panel), the
order was not given for cleaning due to the existence of clouds; however, on the same day
(and for the annually cleaned panel), the decision for cleaning the panel was suggested,
where the AI system detected a high level of dust despite the presence of clouds. Moreover,
despite the fact that the dust level on 22 November exceeded 0.15 g/m2, the dust detection
unit did not order cleaning due to the presence of heavy clouds throughout the day. In
other words, the proposed system is responsible for giving the order for cleaning when it is
logically feasible.
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The validity process is not limited to the days shown in Table 4; however, it has been
conducted for more than 300 days throughout the year of 2020. The days in Table 4 were
carefully selected to clearly demonstrate the outcomes of the proposed technique during
different seasons and weather conditions in order to ensure the feasibility of the proposed
PV cleaning technique.

8. Conclusions

This paper proposes an artificial-intelligence-based prediction model (AIPM) in order
to detect the amount of dust accumulated on PV panels; consequently, it operates the
attached cleaning units using an optimal strategy. Unlike the use of cameras, sensors, power
datasets, and other detection elements, this paper attempted to determine the dust level
by utilizing the expanded knowledge on solar irradiation models and logical/intelligent
computational analysis. The expert artificial intelligence (AI) computational system is used
in this study for a high level of data processing and to accommodate more input/output
data. The feasibility of the proposed dust detection strategy was investigated using actual
field data during all possible weather conditions. The results proved the ability of the
detection unit for commanding the cleaning system at the optimal time as well as the
capability of determining the dust level.

The proposed strategy contributes by simplifying the attached dust detection unit in
terms of lower cost and higher usage flexibility. In addition, the beginning of use time for
the proposed system is considerably faster than other actual-data-based methodologies. On
the other hand, the proposed system must be investigated with different PV case scenarios
in future work in order to fulfill the accuracy and reliability requirements. The allowable
dust level in this study is 0.15 g/m2 (corresponds to 12% PV power reduction) during a
sunny day, while it is dependent on the intelligent computational analysis during cloudy
and high-temperature weather conditions.
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Abbreviations

The following abbreviations are used in this manuscript:
DCUs Dust Cleaning Units
AI Artificial Intelligence
RESs Renewable Energy Sources
CO2 Carbon Dioxide
GCR Ground coverage ratio
AM Air-mass coefficient
CF Correlation Factor
WDUST Weight of Dust
SET Sustainable Energy Technologies Center
GMT Greenwich Mean Time
AIPM Artificial-Intelligence-based Prediction Model

Appendix A

The Figure A1 shows the current–voltage curve of the panel heat versus output power
characteristic. This curve was used in the dust detection process to estimate the heat impact
on the PV power.
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Figure A1. Current–voltage heat characteristic used in this study [34].
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Abstract: In recent years, a determined shading ratio of photovoltaic (PV) systems has been broadly
reviewed and explained. Observing the shading ratio of PV systems allows us to navigate for PV faults
and helps to recognize possible degradation mechanisms. Therefore, this work introduces a novel
approximation shading ratio technique using an all-sky imaging system. The proposed solution has
the following structure: (i) we determined four all-sky imagers for a region of 25 km2, (ii) computed
the cloud images using our new proposed model, called color-adjusted (CA), (iii) computed the
shading ratio, and (iv) estimated the global horizontal irradiance (GHI) and consequently, obtained
the predicted output power of the PV system. The estimation of the GHI was empirically compared
with captured data from two different weather stations; we found that the average accuracy of the
proposed technique was within a maximum ±12.7% error rate. In addition, the PV output power
approximation accuracy was as high as 97.5% when the shading was zero and reduced to the lowest
value of 83% when overcasting conditions affected the examined PV system.

Keywords: shading ratio estimation; photovoltaics; total-sky imaging; cloud estimation

1. Introduction

The appearance of solar power is faced with challenges unique to the solar resource.
Namely, variability in ground irradiance makes regulating and maintaining power both
challenging and costly, as the uncertainty of solar generation compared to conventional
fossil power sources requires considerable regulation and reserve capacities to meet an-
cillary service requirements. Of particular interest to the energy industry are sudden and
sweeping changes in irradiance, termed “ramp events”, typically caused by large clouds or
widespread changes in cloud cover.

Solar forecasting models have been widely presented in literature, although they
mainly focus on two main approaches: (i) physical numerical-based weather predic-
tions [1–3] and (ii) solar forecasting that is more directly based on real-time long-term
data measurements from the ground [4,5] or from satellites [6] with the support of machine
learning algorithms [7]. In the field, the accuracy of the second approach customarily
attains higher prediction and forecasting accuracy.

The ground-based forecasting models use total-sky imagers (TSI). For example, Yang
et al. [8] developed a solar irradiance forecasting model using all-sky imager images applied
in UC San Diego. Their proposed model can accurately forecast the global horizontal
irradiance for 3–15 min at a 90% accuracy rate. A similar approach was also presented by
Nouri et al. [9], where the all-sky imager cloud transmittance was determined. Figure 1
shows the actual TSI images of the sky where the transmittance is known/unknown.
Their proposed techniques relied on three input parameters: (i) height of the cloud, (ii)
probability analysis of the historical data for the cloud vs transmittance rate, and (iii) recent
transmittance measurements and their corresponding cloud heights.
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Figure 1. Sky images of a TSI [9].

Other recent studies [10–12] showed that TSI could potentially be used to determine
the shading factors for PV applications; nevertheless, this has not been developed yet. For
example, ref. [13] proposed a cloud motion estimation using an artificial neural network
(ANN). Their model has a relatively low estimation error rate (±5%) and can be used
within a broader range of applications.

The approximation of shading in a PV system can also be obtained using the determi-
nation of the current-voltage (I-V) curves, applied with maximum power point tracking
(MPPT) units [14–16]. The problem with these models is that they can predict the amount
of loss in the PV output power; however, they cannot indicate the shading factor resulting
from the clouds in the sky. In contrast, the output power losses in PV systems can also
result from cumulative dust [17], snow [18], hotspots [19–21], or cracks [22–25]. Therefore,
assuming that all PV output power losses are caused by shading is substantially incorrect.

Artificial intelligence-based techniques have also recently been applied to approxi-
mate the sky’s shading ratio or cloud coverage [26,27]. For example, a recent study [28]
demonstrated a cloud cover estimation from images taken by sky-facing cameras using a
multi-level machine learning technique. Another recent study [29] explored the applica-
bility of the impact factors to estimate solar irradiance using multiple machine learning
algorithms such as support vector machines, a long short-term memory (LSTM) neural
network, linear regression, and a multi-layer neural network. They found that the LSTM
model provided the best prediction accuracy using weather data without installing and
maintaining on-site solar irradiance sensors. In contrast, numerous algorithms have been
developed to predict the output power of a typical PV system using weather station data, all
of which can be used within a moderately small-scale geographical area of less than 2 km2.
When, for example, a location is 20 km apart from the weather station, these algorithms fail
to predict the output power accurately; in some cases, even with a closer location (<5 km),
it is hard to achieve good prediction results.

2. Aim of This Work

In previous publications, we presented and validated forecasting and predicting
shading ratios in a PV system or GHI forecasting from a more comprehensive point of view.
However, previous publications did not address the TSI adoption in PV output power
forecasting and prediction shading factors expressly within a large-scale area (>20 km2).
Therefore, in this article, we aimed to present our work on developing a multi-stage process
to accurately approximate the shading ratio of clouds in the sky and apply the method
to predict the output power of PV systems. The actual implementation of the algorithm
developed was to allocate four TISs within a 25 km2 area and then apply a cloud cover
fraction approximation model, named the CA algorithm. Consequently, we predicted the
output power of different PV systems within this area. In this article, we also used weather
station data to measure the actual GHI and compare it with the obtained GHI from the
proposed algorithm; this step was necessary to demonstrate the accuracy of our algorithm.

3. Experimental Setup

Four identical field-mounted TSI 440A total-sky imagers were located in Huddersfield,
UK (Figure 2a). TSI-A and TSI-B were 5 km apart; there was also an equivalent distance
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from TSI-B to TSI-C. It was decided to set up the TSIs in the range of 5 km, as this would
give more accurate predictions, since, for example, the Met Office and many researchers
propose fixing the TSIs in the field at a distance of 1 to 5 km maximum. The instrument
consisted of a spherical mirror and a downward-pointing camera (Figure 2b). For the best
image resolution, images had to be taken every 1 min. The camera provided images that
were 420 × 420 pixels, which were un-adjustable. Therefore, a cloud identification (filtering)
algorithm had to be applied.

 
(a) 

  
(b) (c) 

Figure 2. Experimental setup: (a) Map showing the sky imager locations and the weather stations. The
actual distance from TSI-A to TSI-B was 5 km. The region displayed in this figure was approximately
5 km2, taken from @Google Maps, 2022, (b) TSI 440A total-sky imager, (c) Davis weather station.

Two identical Davis weather stations (Figure 2c) were used to validate the accuracy
of the shading ratio algorithm. (They will be discussed later in this section). The weather
station can measure the solar irradiance in a range of 0–1000 W/m2, with a high accuracy
of ±0.5 W/m2. We mounted the weather stations without any slope, as we did for the TSIs.

The data of both the TSIs and the weather stations were taken wirelessly (via cloud-
based software) and logged for the duration of the experiments. In addition, the summary
of the coordinates of the sites (TSIs and weather stations) are summarized in Table 1.
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Table 1. Site coordinates.

TSI/Weather Stations Latitude Longitude

TSI-A 53◦40′1.87′′ N 1◦46′51.78′′ W
TSI-B 53◦37′20.80′′ N 1◦46′39.65′′ W
TSI-C 53◦37′22.57′′ N 1◦51′14.75′′ W
TSI-D 53◦40′3.13′′ N 1◦51′18.08′′ W

Weather Station #1 53◦38′49.31′′ N 1◦47′3.30′′ W
Weather Station #2 53◦39′22.65′′ N 1◦50′34.38′′ W

4. Methods

4.1. Cloud Decision Algorithm

To date, the most adaptable cloud estimation algorithms are the blue/red-plus-
blue/green-ratio algorithm (BRBG) and the cloud detection and opacity classification
algorithm (CDOC). The first algorithm, BRBG, uses the difference in light scattering by
clouds compared to a clear-sky day [30]; the result will indicate a factor between 0 and
1, which ultimately describes the cloudiness of an image. On the other hand, the CDOC
algorithm is constructed upon the BRBG [31]. This algorithm identifies the cloudiness in the
TSI image using the classification of the thickness and the red–blue ratio of the sky image.

The cloud cover fraction (CCF), defined as the fraction of sky covered by clouds, of
both algorithms were calculated (Figure 3) for two conditions. In Figure 3a, the CCF equaled
0.58 and 0.76 for BRBG and CDOC, respectively. In this example, the sky was partially
covered by thick clouds, covering the sun. In contrast, in Figure 3b, both algorithms
had extremely high CCF for the overcasting condition. In this paper, we proposed an
adjusted cloud-decision algorithm, and we called it color-adjusted (CA). We can not only
determine an accurate measurement for the CCF, but the actual distribution can also be
further exaggerated, compared with the BRBG and the CDOC.

  
(a) (b) 

Figure 3. Evaluation of the CCF ratio for the BRBG and CDOC algorithms under two different
shading conditions (note, the yellow cycle represents the actual position of the sun in the sky, and the
“normal” is the actual image captured using the full-sky imager): (a) partial shading, (b) overcasting.

The normal image captured using the sky imager was an RGB color image (Figure 4a).
The quaternion (red, green, yellow, and blue) pixel values were deposited and combined
into a single image, as shown in Figure 4b. Here, the vector of each color was filtered using
the hypercomplex convolution,

g(n, m) = ∑S
s=−S ∑K

k=−K hL(s, k) g(n − s mod N, m − k mod M)hR(s, k) (1)
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where g(n, m) is the filtered image in a quaternion array ((N + 2)× (M + 2)), g(n − s mod N,
m − k mod M) is the actual image in quaternion array (N × M), hL(s, k) is the quaternion left

mask ((2S + 1)× (2K + 1)), and hR(s, k) is the quaternion right mask ((2S + 1)× (2K + 1)).

(a) (b) (c) 

Figure 4. Evaluation of the proposed cloud decision algorithm: (a) Normal image captured using
the full-sky imager, (b) the quaternion values of the image, (c) output image of the CA algorithm
(blue–green color ratio); the back area represents CCF ratio = 1.0, blue area represents sky-free, and
green is partial clouds.

The cloudiness was observed by selecting the most appropriate color ratio. We found
that red–white, Figure 4c, was the most precise color ratio that could instantly discover the
clouds, and, therefore, it was used to calculate the CCF.

To verify the differences between our model and the pre-existing models (BRBG and
CDOC), the image in Figure 3a was used. The results of our cloud decision algorithm are
shown in Figure 4. Initially, the image taken from the TSI was populated into the quaternion
values, as shown in Figure 4a, and next, the image color was adjusted to a red–white ratio.
Here, the red area represented full shade, the CCF = 1.0, and white or pink (0 being white
and 1 being red) represented the free sky (i.e., no, or partial clouds), whereas green was
the partial shading area. The CCF value was then calculated by subtracting the ratio of the
colors, and we found that in Figure 4c, CCFCA = 0.63, compared with CCFBRBG = 0.58
and CCFCDOC = 0.76. The results of the cloud decision algorithm were in the ranges
of the BRBG and CDOC algorithms. However, it is worth noting that the cloud decision
algorithm did not take the average values of both algorithms.

4.2. Cloud Cover Fraction Approximation

After completing the CA algorithm, the shading ratio approximation for the selected
area was formulated. This approximation aimed to find the shading in the area; that way,
the approximation of the cloud coverage can be further improved. First, to identify any
position/location on the map, the coordinates of the TSIs must be known, as we have
already seen in Figure 2a. If the location of the PV system or the weather station is closer to
a particular TSI, the CCF of the TSI will contribute more to the approximation of the shade.
This approach is usually referred to as the “adjusted weighted average”. For example,
if the weather station was located precisely on the TSI-A location, only the CCF value
of the TSI-A would be considered. The distance between the location at (x, y) and the
four TSI locations was calculated using (2), and the sum was calculated using (3), where
(x1, y2), (x2, y3), (x3, y3), and (x4, y4) are the coordinates of the TSIs.

Note that the actual distances were measured in km, where TSI-A was located at (5,5),
TSI-B at (5,0), TS-C at (0,0), which in this case, represented the origin of the map, and finally,
TSI-D at (0,5).

D1 =

√
(x − x1)2 + (y − y1)2 ;

D2 =

√
(x − x2)2 + (y − y2)2;
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D3 =

√
(x − x3)2 + (y − y3)2 ;

D4 =

√
(x − x4)2 + (y − y4)2 (2)

Sum = D1 + D2 + D3 + D4 (3)

The contribution of the CCF from each TSI at a particular location were, therefore,
calculated based on the ratios of the sum of the distances subtracted by the actual distance
from the site, using (4). Then, each CCF contribution was multiplied by the actual CCF,
determined using the CA algorithm; consequently, the weighted average CCF was calcu-
lated. This was accomplished by calculating the highest two values of the determined CCF
contributions.

CCF contribution TSI − A =
Sum − D1

Sum
;

CCF contribution TSI − B =
Sum − D2

Sum
;

CCF contribution TSI − C =
Sum − D3;

Sum

CCF contribution TSI − D =
Sum − D4

Sum
(4)

Let us now consider the weather stations #1 and #2, located at (4.7,3) and (0.8,4),
respectively, where the origin was at TSI-C (0,0). The calculations of all the parameters are
compiled in Table 2. The optimum distances (shortest) between the weather stations and
the actual TSIs are highlighted in the table. The output CCFs at both weather stations were
calculated using (5) and (6). The CCF values for the TSIs were taken from Figure 5 (on 15
June 2022 at 11:30).

CCF weather station #1 =
(0.87 × 0.66) + (0.81 × 0.52)

2
= 0.50 (5)

CCF weather station #2 =
(0.74 × 0.63) + (0.92 × 0.77)

2
= 0.59 (6)

Table 2. Results of the parameters with respect to both weather stations.

Weather
Station

D1
(km)

D2
(km)

D3
(km)

D4
(km)

Sum
(km)

CCF
Contribution

TSI-A

CCF
Contribution

TSI-B

CCF
Contribution

TSI-C

CCF
Contribution

TSI-D

Output
CCF

#1 2 3 5.6 5.1 15.7 0.87 0.81 0.64 0.68 0.50
#2 4.3 5.8 4.1 1.3 15.5 0.72 0.63 0.74 0.92 0.59

4.3. Shading Ratio Approximation Flowcode

In summary, the flowcode of the developed shading ratio approximation is presented
in Figure 6. Initially, the TSI locations were identified, and then a reference TSI was selected.
This corresponded to the actual origin of the map (x = 0, y = 0); this step was critical
in measuring the distances of D1, D2, D3, D4, and their sum. Our previous calculation
assumed that TSI-C was the origin (Figure 2a).

GHI Approximation Error (%) = 100 −
(

GHIweather station
GHIproposed technique

× 100

)
(7)
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Figure 5. Normal TSI and the calibrated images using the developed CA algorithm (15 June
2022 11:30).

Figure 6. Flowcode of the developed shading ratio approximation algorithm.

If any of the measured distances were less than or equal to 1 km, the CCF would be
taken directly to the adjacent/nearest TSI. This arrangement would give a 97% accuracy of
the shade ratio in the location, as empirically evidenced by previous research [32–34]. On
the other hand, if the location was more than 1 km away from any available TSIs, as with
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both weather stations in our experiment, the calculations of the CCF contribution and the
CCF from the CA algorithm were obtained. Subsequently, the output CCF was determined,
corresponding to the actual estimation of the cloud coverage at the site. Therefore, the
correlation between the CCF and global horizontal irradiance (GHI) can be obtained using
the GHI prediction interval computation models that have been widely presented in
literature [35–39]. This depends on three variables: output CCF, sun position in the sky, and
the cloud height measured using the TSIs. This step is practically useful when predicting
the output power of a PV system (discussed in the next section).

We used the error function as a metric to analyze the performance of the approximation
for the GHI; this was calculated using (7).

5. Results

5.1. Accuracy of the Proposed Shading Ratio Approximation Technique

To test the accuracy of the developed technique, we compared the estimated GHI
to the actual GHI determined by weather stations #1 and #2 (Figure 7). According to
Figure 7a, taken from weather station #1, two conditions were observed on the first day:
partial clouds from 6:00–14:00 and clear skies from then onward. We noticed that the error
(difference between the actual vs the estimated GHI) was equal to ±7.1% during partial
cloud conditions. In contrast, there was a limited error (±2.3%) in the estimated GHI
during clear sky conditions.

During the second day (Figure 7b), the sky was masked by heavy clouds or what
is known as overcasting. This data was taken from weather station #1. In this case, the
error in estimating the GHI was ±12.7%. This is likely the case in many cloud estimation
techniques [38,39] because, in this specific condition, the sky imager usually fails to measure
the height of the clouds precisely, and the output CCF is likely to have a more elevated
distribution. In addition, on the third day, and according to Figure 7c, the sky was masked
by partial clouds; this measurement was taken from weather station #2. The observed error
in the estimation of the GHI was equal to 6.3%.

The above results confirm and validate the idea that the developed algorithm has high
accuracy (low error) in estimating the GHI, compared with the actual weather station data.

 
(a) 

Figure 7. Cont.
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(b) 

(c) 

Figure 7. Output results of the estimated vs actual weather station GHIs under different shading
conditions: (a) partial shading and clear sky, taken from weather station #1 (21 July 2022), (b) over-
casting (heavy clouds), taken from weather station #1 (22 July 2022), and (c) partial shading, taken
from weather station #2 (23 July 2022). (The sky images were taken from the nearest TSI, TSI-A for
weather station #1 and TSI-D for weather station #2).

5.2. Estimating the Output Power of PV Systems

The ultimate aim of the proposed technique is to estimate the shading within an area
and hence, predict the output power of PV systems. The advantages here are:

1. Weather stations are no longer needed.
2. It can predict the shade in relatively large areas (in our case, 25 km2).
3. If a high variance is found between the estimated PV power vs the actual measured

power in the PV system, a fault identification can be reported.

The temperature of any selected site/location can be taken from the online database
available in the Met Office (or simply, using BBC weather as an example in the UK). In this
section, to obtain the temperature in the examined PV systems, we used the data available
in the Met Office; an update on the temperature can be found in the 5-min resolution,
including one-day high-precision measured temperature.

We examined the accuracy of the PV output power estimation using two PV systems
located within the studied area (Figure 8a), and the physical images of both PV systems are
shown in Figure 8b. PV system #1 was comprised of eight series-connected PV modules and
two strings, with a total capacity of 4320 W. PV system #2 also had the same configuration
as PV system #1 but with a slightly lower rating power of 3520 W. Neither of the PV
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systems had a maximum power point tracking unit and were directly connected to the
grid via Victron Energy 5 kW inverters that were installed back in May–June 2018. Both
systems were maintained, and their data were managed via Solar UK Ltd.; we were given
permission to access the data of both PV systems. A loss of 8% in the output power was
expected, due to the non-ideal tilt and azimuth arrangements, so we included this ratio in
our estimation for the output power.

 
(a) 

 
(b) (c) 

Figure 8. PV setups: (a) map representing the locations of the examined PV systems and (b,c) physical
images of the PV systems.

We followed the same procedure to estimate the GHI in the PV system locations (as
detailed in Figure 6). Next, we used (8) and (9) to estimate the output power of the PV
systems, where N is the number of solar cells in a PV module (N = 60), and 16 is the
total number of PV modules in the system. The parameters 0.00422 and 0.00343 are the
equivalent output power of each solar cell, and T0.021 is the weighted temperature.

Estimated Power (PV system #1) = (N × 16 × 0.00422) GHI0.9998 × T0.021 (8)

Estimated Power (PV system #2) = (N × 16 × 0.00343) GHI0.9998 × T0.021 (9)

To summarize the overall performance of the proposed model, we considered plotting
the PV output power approximation accuracy against the CCF, presented in Figure 9. We
observed that while the CCF was in the range of 0–0.6, the prediction accuracy of the PV

163



Energies 2022, 15, 8201

output power was above 90%. In contrast, the prediction accuracy decreased when heavy
clouds (i.e., overcasting) were present in the sky, and the CCF ratio was above 0.6. In this
case, the PV output power prediction accuracy might decrease to as low as 83%.

 
Figure 9. CCF versus the accuracy of the PV output power prediction.

The actual measured power from the PV systems versus the estimated power using
the proposed technique is shown in Figure 10a. The experiment was conducted during a
cloudy day, evidenced by the fluctuation in the output power and the actual TSI images
taken at 12:00 (Figure 10b). The average temperature of the PV systems is also presented
in Figure 10a, taken from the Met Office online database. For PV system #1, the error in
estimating the output power was equal to ±3.1%. However, a more significant error was
observed when estimating the power of PV system #2, which was ±7.3%. Nevertheless,
the developed technique achieved a high accuracy rate in predicting the output power.

We further analyzed the data captured during this experiment using a cumulative
density function (CDF) distribution, presented in Figure 10c. As a result, we proved a
considerable similarity between the actual and the estimated power of both PV systems
over the entire spectrum. For example, there was no noticeable difference in predicting the
power in low irradiance compared with high irradiance levels. In addition, the standard
deviation (StDev) and the mean of the experimental datasets were relatively identical.
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(a) 

 
(b) 

 
(c) 

Figure 10. Output results when using the algorithm with PV systems: (a) output estimated power vs
actual measured power in the examined PV systems (03 August 2022), (b) TSI image taken at 12:00,
and (c) CDF distribution plot of the data taken from (a).
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6. Comparative Study

This section compares the work presented in this paper against several recently pub-
lished articles [40–43]. A summary of the comparisons is presented in Table 3. In [40,41],
the authors have presented some interesting results on approximating the GUI and cloud
cover, mainly using artificial intelligence-based algorithms. Specifically, in [40], a prediction
of the GUI using an LM-BP model was proposed. However, the algorithm appeared more
accurate when the solar irradiance was lower than 80–100 W/m2. In addition, ref. [41] pro-
posed a total cloud cover approximation algorithm using a CNN model, yet the proposed
solution was unautomated and required intensive human input in the loop. Furthermore,
on May 2021, a new paper was published demonstrating how to forecast solar irradiance
using an LSTM model. The proposed solution was attractive; however, it needs more
clarity on whether the LSTM will work when solar irradiance is under low levels and
how far the algorithm can predict solar irradiance from the single-use sky imager. In
addition, most recently, in March 2022, authors of [43] demonstrated a new prediction of
the solar irradiance algorithm using minute-by-minute images taken with a TSI sky camera.
The sky images were taken from the TSI and optimized. However, the algorithm lacked
the ability to detect atmospheric attenuation, which resulted in high prediction errors in
some instances.

Table 3. Comparison of this work and previously published papers [40–43].

Item [40] [41] [42] [43] This Work

Month/Year
of Study

October 2018 January 2021 May 2021 March 2022 Novemebr 2022

Desctiption of the
proposed

approximation
shading ratio

technique

Predicting GHI
using feed-forward

neural network
with Levenberg–

Marquardt
backpropagation

(LM-BP)

Total cloud cover
optimization using

convolutional
neural networks

(CNN)

Estimation of 10
min ahead of solar
irradiance using
long short-term
memory (LSTM)

algorithm

Predicting the
irradiance at the
solar-field level

using
minute-by-minute
images taken with

a TSI

Using the images
of four TSIs and
converting the

images using the
proposed cloud
approximation

model

GHI Estimation Included Excluded Included Included Included

Method
disadvantages

The algorithm
does not accurately

predict one hour
ahead for low

irradiation levels
under

80–100 W/m2

No estimation of
the cloud base
height, and the

algorithm is
unautomated for

cloud cover
identification

There are no
details on the total

GHI prediction
area covered. n
addition, it is

unclear how low
irradiance levels

affect the accuracy
of the algorithm

The algorithm lack
the ability to detect

atmospheric
attenuation, which

resulted in high
prediction errors in

some instances

If the area is
increased, a

reduction of the
shading

approximation
accuracy

is expected

In comparison, our algorithm in this paper relied on acquiring four sky images taken
from a network of four TSIs. The images were then converted into better quality to identify
the clouds/shading in the sky. Our work resulted in a high prediction accuracy of GHI or
cloud coverage within 25 km2. More errors are expected from prediction accuracy when
the area coverage is increased.

7. Conclusions

This paper presents the development of an approximation for shading using TSI
system pictures. The algorithm can estimate the shading ratio in the sky using a color-
adjusted processing technique, and subsequently, it can aid in calculating the GHI in the
sky. The method was applied to two different PV systems within four TSIs distributed in an
area of 25 km2. It was found that, in this case, the GHI can be estimated with a maximum
±12.7% error rate. In addition, the PV output power approximation accuracy was as high
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as 97.5% when the shading approximation was zero and reduced to the lowest value of 83%
when shading was at its maximum. This work can be extended to deploy the developed
algorithm in a more comprehensive TSI network, say in an area bigger than 50 km2. This
more comprehensive TSI network could further justify the proposed algorithm’s accuracy
and support the shading estimation of more PV systems.
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Abbreviations

The following abbreviations are used in this manuscript:

PV photovoltaic
CA color-adjusted
GHI global horizontal irradiance
TSI total-sky imagers
ANN artificial neural network
I-V current-voltage
MPPT maximum power point tracking
LSTM long short-term memory
BRBG blue/red-plus-blue/green-ratio algorithm
CDOC cloud-detection and opacity classification algorithm
CCF cloud cover fraction
CDF cumulative density function
StDev standard deviation
CNN convolutional neural network
LM-BP Levenberg–Marquardt backpropagation
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Abstract: Currently, the accuracy of modeling a photovoltaic (PV) array for fault diagnosis is still
unsatisfactory due to the fact that the modeling accuracy is limited by the accuracy of extracted model
parameters. In this paper, the modeling of a PV array based on multi-agent deep reinforcement
learning (RL) using the residuals of I–V characteristics is proposed. The environment state based
on the high dimensional residuals of I–V characteristics and the corresponding cooperative reward
is presented for the RL agents. The actions of each agent considering the damping amplitude
are designed. Then, the entire framework of modeling a PV array based on multi-agent deep RL is
presented. The feasibility and accuracy of the proposed method are verified by the one-year measured
data of a PV array. The experimental results show that the higher modeling accuracy of the next time
step is obtained by the extracted model parameters using the proposed method, compared with that
using the conventional meta-heuristic algorithms and the analytical method. The daily root mean
square error (RMSE) is approximately 0.5015 A on the first day, and converges to 0.1448 A on the last
day of training. The proposed multi-agent deep RL framework simplifies the design of states and
rewards for extracting model parameters.

Keywords: deep reinforcement learning; double deep Q network; parameter estimation; photovoltaic
mathematical model

1. Introduction

As an important form of renewable energy, solar photovoltaic (PV) systems have
developed rapidly in the last decade. In the recent report of International Energy Agency
(IEA), China is likely to account for almost half of the global increase in renewable electricity
generation, with over 900 TWh from solar PV and wind in 2021 [1]. The huge renewable
energy market attracts more attention on the intelligent operation and maintenance and
fault diagnosis technology of the PV systems, which can directly enhance the efficiency
and reduce the labor cost of maintenance. As the first-level energy conversion devices
in the PV systems, the PV array directly converts solar energy into electrical energy and
suffers long-term outdoor uncertain meteorological factors, e.g., thermal cycles, ultraviolet
radiation, dust, and hail. Therefore, in recent years, many researchers have carried out the
study of the fault detection and diagnosis (FDD) of the PV array [2,3]. The model-based
FDD methods are proposed to diagnose most faults or abnormalities, e.g., open-circuit,
line-line or line-ground short-circuit fault of the PV array [4–6], cable aging or series
impedance abnormality [7,8], partial shading [8–11], etc. For the FDD of the PV arrays, the
modeling of the PV array is required [8–10]. The greater modeling error may also lead to
the misdiagnosis of the PV array. Additionally, the online FDD of the PV array has a higher
requirement for the real-time performance of modeling. Thus, it challenges the accuracy
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and adaptivity of the mathematical model under various ambient conditions. Unfortunately,
the conventional modeling methods cannot satisfy the accuracy and real-time demands
for FDD.

Commonly, the mathematical models of PV array are derived from the equivalent
single-diode model (SDM), double-diode model (DDM), or multi-dimension diode model
of solar cells. Then, the I–V curves of the PV array can be estimated based on the measured
irradiance on the plane of the PV array and module temperature after extracting the model
parameters [7,12–16]. At present, the model parameter extracting methods can be divided
into two main categories. One is to analytically or numerically solve the model parameters
based on the measured or rated electrical parameters of PV modules, commonly provided
by manufacturers [7,12]. In [12], the equation to estimate the temperature coefficient of
voltage is proposed to build the equation systems and to solve the model parameters. In [7],
the explicit methods to solve the model parameters are analyzed to detect the degradation
of the PV module. However, few methods exhibit acceptable accuracy and reliability to
estimate the model parameters. Nevertheless, the model parameters may vary with the
change of the ambient irradiance or temperature conditions. The model parameter, e.g.,
series resistance and ideal factor, are considered as constants which may deteriorate the
accuracy of the model.

Another category of parameter extraction attempts to minimize an objective function,
which represents the error between the measured I–V curve and the modeled one. Then,
the model parameters are extracted by the meta-heuristic optimizers [13–19], e.g., particle
swarm optimizer (PSO) [8], culture algorithm (CA) [17], and artificial bee colony (ABC) [18].
This category of methods uses the data points on the entire measured I–V curve. The
accuracy of modeling is much higher than that of the analytical method. At present, some
PV inverter products have the capability to measure the I–V curves of PV arrays, which
makes the above methods suitable for applications, e.g., the FDD. However, the referenced
I–V curve at each time step of diagnosis should be modeled based on the optimized
model parameters. Thus, the meta-heuristic optimizers cannot estimate the variation
in model parameters. In addition, some researchers have directly used the supervised
learning algorithms to model the PV array, e.g., by training a one-dimensional deep residual
network [20]. To ensure the good generalization of the network, the training samples
under different irradiation and temperature levels are required [20]. Once the above
model is applied to the fault diagnosis of PV arrays, the samples should be periodically
updated, and the model needs be retrained to ensure the long-term stability of the model
accuracy. In recent years, reinforcement learning (RL) has been applied in the electrical
power engineering area. The RL is a machine learning process that leads the RL agents
to interact with the designed environment by constructing a Markov decision process
(MDP). The optimal action strategies are gradually learned based on the feedback of the
environment state and the rewards of corresponding actions. Thus, the RL can be used
as a self-learning approach, which is quite different from the conventional supervised
or unsupervised learning models. The multi-agent RL is commonly used for solving
cooperative or adversarial scenarios. The cooperative tasks are realized by evaluating
the action of each agent according to the unified and observable environment state and
collaborative rewards. Then, the overall optimal action strategy can be obtained after
multi-agent collaboration.

In this paper, the modeling of a PV array based on the multi-agent deep RL is proposed.
The novelty of this paper is that the RL agents can dynamically adjust the model parameters
considering the variation of the ambient conditions for the PV array. The contribution of
this paper includes:

• The design of the states and rewards of the RL agents in the modeling process are sim-
plified for the researchers in PV engineering. The conventional methods for designing
the states and rewards of the RL agents are commonly relied in the design of a virtual
training environment to interact with RL agents and train them. The design of the
states and rewards are according to the virtual training environment [21]. In this paper,
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the designed states of the RL agents are in terms of the variation of I–V characteristics
in the training process, and the reward is designed according to the modeling error of
I–V characteristics. For the researchers in PV engineering, the understanding of the
modeling process in this paper is easier.

• The continuous state space is designed for training the RL agents by considering the
continuous variation of I–V curves, which can enhance the generalization of the RL
agents for estimating variation of model parameters.

At first, the state of the art for the model parameter extraction is briefly reviewed.
The mathematical model of the PV array is introduced. Then, the double deep Q network
(DDQN) is designed as the value network of the RL model. The multi-agent deep RL
framework for the modeling of the PV array is proposed, including the RL states based
on the high dimensional residuals of I–V characteristics, multi-agent cooperative rewards,
and the agent actions with the damping amplitude. The measured annual I–V curves of
a PV array are used to verify the modeling accuracy of the proposed method. Due to the
fact that most model parameters extraction methods are currently based on meta-heuristic
algorithms, the model estimation results using the model parameters extracted by different
meta-heuristic and analytical methods are compared. Finally, the time cost of different
model parameter extraction methods are investigated.

This paper is organized as follows: Section 1 briefly reviews the state of the art of
model parameter extraction. Section 2 explains the mathematical model of the PV array
used in this paper. The proposed modeling method of the PV array based on multi-agent
deep RL is presented in Section 3. Section 4 elaborates the experimental verification of the
proposed method using the measured data of an actual PV array. Section 5 summarizes the
conclusions of this paper.

2. Mathematical Model of PV Array

PV arrays are usually composed of PV modules connected in series and parallel, and
each PV module is composed of solar cells connected in series. The bypass diodes are
connected in anti-parallel to alleviate the hot spot effect when the cells are mismatched [7].
The physical model of the PV module is commonly described by the SDM, and the corre-
sponding I–V equation is [8]:

IPV = Iph − Is

[
exp

(
q(VPV + Rs IPV)

akT

)
− 1

]
− VPV + Rs IPV

Rsh
(1)

where IPV and VPV are the output current and voltage of the PV module, respectively;
q, k, T are the electronic charge (1.60217662 ×10−19 C), the Boltzmann constant (1.38064852
×10−23 JK−1) and the temperature of the solar cell (in K), respectively. Iph, Is, a, Rs, Rsh
are the five parameters of the mathematical model, which represents the photocurrent,
the saturation current of the diode, the ideal factor of diode, the equivalent series, and
shunt resistance, respectively. Among them, the photocurrent Iph can be estimated by the
irradiation G on the plane of the PV array [8]:

Iph = ISC,stc[1 + Ki(T − Tstc)]
G

Gstc
(2)

ISC,stc is the short-circuit current of the PV module under the standard test conditions
(STC), Ki is the temperature coefficient of the current, which can be obtained from the spec-
ification of the PV module. Gstc and Tstc are the irradiance (1000 W/m2) and temperature
(25 ◦C) under STC, respectively. The saturation current of diode Is can be estimated by the
ideal factor of diode a and the temperature T [8]:

Is = Is,stc

(
T

Tstc

) 3
a

exp
(

qEg

akTstc
− qEg

akT

)
(3)
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Eg is the band gap energy, Is,stc is the saturation current of diode under the STC, which
can be expressed as [8]:

Is,stc =
ISC,stc

exp
(

qVOC,stc
NcsakTstc

)
− 1

(4)

where VOC,stc is the open-circuit voltage of the PV module under STC, and Ncs is the number
of cells connected in series of the PV module.

Therefore, only the three model parameters, i.e., the ideal factor of diode a, the equiva-
lent series resistance Rs and the equivalent parallel resistance Rsh should be determined.
Then, substituting the model parameters into (1), the I–V equation of the PV module can
be established. The model of the PV array can be obtained by multiplying the current
and voltage of the PV module with the corresponding number of modules connected in
series and parallel. Additionally, considering the measurement error of the pyranometer, a
compensation value of irradiance ΔG is introduced as an additional model parameter to
correct the measured co-plane irradiance Gmeas:

G = Gmeas + ΔG (5)

The above equations show that the accuracy of the model estimated I–V curve is
directly influenced by the extracted model parameters, i.e., the ideal factor of diode a,
the equivalent series resistance Rs and the equivalent parallel resistance Rsh. The output
current can be estimated by the corresponding voltage once the irradiance and temperature
are known.

3. Modeling of PV Array Based on Multi-Agent Deep Reinforcement Learning

3.1. Design of State and Reward Based on Residuals of I–V Characteristics

In this paper, a multi-agent deep RL framework is proposed for modeling the PV
array considering the continuous variation of RL states. In the MDP, the environment state
represents the environment change after the act of all agents in the previous time step, i.e.,
episode. During the extraction of the model parameters, the I–V curves of the PV array can
be modeled based on the model parameters estimated by the agents, then the residuals of
the modeled I–V curve relative to the measured one are used as the environment state. In
this paper, the RL environment state is proposed based on the time-series images of the
residual curves of I–V characteristics. Figure 1 represents the flowchart for constructing the
environment state of multi-agent deep RL.

At first, the model parameters output by the multi-agent are used to estimate the
I–V curve of the PV array according to (1)–(4). The I–V curve measured by the inverter is
pre-processed and normalized. Then, the residual value of the current at the same voltage
point on the I–V curve is calculated to obtain the residual I–V curve image, and the auxiliary
information in the image is removed to form a 160 × 120 pixel image. Considering the
time-varying trend of the residual curves during the RL process of the multi-agent, the
residual curve images of the latest t − 4 to t time step are combined into the 4 × 160 × 120
high-dimensional residuals of I–V characteristics in the time step t, which represents the
environment state for training the multi-agent. Obviously, if the value of the current on
the residual curve tends towards 0, this indicates that the modeled I–V curve using the
parameters estimated by the action of the multi-agent are consistent with the measured
I–V curve at time step t, i.e., the modeling accuracy is high sufficient. Due to the residuals
of the I–V characteristic being represented by a curve in the image, the lesser resolution
is selected. To accurately represent the residuals of the I–V characteristic, the 160 × 120
resolution is enough. The time steps from the latest t − 4 to t is chosen according to the
fact that the convergence of the DDQN model is more stable if using the latest four time
steps [22]. Furthermore, the root mean square error (RMSE) of the current between the
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estimated and measured I–V curves is used as the criterion for evaluating the effectiveness
of the multi-agent actions:

RMSE =

√√√√ 1
Npoints

Npoints

∑
i=1

(
Imodel,i − Imeas,i

Imeas,i

)2
(6)

where Npoints is the number of points on the I–V curve, and Imodel,i and Imeas,i are the
estimated and measured value at the i-th point in the I–V curve, respectively. Additionally,
the mean absolute error (MAE) and mean absolute percentage error (MAPE) are used to
assess the model accuracy during verification:

MAE =
1

Npoints

Npoints

∑
i=1

∣∣Imodel,i − Imeas,i
∣∣ (7)

MAPE =
1

Npoints

Npoints

∑
i=1

∣∣Imodel,i − Imeas,i
∣∣

|Imeas,i| (8)

In order to ensure the convergence of the model parameters estimated by the multi-
agent, the multi-agent collaborative rewards are designed according to the gradient descent
to guarantee the RMSE converging. Therefore, the multi-agent collaborative reward is
designed as:

� =

{
+1, RMSEt ≤ RMSEt−1
−1, RMSEt > RMSEt−1

(9)

when the RMSE at time step t decreases or keeps the same value as that at the previous
time step t − 1, the reward � is set as 1, otherwise the reward is −1.

Figure 1. Design of states based on the time-series images of residual curves of I–V characteristics.

3.2. Design of Actions Considering Amplitude Attenuation

For the accurate parameter extraction and modeling, the designed action should be
able to directly estimate the model parameter of the next time step. In this paper, multiple
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independent agents are used to estimate the corresponding model parameters. The three
actions of each agent for the model parameters are designed as follows [23]:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Mt+1 = Mt + rMstc
Mt+1 = Mt
Mt+1 = Mt − rMstc
M ∈ {a, Rs, Rsh, ΔG}
Mstc ∈ {astc, Rs,stc, Rsh,stc, ΔGstc}

(10)

where astc, Rs,stc and Rsh,stc are the corresponding initial model parameters of a, Rs, Rsh
under the STC, respectively, solved by the module of the PV array in MATLAB/Simulink
based on the specification of the PV module [24]. ΔGstc is changing in the range of 1–2% of
irradiance under the STC. r is the ratio to turn the amplitude during the RL. At the beginning
of the RL, the model parameters should be explored in a greater range. Furthermore,
the model parameters should be kept as stable as possible after the RMSE converges.
Considering that, the total RL time step is at least 10,000 steps, r is designed to decay with
the RL time step t as the trend of sigmoid function:

r =

⎧⎨⎩ 0.02 − 0.01
1 + exp

(−( t
500 − 10

)) , t ≤ 10,000

0.01, t > 10,000
(11)

As shown in Figure 2, at the beginning of the training, the r is greater and the adjust-
ment step for each model parameter is approximately 2% of the model parameters under
STC, i.e., astc, Rs,stc, Rsh,stc and Gstc. This mechanism can promote the RL agents to explore
the action space and enhance the diversity of the replay memory. After approximately
4000 time steps, the adjustment step of each model parameter is gradually reduced towards
1%, and a more stable action selection strategy is used after the Q network is converged.

Figure 2. Trend of the coefficient r with the training time step.

3.3. Agents Based on Double Deep Q Network

The DDQN originates from the double Q-learning algorithm [21]. Similarly to the
deep Q network, the DDQN improves the description of the value function of action policy
using a deep Q-value network, instead of the Q-table. The advantage of DDQN is that
the continuous changes in the environment state are considered, and high-dimensional

175



Energies 2022, 15, 6567

continuous state input can be realized [22]. In the DDQN, the evaluation Q-network with
the network weight set θ is used to determine the value function of the action at under the
environment state st at the current time step t, which is denoted as Q(st, at; θ). Then, the
target Q-network is used to estimate the target Q-value Q(st+1, at+1; θ

′
) of the next state

st+1 at the next time step. The network weight set θ of the evaluation Q-network is trained
by the adaptive moment estimation (ADAM) algorithm and the network loss function L(θ)
is minimized, which is defined as [21,22]:

L(θ) = E

⎡⎣(�+ γQ(st+1, arg max
at+1

Q(st+1, at+1; θ), θ
′
)− Q(st, at; θ)

)2
⎤⎦ (12)

where γ is the discount factor taking values between (0,1), and E represents the mathematical
expectation of the error. θ

′
is the network parameter set for the target Q network. A batch

of samples are randomly selected from the experience replay memory to train the current
network [21,22]. After the evaluation, Q-network is trained, and the target Q-network can
be periodically updated by the evaluation Q-network. Then, the target Q-value is estimated
by the target Q-network to realize the further training of the evaluation Q-network.

The deep convolutional networks are the type of networks most commonly used to
identify patterns in images. Considering the designed environment state based on the
residuals of I–V characteristics, the deep convolutional network is used as the Q-network of
each agent, due to its fast training and ability to capture the local features of images [25–27].
The network structure is shown in Figure 3. At first, the 4 × 160 × 120 high-dimensional
residuals of I–V characteristics are fed into the convolutional network with three 20× 20 filters,
and the rectified linear unit (ReLU) is used as the activation function to form a 3 × 15 × 11
matrix. Then, the 4 × 4 averaging pooling is connected to form a 3 × 3 × 2 matrix, which is
further flattened into an 18 × 1 vector. Finally, the vector is fed to the fully connected layer
with the sigmoid activation function to obtain the estimated value of the actions for each
agent. The action with the estimated maximum value is selected as the final action.

Figure 3. Structure of Q network in the DDQN of each agent, where blue blocks represent convolu-
tional or fully connecting networks.

3.4. Modeling Framework of PV Array Based on Multi-Agent Deep RL

The proposed modeling framework of the PV array based on the multi-agent deep
RL is shown in Figure 4. At first, the I–V curves of the PV array measured by the inverter
and the I–V curve estimated by the model are compared to construct the residuals of I–V
characteristics, which is used as the environment state to train each agent of the model
parameter. Then, the RMSE of the I–V curve is calculated via (6), and the multi-agent
cooperative reward is obtained via (9). Additionally, the loss function of the Q network
is optimized by the ADAM algorithm, and the residuals of I–V characteristics are fed
to the DDQN of each agent to estimate the result of value function. After determining
the optimal action strategy, the model parameters can be estimated via (10). Then, the
model parameters are obtained and input to the mathematical model of the PV array to
estimate the I–V curve at the next time step, based on the measured in-plane irradiance
and module temperature. Finally, the model parameter extraction and modeling of the PV
array is realized.
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Figure 4. Framework of proposed multi-agent deep RL-based model parameter extraction of PV array.

4. Experimental Verification of Proposed Method Based on Multi-Agent Deep
Reinforcement Learning

In order to verify the accuracy of the proposed method based on multi-agent deep
RL, a 5.28 kWp PV array, formed by 22 multi-crystalline PV modules TSM-240, is used for
experimental verification. The specification of the PV module TSM-240 under STC provided
by the manufacturer is shown in Table 1. The PV system is equipped with the three-phase
grid-connected inverter GW20KN-DT, which can measure the I–V curves of the PV array.
At least 256 points on the I–V curve can be measured in 2 s. The pyranometer TBQ-2 is used
to measure the in-plane irradiance of the PV array. The platinum resistors Pt100 are pasted
on the back sheet of the PV modules to measure the temperature of PV module. I–V curves
of the PV array, in-plane irradiance, and temperature of the PV module are transmitted
via the RS485 bus to an indoor monitor computer with proposed modeling method. Data
measured from 27 June 2018 to 31 July 2019 are used for verification. Considering that the
measured I–V characteristic of the PV array may lead to the power loss of the PV plant, the
measurement and modeling cannot be too frequent. However, the total number of training
samples should be guaranteed, as a greater time interval leads to longer training duration.
Therefore, the time interval should be determined in a trade-off. In the experiments, the
measurement interval is 2 min. The measured I–V curves are pre-processed. The data
measured with the irradiation less than 200 W/m2 are neglected to reduce the influence of
measurement errors. Additionally, the distorted I–V curves or data measured under the
mismatch conditions of the PV array, e.g., the partial shading or other abnormalities, are
filtered to ensure that the RL multi-agent are trained with normal samples. The number
of local maximum and minimum on the second order derivative curve d2 I/dV2 is used
as an indicator to identify these abnormal I–V curves [8]. Then, the proposed multi-agent
deep RL-based method is used to estimate the model parameters of the next time step. The
modeling accuracy of the proposed method is statistically analyzed and compared with
the conventional or recently presented model extraction methods, including the particle
swarm optimizer (PSO) [8], culture algorithm (CA) [17], and analytical method [12]. The
modeling accuracy of the next time step, using the above different parameter extraction
methods, are focused upon herein.
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Table 1. Specification of PV module TSM-240.

Parameters Value

Maximum power
(

Pmpp,stc
)

240 W
Voltage at maximum power point

(
Vmpp,stc

)
29.7 V

Current at maximum power point
(

Impp,stc
)

8.1 A
Open circuit voltage (VOC,stc) 37.3 V
Short circuit current (ISC,stc) 8.62 A
Temperature coefficient of current (Ki) 0.047%/◦C
Temperature coefficient of voltage (Kv) −0.32%/◦C

Figure 5 shows the histogram of the annual accuracy comparison of modeling the
I–V curve at the next time step based on the model parameters extracted by the proposed
method and other algorithms. The annual RMSEs of the proposed method converge
to approximately 0.1 A. The proposed multi-agent deep RL-based method shows better
performance for modeling the I–V curves at the next time step, compared with the PSO,
CA, or the analytical method. The reason for which the meta-heuristic algorithms or the
analytical method fail is that, the meta-heuristic optimizers only use the measured I–V
curve at the current time step to extract the model parameters, and can only guarantee
the accuracy of modeling at the current time step. This may cause difficulty in accurately
modeling for the (t + 1)-th time step. The dynamic change of model parameters cannot
be considered. However, once the loss function of DDQN is converged, the proposed
multi-agents can select the correct action to regulate the model parameters according to
the residuals of I–V characteristics by training the DDQN. Thus, more accurate model
parameters can be estimated for the next time step, which enhances the adaptability of
the modeling. Figure 6 shows the moving average of 20 adjacent values of the RMSE and
corresponding fitted trend line. Due to the fact that the initial date is approximately in
early July 2018, the trend of the RMSE shows that the RL agents basically converge in the
beginning of December 2018, which is approximately 5 months. The RMSE is disconnected
due to the data missing or filtering of the abnormal measured I–V curves. The convergence
can be accelerated if more I–V curves are measured to train the RL agents, or increasing the
sample frequency of the I–V characteristics.

The average RMSEs of different methods in typical dates of the entire RL period are
listed in Table 2. On the first day, i.e., 27 June 2018, the daily average RMSE of modeling
using the multi-agent deep RL-based method is approximately 0.5015 A. The RMSE is even
higher than that of the other meta-heuristic methods. The reason is that the training of
DDQN is not completed. The RMSE of the proposed method converges to 0.1448 A in
the last day of verification, i.e., 31 July 2019. However, for the PSO-based and CA-based
methods, the daily RMSEs show no obvious convergence trend. Similar results can also be
observed from Figure 5.

Table 3 shows the annual MAE, RMSE, and MAPE for different methods. The annual
MAE of the proposed method is 0.24 A and is approximately 2.44% of the short-circuit
current of the PV array under the STC. The annual MAPE of the proposed method is
approximately 12.20%, which is acceptable for modeling a PV array, considering the fact
that the error is relatively greater when the training process of DDQN is uncompleted.

178



Energies 2022, 15, 6567

Figure 5. Distribution of annual accuracy of modeling based on different model parameter
extraction methods.

Figure 6. Convergence trend of RMSE.
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Table 2. Daily average RMSE (A) in typical days for different extraction methods.

Extraction Methods 27 June 2018 30 September 2018 31 December 2018 31 March 2019 31 July 2019

Proposed multi-agent 0.5015 0.1970 0.0932 0.2026 0.1448deep RL-based method
PSO-based method 0.1662 0.3572 0.2135 0.5504 0.3551
CA-based method 0.3986 0.3392 0.2274 0.6905 0.2188
Analytical method 0.4755 0.7190 0.6486 0.7860 0.8170

Table 3. Statistical results of annual errors.

Metrics
Proposed Multi-Agent

PSO-Based Method CA-Based Method Analytical Method
Deep RL-Based Method

MAE (A) 0.24 0.28 0.31 0.42
RMSE (A) 0.29 0.35 0.41 0.69
MAPE (%) 12.20 22.11 19.52 48.17

Figure 7 presents the comparison results between the measured and the modeled
I–V curves based on the above parameter extraction methods in the typical days of four
seasons. The estimation results of the multi-agent deep RL-based method obtains greater
errors compared with the measured I–V curves in Figure 7a due to the insufficient training
samples and un-converged DDQN for the proposed method. However, Figure 7b–d show
that the modeling results of the proposed method are more consistent with the measured
curves. Compared with the conventional meta-heuristic methods for estimating the model
parameters of the next time step, the proposed method obtains a better modeling accuracy
under lower irradiation levels, e.g., approximately 200 W/m2. Tables 4 and 5 list the calcu-
lated MAE and MAPE for each I–V curve in Figure 7, using different modeling methods.
The same results can be observed that the proposed multi-agent deep RL-based method
does not perform well in 28 September 2018. It results in more uncertain model parameters
and reduces the modeling accuracy. With the training of RL agents, the MAE and MAPE
both show that the performance of the proposed method is significantly enhanced.

(a)

Figure 7. Cont.
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(b)

(c)

Figure 7. Cont.
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(d)

Figure 7. Comparison of measured and model estimated I–V characteristics in typical days in four
seasons: (a) 28 September 2018, autumn; (b) 17 January 2019, winter; (c) 1 May 2019, spring; and
(d) 22 July 2019, summer.

Table 4. Comparison of MAE (A) for different methods in Figure 8.

Date
Ambient Proposed Multi-Agent PSO-Based CA-Based Analytical

Condition Deep RL-Based Method Method Method Method

28 September 2018

245 W/m2 29.2 ◦C 0.36 0.37 0.25 0.31
405 W/m2 34.5 ◦C 0.20 0.26 0.11 0.25
611 W/m2 32.3 ◦C 0.09 0.16 0.35 0.36
805 W/m2 49.7 ◦C 0.29 0.46 0.35 0.69

17 January 2019
222 W/m2 10.1 ◦C 0.04 0.14 0.14 0.07
452 W/m2 16.9 ◦C 0.09 0.16 0.31 0.14
600 W/m2 26.3 ◦C 0.14 0.19 0.29 0.29

1 May 2019

214 W/m2 29.7 ◦C 0.06 0.13 0.04 0.12
402 W/m2 30.5 ◦C 0.14 0.34 0.12 0.20
602 W/m2 39.5 ◦C 0.05 0.31 0.34 0.59
772 W/m2 43.9 ◦C 0.34 0.62 0.49 0.75

22 July 2019

205 W/m2 43.1 ◦C 0.09 0.13 0.11 0.19
403 W/m2 47.1 ◦C 0.20 0.62 0.29 0.36
607 W/m2 49.7 ◦C 0.10 0.25 0.43 0.64
807 W/m2 58.0 ◦C 0.12 0.80 0.57 1.01

Additionally, the PSO-based and CA-based method both obtain greater MAE or MAPE.
Similar conclusions can also be observed from Figure 7. The reason is that, for these meta-
heuristic methods, the model parameters are extracted using the measured I–V curve at the
latest time step. The assumption that the model parameters would not change significantly
between two adjacent time steps is a necessary precondition. However, for the actual
outdoor circumstance, the ambient irradiance may vary randomly according to the actual
meteorological conditions. Thus, the above assumption is not always valid, which causes
the lower accuracy of the meta-heuristic methods. For the proposed multi-agent deep
RL-based method, the RL agents attempt to regulate the model parameters towards more
suitable values, according to the residuals of I–V characteristics. Once the DDQN is trained
with enough samples, then better accuracy can be obtained.
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Table 5. Comparison of MAPE (%) for different methods in Figure 7.

Date
Ambient Proposed Multi-Agent PSO-Based CA-Based Analytical

Condition Deep RL-Based Method Method Method Method

28 September 2018

245 W/m2 29.2 ◦C 20.52 44.27 57.24 58.51
405 W/m2 34.5 ◦C 7.87 26.36 19.57 47.42
611 W/m2 32.3 ◦C 3.51 23.92 9.63 47.38
805 W/m2 49.7 ◦C 7.23 29.26 7.54 68.38

17 January 2019
222 W/m2 10.1 ◦C 2.94 25.20 29.27 5.16
452 W/m2 16.9 ◦C 3.49 18.41 52.84 4.86
600 W/m2 26.3 ◦C 8.98 18.33 7.38 12.93

1 May 2019

214 W/m2 29.7 ◦C 4.04 20.34 5.33 23.37
402 W/m2 30.5 ◦C 5.60 18.90 5.45 42.26
602 W/m2 39.5 ◦C 2.11 23.91 12.76 62.05
772 W/m2 43.9 ◦C 7.57 18.66 15.84 44.77

22 July 2019

205 W/m2 43.1 ◦C 5.52 20.05 7.82 42.38
403 W/m2 47.1 ◦C 7.71 32.11 10.30 73.67
607 W/m2 49.7 ◦C 2.64 32.22 46.55 93.07
807 W/m2 58.0 ◦C 3.32 23.85 22.54 69.43

Figure 8 shows the time consumption of model parameter extraction using the pro-
posed multi-agent deep RL-based method and other methods. The parameter extraction
programs are executed on the same PC with Intel(R) Core(TM) i7-6700HQ CPU (@2.60 GHz,
eight cores) and 8 GB memory, without GPU acceleration. The PSO-based method is faster
than other methods. The average time cost of the proposed multi-agent deep RL-based
method is approximately 2.343 s, which is similar to that of the CA-based method. The
most time is consumed by computing the DDQN. However, it should be pointed out that
the computation of DDQN can be accelerated using the GPUs, and the time cost of the
proposed multi-agent deep RL-based method can be further reduced.

Figure 8. Time cost of parameter extraction for different methods.

5. Conclusions

In this paper, a multi-agent deep RL framework is proposed for estimating the model
parameters and modeling the PV array in the next time step. The environment state based
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on the high-dimensional residuals of I–V characteristics and a corresponding cooperative
reward is presented for the RL agents. The actions of each agent considering the damping
amplitude are designed. Then, the entire framework of modeling of PV array based on
multi-agent deep RL is presented. The feasibility and accuracy of the proposed method
are verified by the one year measured data of a PV array. The experimental results show
that the higher modeling accuracy of the next time step is obtained by the extracted model
parameters using the proposed method, compared with that using the conventional meta-
heuristic algorithms and the analytical method. The daily root mean square error (RMSE) is
approximately 0.5015 A in the first day, and converges to 0.1448 A in the last day of training.
The time consumption of model parameter extraction using the proposed multi-agent deep
RL-based method is approximately 2.343 s by using a PC without GPU acceleration. The
time cost could be further reduced if the GPU acceleration is utilized.

Future research should focus on enhancing the convergence speed of the proposed
multi-agent deep RL-based method. Another aspect would be to optimize the network
structure and corresponding hyper-parameters. The proposed modeling approach would
be considered to embed in the existing FDD platform for the intelligent operation and
maintenance of the PV array.
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Nomenclature

Abbreviations
ABC artificial bee colony
ADAM adaptive moment estimation
CA culture algorithm
DDM double-diode model
DDQN double deep Q network
FDD fault detection and diagnosis
IEA International Energy Agency
MAE mean absolute error
MAPE mean absolute percentage error
MDP Markov decision process
PSO particle swarm optimizer
PV photovoltaic
ReLU rectified linear unit
RL reinforcement learning
RMSE root mean square error
SDM single-diode model
STC standard test conditions
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Symbols
Iph photocurrent
Is saturation current of diode
a ideal factor of diode
Rs equivalent series resistance
Rsh equivalent parallel resistance
Eg band gap energy
Pmpp,stc maximum power
Vmpp,stc voltage at maximum power point
Impp,stc current at maximum power point
Voc,stc open-circuit voltage
Isc,stc short-circuit current
Ki temperature coefficient of current
Kv temperature coefficient of voltage
q electronic charge
k Boltzmann constant
T temperature of solar cell

References

1. IEA. Global Energy Review 2021; IEA: Paris, France, 2021. Available online: https://www.iea.org/reports/global-energy-review-
2021 (accessed on 17 June 2022).

2. Ahmadi, M.; Samet, H.; Ghanbari, T. A New Method for Detecting Series Arc Fault in Photovoltaic Systems Based on the
Blind-Source Separation. IEEE Trans. Ind. Electron. 2020, 67, 5041–5049. [CrossRef]

3. Ahmadi, M.; Samet, H.; Ghanbari, T. Series Arc Fault Detection in Photovoltaic Systems Based on Signal-to-Noise Ratio
Characteristics Using Cross-Correlation Function. IEEE Trans. Ind. Inform. 2020, 16, 3198–3209. [CrossRef]

4. Karmakar, B.K.; Pradhan, A.K. Detection and Classification of Faults in Solar PV Using Thevenin Equivalent Resistance. IEEE J.
Photovoltaics 2020, 10, 644–654. [CrossRef]

5. Ding, H.; Ding, K.; Zhang, J.; Wang, Y.; Gao, L.; Li, Y.; Chen, F.; Shao, Z.; Lai, W. Local outlier factor-based fault detection and
evaluation of photovoltaic system. Sol. Energy 2018, 164, 139–148. [CrossRef]

6. Lu, X.; Lin, P.; Cheng, S.; Lin, Y.; Chen, Z.; Wu, L.; Zheng, Q. Fault diagnosis for photovoltaic array based on convolutional neural
network and electrical time series graph. Energy Convers. Manag. 2019, 196, 950–965. [CrossRef]

7. Piliougine, M.; Guejia-Burbano, R.A.; Petrone, G.; Sánchez-Pacheco, F.J.; Mora-López, L.; Sidrach-de-Cardona, M. Parameters
extraction of single diode model for degraded photovoltaic modules. Renew. Energy 2021, 164, 674–686. [CrossRef]

8. Li, Y.; Ding, K.; Zhang, J.; Chen, F.; Chen, X.; Wu, J. A fault diagnosis method for photovoltaic arrays based on fault parameters
identification. Renew. Energy 2019, 143, 52–63. [CrossRef]

9. Wang, H.; Zhao, J.; Sun, Q.; Zhu, H. Probability modeling for PV array output interval and its application in fault diagnosis.
Energy 2019, 189, 116248. [CrossRef]

10. Harrou, F.; Taghezouit, B.; Sun, Y. Improved kNN-Based Monitoring Schemes for Detecting Faults in PV Systems. IEEE J.
Photovoltaics 2019, 9, 811–821. [CrossRef]

11. Huang, J.M.; Wai, R.J.; Yang, G.J. Design of Hybrid Artificial Bee Colony Algorithm and Semi-Supervised Extreme Learning
Machine for PV Fault Diagnoses by Considering Dust Impact. IEEE Trans. Power Electron. 2020, 35, 7086–7099. [CrossRef]

12. Ma, T.; Gu, W.; Shen, L.; Li, M. An improved and comprehensive mathematical model for solar photovoltaic modules under real
operating conditions. Sol. Energy 2019, 184, 292–304. [CrossRef]

13. Qais, M.H.; Hasanien, H.M.; Alghuwainem, S. Identification of electrical parameters for three-diode photovoltaic model using
analytical and sunflower optimization algorithm. Appl. Energy 2019, 250, 109–117. [CrossRef]

14. Jiao, S.; Chong, G.; Huang, C.; Hu, H.; Wang, M.; Heidari, A.A.; Chen, H.; Zhao, X. Orthogonally adapted Harris hawks
optimization for parameter estimation of photovoltaic models. Energy 2020, 203, 117804. [CrossRef]

15. Nunes, H.G.G.; Pombo, J.A.N.; Mariano, S.J.P.S.; Calado, M.R.A. Suitable mathematical model for the electrical characterization
of different photovoltaic technologies: Experimental validation. Energy Convers. Manag. 2021, 231, 113820. [CrossRef]

16. Vankadara, S.K., Chatterjee, S., Balachandran, P.K. An accurate analytical modeling of solar photovoltaic system considering Rs
and Rsh under partial shaded condition. J. Syst. Assur. Eng. Manag. 2022. [CrossRef]

17. Liu, G.; Qin, H.; Tian, R.; Tang, L.; Li, J. Non-dominated sorting culture differential evolution algorithm for multi-objective
optimal operation of Wind- Solar-Hydro complementary power generation system. Glob. Energy Interconnect. 2019, 2, 368–374.
[CrossRef]

18. Chen, X.; Xu, B.; Mei, C.; Ding, Y.; Li, K. Teaching–learning–based artificial bee colony for solar photovoltaic parameter estimation.
Appl. Energy 2018, 212, 1578–1588. [CrossRef]

19. Chen, Z.; Lin, Y.; Wu, L.; Cheng, S.; Lin, P. Development of a capacitor charging based quick I–V curve tracer with automatic
parameter extraction for photovoltaic arrays. Energy Convers. Manag. 2020, 226, 113521. [CrossRef]

185



Energies 2022, 15, 6567

20. Chen, Z.; Chen, Y.; Wu, L.; Cheng, S.; Lin, P.; You, L. Accurate modeling of photovoltaic modules using a 1-D deep residual
network based on I–V characteristics. Energy Convers. Manag. 2019, 186, 168–187. [CrossRef]

21. van Hasselt, H.; Guez, A.; Silver, D. Deep Reinforcement Learning with Double Q-learning. arXiv 2015, arXiv:1509.06461v3.
22. Mnih, V.; Kavukcuoglu, K.; Silver, D.; Graves, A.; Antonoglou, I.; Wierstra, D.; Riedmiller, M. Playing atari with deep reinforcement

learning. arXiv 2013, arXiv:1312.5602.
23. Zhang, J.; Liu, Y.; Li, Y.; Ding, K.; Feng, L.; Chen, X.; Chen, X.; Wu, J. A reinforcement learning based approach for online adaptive

parameter extraction of photovoltaic array models. Energy Convers. Manag. 2020, 214, 112875. [CrossRef]
24. Mathworks Help Center. PV Array. Available online: https://ww2.mathworks.cn/help/physmod/sps/powersys/ref/pvarray.

html (accessed on 26 June 2022).
25. Akbarimajd, A.; Hoertel, N.; Hussain, M.A.; Neshat, A.A.; Marhamati, M.; Bakhtoor, M.; Momeny, M. Learning-to-augment

incorporated noise-robust deep CNN for detection of COVID-19 in noisy X-ray images. J. Comput. Sci. 2022, 63, 101763.
[CrossRef] [PubMed]

26. Pang, Y.; Hao, L.; Wang, Y. Convolutional neural network analysis of radiography images for rapid water quantification in PEM
fuel cell. Appl. Energy 2022, 321, 119352. [CrossRef]

27. Hong, Y.Y.; Rioflorido, C.L. A hybrid deep learning-based neural network for 24-h ahead wind power forecasting. Appl. Energy
2019, 250, 530–539. [CrossRef]

186



Citation: Sarwar, S.; Hafeez, M.A.;

Javed, M.Y.; Asghar, A.B.; Ejsmont, K.

A Horse Herd Optimization

Algorithm (HOA)-Based MPPT

Technique under Partial and

Complex Partial Shading Conditions.

Energies 2022, 15, 1880. https://

doi.org/10.3390/en15051880

Academic Editors: Fouzi Harrou,

Ying Sun, Bilal Taghezouit and

Dairi Abdelkader

Received: 6 February 2022

Accepted: 26 February 2022

Published: 3 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

A Horse Herd Optimization Algorithm (HOA)-Based MPPT
Technique under Partial and Complex Partial
Shading Conditions

Sajid Sarwar 1, Muhammad Annas Hafeez 1, Muhammad Yaqoob Javed 1,*, Aamer Bilal Asghar 1,*

and Krzysztof Ejsmont 2,*

1 Department of Electrical and Computer Engineering, COMSATS University Islamabad,
Lahore 54000, Pakistan; engrsajidsarwar@gmail.com (S.S.); m.annas13@yahoo.com (M.A.H.)

2 Faculty of Mechanical and Industrial Engineering, Warsaw University of Technology, 02-524 Warsaw, Poland
* Correspondence: yaqoob.javed@cuilahore.edu.pk (M.Y.J.); aamerbilal@cuilahore.edu.pk (A.B.A.);

krzysztof.ejsmont@pw.edu.pl (K.E.)

Abstract: The inconsistent irradiance, temperature, and unexpected behavior of the weather affect the
output of photovoltaic (PV) systems, classified as partial or complex partial shading conditions. Under
these circumstances, obtaining the maximum output power from PV systems becomes problematic.
This paper proposes a population-based optimization model, the horse herd optimization algorithm
(HOA), inspired by natural behavior, to solicit the maximum power under partial or complex partial
shading conditions. It is an intelligent strategy inspired by the surprise pounce-chasing style of
the horse herd model. The proposed technique outperforms the standard in different weather
conditions, needs less computational time, and has a fast convergence speed and zero oscillations
after reaching a power point’s maximum limit. A performance comparison of the HOA is achieved
with conventional techniques, such as “perturb and observe” (P&O), the bio-inspired adaptive
cuckoo search optimization (ACS), particle swarm optimization (PSO), and the dragonfly algorithm
(DA). The following comparison of the presented scheme with the other techniques shows its better
performance with respect to fast tracking and efficiency, as well as stability under disparate weather
conditions and the ability to obtain maximum power with negligible oscillation under partial and
complex shading.

Keywords: photovoltaic (PV); incremental conductance (InC); dragonfly (DA); maximum power
point tracking (MPPT); perturb and observe (P&O); adaptive cuckoo search optimization (ACS);
particle swarm optimization (PSO); local maxima (LM); complex partial shading (CPS); partial
shading (PS)

1. Introduction

As stated by the International Energy Agency (IEA), about 28% of worldwide electricity
generation in 2020 is based on renewable energy, and 90% of the new installed power
capacity is generated using renewable sources [1]. Photovoltaic (PV) generated power
capacity has increased by a factor of 18 since 2010. The most significant parameters of PV
systems are their ease of availability, low maintenance cost, eco-friendly production, and the
system’s renewable nature. PV systems may be used as either grid-connected or standalone
alternative energy sources [2]. A maximum power point (MPP) searching technique is
critical in order to achieve the efficient operation of any PV system, which enables the
maximum conversion of solar energy to power. The MPPT performance in PV energy
systems is compromised due to the various shading conditions of PV panels; these shading
conditions can be classified into partial and complex partial shading. In the literature,
various works are available that deal with optimization techniques to mitigate these shading
conditions [3,4]. Therefore, advanced PV systems are proposed in the literature, and a
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block diagram of such a system is shown in Figure 1 that includes sensors for voltage and
current measurement and a DC-DC Cuk converter, using the MPPT technique, which, in
turn, controls the Cuk converter and drives the switch for the DC-DC converter [5].

Figure 1. An optimized PV system diagram.

In this article, we focus on an optimization technique for the efficient operation of a
PV system in partial shading (PS) and complex partial shading (CPS) conditions. Therefore,
we will now briefly discuss recent works relevant to this field.

1.1. Prior Works

Regarding the current-voltage and power-voltage characteristics of PV, the characteris-
tics curves of the power-voltage (P-V) and current-voltage (I-V) of photovoltaic cells are
non-linear, due to changes in weather conditions. However, to deal with nonlinearities,
the MPP technique is employed to predict and harvest the MPP in rapidly changing and
variable weather conditions and also to optimize the system to run at MPP. Many con-
ventional, as well as soft-computing, MPPT algorithms have been introduced to upgrade
the effectiveness of photovoltaic energy systems through PS and uniform irradiance (UI)
conditions. Several techniques are suggested in the published literature that deals with uni-
form irradiance to achieve MPPT, while more recent research works refer to optimization
techniques that are applied for PS conditions [5], although few discuss CPS conditions.

Some of the classical techniques for MPPT in PV systems are briefly discussed here.
The fractional short circuit current (FSCC) technique makes it quick and simple to harvest
the maximum power point, although the drawback is that it cannot track the exact MPP
and works in offline mode [5]. The fractional open-circuit voltage (FOCV) technique is a
direct, simple, offline, and easy to implement technique similar to FSCC; however, it is
unable to track the exact MPP [5]. Similarly, “perturb and observe” (P&O) is an extensively
exploited technique for the finding of MPP. Its working technique is the same as that in
hill-climbing algorithms, and it is able to track the MPP in both offline and online modes,
but its performance decreases when a PS condition occurs [5]. Incremental conductance
(InC) performs better than P&O; however, it does not extract the exact MPP. It also works
on the principle of the hill-climbing algorithm [6].

The classical techniques are simple and have a very fast response time; however, these
techniques are not effective for attaining global maxima (GM) in the online mode and for
dynamically changing PS conditions. Therefore, to achieve MPP in non-uniform environ-
mental conditions, many soft computing techniques have been introduced in the literature.
Several of these are based on fuzzy logic and artificial intelligence [7]. Hybrid techniques
can be used in combination with other techniques like InC and P&O, in order to improve
the system’s efficiency under PS conditions [8]. In [9], the author presents a new MPPT
control for PV systems that depends on the search and rescue (SRA) optimization method.
The suggested approach improves PV system efficiency by decreasing the oscillations at
the global maximum (GM) and monitoring the GM quickly and efficiently. Other notable
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aspects of the proposed SRA control technique include robustness, power tracking perfor-
mance in a steady state, and implementation simplicity. Many evolutionary algorithms,
such as the particle swarm optimization (PSO) algorithm, the genetic method (GA), etc.,
are stochastically based methods that are efficient for optimization. However, these are
unable to track MPP under CPS and give optimal performance, in terms of convergence and
tracking speed, to harvest GM. Adaptive cuckoo optimization (ACO) is another technique
that is inspired by an animal model, the aggressive reproduction behavior of the cuckoo.
ACO gives improved performance, has good convergence speed and approximate accuracy,
and requires a smaller number of parameters for tuning, although it is unable to track MPP
under CPS conditions [10,11].

In [12], the authors present a paper using an HOA with a boost converter and battery
load installed within the PV system. When the battery load provides a constant voltage,
the boost converter performs better, but in a grid-tied PV system, where battery load is
not installed as part of the PV system, the boost converter is unable to provide the desired
performance. In the grid-tied PV system, the output fluctuates because the boost converter
cannot provide a constant voltage, because of which the performance of the PV system
deteriorates; therefore, a bidirectional Cuk converter is used in the current research work.
A Cuk converter is used to overcome output fluctuations when the PV system is grid-tied
(without a battery load) in combination with an intelligent technique, which can harvest
GM under PS and CPS conditions.

1.2. Contribution

In this article, we propose the application of the horse herd optimization algorithm
(HOA) method, which is a nature-inspired technique with the characteristic of harvesting
energy under PS and CPS conditions. The performance of the HOA is evaluated in terms of
various parameters, such as settling time, convergence speed, and fewer iterations to find
the GM. Furthermore, an intensive comparison of the HOA is presented that can track the
maximum energy under PS and CPS conditions. The HOA is tested in terms of different
scenarios for PS and CSP, and its performance is compared with that of other optimization
techniques.

The motivation for utilizing HOA for MPPT in PS and CPS is due to a number of
factors. These include fewer iterations while tracking GM, with close to zero oscillations,
an almost 100% tracking efficiency, the lowest settling time, and its efficiency in terms of
tracking speed in addition to a steady-state response with the bidirectional Cuk converter.
The structure of the Cuk converter is that of a boost converter, involving a buck converter
as well. It converts one voltage level to another voltage level, having zero-ripple current. It
can produce either step-up or -down voltages, a property that makes its use desirable for a
wide range of voltage applications. In the majority of prior works, boost converters and
battery loads are used. Boost converters perform better when a battery load is installed with
the PV system since batteries provide a constant output voltage; however, when battery
load is not installed with the PV system, the output voltage fluctuates. The main motivation
here for using the Cuk converter is that it exhibits both the properties of step-down and
step-up voltages and gives a continuous output, even when no battery load is installed
with a PV system.

The design of the Cuk converter allows a continuous current flow through the input
side, regardless of the state of the switch. The circuit in Figure 2 depicts a Cuk converter,
which shows that the application of LC filters at the input and output sides facilitates a
smooth current waveform.
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Figure 2. Circuit diagram of the Cuk converter.

The Cuk converter also produces a very low output voltage ripple, due to the presence
of a second-order low-pass filter. This filter is a combination of inductors and capacitors
found in the converter. The design of the inductor ensures zero-ripple behaviour and a
reduction in electromagnetic interference. Therefore, the overall impact of this converter’s
utilization is inherently low noise and the greater efficiency of the PV energy system.

The analysis in this article is carried out in the context of HOA applications and
highlights the following contributions.

Under different weather circumstances, the performance of the chosen approach is
contrasted to that of some other techniques.

• Its superiority is underlined by the experimental results and, since only one parameter
is used for the exploration and exploitation phase it results, in terms of quick tracking,
in almost zero oscillations.

• The HOA particles are able to remain stationary and the oscillation becomes equal to
zero when a cycle of iteration ends, and the power converging efficiency is approxi-
mately 99.1%. The absence of this characteristic in PSO and ACS, etc. results in the
loss of power and unwanted oscillations.

• The comparison between the HOA and the existing scheme is performed under four
different scenarios of weather conditions. The HOA technique can harvest maximum
energy under PS and CPS. Moreover, the results of tracking the MPP under different
PS and CPS scenarios are represented in the experimental part of this paper, which
clearly shows that the HOA technique performs better with respect to convergence
rate and zero oscillation, as well as fast-tracking in comparison to P&O, InC, PSO,
ACS, and DFO. The HOA technique does not oscillate on GM and will successfully
reach a steady state, resulting in the increase in efficiency of the overall system.

1.3. Organization

This paper comprises the following sections. The PS and CPS are discussed in Section 2.
Sections 3 and 4 present the mathematical model and the tracking mechanism of the HOA
algorithm, respectively. A detailed comparative analysis of the HOA algorithm with
the other optimization algorithms is illustrated in Section 5. Finally, our conclusions are
presented in Section 6.

2. Partial and Complex Partial Shade

When one portion of the PV module receives an inconsistent irradiance that is different
from the rest of the PV area, the PV system fails to provide a uniform output; as a result,
PS or, in the worst-case scenario, CPS occurs. Under these conditions, whether PS or CPS,
different irradiance levels are received by the PV modules [13].

The shaded modules are unable to provide the desired voltage, degrading its efficiency,
and as a result, mismatching effects occur. To counter a bypass diode, the mismatching
effects can be reduced [14]. Figure 3 shows a set of four PV modules, joined in a se-
ries, with a bypass diode in the reverse direction. In uniform irradiance conditions, all
diodes receive an equal amount of irradiance, 1000 W/m2, and there is no drop in volt-
age. Under PS conditions, PV modules receive various levels of irradiance, which are
1000 W/m2, 600 W/m2, 300 W/m2, and 800 W/m2, as shown in Figure 3. The P-V curves
are demonstrated in Figures 4 and 5, and Figure 6 shows the UIC, PS, and CPS conditions.
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Figure 3. Cases of uniform irradiance and partial shading.

Figure 4. The voltage–power curve under UIC.

Figure 5. The voltage–power curve under PSC.
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Figure 6. Cluster formulation of the CPS scenario.

PV modules are connected in series, and, in PS conditions, each module has an effect
on the PV system. Figure 7 shows the IV curve of the PV system. There are four PV modules
used for PS scenarios. PV modules 1, 2, 3, and 4 have irradiance (G) values of 800, 250, 700,
and 400, respectively, and their currents are 1.6 A, 2.4 A, 4.2 A, and 4.8 A, respectively. The
individual modules have only single global maxima (GM). However, when combinations
of four PV modules are used, a single GM and three local maxima (LM) appear on the
IV curves.

Figure 7. IV curves under PS conditions.

Figure 8 illustrates the power voltage curves of the PV system. Each PV module
has its own power rating. Individually, PV modules 1, 2, 3, and 4 give a power of 70 W,
120 W, 220 W, and 250 W, respectively. Moreover, in the case of a combination of four PV
modules, only one GM and three LM appear on the PV curve. When all the PC modules
are connected in series, they give a power of 449.8 W at the GM.
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Figure 8. PV curves under PS conditions.

3. Mathematical Model of the HOA Algorithm

The behavioral patterns of horses in their natural habitat are the basis for this study.
The grazing, hierarchy, sociability, imitation, defense mechanism, and roaming behaviors
are the most common behavioral patterns seen in horses [15]. As a result, the six general
behaviors of horses of various ages provide the inspiration for this method. At each step,
the horses are moved in accordance with Equation (1).

Piter,age
m = Veliter,age

m + P(iter−1),age
m , age = α, β, γ, δ (1)

In this equation:

• Piter,age
m denotes the mth horse position.

• age shows the range of each horse.
• iter describes the current number of iterations.

• Veliter,age
m illustrates the velocity of the vector of that horse.

At various times in their lives, horses demonstrate different behaviors. A horse’s total
lifespan is around 25–30 years [16]. In this case, δ represents horses between the ages of 0
and 5, γ represents horses between the ages of 5 and 10, β represents horses between the
ages of 10 and 15, and α denotes horses older than 15 years. To determine the age of the
horses, each iteration should have a thorough matrix of answers. In this case, the matrix
could be ordered based on the best replies, with the first 10% of the horses from the top of
such an ordered matrix being chosen as α horses. The β group is made up of the next 20%
of the population. The γ and δ groups are responsible for 30% and 40% of the remaining
horses, correspondingly. To determine the velocity vector, the methods to imitate the six
actions of the various groups of horses are quantitatively executed.

Taking into account the following behavior patterns [15–17], Equations (2)–(5) may be
represented as the motion vectors of horses of various ages throughout each cycle of the
method.

Veliter,α
m = Graiter,α

m + De f Meciter,α
m (2)

Veliter,β
m = Graiter,β

m + Hiter,β
m + Sociter,β

m + De f Meciter,β
m (3)

Veliter,γ
m = Graiter,γ

m + Hiter,γ
m + Sociter,γ

m + Imtiter,γ
m + Roiter,γ

m + De f Meciter,γ
m (4)

Veliter,δ
m = Graiter,δ

m + Imiter,δ
m + Roiter,δ

m (5)

These are the major phases in individual and social intelligence for horses.
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3.1. Grazing (Gra)

Horses are roaming animals that eat grasses, plants, and other forage. They graze in
pastures for between 16 and 20 h per day, with only a few hours of rest. Continuous eating
is the term for this type of gradual grazing—you may have seen mares grazing in pastures
when carrying their foals [17].

The grazing area for each horse is modeled using the HOA technique. As a result of
the coefficient g, each horse grazes in certain locations, as shown in Figure 9. Horses graze
at any age and for the rest of their lives. Grazing is implemented mathematically, in line
with Equations (6) and (7).

Graiter,age
m = giter(low + r ∗ upp)(P(iter−1)

m ), age = α, β, γ, δ (6)

giter,age
m = wg × g(iter−1),age

m , (7)

Here, Graiter, age
m denotes the parameter of motion of the ith horse and illustrates the

related horse’s ability to graze. The grazing variable lowers linearly at wg for each iteration.
The variable “r” is an arbitrary value of between 0 and 1, while “low” and “upp” are the
lower and upper boundaries of the grazing space, respectively. For all age groups, it is
advised that “low” and “upp” should be set to 0.95 and 1.05, respectively. The coefficient g
value is set to 1.5 in all range ages.

3.2. Hierarchy (H)

Horses are not self-sufficient [18]. They live their lives following a leader, and this
is something that humans will do frequently. According to the rule of dominance [18], a
mature stallion or a filly is likewise responsible for management in groups of wild horses.

The inclination of a group of horses to follow the lead of the most trained and powerful
horse is regarded as the coefficient hm in HOA and is shown in Figure 9. So, at the middle
ages of β and γ (aged 5–15 years), studies have demonstrated that horses follow the law of
hierarchy [17]. Equations (8) and (9) can be used to define this (Section 3.6).

Hiter,age
m = hiter,age

m (P(iter−1)
lbh − P(iter−1)

m ) (8)

hiter,age
m = h(−1+iter),age

m × wh (9)

Here, Hiter,age
m illustrates the location of the best horse with the variable of velocity.

The value P(iter−1)
lbh indicates the position of the best horse.

3.3. Sociability (Soc)

Horses need social interaction and may coexist with other animal species. Because
wild horses may be hunted by predators, life in a group ensures their safety. Pluralism
improves their survival odds and makes it easier to flee. Horses frequently fight each other
owing to their social characteristics, and their very uniqueness is a cause of their anger.
Some horses appear to enjoy being with other animals such as cattle and sheep, but they
dislike being alone [17].

This behavior is depicted by element s as a movement toward the average location of
other horses, as seen in Figure 9. Horses between the ages of 5 and 15 years are primarily
interested in being with the herd, as shown by the given formulas:

Sociter,age
m = sociter,age

m

[(
1
N ∑N

j=1 P(−1+iter)
j

)
− P(−1+iter)

m

]
age = β, γ (10)

sociter,age
m = soc(−1+iter),age

m × ωsoc (11)

In the above equations:
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• Sociter,age
m describes the vector of social motion that is presented by the ith horse.

• sociter,age
m shows the orientation of that horse in the direction of group ith.

• iter, the iteration is reduced in every cycle, has a parameter of ωs.
• N expresses the total number of horses.
• age represents the age range of each horse.

From an evaluation of these factors, the s coefficient for γ and β horses is derived.

 

Figure 9. Diagram representing grazing, hierarchy, sociability, imitation, defense mechanisms, and
roam of the HOA.

3.4. Imitation (Im)

Horses copy one another and pick up on each other’s positive and negative habits,
such as locating the best grazing spot [17]. In the current method, the imitation behavior of
horses is also taken into account as the factor i. Young horses tend to imitate older ones,
and this trait persists throughout their lives (see Figure 9, as explained in Equations (12)
and (13)).

Imiter,age
m = imiter,age

m

[(
1

pN ∑pN
j=1 P(−1+iter)

j

)
− P(−1+iter)

]
age = γ (12)

imiter,age
m = im(−1+iter),age

m × ωim (13)

In the above equations:

• Imiter,age
m expresses the vector of motion that represents the ith horse around the

average of the best horse at P position.
• imiter,age

m shows the orientation of that horse in the direction of the group on the ith
iteration. This is reduced in every cycle, with a parameter of ωim.

• pN represents the number of horses in the best positions, where p is 10% of the selected
horses.

• ωim is a reduction factor per cycle for iiter.
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3.5. Defense Mechanism (DefMec)

The attitude of horses reflects the fact that they have historically been preyed upon [17].
They use the fight-or-flight reaction to defend themselves. Their initial impulse is to flee. In
addition, when trapped, they will buck. Horses battle for food and water to keep rivals at
bay and to avoid dangerous locations where adversaries such as wolves may lurk [15–18].

In the HOA method, the horses’ defense mechanism works by fleeing away from those
horses who exhibit improper or suboptimal behaviors, as illustrated in Figure 9. This factor
characterizes their primary defense mechanism. As previously stated, horses must either
run from or battle their foes. When possible, such a defensive system exists throughout
the lifecycle of a young or adult horse. A negative coefficient in Equations (14) and (15)
represents the horse’s defensive system, which keeps the animal away from dangerous
situations.

De f Meciter,age
m = de f meciter,age

m

[(
1

qN ∑qN
j=1 P(−1+iter)

j

)
− P(−1+iter)

]
age = α, β, γ (14)

de f meciter,age
m = de f mec(−1+iter),age

m × ωde f mec (15)

In the above equations:

• De f Meciter,age
m describes the escape vector of the ith horse, based around the average

position of a horse in the worst P position.
• qN shows the number of horses in the worst positions, where q is 20% of the total

horses.
• ωde f mec represents the reduction factor per cycle for iIter that was calculated earlier.

3.6. Roam (Ro)

In the pursuit of food, horses move and graze across the countryside, moving from
pasture to pasture [17]. The majority of horses are maintained in stables, although they
preserve the aforementioned trait. A horse may abruptly change its grazing site. Horses
are incredibly curious, and they frequently visit different pastures and get to know their
surroundings. The horses may see each other through the side walls of their enclosures,
and their desire for sociability is satisfied in an adequate stable [17,18].

The factor r is used to imitate this behavior in the algorithm, as nothing more than a
random movement. Roaming is virtually never seen in horses while they are young, and it
progressively fades as they mature. This process is depicted in Figure 9. Equations (16) and
(17) show the roam variables. The flowchart of the HOA algorithm is given in Figure 10.

Roiter,age
m = roiter,age

m ∂P(−1+iter) age = γ, δ (16)

roiter,age
m = ro(−1+iter),age

m × ωro (17)

Here, Roiter,age
m : is the arbitrary velocity vector of the ith horse for just a local area

search and an escape from local minima.
ωro represents a reduction factor of roiter,age

m per cycle.
By putting the results from Equations (6)–(17) into Equations (2)–(5), we can establish

the generic velocity vector.
Velocity of δ horses at the age of 0–5 years:

Veliter,δ
m =

[
wg × g(iter−1),δ

m (low + r ∗ upp)[P(iter−1)
m ]

]
+im(−1+iter),δ

m × ωim ×
[(

1
pN

pN
∑

j=1
P(−1+iter)

j

)
− P(−1+iter)

]
+ ro(−1+iter),δ

m × ωro × ∂P(−1+iter)

(18)

Velocity of γ horses at the age of 5–10 years:
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Veliter,γ
m =

[
wg × g(iter−1),γ

m (low + r ∗ upp)[P(iter−1)
m ]

]
+h(−1+iter),γ

m × wh × [P(iter−1)
lbh − P(iter−1)

m ]

+soc(−1+iter),γ
m × ωsoc ×

[(
1
N

N
∑

j=1
P(−1+iter)

j

)
− P(−1+iter)

m

]

+im(−1+iter),γ
m × ωim ×

[(
1

pN

pN
∑

j=1
P(−1+iter)

j

)
− P(−1+iter)

]
+ro(−1+iter),age

m × ωro × ∂P(−1+iter)

(19)

Velocity of β horses at the age of 10–15 years:

Veliter,γ
m =

[
wg × g(iter−1),β

m (low + r ∗ upp)[P(iter−1)
m ]

]
+h(−1+iter),β

m × wh × [P(iter−1)
lbh − P(iter−1)

m ]

+soc(−1+iter),β
m × ωsoc ×

[(
1
N

N
∑

j=1
P(−1+iter)

j

)
− P(−1+iter)

m

]
−de f mec(−1+iter),β

m × ωde f mec

×
[(

1
qN ∑

qN
j=1 P(−1+iter)

j

)
− P(−1+iter)

]
(20)

 

Figure 10. Flowchart of the HOA algorithm.

Velocity of α horses at the age of 10–15 years:

Veliter,α
m =

[
wg × g(iter−1),α

m (low + r ∗ upp)[P(iter−1)
m ]

]
−de f mec(−1+iter),α

m × ωde f mec

×
[(

1
qN ∑

qN
j=1 P(−1+iter)

j

)
− P(−1+iter)

] (21)

Some observations on how the HOA algorithm might be advantageous are as follows:

• The α horses will get the best reactions and also serve as role models for the rest.
They take over the coaching role as they begin their hunt for the optimum reaction
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and develop an exploited strategy. When the characteristics of grazing and defensive
mechanisms must be used, this behavior occurs.

• The β horses diligently look for the most likely ideal locations, paying great attention
to α.

• The γ horses are created using all their inherent behaviors. They seem to be useful for
both the explorative and exploitative phases, even though they exhibit both strong
and arbitrary movements.

• Young horses seem to be more rambunctious and livelier, making them more suited to
the exploring period.

The following are the main characteristics of our HOA method:

1. The horse herd optimization algorithm (HOA) is a novel MPPT approach that has
been developed.

2. To collect the GM, the proposed approach needed fewer iterations.
3. In PS and CPS situations, the proposed approach shows almost no oscillation and can

collect GM.
4. Experiments and findings show that the proposed approach with interims of rapid

searching and minimal oscillation is preferable.
5. A statistical study is performed to determine the algorithm’s efficiency, detecting

speed, and steady-state reaction.

The HOA technique’s pseudo-code is shown in the box below.

(a) Basic configuration: providing variables with a boundary limit and other factors.
(b) Initializing: creating a suitable space with a uniform random selection of horses.
(c) Checking fitness level: determining the cost of each horse, depending on the place and

objective function.
(d) Evaluating age: assessing the ages of (α, β, γ, and δ) horses.
(e) Implement the velocity: with respect to every horse’s age, apply the velocity.
(f) Revise the position: updating the position of all horses in the search space.
(g) End: if the stop criteria are not met, go to step (c).

4. Tracking Mechanism of HOA

The tracking mechanism is illustrated in the flow chart of HOA in Figure 10. By
using the transient value of the voltage at the output and the duty cycle (dc), the tracking
behavior of HOA is presented. The partially shaded power-voltage curve is illustrated at
the top right corner, shown in Figure 11b, in which there exists only one point; this point is
GM, while the remaining three points are LM. In Figure 11b, HOA is initialized with four
horses, named P1, P2, P3, and P4. The efficiency of the PV system is affected by increasing
or decreasing the number of horses; therefore, four horses are used here to achieve good
performance from the HOA. The fitness is calculated for each horse by using the magnitude
of power. The corresponding power of each horse at a distinct location determines the
movement of a horse, and the expression (4) in Section 3 is used to update the movement
of each horse. As illustrated in Figure 11b, point P2 has the highest fitness value; therefore,
the output is given to P2. In the initial 45–55 milliseconds, the sudden increase in power
is due to its highly efficient explorative/searching performance, controlled by (10) and
(11). At the start, the exploration phase remains dominant until the 201-millisecond point.
Therefore, it is difficult to track the GM. In Figure 11b, at 50 milliseconds, P2 encounters
LM2. The remaining horses demonstrate lower fitness, and the controlled output remains
unchanged for a few milliseconds in terms of the dc of the selected converter. However,
other horses start searching for the best solution. When the horse is wedged in at LM,
this indicates the minima of its personal best; in addition to this, it keeps searching, until
and unless the horses explore an improved solution. It can be noticed that P3 is the best
solution and the horses have left the P2 point, as shown in Figure 11b. The convergence
of horses begins in the next 80 to 125 milliseconds. In the meantime, P4 starts searching
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for the new, fittest solution, resulting in a little surge at around 125 milliseconds. Now, P3
overtakes P4. Once more, LM3 is encountered, and the output of HOA becomes stagnant at
LM3. In the meantime, the mechanism breaks the LM3 trap. The GM is obtained within 141
milliseconds, and it can be observed that all the horses settle at the GM successfully and
the HOA reaches a state of equilibrium. During the searching process, large fluctuations of
voltage transients are observed as an initial phase effect; finally, the oscillations produced
by the voltage are considerably reduced and the HOA successfully tracks the GM. The
power and voltage are tracked by HOA, present in Figure 11a,c, respectively.

Figure 11. The tracking mechanism of the HOA through P-V curve (a) power-time curve, (b) GM
tracking curve and (c) voltage-time curve.

HOA under Complex Partial Shading (CPS) Conditions

Most optimization algorithms for MPPT are unable to track the GM under CPS condi-
tions. As mentioned earlier, HOA is proposed here specifically for this purpose. Therefore,
we will proceed to discuss the CPS conditions in detail and the consequent impact of the
HOA’s application. CPS occurs when myriad modules of PV cells, connected in series, are
subjected to PS55. This extreme situation results in the formation of multiple close peaks
of LM. Such a collection of local maxima is known as a cluster. Every cluster has its own
maxima, named the cluster head maxima (CHM) [19,20].

A specific CPS case is shown in Figure 6, hereafter referred to as case 4. which will be
later utilized to acquire the GM, using HOA, for the research work presented in this paper.
The left half of the curve of P-V presents a cluster, including 4 MPPs. The corresponding
power of LM, starting from left to right, is observed as 729.6 W, 898.3 W, 989.8 W, and
1080 W, respectively. The computed maximum power value of the cluster is 1080 W. Three
MPPs exist in a cluster on the right half-curve. Their respective powers are observed as
1080 W, 1025 W, and 831 W, respectively, from right to left. At the extreme left peak, the
maxima of the cluster head occur, which gives the global MPP.

It is clear that the cluster values of CHM1 and LM2 are quite close to each other,
1010 W and 1025 W, having a minor difference of 14.5 W that comprises less than 2% of
the maximum power. Consequently, this algorithm does not re-initialize the next epoch
to track the MPP, due to being wedged in, and the horses may not find the area between
CHM2 and GM. Additionally, in previous iterations, the vectors of velocity intentionally
slow down the motion of the horses. For improved convergence and minimum oscillations,
the slower motion in the previous iteration cycle is convenient. Undetected GM causes a
remarkable 5.7% loss of attainable power, due to a complicated PS. For GMPP tracking,
which is present in the middle areas of the power and voltage characteristics curves, the
HOA method is useful.
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To resolve the abovementioned problem, a common search with a huge number of
horses is used; however, by increasing the number of horses, there is an exponential
increase in the resources needed for completing the communal interactivity. This causes an
increase in cost, as well as computational complexity, while reducing the application range.
Generally, when applying MPPT, 4 to 6 particles are used, and empirical outcomes are
achievable by this efficient process [17]. Effective solutions are obtained in HOA by creating
efficient groups, maintaining the space among adjacent horses, as well as initializing
the process again. The procedure can be made even more efficient by initializing and
moving the HOA particles, such that the scanned areas are skipped effectively. The highest
exploration can be ensured via the horses’ mobility utilizing HOA.

5. Experimental Results

This section discusses four different scenarios, in which three cases represent four
conditions of operation and one case represents twelve conditions of operation. For for-
mulating the problem comprehensively, the different scenarios are chosen for comparing
the results of HOA with those found using PSO, ACS, P&O, and DFO techniques. Case 1
presents the fast-changing nature of irradiance, Cases 2 and 3 pertain to the PS conditions,
while Case 4 deals with the CPS condition. The final conclusions are drawn, based on the
attained performance. Table 1 presents a detailed analysis of the results.

Table 1. Techniques for comparing the power, tracking, and efficiency with that of the HOA.

Method
Irradiance

Scheme
Convergence

Time (s)
GM Settle
Time (s)

GM
Existed

Power at
GM

Power
Tracking

(W)

Energy
Value
(kWh)

Efficiency
(%)

DFO

Case 1 0.24 0.28 Yes 1260 1259 1.66 99.9
Case 2 PS 0.26 0.43 Yes 450 448.7 0.85 99.5
Case 3PS 0.19 0.21 Yes 796 793.5 1.55 99.7

Case 4CPS 0.19 0.22 Yes 1078 1075 2.12 99.8

HOA

Case 1 0.16 0.20 Yes 1260 1259.9 1.66 99.9
Case 2 PS 0.19 0.37 Yes 450 449.7 0.86 99.8
Case 3PS 0.19 0.22 Yes 796 795.8 2.12 99.9

Case 4CPS 0.17 0.25 Yes 1078 1077 1.65 99.8

P&O

Case 1 0.12 0.12 Yes 1260 1237 0.46 98.1
Case 2 PS LM LM No 450 220 0.47 67.7
Case 3PS LM LM No 796 238 0.51 32.0

Case 4CPS LM LM No 1078 262 1.64 24.7

PSO

Case 1 0.47 0.70 Yes 1260 1257 0.83 94.6
Case 2 PS 0.41 0.81 Yes 450 439.2 1.48 97.6
Case 3PS 0.68 0.70 Yes 796 791.5 2.10 99.4

Case 4CPS 0.42 0.50 Yes 1078 1068 1.65 99.2

ACS

Case 1 0.46 0.69 Yes 1260 1258 0.83 99.8
Case 2 PS 0.30 0.84 Yes 450 420 1.49 95.5
Case 3PS 0.35 0.45 Yes 796 778.6 2.10 97.8

Case 4CPS 0.40 0.56 Yes 1078 1067 3.10 99.2

The performance analysis depends on different factors, including the time required
for tracking, the convergence of power, the settling time, oscillations while in steady-state,
transience in the voltage, currents, efficiency, and obtained power, as well as the energy
used by the techniques to obtain the power. The results verify the conjecture that the HOA
performs more efficiently compared to other optimization techniques. Table 2 shows the
UIC and PS conditions, and the corresponding irradiance level received by the PV panels.
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Table 2. Case 1 to Case 3: levels of irradiance.

Cases Irradiance Si

(
kW
m2

)
Pmax

C1−4 PV1 PV2 PV3 PV4 (W)

Case1Fast Changing 1, 0.7, 0.3 1, 0.7, 0.3 1, 0.7, 0.3 1, 0.7, 0.3 1260, 880,
380

Case2 (Partial
Shading) 0.8 0.25 0.7 0.4 449.7

Case3 (Partial
Shading) 0.5 0.8 1.0 0.9 796.1

5.1. Case 1: Fast-Changing Irradiance

All the modules of the PV cells are provided in Case 1 with equal irradiances, but the
level of irradiance changes with respect to time, which is called fast-changing irradiance.
Table 2 shows the irradiances’ pattern. The MPP is shifted by the change in irradiance,
as shown in Figure 4. The power comparison of HOA with the existing techniques is
shown in Figure 12. HOA achieves a maximum value of efficiency in terms of power in
the initial interval, when it reaches 1260 W. For comparison with the power efficiencies
achieved by HOA, note that DFO, PSO, ACS, and P&O are 1259.5 W, 1257 W, 1239 W, and
1210 W, respectively. These values show that HOA achieved 99.98% efficiency. Case 1
exhibits 3 different regions, based on the values of irradiance. Considering the mean value
is more suitable for measuring the efficiency of the competing techniques, since the value
of irradiance changes with reference to time [2]. The mean values of the powers attained
by HOA, DFO, PSO, ACS, and P&O are 834.2 W, 822.9 W, 820.1 W, 828 W, and 819.4 W,
respectively, indicating the greatest attained average value was achieved with the HOA.
The HOA generates about 6–33 W more, compared with the other algorithms. The total
achievable efficiency by HOA, DFO, PSO, ACS, and P&O, which is the ratio of average to
the highest power value, is 99.27%, 97.96%, 97.91%, 97.95%, and 98.79%, respectively. The
ranking of these techniques in terms of power is as follows: HOA > DFO > PSO > ACS >
P&O. The measured time of tracking of HOA, DFO, PSO, ACS, and P&O is 0.14 s, 0.18 s,
0.45 s, 0.47 s, and 0.33 s, respectively. The value of the settling time is calculated as 0.25
s, 0.25 s, 0.38 s, 0.62 s, and 0.70 s for HOA, DFO, PSO, ACS, and P&O, respectively. The
HOA tracking and settling time is 50% faster for attaining the GM. The overshoot response
in HOA is faster and aids in the prevention of unwanted oscillations, which may result
in power loss. There is a convergence of P&O with GM, although it does not stop at the
GM because of the continuously produced oscillations due to perturbations. The value of
oscillations produced by P&O is 21 W; in the initial 0–2 s interval, there is an oscillation
between 1259 W and 1238 W.

Figure 12. Comparison of HOA power for Case 1.

The dc or the duty ratio is the parameter to be controlled, as shown in Figure 13. The
HOA successfully reduces the oscillation value to less than or equal to 1 W, resulting in a
95.24% reduction in the value of oscillations. The arbitrary oscillations by ACS and PSO

201



Energies 2022, 15, 1880

remain quite high. Figure 12 indicates that PSO demonstrated the highest oscillations. ACS
also produced random fluctuations. The transience caused by the voltage is shown in
Figure 14.

Figure 13. Comparison of the HOA duty-cycle for Case 1.

Figure 14. Comparison of HOA voltage for Case 1.

5.2. Case 2: PS Scenario 1

The value of global MPP lies at 450 W in Case 2. Figure 5 shows the curves of P-V
and Table 2 gives the order in which the irradiance follows. The duty cycle comparison is
presented in Figure 15. Some MPPT techniques utilize the method of making selections
on a random basis to search the particles for breaking LM [15]. ACS and PSO algorithms
show a high level of random behaviour. For generating unwanted variations, both methods
employ arbitrary increases in the step size of the dc. The settling time of the ACS and
PSO algorithms is large compared to that of the HOA. The HOA demonstrates almost
zero oscillations in the equilibrium state at the global MPP. Figure 15 compares the power
obtained by the HOA, DFO, PSO, ACS, and P&O algorithms. The calculations of the
efficiency and the power are made against the global MPP, which is located at 450 W.
The HOA demonstrates 99.94% efficiency, compared to 99.77% for DFO, 99.55% for PSO,
97.93% for ACS, and P&O, 99.90%; thus the HOA could reliably be called the most efficient
technique for tracking the global MPP so far. The GM rapid-tracking and ordered settling
time indicates the robustness of the MPPT method. Simulation results, based on the
experiments, indicate that on average, the HOA, DFO, PSO, ACS, and P&O take 0.14 s,
0.19 s, 0.68 s, 0.30 s, and 0.22 s, respectively. Figures 16 and 17 show the stable power and
voltage produced by the HOA.
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Figure 15. Comparison of HOA duty cycles for Case 2.

Figure 16. Comparison of the HOA power for Case 2.

Figure 17. Comparison of HOA voltage for Case 2.

5.3. Case 3: PS Scenario 2

Table 2 shows the values of irradiance under the PS, while Figure 5 displays the
equivalent curves of P-V, respectively. Three LMs and one GM are shown in the red curve,
with a value of 796 W. P&O fails in tracking the GM by getting stranded in the area that is
on the left of the P-V curves, thus limiting its efficiency value by the LM’s corresponding
power.

Figure 18 shows the resultant power values, while Figure 19 demonstrates the control
that the duty cycle provides. Figure 20 shows the voltage values. The peak value of power
under the condition of PS, obtained by HOA, DFO, PSO, ACS, and P&O, is 795.1 W, 794.4 W,
785 W, 794.6 W, and 580 W, respectively. The maximum value of efficiency obtained is
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99.88% and 99.80% by HOA and DFO, respectively; however, P&O obtains the minimum
efficiency at around 49.40% and is stuck at LM1. The HOA, DFO, PSO, ACS, P&O have
tracking times of 0.18 s, 0.18 s, 0.41 s, 0.39 s, and 0.45 s, respectively, while 0.40 s, 0.46 s,
0.56 s, 0.81 s, and 0.84 s are their times to settle, respectively. The HOA and DFO algorithm’s
performances are almost equivalent while tracking the GM. The HOA tracks faster by 19%,
thus settling in less than 455 ms for the GM. Due to rapid tracking, the unwanted oscillations
are removed, while increasing the robustness. The P&O time for tracking is neglected
here because it falls into the LM and is thus unable to locate the GM. This exceptional
performance capability of HOA is shown in Case 3, which is followed by DFO, PSO, ACS,
and P&O. Although the efficiency achieved by PSO is 97.61%, arbitrary oscillations can
be seen in the values of voltage and current. ACS exhibits the same behavior, which in a
normal operating situation is undesirable. Power converges 1–4% more in the case of the
HOA algorithm, having less than a 1 W ripple, and, in the iteration cycles in the upcoming
stages, the oscillations become zero. There are negligible oscillations in the curves of
voltage as the output becomes stable under the HOA, as depicted in Figure 20. The duty
cycle updates during every epoch, as shown in Figure 17, demonstrating the detection and
convergence of HOA to GM with the fewest iterations and showing its superiority.

Figure 18. Comparison of the HOA duty-cycle for Case 3.

Figure 19. Comparison of the HOA power for Case 3.
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Figure 20. Comparison of the HOA voltage for Case 3.

5.4. Case 4: Complex Partial Shading

This case discusses the CPS situation presented in Figure 6, where arrays of PV cells
are serially joined together in the scenario mentioned in Table 3. Figure 21 compares the
results of the power comparison. The DC-DC Cuk converter duty cycle measures the
controlling activity depicted in Figure 21. The tracked power by the HOA, DFO, PSO, ACS,
and P&O is 1079.3 W, 1079.1 W, 1060 W, 890 W, 510 W, respectively. The HOA achieved
99.93% efficiency, while the DFO was 99.92%, PSO 98.7, and ACS 94.7; P&O achieved the
lowest power conversion efficiency of 67.4% among all the algorithms. Figure 22 shows
that, as desired, the HOA can track the global MPP by utilizing the minimum iterations.
Under the HOA and DFO models, there are minimal oscillations; the comparison between
voltages is shown in Figure 23. The HOA exhibits the advantages of stable output and
steady current.

Table 3. Irradiance level of CPS Cases.

Cases Irradiance Si

(
kW
m2

)
Pmax (W)

Case4
PV1 = 0.4 PV2 = 0.2 PV3 = 0.6 PV4 = 0.3

1078PV5 = 0.5 PV6 = 0.4 PV7 = 0.2 PV8 = 0.3
PV9 = 1.00 PV10 = 0.8 PV11 = 0.7 PV12 = 1.0

Figure 21. Comparison of the HOA duty-cycle for Case 4.
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Figure 22. Comparison of the HOA power for Case 4.

For tracking or trailing the GM, the HOA, PSO, ACS, and DFO take 0.15 s, 0.42 s,
0.40 s, and 0.19 s, respectively, while the time to settle is 0.22 s, 0.31 s, 0.51 s, and 0.19 s,
respectively. Comparing the results of the demonstration shows that the shortest settling
time is from the HOA, followed by the DFO. The HOA settled at 0.22 s and under CPS
conditions, and it was faster by 56 ms–300 ms on average, compared to the remaining
methods. The performance rating of these techniques is HOA > DFO > ACS > PSO > P&O.

Figure 23. Comparison of the HOA voltage for Case 4.

5.5. Efficiency and Performance Evaluation

On the basis of a statistical evaluation of HOA with competing algorithms, a perfor-
mance evaluation has been carried out that helped to examine the common characteristics
among the techniques. Conventionally, the P&O technique is rapid and easily imple-
mentable, as control depends on the gradient. Due to the oscillations, LM achieved and
power wastage in the surroundings of MPP was created, thus making P&O an inconvenient
choice for high-efficiency applications. PSO can locate GMPP with 99% efficiency under the
conditions of PS, which was less in the case of CPS. ACS caused undesirable fluctuations
while achieving an efficiency of 93–98%. The ACS took 820 ms to find the GM. The HOA
successfully equipped the transient and steady-state oscillations. The overshoot offered
by the HOA in response is the lowest compared to the other techniques and the efficiency
value outperforms in every operating condition, up to 98%.

The novel HOA technique presented herein can track the global MPP in 95–310 ms in
comparison to the time required by the other computing techniques. The HOA achieves
99.4% efficiency, on average, and performs very well among the rest of the competing
techniques. Under the HOA, the oscillations decrease to less than 1 W, thus increasing the
efficiency of re-tracking. Table 1 summarizes the results of all the respective techniques.
According to Case 1, HOA outperforms during the transient phase, when it is exploring
the optimum result, confirming it has the best ability to re-track. In Cases 2 to 3, other
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techniques are less efficient for converging power, while bio-inspired methods are more
successful in locating the GM. Case 4 demonstrates the capability of the HOA to tackle the
CPS scenario. There is a compromise in the PSO’s performance due to random initialization,
as in other techniques, even after reaching the global MPP.

6. Conclusions

An MPPT method that is based on the HOA is presented in this paper with a Cuk
converter. The assessment analysis of the HOA method has been performed qualitatively
and quantitatively, versus the DFO, ACS, P&O, and PSO algorithms. Experimental re-
sults based on simulations are presented for four distinct scenarios that represent rapidly
changing irradiance, in terms of the PS, along with CPS conditions. The outcomes confirm
the effectiveness of the HOA method and show that it outperforms other optimization
algorithms, in terms of the searching time of GM, the efficiency of power consumption, and
oscillation reduction. Therefore, it is concluded that for increasing the performance of PV
systems in different operating conditions related to PS and CPS, it is efficient to employ the
MPPT method, which is based on an HOA with a Cuk converter.
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Abstract: This study presents a parameter estimation method that uses an enhanced gray wolf
optimizer (EGWO) to optimize the parameters for a two-diode photovoltaic (PV) power generation
system. The proposed method consists of three stages. The first stage converts seven parameters for
the two-diode model into 17 parameters for different environmental conditions, which provides more
precise parameter estimation for the PV model. A PV power generation model is then established
to represent the nonlinear relationship between inputs and outputs. The second stage involves a
parameter sensitivity analysis and uses the overall effect method to remove the parameters that
have smaller effect on the output. The final stage uses an enhanced GWO that is associated with
measurement data to optimally estimate the parameters that are selected in the second stage. When
the parameters are estimated, the predicted value for the PV power output is calculated for specific
values of solar irradiation and module temperature. The proposed method is verified on a 200 kWp
PV power generation system. To confirm the feasibility of the proposed method, the parameter
estimation before and after optimization are compared, and these results are compared with other
optimization algorithms, as well as those for a single-diode PV model.

Keywords: two-diode model; parameter estimation; gray wolf optimizer

1. Introduction

Photovoltaic (PV) power output is changeable and unpredictable, since it is only
generated during the day and not at night. For a large power grid, PV power generation
is an uncontrollable power source, therefore there is restricted dispatching. However, the
power output from a PV has less inertia than that from traditional units. When an accident
occurs in the system, the frequency response decreases as there is a decrease in the inertia
of the system, which becomes unstable. Accurately estimating PV power output gives an
accurate reference for auxiliary services, such as frequency modulation and rapid response
of backup capacity, but the random nature of the output makes estimation difficult.

Estimating parameters for PV power generation involves statistical methods and
physical methods. Statistical methods use a black-box model to establish a nonlinear
relationship between inputs and outputs. The inputs that are used are the historical
PV power output, irradiance, and weather information, and the output is the estimated
value for PV power generation. This method uses either indirect or direct forecasting.
Indirect prediction [1–3] predicts future irradiance using historical irradiance data and
other weather variables, and uses a conversion formula to convert irradiance into PV power
output. The curves for irradiance and PV power output are quite similar, thus this method
usually accurately estimates PV power output if the irradiance prediction is accurate. Direct
prediction [4–10] uses the historical PV power output and weather variables (including
irradiance) as input variables, and the prediction results for PV power generation are the
output. This method requires an accurate weather forecast to produce good forecast results.
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Physical methods establish a physical model for PV power generation between the
input and output to convert environmental variables, such as irradiance and tempera-
ture, into a power output. Physical model involves either an ideal model [11], a simple
power model [12], an experimental model [13], a single-diode model [14–24], a two-diode
model [22–27], or a three-diode model [28,29]. The single-diode model with five parameters
has a simpler architecture, and has been widely used to simulate the electrical behavior of
solar cells. To produce more accurate estimate, the two-diode model with seven parameters
is developed to enhance the simulation performance in low irradiance. The three-diode
model adds another diode to improve the defects of the recombination process in two-
diode model [28]. However, the addition of a diode makes the model more complicated.
Considering the accuracy and complexity, this study uses a two-diode model to simulate
the electrical behavior of solar cells. When the PV power generation model is created, it
is difficult to estimate parameters because there is a nonlinear relationship between these
parameters. In addition, after a period of operation, the PV module parameters that are
provided by the manufacturer change due to aging and deterioration of the solar cell,
therefore these must be corrected.

Some parameters affect the output only slightly and will be eliminated in the parameter
selection process. When the parameters that affect the output are selected, an optimization
tool is used to accurately estimate the parameters. Several optimization algorithms have
been used to estimate the parameters of solar cells, such as the hybrid charged system
search algorithm [15], the particle swarm optimization (PSO) method [18], the differential
evolution algorithm (DE) [19], the chaos-embedded gravitational search algorithm [21], the
bonobo optimizer [22], the improved cuckoo search algorithm [23], the chaotic improved
artificial bee colony algorithm [24], the ranking-based whale optimizer (WO) [28], and the
grasshopper optimization algorithm [29]. As mentioned above, most studies use different
optimization tools to solve the parameter estimation problem. The estimation accuracy
depends heavily on the chosen optimization algorithm. In addition, the five-parameter
and seven-parameter methods, which are respectively used for single-diode and two-diode
models, are still imprecise. To solve this problem, a novel approach is proposed in this study.
The proposed method consists of three stages. The first stage converts seven parameters
for the two-diode model into 17 parameters and establish a PV power generation model in
the MATLAB/SIMULINK environment. The second stage combines sensitivity analysis
and the overall effect method to remove the parameters that have a smaller effect on the
output. The final stage uses an EGWO to optimally estimate the parameters.

The differences compared to the previous studies and the contributions of this study
are highlighted as follows:

• A PV power generation system based on a two-diode model is established in the
MATLAB/SIMULINK environment, which can be used for parameter estimation of
PV power plants of different types and scales.

• Converting the seven parameters of the two-diode model into 17 parameters according
to different environmental conditions provides more precise parameter estimates for
the PV model.

• A parameter elimination technique that combines parameter sensitivity analysis and
the overall effect method is used to remove the parameters that have little effect on
the output.

• To enhance the global search ability of GWO, a dynamic crowding distance (DCD)
algorithm is used to eliminate the agents with higher density region in the optimiza-
tion process.

The remainder of this paper is organized as follows. Section 2 details the PV power gen-
eration models. Section 3 describes the proposed parameter estimation method. Section 4
presents the simulation results for a 200 kWp PV power generation system and conclusions
are offered in Section V.
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2. The PV Power Generation Models

2.1. Single-Diode Model

Figure 1 shows the circuit of a single-diode model which is composed of a photo
current source, a diode, a shunt resistance, and a series resistance. The output current of
the model is expressed as [14,15]:

I = IL − Io

[
exp

(
V + IRs

nIVt

)
− 1

]
− V + IRs

Rsh
(1)

where I is the output current for the solar cell, IL is the photo current, Rsh is the parallel
resistance, Rs is the series resistance, Io is the saturation currents for the diode, Vt is the
thermal voltage, and nI is the ideal factor. Since exp

(
V+IRs

nIVt

)
� 1, Equation (1) can be

simplified as [16]:

I = IL − Io

[
exp

(
V + IRs

nIVt

)]
− V + IRs

Rsh
(2)

Figure 1. The circuit of a single-diode model.

2.2. Two-Diode Model

For a two-diode model, the saturation current is generated by two diodes. Figure 2
shows the circuit of a two-diode model. The output current for this model is expressed
as [25–27]:

I = IL − Io1

[
exp

(
V + IRs

nI1Vt1

)]
− Io2

[
exp

(
V + IRs

nI2Vt2

)]
− V + IRs

Rsh
(3)

where Io1 and Io2 are the saturation currents for the two diodes, Vt1 and Vt2 are the thermal
voltage, and nI1 and nI2 are the ideal factors. In Equation (3), Io2 is used to compensate
for the compound loss in the depleted area. This model produces more accurate estimates
than a single-diode model if there is low irradiance or shading, but the addition of a diode
makes the model more complicated.

Figure 2. The circuit of a two-diode model.

Equation (3) shows that seven parameters must be estimated for the two-diode model:
IL, Io1, Io2, nI1, nI2, Rs, and Rsh. These parameters change for different irradiance and
temperature values as [17,25–27]:

IL =
G

Gre f

[
IL,re f + αImp

(
T − Tre f

)]
(4)
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Io1 = Io1,re f

(
T

Tre f

)3

exp

(
qEg

k

(
1

Tre f
− 1

T

))
(5)

Io2 = Io2,re f

(
T

Tre f

) 3
2

exp

(
qEg

nI2k

(
1

Tre f
− 1

T

))
(6)

nIi = nI,re f , i = 1, 2 (7)

Rs = Rs,re f (8)

Rsh = Rsh,re f

(Gre f

G

)
(9)

Eg = Eg,re f

[
1 − 0.0002677

(
T − Tre f

)]
(10)

where G is the solar irradiance (kW/m2), Gref is the solar irradiance under standard test
condition (STC), T is the surface temperature of the solar cell (K), Tref is the surface tem-
perature under STC, αImp is the temperature coefficient at the maximum power point, and
Eg,ref (eV) is the gap energy for the material under STC. STC defines a test environment
with 1000 (W/m2) irradiance, a temperature of 298 (K) and a 1.5 air mass.

Under any environmental conditions, the short-circuit current Isc and the open-circuit
voltage Voc are expressed as [17,25–27]:

Isc =
G

Gre f

[
Isc,re f + αIsc

(
T − Tre f

)]
(11)

Voc = Voc,re f + βoc

(
T − Tre f

)
(12)

At the maximum power operating point, the current Imp and the voltage Vmp are
expressed as [17,25–27]:

Imp = Imp,re f

(
G

Gre f

)
(13)

Vmp = Vmp,re f + βoc

(
T − Tre f

)
(14)

where αIsc is the temperature coefficient at short-circuit current, and βoc is the temperature
coefficient at open-circuit voltage.

Combining Equation (4) to Equation (14), the nonlinear relationship between the seven
parameters and the related parameters is briefly expressed as:

A(Y) = B(X) (15)

where Y = [IL, Io1, Io2, nI1, nI2, Rs, Rsh] and X = [IL,ref, Isc,ref, Voc,ref, Imp,ref, Vmp,ref, Gref, Tref,
nI1,ref, nI2,ref, Rs,ref, Rsh,ref, Io1,ref , Io2,ref , αImp , αIsc , βoc, g,ref]. As shown in Equation (14), the
seven parameters in Y are controlled by the 17 parameters in X, which are optimized to
provide a more accurate estimation of parameters.

3. The Proposed Method

The proposed parameter estimation method establishes a PV power generation model,
selects parameters using a sensitivity analysis, and the overall effect method and optimizes
parameters using an EGWO. Figure 3 shows a schematic diagram of the proposed method.
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Figure 3. The schematic diagram of the proposed method.

3.1. Establishment of PV Power Generation Model

Using the two-diode equivalent circuit, the PV power generation model is established
using Matlab/Simulink software. The model inputs are the solar irradiance and the module
temperature, and the outputs are the current and power generated. Figure 4 shows the
establishment of a PV power generation model, where subsystem1 is used to calculate
seven parameters, including IL, Io1, Io2, nI1, nI2, Rs and Rsh, and subsystem2 is used to
calculate the current and power output.

Figure 4. Establishment of a PV power generation model.

3.2. Parameter Selection

To allow more accurate parameter estimation, the original seven parameters in the PV
model are converted into 17 parameters for this study. The parameters that are provided
by the manufacturer change due to natural degradation of the solar cell. Some parameters
have little effect on the output, and can be removed from the model. Parameters are selected
to reduce the calculation time for the optimization process.

The parameter selection method for this study uses a parameter-output sensitivity
matrix at a specific steady-state operating point. A principal component analysis (PCA) [30]
is then used to evaluate the effect on the overall outputs. The magnitude of the parameter
effect is evaluated by the sensitivity coefficient Sij [30]:

S̃ij =
θ̃j

ỹi

∂yi
∂θj

=
θ̃j

ỹi
Sij (16)
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where θ̃j is the jth parameter, and ỹi is the ith output. In Equation (6), j = 1, 2, . . . , Q, Q is
the number of parameters.

There is a disturbance on the jth parameter, such that Δθ = θj − θ̃j, the ith output
changes (i.e., Δyi = yi − ỹi) and the sensitivity coefficient is approximated as [30]:

Sij =
∂yi
∂θj

≈ Δyi
Δθj

(17)

Equation (17) is a dimensionless sensitivity matrix that expresses the relationship of
each parameter with respect to each output. The parameters that have smaller effect on the
output are removed in the first step, and the PCA is then used to evaluate the effect of each
parameter on the overall outputs.

Combining Equations (16) and (17), the overall effect of the jth parameter is ex-
pressed as:

Ee f f ,j =
∑no

i=1

∣∣λiPij
∣∣

∑no
i=1|λi|

(18)

where Ee f f ,j ∈ [0, 1] is the effect of the jth parameter on the overall variables, λi is the
eigenvalue for the ith output, Pij represents the degree of contribution for the jth parameter
on the ith output, and no is the number of outputs. The parameters with a larger value of
Ee f f are then optimized using an EGWO algorithm.

3.3. Enhanced Gray Wolf Optimizer (EGWO)

The GWO was proposed by Mirjalili and Lewis [31]. Wolves have very strict social
behaviors, which are roughly classified into four categories: α, β, δ, and Ω in order of fitness
value. The Ω is the lowest gray wolf, which is dominated by other wolves. The GWO uses
surrounding prey, attacking prey, and searching for other prey strategies to model the social
behavior of wolves. To enhance the global search ability of GWO, a dynamic crowding
distance (DCD) [32] algorithm is used to eliminate the agents with higher density region in
the optimization process. Figure 5 shows the pseudocode for the EGWO to optimize the
parameters [33], which is described as follows.

Figure 5. The pseudocode for the EGWO to optimize the parameters [33].

3.3.1. Surrounding Prey

The wolves usually use surrounding strategy to hunt prey, which is expressed as [31]:

→
X(t + 1) =

→
Xp(t)−

→
A · →D (19)

→
D =

∣∣∣∣→C→
Xp(t)−

→
X(t)

∣∣∣∣ (20)
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where t is the present iteration step,
→
A and

→
C are coefficients, and

→
X and

→
Xp denote the

location of wolves and the location of the prey, respectively. In Equations (19) and (20),
→
A = 2

→
a · →r − →

a and
→
C = 2 · →r ,

→
a decreases linearly from 2 to 0 along the optimization

process, and
→
r ∈ [0, 1] is a random vector.

3.3.2. Attacking Prey

After the surrounding is finished, the wolves stop moving and start attacking their
prey. In this stage, Ω wolves change their location based on the best location of α, β,
and δ as [31]:

→
Dα =

∣∣∣∣→C1 ·
→
Pα −

→
P
∣∣∣∣,→Dβ =

∣∣∣∣→C2 ·
→
P β −

→
P
∣∣∣∣, →

Dδ =

∣∣∣∣→C3 ·
→
Pδ −

→
P
∣∣∣∣ (21)

→
P1 =

→
Pα −

→
A1 ·

→
Dα,

→
P2 =

→
P β −

→
A2 ·

→
Dβ,

→
P3 =

→
Pδ −

→
A3 ·

→
Dδ (22)

→
P(t + 1) =

→
P1 +

→
P2 +

→
P3

3
(23)

where
→
P is the location of the wolves, and

→
Pα,

→
P β and

→
Pδ denote the respective locations of

the α, β, and δ wolves.

3.3.3. Search for Other Prey

To achieve a global search, GWO allows
→
A to set randomly greater than 1 or less

than −1. This forces an exploratory search and allows the agents to search for the other
prey so that the optimization process can run away the local minimum values.

3.3.4. Dynamic Crowding Distance (DCD)

DCD [32] is a diversity maintenance strategy for retaining a certain number of solutions
uniformly distributed in the space of feasible solution. In this paper, DCD is employed to
eliminate adjacent feasible solutions as follows [32]:

di =
∑C

j=1,j �=i
∣∣ f iti − f itj

∣∣
f itmax − f itmin

(24)

where fiti is the fitness value of the ith feasible agent, fitj is the fitness value of the jth
feasible agent, C is the number of feasible agents, and fitmax and fitmin are the maximum
and minimum fitness values, respectively.

Equation (24) states that if the value of di is small, the ith feasible agent is in a higher
density area and has a higher probability to be eliminated. The deprecated agents will be
replaced by randomly generated agents.

In Equation (24), the fitness value is calculated as:

f itj =
C

∑
j=1

(
Oj,est − Oj,mea

)2 (25)

Where Oj,est is the estimated value of the jth agent, and Oj,mea is the measured value of
the jth agent. The feasible agent with lower fitness value is better in the iteration process.

4. Numerical Results

The proposed method was tested using a 200 kWp PV power generation system. The
data were collected from January 2019 to December 2019, which consists of the hourly
historical PV power output and the associated irradiance and module temperature. Due
to sunshine, the data in summer season (from June to September) were collected from
06:00 a.m. to 19:00 p.m. at a total of 14 points; in the non-summer season, data were
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collected at a total of 12 points from 06:00 a.m. to 17:00 p.m. To verify the feasibility of the
proposed method, the proposed EGWO was compared with the other swarm optimization
algorithms such as PSO and WO. To evaluate the accuracy of the forecast, the mean relative
error (MRE) is used as follows [15]:

MRE =
1
N ∑N

i=1

∣∣∣Pf ore − Ptrue

∣∣∣
Pcap

× 100% (26)

where Pfore is the estimated value, Ptrue is the actual value, Pcap is the capacity of the PV
power generation, and N is the number of data points. As shown in Equation (26), the MRE
is calculated by dividing the estimation error by the capacity of PV power generation in
order to reduce the weight of the lower power generation to the error percentage.

4.1. Establishment of PV Power Generation Model

Table 1 indicates the reference values for the 17 parameters under STC. These param-
eter values are obtained by the manufacturer or by experience. A PV power generation
model is then created using the 17 parameters in the MATLAB/SIMULINK environment.
Figure 6 shows the current–voltage (I-V) and power–voltage (P-V) characteristic curves
for diverse irradiance values. The higher the irradiance, the larger is the output current
and power, but the effect on the maximum voltage is small. Figure 7 shows the I–V and
P–V curves under different temperatures. The greater the module temperature, the less
is the output current and power, and there is a significant effect on the maximum voltage.
As observed in Figures 6 and 7, irradiance affects current and power output more than
module temperature.

Table 1. The reference values for related parameters under STC.

No Parameter Reference Value No Parameter Reference Value

1 IL,ref (A) 3.45 10 Io1,ref (A) 1.16 × 10−15

2 Voc,ref (V) 66.4 11 Io2,ref (A) 1.07 × 10−15

3 Isc,ref (A) 3.66 12 nI1,ref 1.8609
4 Vmp,ref (V) 52.0 13 nI2,ref 1.8609
5 Imp,ref (A) 3.51 14 αIsc (A/K) 6.81 × 10−4

6 Gref (W/m2) 1000 15 αImp (A/K) 6.50 × 10−4

7 Tref (K) 298 16 βoc (V/K) −0.166
8 Rs,ref (Ω) 2.4089 17 Eg,ref (eV) 1.121
9 Rsh,ref (Ω) 150

Figure 6. The (a) I–V and (b) P–V characteristic curves for different irradiance values.
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Figure 7. The (a) I–V and (b) P–V characteristic curves for different temperatures.

4.2. Parameter Selection for Optimization

To determine the effect of individual parameters on the outputs, a parameter sensitivity
analysis with ±5% disturbance is used, and the results are shown in Table 2. The results for
the overall effect value show that parameters IL,ref, Voc,ref, Isc,ref, Vmp,ref, Imp,ref, Gref, Tref, Rs,ref,
Rsh,ref, nI1,ref, αImp , and βoc have a greater effect on the output, parameters Io1,ref , Io2,ref , αIsc ,
and Eg,ref have little effect on the output. Furthermore, nI2,ref = nI1,ref, therefore nI2,ref can
be removed. Obtained from this table that in the optimization process, the five parameters
Io1,ref , Io2,ref , αIsc , nI2,ref, and Eg,ref will remain unchanged, and only 12 parameters are used
for optimization.

Table 2. Parameter sensitivity matrix and overall effect value for individual parameters for a
±5% disturbance.

No. Parameter Power Current Voltage Eeff

1 IL,ref (A) 0.6210 0.0312 4.2 × 10−6 0.9532
2 Voc,ref (V) 0.001 0.002 0.0098 0.3440
3 Isc,ref (A) −0.120 −0.0025 −0.0001 0.8031
4 Vmp,ref (V) 0.004 0.00075 5.1 × 10−5 0.4680
5 Imp,ref (A) 0.052 0.001 3.2 × 10−5 0.7865
6 Gref (W/m2) −0.194 −0.0038 −0.0025 0.9425
7 Tref (◦K) 0.490 0.0125 0.14525 0.8821
8 Rs,ref (Ω) −0.1155 −0.02201 −0.0000 0.7971
9 Rsh,ref (Ω) 0.0015 1.3 × 10−5 0.0011 0.3635

10 Io1,ref (A) 3.5 × 10−6 1.2 × 10−6 4.8 × 10−5 0.0806
11 Io2,ref (A) 2.9 × 10−6 0.6 × 10−6 1.6 × 10−5 0.0912
12 nI1,ref 0.0410 0.0023 8.5 × 10−5 0.3131
13 nI2,ref 0.0410 0.0023 8.5 × 10−5 0.3131
14 αIsc (A/K) 5.1 × 10−6 1.8 × 10−6 1.2 × 10−7 0.0112
15 αImp (A/K) 0.00067 0.00032 2.9 × 10−7 0.2302
16 βoc (V/K) 0.00024 0.00011 −9.3 × 10−7 0.2031
17 Eg,ref (eV) 5.1 × 10−6 1.8 × 10−6 0.8 × 10−5 0.0633

4.3. Parameter Optimization

This paper uses an EGWO to optimize the 12 parameters that are selected in the
parameter selection stage. Table 3 shows the reference parameters and the parameters
after optimization. The ranges for parameters are set in terms of operator experience. In
total, four different weather types, including sunny, rainy, cloudy, and slightly cloudy,
are used to study the estimation results. Table 4 shows a comparison of the estimation
results before and after parameter optimization for different weather types. An optimized
parameter gives a smaller value for MRE than one that is not optimized. To verify the
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performance of the proposed EGWO method, the similar swarm optimization algorithms,
such as PSO [18,34] and WO [28,35], are also used to optimize the 12 parameters. The
numerical results are shown in Table 5. The proposed EGWO outperforms PSO and WO
for different weather types. This table also shows that optimized estimates produce more
accurate results than the parameters that are not optimized. The average computation
time of the PSO and WO methods through 10 different runs is 12.5 min. and 10.5 min.,
respectively, while the proposed EGWO takes approximately 9.1 min.

Table 3. Reference parameters and optimized values using EGWO.

No. Parameter Reference Range Optimization

1 IL,ref (A) 3.45 3.4~3.5 3.42
2 Voc,ref (V) 66.4 63~69 66.35
3 Isc,ref (A) 3.66 3.5~5.4 3.71
4 Vmp,ref (V) 52.0 41~55 51.62
5 Imp,ref (A) 3.51 3.43~3.65 3.508
6 Gref (W/m2) 1000 950~1050 1015.3
7 Tref (K) 298 282~310 295.6
8 Rs,ref (Ω) 2.4089 2.3~2.5 2.424
9 Rsh,ref (Ω) 150 130~170 148
10 nI1,ref 1.8609 1.75~1.95 1.86
11 αImp (A/K) 6.50 × 10−4 4.50 × 10−4~8.50 × 10−4 4.93 × 10−4

12 βoc (V/K) −0.166 −0.145~−0.185 −0.171

Table 4. Estimation results before and after parameter optimization using EGWO.

Weather Types Optimization MRE (%)

Sunny day Before optimization 3.7532
After optimization 1.2542

Rainy day Before optimization 1.1991
After optimization 0.6931

Cloudy day Before optimization 1.7640
After optimization 0.9277

Slightly cloudy day Before optimization 1.9742
After optimization 1.7337

Table 5. Estimation results using different optimization algorithm.

Weather Type Method MRE (%)

Sunny day

Before optimization 3.7532
PSO [18,34]
WO [28,35]

EGWO [31,33]

1.8321
1.6235
1.2542

Rainy day

Before optimization 1.1991
PSO [18,34]
WO [28,35]

EGWO [31,33]

0.9125
0.9012
0.6931

Cloudy day

Before optimization 1.7640
PSO [18,34]
WO [28,35]

EGWO [31,33]

0.9936
0.9312
0.9277

Slightly cloudy day

Before optimization 1.9742
PSO [18,34]
WO [28,35]

EGWO [31,33]

1.7452
1.7545
1.7337
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Table 6 shows the estimation results for different PV models using EGWO. The single-
diode model with nine parameters produces lower MRE than the single-diode model with
five parameters. Similarly, the proposed two-diode model with 12 parameters allows better
estimate than the two-diode model with seven parameters. The results in this table show
that using Equation (15) to convert the original model to a more refined model according to
different environmental conditions can provide more accurate parameter estimation.

Table 6. Estimation error (MRE%) for different PV models using EGWO.

Weather Type
Single-Diode

Model 1
Two-Diode

Model 2
Single-Diode

Model 3
Two-Diode

Model 4

Sunny day
(25–26 July) 2.8521 2.8011 2.2951 1.7487

Rainy day
(8–9 December) 1.8922 1.8910 1.7973 1.7869

Cloudy day
(1–2 November) 2.2324 2.2025 2.0390 1.7340

Slightly cloudy day
(21–22 June) 2.8865 2.6698 2.6538 2.0996

1 Five parameters (IL,Io, nI, Rs, Rsh) are optimized. 2 Seven parameters (IL,Io1, Io2,nI1, nI2, Rs, Rsh) are optimized.
3 9 parameters (IL,ref, Voc,ref, Isc,ref, Vmp,ref, Imp,ref, Gref, Tref, Rs,ref, Rsh,ref) are optimized. 4 12 parameters (IL,ref, Voc,ref,
Isc,ref, Vmp,ref, Imp,ref, Gref, Tref, Rs,ref, Rsh,ref, nI1,ref , αImp , βoc) are optimized.

Figures 8–11 respectively show a comparison of the estimation results for a two-diode
model and a single-diode model for sunny, rainy, cloudy, and slightly cloudy days. In
total, nine parameters are optimized for the single-diode model, which are selected from
the original 13 parameters. The curves show that the two-diode model produces better
estimation results than the results for a single-diode model. Table 7 compares the estimation
performance of the two models for different time periods. The two-diode model gives better
estimation results in the morning and afternoon periods if irradiance is low. The two models
give similar results for the higher irradiance period at noon. The average error for the
two-diode model shows that it gives better estimation results than the single-diode model.

Figure 8. Estimation results for a sunny day (25–26 July).
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Figure 9. Estimation results for a rainy day (8–9 December).

Figure 10. Estimation results for a cloudy day (1–2 November).

Figure 11. Estimation results for a slightly cloudy day (21–22 June).
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Table 7. Comparison results of single-diode and two-diode models for different time periods.

Weather Type Time Period
Single-Diode Model

MRE (%)
Two-Diode Model

MRE (%)

Sunny day
(25–26 July)

Morning 1 2.1855 1.3590
Noon 2 3.2484 2.4492

Afternoon 3 1.4296 1.3600
Average error 2.2951 1.7487

Rainy day
(8–9 December)

Morning 1 2.0953 2.0278
Noon 2 1.4920 1.9675

Afternoon 3 1.8045 1.3655
Average error 1.7973 1.7869

Cloudy day
(1–2 November)

Morning 1 2.4880 1.0525
Noon 2 2.5213 2.1633

Afternoon 3 1.8313 1.8188
Average error 2.0390 1.7340

Slightly cloudy day
(21–22 June)

Morning 1 2.3463 2.0363
Noon 2 2.6648 2.9756

Afternoon 3 2.8888 1.2744
Average error 2.6538 2.0996

1: Morning: 06:00–09:00 a.m.; 2: Noon: 10:00–15:00 for June–September and 10:00–14:00 for other months;
3: Afternoon: 16:00–19:00 for June–September and 15:00–17:00 for other months.

4.4. Discussion

The following observations are yield from the above results:

• A photovoltaic power generation system based on a two-diode model is established in
the MATLAB/SIMULINK environment, which can be applied to PV power plants of
different types and scales only by changing the number of modules in series and parallel.

• As observed in Tables 4 and 5, the proposed algorithm combining GWO and DCD allows
better global search ability and lower estimation error than the PSO and WO methods.

• As shown in Table 6, whether a single-diode model or a two-diode model is used, it
is more accurate to convert the original model to a more refined model with more
parameters according to different environmental conditions.

• Although the proposed EGWO takes approximately 9 min to complete the parameter
optimization, it only needs to be executed offline, and usually needs to be performed
once a month or when a new PV array is installed.

5. Conclusions

This study creates a PV power generation system based on a two-diode model in
the MATLAB/SIMULINK environment. A sensitivity analysis and the overall effect are
then used to eliminate the parameters that have a smaller effect on the outputs. An
enhanced GWO algorithm is employed to optimize the 12 parameters that are selected
from the original 17 parameters. Testing on a 200 kWp PV power generation system
shows that optimized parameters produce better estimation results than parameters that
are not optimized for four different weather types. When compared with PSO and WO
algorithms, the proposed EGWO allows for better optimization performance in terms of
estimation error and computation time. Whether a single-diode model or a two-diode
model is used, it is more accurate to convert the original model to a more refined model
with more parameters according to different environmental conditions. Furthermore, a
two-diode model gives better estimation results than a single-diode model in the morning
and afternoon when irradiance is lower. The two modes give similar results during the
high irradiance period at noon. The average error values show that the two-diode model
gives better estimation results. Although the proposed method allows more accurate
estimate than previous works, the estimation error caused by the shading effect is still
unsolved, which is the limitation of the proposed method. A future work to improve the
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estimation error due to shading is under study. In addition, the weather information, such
as wind speed and wind direction, which affect heat dissipation from the PV module, can
be considered as input to increase the estimation accuracy.
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Nomenclature
αImp Temperature coefficient at the maximum power point
αIsc Temperature coefficient for the short-circuit current
βoc Temperature coefficient for the open-circuit voltage
λi Eigenvalue of the ith output
θ̃j The jth parameter
→
A Coefficient vector
C Number of feasible agents
→
C Coefficient vector
di Diversity of the ith agent
DCD Dynamic crowding distance
DE Differential evolution
EGWO Enhanced gray wolf optimizer
Ee f f ,j The effect of the jth parameter with respect to the overall variables
Eg Gap energy
Eg,re f Gap energy under STC
f iti Fitness value of the ith feasible agent
f itj Fitness value of the jth feasible agent
f itmax Maximum fitness value
f itmin Minimum fitness value
G Solar irradiance
Gre f Solar irradiance under STC
GWO Gray wolf optimizer
I Output current
IL Photo current
IL,re f Photo current under STC
Imp Maximum output current
Imp,re f Maximum output current under STC
Io (Io1, Io2) Saturation current

Io1,re f

(
Io2,re f

)
Saturation current under STC

Isc Short-circuit current
Isc,re f Short-circuit current under STC
k Boltzmann constant (1.38 × 10−23 J/K)

nI (nI1, nI2) Ideal factor

nI1,re f

(
nI2,re f

)
Ideal factor under STC

no Number of outputs
N Number of data points
Oj,est Estimated value of the jth agent
Oj,mea Measured value of the jth agent
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Pcap Capacity of the PV power generation
Pf ore Estimated value
Ptrue Actual value
PSO Particle swarm optimization
PV Photovoltaic
→
P Location of the gray wolf
Pij Principal component element for the jth parameter of the ith output
→
Pα Positions of α wolf
→
P β Positions of β wolf
→
P δ Positions of δ wolf
Q Number of the parameter
q Electron charge

(
1.60 × 10−19 C

)
Rs Series resistance
Rs,re f Series resistance under STC
Rsh Parallel resistance
Rsh,re f Parallel resistance under STC
Sij Sensitivity coefficient in the steady state
STC Standard test condition
t Current iteration
T Surface temperature
Tre f Surface temperature under STC
V Output voltage
Vmp Maximum output voltage
Vmp,re f Maximum output voltage under STC
Voc Open-circuit voltage
Voc,re f Open-circuit voltage under STC
Vt (Vt1, Vt2) Thermal voltage
WO Whale optimizer
→
X Location vector of agent
→
Xp Location vector of the prey
ỹi The ith output
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