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Preface

Psycho-educational assessments, such as intelligence tests, cognitive test batteries and

behavioral measures, serve as invaluable tools for school psychologists and educators. They provide

profound insights into children’s learning and behavioral profiles, enhancing our understanding of

their academic and cognitive capacities. This reprint of the Special Issue titled “Psycho-Educational

Assessments: Theory and Practice” includes a collection of sixteen articles that delve into the

different facets of psycho-educational assessments. Each article serves as a testament to our

remarkable journey in understanding and enhancing the psycho-educational assessment landscape,

from exploring the efficacy of psycho-educational assessments in diagnosing a range of learning

difficulties to different statistical techniques for analyzing psycho-educational constructs, such as

local structural equation models and multidimensional scaling. As the editor of this Special Issue, I

anticipate that the articles showcased herein will serve as catalysts for meaningful discourse, igniting

innovative ideas and enriching the ongoing evolution of psycho-educational assessment.

Okan Bulut

Editor
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Psycho-Educational Assessments: Theory and Practice
Okan Bulut

Centre for Research in Applied Measurement and Evaluation, Faculty of Education, University of Alberta,
Edmonton, AB T6G 2G5, Canada; bulut@ualberta.ca

Psycho-educational assessments, such as intelligence tests, cognitive test batteries, and
behavioral measures, serve as invaluable tools for school psychologists and educators. They
provide profound insights into children’s learning and behavioral profiles, enhancing our
understanding of their academic and cognitive capacities. By employing these assessments,
professionals can pinpoint each student’s individual strengths and weaknesses. Moreover,
psycho-educational assessments play a pivotal role in identifying various educational
needs, including learning disabilities, intellectual differences, social-emotional challenges,
and giftedness. These assessments offer a comprehensive view of students’ abilities and
potential hurdles they may encounter in their academic journey. Beyond diagnosis, the
results of psycho-educational assessments can also inform the development of tailored inter-
ventions and support programs. They enable educators to implement timely strategies that
address the unique requirements of students, fostering an inclusive learning environment
where every child can thrive.

This Special Issue on “Psycho-Educational Assessments: Theory and Practice,” pre-
sented by the Journal of Intelligence, provided us with the opportunity to curate a collection
of sixteen articles that delve into different facets of psycho-educational assessments. Each
article serves as a testament to our remarkable journey in understanding and enhancing the
psycho-educational assessment landscape. For this Special Issue, researchers were asked
to present findings of empirical or methodological research and theoretical work related
to the design, use, analysis, interpretation, and reporting processes of psycho-educational
assessments. All articles submitted for publication underwent a rigorous peer review based
on the review standards established by the Journal of Intelligence.

For the sake of brevity, I want to touch upon the focal points of this Special Issue and
highlight key articles. The authors dedicated their efforts to exploring the identification
of cognitive, social, emotional, and behavioral challenges across diverse groups, ranging
from children aged 6 to 11, individuals with autism spectrum disorder, and verbally gifted
children to those from regions like China and the United Arab Emirates. These studies pri-
marily relied on psycho-educational assessments, employing intelligence tests, behavioral
checklists, and psychological scales as primary data collection tools. Notably, intelligence
tests, given their increasing significance in educational contexts, featured prominently in
this Special Issue. Several studies leveraged well-established cognitive assessment batteries,
including the Wechsler Intelligence Scale for Children, the Wechsler Individual Achieve-
ment Test, and the Woodcock–Johnson Tests of Academic Achievement and Cognitive
Abilities. In addition to empirical investigations, the Special Issue encompassed method-
ological inquiries. For instance, Gao et al. (2022) conducted an empirical study focusing
on process data indicators to explore problem-solving styles within technology-rich en-
vironments. Furthermore, Meyer and Reynolds (2022) demonstrated a methodological
approach, multidimensional scaling, to scrutinize correlations between cognitive abilities
and academic achievement test scores.

As the editor of this special issue, I anticipate that the articles showcased herein will
serve as catalysts for meaningful discourse, igniting innovative ideas and enriching the
ongoing evolution of psycho-educational assessment. Moreover, these featured articles will
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provide valuable insights into enhancing various aspects of the design, utilization, analysis,
interpretation, and reporting processes involved in psycho-educational assessments. The
contributions within this collection delve into diverse facets, from exploring the efficacy of
psycho-educational assessments in diagnosing a range of learning difficulties to different
statistical techniques for analyzing psycho-educational constructs, such as local structural
equation models and multidimensional scaling.

In closing this editorial summary, I wish to express my heartfelt gratitude to the
esteemed authors whose expertise and dedication have profoundly enriched this Special
Issue. A special acknowledgment extends to all the diligent reviewers who generously
shared their valuable insights, contributing significantly to the refinement of the submit-
ted papers. Additionally, I express my sincere appreciation to the Editorial Team of the
Journal of Intelligence for entrusting me with the privilege of curating this Special Issue.
This Special Issue would not have been possible without their unwavering support and
meticulous efforts.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: Multidimensional scaling (MDS) was used as an alternate multivariate procedure for
investigating intelligence and academic achievement test score correlations. Correlation coefficients
among Wechsler Intelligence Scale for Children, Fifth Edition (WISC-5) and Wechsler Individual
Achievement Test, Third Edition (WIAT-III) validity sample scores and among Kaufman Assessment
Battery for Children, Second Edition (KABC-II) and Kaufman Test of Educational Achievement,
Second Edition (KTEA-2) co-norming sample scores were analyzed using multidimensional scaling
(MDS). Three-dimensional MDS configurations were the best fit for interpretation in both datasets.
Subtests were more clearly organized by CHC ability and academic domain instead of complexity.
Auditory-linguistic, figural-visual, reading-writing, and quantitative-numeric regions were visible
in all models. Results were mostly similar across different grade levels. Additional analysis with
WISC-V and WIAT-III tests showed that content (verbal, numeric, figural) and response process
facets (verbal, manual, paper-pencil) were also useful in explaining test locations. Two implications
from this study are that caution may be needed when interpreting fluency scores across academic
areas, and MDS provides more empirically based validity evidence regarding content and response
mode 6processes.

Keywords: multidimensional scaling; intelligence; academic achievement; complexity

1. Introduction

Individually administered, norm-referenced intelligence and academic achievement
tests are important components of comprehensive psychoeducational evaluations (Benson
et al. 2019; Rabin et al. 2016). Scores from these tests provide evidence of expected learning
(intelligence), demonstrated learning (academic achievement), and cognitive and academic
strengths and weaknesses (Benson et al. 2019). Results from these tests are combined
with other assessment information to make diagnoses, assist with educational eligibility
decisions, and plan individualized educational programs and interventions (Lichtenberger
and Breaux 2010; Mather and Abu-Hamour 2013). Psychologists depend upon up-to-date
information to improve the likelihood of valid interpretations of their scores.

1.1. Intelligence and Academic Achievement Tests Are Multidimensional and Related

Individually administered intelligence tests measure general intelligence and more
specific abilities such as problem-solving, auditory processing, and memory (Kaufman
and Kaufman 2004; Wechsler 2014). The latent structure of intelligence is hierarchical and
multidimensional (Caemmerer et al. 2020; Reynolds and Keith 2017), and it is organized as
such in Cattell-Horn-Carroll (CHC) theory (McGrew 2009; Schneider and McGrew 2018).
CHC abilities such as novel problem solving, auditory processing, and memory give rise
to observable differences in intelligence test scores. These CHC abilities are interrelated
and correlate with a general factor of intelligence, or g. Fluid reasoning (Gf) typically has
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the strongest correlation with g (Carroll 1993; Jensen 1998). Other broad abilities include
comprehension-knowledge (Gc), short-term working memory (Gsm or Gwm), long-term
storage and retrieval (Glr), visual processing (Gv), and auditory processing (Ga).

Individually administered academic achievement tests measure acquired skills in
academic domains such as reading, writing, and math. Within each domain, there are
levels of complexity: basic skills (e.g., knowledge of letter-sound relations), fluency (e.g.,
automatic word reading), and higher-order thinking (e.g., reading comprehension). Com-
posite achievement test scores can reflect performance within a domain or across domains
according to complexity (Mather and Wendling 2015). Acquired knowledge, including the
types of skill domains measured with academic achievement tests such as reading and
writing or math, are also described in CHC theory (Schneider and McGrew 2018).

A valid interpretation of intelligence and academic achievement scores depends on
understanding how and why the test scores correlate with each other. Most studies of intel-
ligence and academic achievement test score correlational structures have used structural
equation modeling, factor analysis, and regression analysis. Correlations between g and
latent general academic achievement are very strong (Kaufman et al. 2012). Intelligence,
however, contributes to specific academic achievement domains generally and via specific
CHC abilities (Floyd et al. 2007; Gustafsson and Balke 1993; Niileksela and Reynolds 2014).
For example, verbal comprehension (understanding words and their relations) and audi-
tory processing (perception and manipulation of sound) affect reading in addition to the
effects of g (Garcia and Stafford 2000; Keith 1999; Vanderwood et al. 2002).

CHC broad abilities influence both specific and broad areas of reading, math, and
writing (Benson et al. 2016; Caemmerer et al. 2018; Cormier et al. 2016; Cormier et al. 2017;
Floyd et al. 2003; Hajovsky et al. 2020; McGrew and Wendling 2010; Niileksela et al. 2016).
As such, tests that draw upon CHC abilities relate to tests of specific academic achievement.
In addition, intelligence and academic achievement tests may share characteristics that
contribute to their correlations such as task complexity (basic skills, fluency, or higher-
order thinking or problem-solving), stimuli (words, numbers, or pictures), and examinee
response modes (oral response, manipulation of materials, or written). Empirical studies
of the correlations between intelligence and achievement scores should try to incorporate
these other shared characteristics.

1.2. Validity Evidence from Multidimensional Scaling

AERA, APA, and NCME Standards for Educational and Psychological Testing (Ameri-
can Educational Research Association et al. 2014) include test content and response pro-
cesses as sources of validity evidence. These types of evidence, however, are rarely demon-
strated with data, rather they are described by conducting an alignment study or expert
panel review. Multidimensional scaling (MDS) is an unrestricted, multivariate technique
for analyzing correlations and exploring test score interrelations in a visual way. It is also
an empirical method used to evaluate validity evidence based on content (Li and Sireci
2013) and response process (Cohen et al. 2006).

MDS has been applied to intelligence test scores alone (Cohen et al. 2006; Guttman and
Levy 1991; McGill 2020; Meyer and Reynolds 2018; Tucker-Drob and Salthouse 2009) and
together with academic achievement scores (Marshalek et al. 1983; McGrew 2012; McGrew
et al. 2014; Snow et al. 1984). However, in the context of the thousands of factor-analytic
studies used with intelligence and academic achievement scores, MDS has been applied
rarely.

MDS puts all of the variables (e.g., tests) in continuous, geometric space based on
their intercorrelations, and MDS “maps” of variables are created (Borg and Groenen 2005;
Tucker-Drob and Salthouse 2009). Highly related scores are spatially closer in MDS maps,
facilitating the interpretation of shared characteristics. For example, in previous MDS
research with intelligence test constructs, verbal comprehension tests clustered together
in one area of the map that was separate from other clusters of tests (Cohen et al. 2006;
Marshalek et al. 1983; Meyer and Reynolds 2018).

4
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One advantage of MDS is that it allows shared test characteristics to emerge because
the tests are displayed in continuous space, and all variables remain in the model for
interpretation instead of being reduced to a smaller number of variables as in principal
components analysis or factor analysis. Objects in the MDS map can “differ along many
dimensions simultaneously” (Snow et al. 1984, p. 89). Another advantage of MDS is that it
does not impose as many expectations as in factor analysis (Tucker-Drob and Salthouse
2009).

1.3. MDS with Intelligence and Academic Achievement

Intelligence and academic achievement test score correlations can be analyzed together
with MDS procedures. Pairs of tests with higher correlations are expected to be closer to
each other in the MDS configuration. Additionally, the center of the map is the shortest
distance from all other points, so tests with the strongest correlations with all other tests
are expected to be in the center of the MDS map. Tests that do not correlate highly with all
other tests are expected to be farther from the center of the MDS configuration, typically
in clusters of highly related tests (Marshalek et al. 1983; McGrew et al. 2014). Although
historically the focus has been on test characteristics and not latent abilities, conceptually,
tests in the center are at-times more “g-related” and tests are often grouped by CHC broad
abilities (Meyer and Reynolds 2018). Therefore, studies have indicated that both test
complexity and test content are mapped, but the interpretations often parallel those from
factor analysis and CHC theory (Marshalek et al. 1983; Guttman and Levy 1991).

Shared test content (e.g., verbal tests) or CHC abilities are often useful in describing
the organization of tests in clusters or regions of an MDS configuration (Marshalek et al.
1983; McGrew et al. 2014; Meyer and Reynolds 2018). For example, fluid reasoning tests
may be clustered together, comprehension-knowledge tests clustered together, and visual
processing tests clustered together. Within those CHC clusters, however, tests with higher
g-loadings are often located closer to the center of the map forming what is called a “radex”.

Due to this arrangement in space, researchers have also interpreted test complexity
as another dimension observable from MDS analysis of intelligence test scores. A typical
pattern of MDS analysis of intelligence tests alone is for the most complex tests (higher-
order thinking) to be near the center of the map (Marshalek et al. 1983; Tucker-Drob and
Salthouse 2009), even though they differ in content. Tests near the center also often have
the highest g-loadings, although this is not always the case (e.g., McGrew et al. 2014). For
example, Marshalek et al. (1983) found fluid reasoning tests were closest to the center of the
map–and these tests were considered the most cognitively complex tests. Comprehension-
knowledge and visual processing tests were in the intermediate range of complexity.
Memory and speed tests were farthest from the center of the MDS map. Therefore, the map
seemed to place complex tests in the center. They described the continuum radiating out
from the center as going from complex-general to simple-specific. Notably, however, the
arrangement of the types of tests that radiate from the center also appear to be associated
with the magnitudes of correlations between the latent CHC abilities and the g factor-
fluid reasoning is the strongest, followed by comprehension-knowledge, visual processing,
memory, and then processing speed (Carroll 1993). Likewise, intelligence test scores are
often interpreted via CHC theory, with a focus more on composites such as the IQ as an
indicator of g and broad indexes as indicators of CHC broad abilities (e.g., top down).

Academic achievement test data, on the other hand, are often interpreted more from
the bottom up, and based on shared content. For example, rather than general reading,
the more basic task of word reading or nonword reading scores are interpreted first before
considering general reading ability, which is to some extent dependent on basic reading
skills (and more of an emergent construct). Academic achievement test data also provide
a clearer example of how both test content and complexity dimensions may appear in
an MDS configuration. For example, reading tests should be located separately from
other academic achievement domains (e.g., mathematics) and radiate from the center in
a straight line. Reading comprehension (a complex reading task) should be closest to the
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center, and word recognition (the least complex reading task) should be farthest from the
center. Reading fluency (intermediate complexity) would be located in the middle along an
imaginary straight line connecting the reading comprehension and word recognition tests.

Most MDS research has been conducted with intelligence test scores. We are not aware
of MDS studies with achievement tests only. MDS research with intelligence and academic
achievement test scores analyzed together is limited to a few studies conducted 35 years
ago, analysis of Woodcock-Johnson Psycho-Educational Battery—Revised and Woodcock-
Johnson III data (McGrew 2012), and research reported in the Woodcock-Johnson IV test
manual (McGrew et al. 2014).

McGrew et al. (2014) divided the Woodcock-Johnson IV Tests of Cognitive Abilities,
Tests of Academic Achievement, and Tests of Oral Language normative data into age-based
subsamples for MDS analysis. At least six notable general findings emerged from the
analysis. First, CHC abilities described test location better than test content. For example,
the Pair Cancellation test, a processing speed test that contains visual stimuli, was closer to
processing speed tests than it was to visual processing tests. Second, “regions” emerged that
often consisted of two or more CHC abilities: auditory-linguistic, figural-visual, reading-
writing, quantitative-numeric, and speed-fluency regions. Shared components in these
regions better explained test location than content—for example, Writing Fluency, Word
Reading Fluency, and Math Facts Fluency tests clustered within the speed-fluency region,
next to the reading-writing and quantitative-math regions. The shared speed component
better explained the location of fluency tests not their content. Third, academic achievement
tests were mostly separate from intelligence tests. In some instances with the achievement
tests, tests were organized with higher-order thinking tests located closer to the center
of the MDS map (e.g., Applied Problems math test) and simpler tests farther from the
center (e.g., Calculation basic math test). Fourth, achievement tests clustered closer to some
cognitive test clusters than others. Reading and writing tests were closer to comprehension-
knowledge and auditory processing CHC clusters (in the auditory-linguistic region), and
math tests were closer to working memory and visual processing CHC clusters (in the
figural-visual region). Fifth, tests did not all radiate outward from complex to simple in
exact order by complexity as indicated by g-loadings (e.g., McGrew et al. 2014). Sixth, there
were slight changes across age groups. A general memory region was found in the 6–8 age
group, but not in others—theoretically, because the relations among cognitive abilities and
achievement constructs do change with age, some age-related changes may be expected
(e.g., Hajovsky et al. 2014). In light of these findings, MDS research with measures other
than the Woodcock-Johnson tests is needed. Were they findings specific to the Woodcock
tests? Or are these more generalizable findings?

1.4. Facet Theory

MDS provides an opportunity to interpret test score relations in content (Guttman’s
mode of communication) and complexity (Guttman’s rule inference) simultaneously. MDS
is often associated; however, with Guttman’s facet theory that organizes and defines
observations, such as those elicited during intelligence assessment. His facet theory also
included response mode (Guttman’s mode of expression), which refers to how examinees
respond to test items: oral, manual manipulation of materials (pegs, tiles, or blocks), and
written (Guttman and Levy 1991). Response mode has been a useful explanation to test
scores when three dimensional MDS maps are formed with intelligence scores (Cohen
et al. 2006). Response processes are also considered important when evaluating validity
evidence (American Educational Research Association et al. 2014), but rarely submitted to
empirical analysis. Here, we wanted to consider response processes in our analysis. Hence,
test scores may be correlated due to similar complexity (or how closely they related to
psychometric g), content (or latent CHC broad abilities), and response processes. These
three dimensions have emerged from a combination of Guttman’s facet theory, CHC theory,
and research using MDS to map intelligence score correlations (Cohen et al. 2006; Marshalek
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et al. 1983). We wanted to investigate if they emerged in some way when including data
from intelligence and achievement tests.

1.5. Purpose of the Study

The purpose of this study was to use MDS to analyze correlations among Wechsler
cognitive and achievement tests and among Kaufman cognitive and achievement tests to
better understand the relations among the scores. We did so for several reasons.

First, we wanted to use an alternative multivariate method to analyze intelligence
and academic achievement test score correlations in combination. The majority of research
has used factor analysis or some other form of structural equation modeling. Although
MDS is used rarely, according to Snow et al. (1984, p. 88), because MDS “stays close to the
original measures, requires minimal assumptions, and provides a simple representation, it
is the method of choice when only one method is used.” Limiting theory and findings to
certain statistical methods, such as factor analysis, may obscure nuance and limit new and
important findings, especially when assumptions and choices used in new research depend
on previous findings based on the same method. Do important findings emerge from
analyzing these data with MDS? Even if the analysis produces results that are similar to
those from factor analysis, similar findings with alternative methods only bolster confidence
in the previous findings.

Second, relatively few studies have used MDS to analyze intelligence test score cor-
relations. Fewer have used MDS to analyze intelligence and academic achievement score
correlations together. Explanations of findings from these studies have paralleled those
from hierarchical factor analysis (Marshalek et al. 1983; Meyer and Reynolds 2018), such
that CHC theory rather than test content may be used to explain clusters of tests in MDS
space and how tests or clusters of tests radiate out from the center of MDS space (e.g.,
g-loadings are associated with a complexity dimension [fluid reasoning tests in the center
of the map]). Those studies focused on intelligence test data, however. What happens
when achievement tests are included? For example, does CHC theory still help to interpret
findings? Or does test content also need to be considered.

Third, response processes are important aspects of test score validity. They are rarely
evaluated using empirical methods, however. In addition to complexity and content
(or their CHC parallels), do response processes help to understand correlations among
intelligence and achievement tests when they are placed in multivariate space? If so, it may
help with test score interpretation.

Fourth, revisions of popular tests, such as the Wechsler and Kaufman tests (Benson
et al. 2019), have not been included in MDS studies with intelligence and achievement scores
at all. Are findings related to the Woodcock tests generalizable? Specifically, McGrew et al.’
(2014) analysis also suggested larger auditory-linguistic, figural-visual, reading-writing,
quantitative-numeric, and speed-fluency conceptual regions are useful in describing the
scores in space. We wanted to test the reliability and viability of those regions with data
from different test batteries. They are useful conceptual categories, but they would be much
less interesting and useful if they do not emerge in data outside of the Woodcock tests.
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Last, we wanted to analyze whether these findings change across different develop-
mental levels. On the one hand, analyzing data across ages or grades tests the reliability of
the findings. Findings are not expected to drastically change across developmental levels so
the findings should generally be consistent across the ages (Reynolds et al. 2007; Reynolds
and Keith 2017). On the other hand, McGrew et al. (2014) found slight developmental
changes and other research shows the relations between cognitive and academic may
change with age—for example, comprehension knowledge is more highly associated with
reading comprehension in adolescents than it is in younger children (Hajovsky et al. 2014).
Therefore, because the Kaufman data were from a large sample, we divided the data into
different grade level groups for analysis.To achieve our purpose, we asked the following
research questions. Each question is accompanied by initial hypotheses. Each question
applies to the different grade groups.

• Are complex tests in the center of the MDS configuration with less complex tests
farther from the center of the MDS configuration?

• Intelligence and academic achievement tests of higher complexity were predicted to be
near the center of the configuration and tests of lower complexity were predicted to be
on the periphery (Marshalek et al. 1983). However, tests were not necessarily expected
to all radiate outward from complex to simple tests in exact order by complexity as
indicated by g-loadings (e.g., McGrew et al. 2014). Are intelligence tests and academic
achievement tests clustered by CHC ability and academic content, respectively?

• Ga, Gc, Gv, Gf, and Gsm or Gwm tests were expected to cluster by CHC ability, and
reading, writing, math, and oral language tests were expected to cluster by academic
achievement area. Certain regions of academic achievement tests were predicted to
align more closely with CHC ability factors. Reading and writing tests were predicted
to be close to the Gc, Ga, and oral language tests. Math tests were predicted to be
closer to the Gsm or Gwm, Gv, and Gf clusters.

• Are tests organized into auditory-linguistic, figural-visual, reading-writing, quantitative-
numeric, and speed-fluency regions?

• Auditory-linguistic, figural-visual, reading-writing, quantitative-numeric, and speed-
fluency regions were investigated in this study (McGrew et al. 2014). Gc tests, Ga tests,
and oral language tests were predicted to cluster together with each other within an
auditory-linguistic region. Reading and writing tests were predicted to be located in a
reading-writing region. Gf tests were predicted to be in figural-visual or quantitative-
numeric regions. Gv tests were predicted to be in a figural-visual region. Gsm or Gwm
tests were predicted to be in the region that corresponded to the figural or numeric
content (i.e., tests with pictures in the figural-visual region and tests with numbers in
the quantitative-numeric region). Glr tests were not expected to be in just one region
or in the same region of every configuration (McGrew et al. 2014).

2. Materials and Methods
2.1. Participants
2.1.1. Wechsler Sample Participants

Data for the MDS with the WISC-V and WIAT-III were correlations derived from
participant scores in a WISC-V validity study (see Wechsler 2014) with an average testing
interval a little over two weeks (M = 15.5, SD = 14.37). Data from 181 English-speaking
children and adolescents between the ages of 6 and 16 were used. Demographics are in
Table 1. Demographics were mostly similar to the WISC-V norming sample and therefore
similar to the U.S. population in 2012.
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Table 1. Demographic Information: WISC-V and WIAT-III Validity Sample, WISC-V Norming
Sample.

Demographic Variable % of Validity Sample N = 181

Sex
Female 44.8
Male 55.2

Race/Ethnicity
Asian 1.7
Black 19.9
Hispanic 21.0
Other 7.2
White 50.3

Highest Parental Education
Grade 8 or less 2.2
Grade 9–12, no diploma 8.3
Graduated high school or GED 24.9
Some College/Associate Degree 35.4
Undergraduate, Graduate, or Professional degree 29.3

2.1.2. Kaufman Sample Participants

MDS with the KABC-II and KTEA-II together were based on correlations derived from
participant scores who were administered the tests as part of co-norming the tests, with
a testing interval of 0 to 104 days, or an average of 8 days (Kaufman and Kaufman 2004).
MDS was conducted by different grade levels, and the correlations matrices for grades 1–3
(n = 592), grades 4–6 (n = 558), grades 7–9 (n = 566), and grades 10–12 (n = 401) formed four
subsamples. These four subsamples were chosen because of possible developmental shifts
with these data in other research (Hajovsky et al. 2014). Demographics are shown in Table 2.
Subsample demographics were mostly similar to those of the entire norming sample.

Table 2. Demographic Information: Kaufman (KABC-II and KTEA-II) Subsamples, Full Sample.

Kaufman Test Demographic Information: KABC-II and KTEA-II Grade Subsamples

Grades 1–3 Grades 4–6 Grades 7–9 Grades 10–12

Sex (n = 592) (n = 558) (n = 566) (n = 401)
Female 49.3 48.9 49.5 50.9
Male 50.7 51.1 50.5 49.1

Ethnicity
Black 15.5 13.8 15.5 13.7
Hispanic 19.9 18.3 15.4 17.2
Other 4.7 6.1 5.7 5.5
White 59.8 61.8 63.4 63.6

Highest Parent Ed.
Grade 11 or less 13.0 16.5 14.8 15.5
HS graduate 32.6 31.9 32.2 33.4
1–3 years college 31.9 28.7 29.3 28.4
4 year degree+ 22.5 22.9 23.7 22.7

Geographic Region
Northeast 16.6 16.5 11.3 9.5
North central 23.6 27.1 23.0 27.9
South 35.5 33.2 35.0 35.9
West 24.3 23.3 30.7 26.7
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Table 2. Cont.

Kaufman Test Demographic Information: KABC-II and KTEA-II Grade Subsamples

Grades 1–3 Grades 4–6 Grades 7–9 Grades 10–12

Age Band
6:00–6:11 20.6
7:00–7:11 30.1
8:00–8:11 31.9 0.2
9:00–9:11 16.7 16.8
10:00–10:11 0.7 33.7
11:00–11:11 33.3 0.2
12:00–12:11 14.7 20.5
13:00–13:11 1.1 32.3
14:00–14:11 0.2 32.0 0.5
15:00–15:11 13.4 15.5
16:00–16:11 0.9 32.9
17:00–17:11 0.4 33.4
18:00–18:11 0.2 17.5
19:00–19:11 0.2 0.2

2.2. Measures
2.2.1. WISC-V and WIAT-III

The Wechsler Intelligence Scale for Children-Fifth Edition (WISC-V; Wechsler 2014)
is an individually administered assessment of intelligence for children and adolescents
between 6 years and 16 years, 11 months. The WISC-V provides ten primary subtest
scores, six secondary subtest scores, and five complementary subtests scores. Seven of
the primary subtest scores combine to form the Full-Scale IQ (FSIQ), an index of general
intelligence. Pairs of the primary subtest scores combine to form five primary indexes
(Verbal Comprehension, Visual-Spatial, Fluid Reasoning, Working Memory, and Processing
Speed). Twenty-one of 21 subtests were included in the study. The Wechsler Individual
Achievement Test, Third Edition (WIAT-III; Breaux 2009) is an individually administered
measure of academic achievement for children and adolescents between the ages of 4 and
51 years, (Breaux 2009). Alphabet Writing Fluency and Early Reading Skills were excluded
from analysis because they were only administered to examinees in Grade 3 or below
(N = 44) so 14 of 16 subtests were included here.

2.2.2. KABC-II and KTEA-II

The Kaufman Assessment Battery for Children, Second Edition (KABC-II; Kaufman
and Kaufman 2004) is an individually administered assessment of children and adolescents’
processing and cognitive abilities between 3 years and 18 years, 11 months. The KABC-II
provides a composite as an estimate of general intelligence and multiple CHC indexes.
There were 15 of 18 subtests included in the study. The Kaufman Test of Educational
Achievement, Second Edition (KTEA-II; Kaufman 2004) is an individually administered
measure of academic achievement for children and adolescents between the ages of 4 years,
6 months and 25 years, 11 months (Kaufman 2004). There were 14 or 16 of 16 subtests
included in the study depending on the age range.

2.3. Data Preparation Prior to MDS Analysis

MDS was conducted separately for each dataset: one with WISC-V and WIAT-III, and
one with each of the four KABC-II and KTEA-IIs. Prior to MDS, symmetrical correlation
matrices were created from bivariate correlations between subtest (simply “test” from now
on) standard scores. From the WISC-V and WIAT-III data, 1.5% of the scores were missing,
mostly from Math Fluency Multiplication and Essay Composition. From the Kaufman
Grades 1–3 data (n = 592), 5.3% was missing mostly from Decoding Fluency and Word
Recognition Fluency. From the Kaufman Grades 4–6 data (n = 558), Kaufman Grades 7–9
data (n = 566), and Kaufman Grades 10–12 data (n = 401), less than 1% was missing from
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each. Pairwise deletion was used for calculating correlations and not considered a problem
based on such small amounts of missing data (Graham 2009).

Dissimilarity matrices were constructed from the correlation matrices. The formula√
1 − r was used to convert Pearson correlations for each pair of tests to dissimilarities.

Each dissimilarity matrix was submitted to MDS procedures.

2.4. MDS Analysis

Five symmetrical dissimilarity matrices were inputted separately to the MDS algo-
rithm. Initial model specifications included initial configuration (the starting location for
each object in the matrix from which the algorithm produces iterations of configurations),
type of transformation (whether dissimilarities are treated as interval- or rank-level data),
and number of dimensions to be represented in the configuration. Configuration of objects
were plotted for visual analysis and interpretation. Statistics and visualization were con-
ducted with R 4.0.4 (R Core Team 2021), smacof (Mair et al. 2021), ggplot2 (Wickham 2016),
and rgl (Adler and Murdoch 2021) packages. The output from the MDS smacof package
(Mair et al. 2021) included the configuration of objects (coordinates for each point in the
specified number of dimensions) and an estimate of model misfit between the dissimilarity
matrix and MDS configuration, called stress. Different specifications for the model affect fit
and were compared to select the best MDS model for each matrix.

2.4.1. Model Selection

Model selection was based on fit and interpretability. Four different models were
estimated for each matrix: (1) interval transformation in two dimensions; (2) interval
transformation in three dimensions; (3) ordinal transformation in two dimensions; and
(4) ordinal transformation in three dimensions. Stress is a loss function that helps with
deciding or confirming model specifics from the MDS procedure. Perfect fit results in
0 stress. The maximum stress is 1 (Cohen et al. 2006). Global stress was considered for
absolute fit. Kruskal’s (1964) guidelines were used as a starting point: .20 is poor, .10 is fair,
.05 is good, and .025 is excellent. Stress also increases when the number of objects in MDS
analysis increases, so those are not considered cutoff values. The rules for acceptable stress
may be too strict for MDS with the large number of objects in each matrix in this study (Mair
et al. 2016). Thus, stress from random permutations of dissimilarities were also compared
to model stress. The null hypothesis is that stress in the MDS configuration from the study
data is as high as or higher than stress from MDS of random dissimilarity matrices. If the
null hypothesis is rejected, stress in the model is likely lower than stress in the random
dissimilarity matrices—indicating acceptable stress from an absolute standpoint.

Global stress was also used to compare the relative fit of two- or three-dimensional
models. The contributions of individual points to global stress (stress-per-point) were
considered. In some cases a few points may account for most of the stress (Borg et al. 2018).

2.4.2. Preparation for Interpretation

Once each final model was selected, the MDS configurations were plotted using gg-
plot2 (Wickham 2016), and rgl (Adler and Murdoch 2021) packages in R. Test abbreviations
and g-loadings were used to label tests in the MDS configuration scatterplots. In one ver-
sion of each configuration scatterplot, tests were color-coded by complexity and a sphere
was added to indicate the center point. In another version of the configuration scatterplot,
tests were color-coded by CHC ability factor or academic achievement domain, and lines
connected tests from the same CHC ability factor or academic achievement domain to ease
interpretation. Last, WISC-V and WIAT-III tests were color-coded by content or by response
mode to help with visual analysis and explore similarities in content and response modes.

To support visual inspections in answering questions about complexity, the center
point of each MDS configuration was calculated and depicted as a black sphere. The center
point was defined as the mean of each dimension (x, y, z). The distance from each subtest
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to the center point was calculated. Where the distance between P1 = (x1, y1, z1) and

P2 = (x2, y2, z2) is calculated by d(P1, P2) =
√
(x2 − x1)

2 + (y2 − y1)
2 + (z2 − z1)

2.
Last, Spearman’s rank-order correlation was calculated for intelligence test g-loadings

and distance from the center point of the MDS configuration to help quantify the organiza-
tion of intelligence tests in the MDS map in terms of complexity.

3. Results
3.1. Preliminary Analysis and Model Selection

Global stress for the MDS configurations across the five datasets ranged from .06
(good) to .29 (poor) depending on the matrix, type of transformation, and number of
dimensions. Table 3 shows stress values for ordinal and interval transformations in two
and three dimensions. Stress values in all MDS configurations were lower than the random
permutations. MDS models fit the data in the dissimilarity matrices better than a config-
uration of random dissimilarities and were minimally acceptable in terms of absolute fit.
Stress values of different model configurations were compared for relative fit. In terms of
relative fit, ordinal, three-dimensional configurations fit the data best. Ordinal fit better in
general because rank order of distances is preserved instead of the relative size of distances
between objects, and rank order is simpler to remain consistent between the input and
MDS configuration.

Last, stress-per-point values of three-dimensional MDS models were examined to
identify tests that accounted for much more stress than other points. All tests were retained
in the MDS configurations because the three-dimensional stress values were fair or good
as is.

Table 3. Ordinal and Interval MDS Stress Comparisons in Two and Three Dimensions.

Correlation Matrix Ordinal, Two
Dimensions

Interval, Two
Dimensions

Ordinal, Three
Dimensions

Interval, Three
Dimensions

WISC-V and
WIAT-III 0.22 0.26 0.15 0.18

Kaufman Grades 1–3 0.24 0.29 0.14 0.20
Kaufman Grades 4–6 0.24 0.29 0.14 0.20
Kaufman Grades 7–9 0.18 0.20 0.11 0.18
Kaufman Grades 10–12 0.18 0.20 0.13 0.18

Note. MDS models with “Torgerson” classical scaling starting configuration. Bolded numbers were the lowest
stress values among the four configuration for that matrix.

3.2. Primary Analyses
3.2.1. WISC-V and WIAT-III Model Results

The ordinal, three-dimensional model was selected for the WISC-V and WIAT-III data.
The three-dimensional MDS configuration was plotted. The following research questions
were answered based on visual analysis of the three-dimensional scatterplot (with different
color-coding versions) and calculations of distances from the configuration center.

1. Are complex tests in the center of the MDS configuration with less complex tests
farther from the center of the MDS configuration?

Yes and no. Intelligence and academic achievement tests, color-coded by complex-
ity, are shown in Figure 1 (Figure 1 is also available as an interactive 3D graphic in the
Supplemental Figures). Intelligence test g-loadings are in the test labels, when available;
intelligence tests with unknown g-loadings are gray. The black sphere in Figure 1 is the
center of the MDS configuration. Complex tests are not all in the center of the MDS map
(i.e., green tests in Figure 1 are not all in the center of the map). When rotating the interac-
tive 3D configuration, Arithmetic (highest g-loading of .73) is closest to the center of the
MDS configuration followed by Math Problem Solving, but other complex tests (e.g., Essay
Composition) are as far away as basic skills or fluency tests. Other tests with g-loadings
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higher than .70 (Vocabulary g-loading of .73 and Information g-loading of .72) are on the
periphery with tests of lower g-loadings. By visual inspection alone, tests do not radiate
outward with the highest complexity in the center and the lowest complexity tests on the
periphery.
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Tests in Table 4 are in order by distance from the WISC-V and WIAT-III MDS configu-
ration center point. In the ranked list, Arithmetic is closest to the configuration center (.09
units from center) followed by Math Problem Solving (.24 units from center). Cancellation
is the farthest from the configuration center (1.33 units from center). Intelligence and
academic achievement tests are dispersed throughout the rankings (i.e., the intelligence
tests are not all at the top or bottom of the rank order). Several high complexity intelligence
and academic achievement tests are within .6 units from the center, but Essay Composition,
Matrix Reasoning, Block Design, and other higher complexity tests are as far from the center
as lower complexity intelligence and academic achievement tests. A Spearman’s rank-order
correlation was calculated to assess the relation between intelligence test complexity (g-
loadings when available) and distance from the MDS configuration center. There was a
statistically significant, strong negative correlation between intelligence test g-loadings and
distance from the configuration center, rs(14) = −.715, p < .01. Intelligence tests with higher
g-loadings were more likely to be closer to the center of the configuration, but those are
only based on intelligence tests with g-loadings.
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Table 4. WIAT-III and WISC-V Subtests Ordered by Distance from Center of 3D Configuration.

Subtest Abbr. Subtest Composite g-Loading or
Complexity Distance from Center

AR Arithmetic Fluid Reasoning .73 0.09
MPS Math Problem Solving Mathematics High 0.24

LN Letter-Number
Sequencing Working Memory .65 0.26

NO Numerical Operations Mathematics Low 0.39
SP Spelling Written Expression Low 0.40
DS Digit Span Working Memory .66 0.40
OE Oral Expression Oral Language High 0.43
SI Similarities Verbal Comprehension .72 0.45

LC Listening
Comprehension Oral Language High 0.50

RC Reading
Comprehension

Reading Comp. &
Fluency High 0.50

MFS Math Fluency
Subtraction Math Fluency Medium 0.53

WR Word Reading Basic Reading Low 0.56
SC Sentence Composition Written Expression High 0.56
VC Vocabulary Verbal Comprehension .73 0.62
IN Information Verbal Comprehension .72 0.63
CO Comprehension Verbal Comprehension .63 0.63

DST Delayed Symbol
Translation Symbol Translation 0.66

PD Pseudoword Decoding Basic Reading Low 0.67

ORF Oral Reading Fluency Reading Comp. &
Fluency Medium 0.68

RST Recognition Symbol
Translation Symbol Translation 0.68

PS Picture Span Working Memory .55 0.70

IST Immediate Symbol
Translation Symbol Translation 0.74

FW Figure Weights Fluid Reasoning .64 0.78

NSQ Naming Speed
Quantity Naming Speed 0.78

BD Block Design Visual Spatial .64 0.80
MFA Math Fluency Addition Math Fluency Medium 0.80
CD Coding Processing Speed .37 0.81
VP Visual Puzzles Visual Spatial .66 0.82
MR Matrix Reasoning Fluid Reasoning .64 0.82
PC Picture Concepts Fluid Reasoning .54 0.82
SS Symbol Search Processing Speed .42 0.82

MFM Math Fluency
Multiplication Math Fluency Medium 0.85

EC Essay Composition Written Expression High 0.86
NSL Naming Speed Literacy Naming Speed 1.06
CA Cancellation Processing Speed .19 1.33

2. Are intelligence tests and academic achievement tests clustered by CHC ability and
academic content, respectively?

Yes. WISC-V and WIAT-III MDS CHC ability and academic domain clusters are visible
in Figure 2 (Figure 2 is also available as an interactive 3D graphic in the Supplemental
Figures). Tests are color-coded by CHC ability or academic achievement domain and
lines connect the clusters of tests. Clusters are generally separate (e.g., there are no math
tests inside of the reading cluster) and clusters of tests are mostly separated by their
different color-coding. Reading, writing, math tests in the WISC-V and WIAT-III 3D MDS
configuration are in a separate wedge from intelligence tests (on the right-hand side in
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Figure 2). The writing cluster is between the reading cluster and the math cluster. The oral
language cluster is separate from the other academic achievement areas, and much closer
to the Gc cluster as shown in Figure 2. Math Problem Solving is closer than reading tests to
the Gc cluster. Math tests are closer than reading and writing tests to the Gf cluster. The
Math Problem Solving test involves similar questions and skills as the Arithmetic (Gf) test
and requires higher-order thinking and problem solving like Arithmetic and the other fluid
reasoning tests.

Even though the CHC and academic achievement clusters do not overlap (e.g., there
is not a Gwm test within the cluster of Gc tests), some of the tests are near other clusters.
Arithmetic is part of the Gf cluster, but it is located near the math cluster. Picture Span
is part of the Gwm cluster, but it is located near the Picture Concepts test, a test with
similar picture content (instead of letter and numeric content like the other Gwm tests).
Oral Reading Fluency is in the reading cluster, but it is located near Digit Span and Letter-
Number Sequencing Gwm tests. Gs and NSI clusters (lower left in Figure 2) are isolated
from other clusters. Those tests have the lowest correlations with other tests. Lastly, Gf and
Gv tests associated with primary WISC-V indexes were in separate clusters in the WISC-V
and WIAT-III map.
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3. Are tests organized into auditory-linguistic, figural-visual, reading-writing, quantitative-
numeric, and speed-fluency regions?
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Yes, though some regions overlap. Tests are color-coded by CHC ability or academic
achievement domain, and dashed ovals highlight the auditory-linguistic, figural-visual,
reading-writing, quantitative-numeric, and speed-fluency regions in Figure 3. The auditory-
linguistic region includes Gc and oral language tests. The reading-writing region includes
reading and writing tests. The quantitative-numeric region includes math achievement
tests, memory tests with number stimuli, and fluid reasoning tests in which examinees
solve novel math problems. The figural-visual region includes tests with pictures or other
visual stimuli. The speed-fluency region includes processing speed, rapid naming, and
math fluency tests. Math fluency tests are in the overlap between quantitative-numeric and
speed-fluency regions.
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3.2.2. Kaufman Grades 4–6 Model Results

Only one Kaufman model was included due to space limitations. Similarities and
differences across grade bands, however, will be discussed. See the Supplementary File for
three-dimensional figures of the other Kaufman models. The ordinal, three-dimensional
model was selected for the Kaufman Grades 4–6 data. The three-dimensional MDS con-
figuration was plotted. The following research questions were answered based on visual
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analysis of the three-dimensional scatterplot (with different color-coding versions) and
calculations of distances from the configuration center.

1. Are complex tests in the center of the MDS configuration with less complex tests
farther from the center of the MDS configuration?

Yes and no. Intelligence and academic achievement tests are color-coded by complex-
ity in Figure 4 (Figure 4 is also available as an interactive 3D graphic in the Supplemental
Figures). Intelligence tests’ g-loadings are in the test labels, when available. The black
sphere in Figure 4 is the center of the MDS configuration. Three complex academic achieve-
ment tests are closest to the black sphere: Reading Comprehension, Written Expression,
and Math Concepts & Applications. Letter & Word Recognition (a low complexity test) is
also close to the center.
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Tests in Table 5 are in the order by distance from the Kaufman Grades 4–6 MDS con-
figuration’s center point. Reading Comprehension (.05 units from center), Math Concepts
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& Applications (.18 units from center), and Written Expression (.21 units from center) are
closest to center. Riddles (.72) and Verbal Knowledge (.71) are the tests with the highest
g-loadings; they are the intelligence tests closest to center. There was a statistically signifi-
cant, strong negative correlation between intelligence test g-loadings and distance from
center, rs(13) = −.842, p < .01. Intelligence tests with higher g-loadings were more likely to
be closer to center than intelligence tests with lower ones. Tests with g-loadings ≥ .70 are
closest to the center of the configuration, followed by tests with g-loadings > .61, and then
tests with g-loadings ≤ .61. Intelligence tests are organized with more complex tests closer
to center and less complex tests around the periphery, but again, seven out the ten tests
closest to the center are achievement tests and not intelligence tests.

Table 5. Kaufman Subtests Ordered by Distance from Center of 3D Configuration (Grades 4–6).

Subtest Abbr. Subtest Composite g-Loading or
Complexity Distance from Center

RC Reading
Comprehension Reading High 0.05

MA Math Concepts &
Applications Mathematics High 0.18

WE Written Expression Written Language High 0.21

WR Letter & Word
Recognition Reading, Decoding Low 0.24

TW Word Recognition
Fluency Reading Fluency Medium 0.27

RI Riddles Gc 0.72 0.28
VK Verbal Knowledge Gc 0.71 0.37
SP Spelling Written Language Low 0.41
PR Pattern Reasoning Gf 0.7 0.43

DE Nonsense Word
Decoding

Sound-Symbol,
Decoding Low 0.45

MC Math Computation Mathematics Low 0.46
EV Expressive Vocabulary Gc 0.67 0.47
OE Oral Expression Oral Language High 0.47
TD Decoding Fluency Reading Fluency Medium 0.53
RL Rebus Glr 0.67 0.56

LC Listening
Comprehension Oral Language High 0.61

RD Rebus Delayed Glr 0.64 0.63
TR Triangles Gv 0.6 0.64

PS Phonological
Awareness Sound-Symbol Low 0.66

PL Phonological
Awareness (Long) Sound-Symbol Low 0.69

AF Associational Fluency Oral Fluency Low 0.77
HM Hand Movements Gsm 0.52 0.79
AT Atlantis Glr 0.54 0.8
WO Word Order Gsm 0.54 0.8
NR Number Recall Gsm 0.44 0.86
RO Rover Gv 0.53 0.89
ST Story Completion Gf 0.61 1.03
BC Block Counting Gv 0.54 1.06
AD Atlantis Delayed Glr 0.43 1.12

R2
Naming Facility:

Objects, Colors, &
Letters

Oral Fluency Low 1.21

R1 Naming Facility:
Objects & Colors Oral Fluency Low 1.22
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2. Are intelligence tests and academic achievement tests clustered by CHC ability and
academic content, respectively?

Yes. Kaufman Grades 4–6 CHC ability and academic domain clusters are visible in
in Figure 5 (Figure 5 is also available as an interactive 3D graphic in the Supplemental
Figures). Tests are color-coded by CHC ability or academic achievement domain, and
lines connect the clusters of tests. The writing cluster is inside of the reading cluster. The
reading-writing cluster is near math academic achievement tests. Oral language tests are
split into two clusters on either side of academic achievement test clusters. Oral Expression
and Listening Comprehension are next to the Gc cluster. Naming Facility and Associational
Fluency are on the other side of the MDS map. Math Concepts & Applications is closer to
Gf tests, but Math Computation is not closer to Gf tests than are the reading tests. Most
reading tests, except Reading Comprehension, are farther from Gc than Math Concepts &
Applications.
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3. Are tests organized into auditory-linguistic, figural-visual, reading-writing, quantitative-
numeric, and speed-fluency regions?

Yes, but not speed-fluency. Tests are color-coded by CHC ability or academic achieve-
ment domain, and dashed ovals highlight the auditory-linguistic, figural-visual, reading-
writing, and quantitative-numeric regions in Figure 6. Naming Facility tests and Asso-
ciational Fluency were not in the auditory-linguistic region with Oral Expression and
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Listening Comprehension tests. Thus, those tests formed a small retrieval fluency region.
The reading-writing region includes reading and writing tests. The two math academic
achievement tests are near the reading-writing region and form the quantitative-numeric
region. The figural-visual region includes tests with pictures or other visual stimuli. Tests
in the figural-visual region are spread out more than the tests in other regions of the
configuration.

J. Intell. 2022, 10, x FOR PEER REVIEW  18  of  32 
 

 

 

Figure 6. Kaufman Grades 4–6 3D MDS Configuration Regions. 

3.3. Secondary Analyses 

3.3.1. Kaufman Grade Groups   

MDS results were mostly similar across grade groups, but there were some visible 

differences. Grade groups were similar in that among intelligence tests, those with higher 

g‐loadings were closer to the center of the MDS configuration. They were also similar in 

that the tests closest to the center were more likely to be achievement tests than intelli‐

gence tests. The pattern of lower complexity tests radiating outward toward the periphery 

of the configuration was not as obviously visible. For example, Letter & Word Recognition 

was second closest to the center of the Grades 10–12 MDS configuration.   

Another consistent finding was that Gc, reading, writing, and math clusters tended 

to be in the center of MDS configurations for all grade groups. One potential developmen‐

tally related finding, however, was that Listening Comprehension and Oral Expression 

Figure 6. Kaufman Grades 4–6 3D MDS Configuration Regions.

20



J. Intell. 2022, 10, 117

3.3. Secondary Analyses
3.3.1. Kaufman Grade Groups

MDS results were mostly similar across grade groups, but there were some visible
differences. Grade groups were similar in that among intelligence tests, those with higher
g-loadings were closer to the center of the MDS configuration. They were also similar in
that the tests closest to the center were more likely to be achievement tests than intelligence
tests. The pattern of lower complexity tests radiating outward toward the periphery of the
configuration was not as obviously visible. For example, Letter & Word Recognition was
second closest to the center of the Grades 10–12 MDS configuration.

Another consistent finding was that Gc, reading, writing, and math clusters tended to
be in the center of MDS configurations for all grade groups. One potential developmentally
related finding, however, was that Listening Comprehension and Oral Expression were
closer to the center with the previously mentioned clusters at the upper grade levels (Grades
7–9 and Grades 10–12).

Additionally, the 3D MDS configuration regions were similar across grade groups. The
maps all included clearly delineated auditory-linguistic, figural-visual, reading-writing,
and quantitative-numeric regions.

One potential developmental finding was related to where fluency tests from the oral
language composites were located on the maps. In Grades 1–3 and 4–6, these fluency tests
were on the opposite side of the MDS configuration from the other auditory-linguistic tests.
In Grades 7–9 and 10–12, however, these fluency tests were on the same side of the MDS
configuration as other auditory-linguistic tests.

One other notable difference was found, but it was only related to one grade group. In
each grade group, Word Recognition Fluency and Decoding Fluency were much closer to
reading tests (clustered by academic content instead of by fluency); however, both of these
fluency tests were on the side of the reading cluster closest to the Associational Fluency
and Naming Facility tests in the Grades 7–9 MDS configuration. There was only a memory
region in the Kaufman Grades 10–12 configuration. In the other grade configurations, Glr
and Gsm tests were on opposite sides of the configuration or very far from each other.

3.3.2. WISC-V and WIAT-III Content and Response Modes

Guttman and Levy (1991) interpreted two additional facets beyond complexity: con-
tent and response mode. In order to explore Guttman’s content facet in the WISC-V and
WIAT-III model, tests were color-coded more broadly by the type of content or stimuli
they include. This coding scheme is shown in Figure 7 (Figure 7 is also available as an
interactive 3D graphic in the Supplemental Figures). Tests with verbal and figural content
are clearly separated from each other and located in non-overlapping regions of the MDS
configuration. Tests with numeric content also appear clustered closer together and in a
region of their own. Some of the tests, like Letter-Number Sequencing or Coding, have
combinations of different stimuli like symbols, letters, and numbers. The mixed stimuli
tests are located throughout the MDS configuration, mostly between the numeric and
figural content regions. Taken together and as shown clearly in Figure 7 the content facet is
useful in analyzing larger patterns in the MDS configuration.
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In order to explore Guttman’s response mode facet in the WISC-V and WIAT-III
model, tests were color-coded by the way an examinee responds and these are shown in
Figure 8 (Figure 8 is also available as an interactive 3D graphic in the Supplemental Figures).
Notably, tests with paper-pencil responses are mostly on one side of the MDS configuration
and tests with verbal responses are mostly on the other side. Tests that examinees may
respond verbally to or by pointing to are on the periphery of the MDS configuration (the
lowest portion of Figure 8). Block Design is the only test in which a manual response
(moving blocks) is required, and it is located near the tests with manual or verbal response
options.
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4. Discussion

The purpose of this study was to use MDS to analyze correlations among Wechsler
cognitive and achievement tests and among Kaufman cognitive and achievement tests to
better understand the relations among the scores. Three research questions were answered.

First, less complex academic achievement tests were in the center of the MDS con-
figurations with complex academic achievement tests and intelligence tests with high
g-loadings. Intelligence tests with high g-loadings were more likely to be near the center
than intelligence tests with lower g-loadings. However, academic achievement tests were
more likely to be near the center of the configuration than intelligence tests. Fluency tests
were least likely to be near the center of the configuration. The finding made the complexity
interpretation less clear and was an unexpected result.

Second, intelligence and academic achievement tests were generally clustered by CHC
ability and academic content, respectively. Reading, writing, complex oral language, and
Gc tests were consistently clustered near each other. Complex math tests were closer to
Gf tests than simpler math tests, but the math cluster was not always closer to the Gf tests
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than to Gc tests. CHC abilities were helpful in explaining the locations of intelligence
constructs and academic achievement content areas were useful in explaining the academic
area clusters.

Third, consistent with McGrew et al. (2014), tests were organized into auditory-
linguistic, figural-visual, reading-writing, quantitative-numeric regions for all model results.
Speed-fluency was more visible in WISC-V and WIAT-III results than the Kaufman results.
However, Kaufman tests do not include processing speed tests, and in each Kaufman
model there was a retrieval fluency region. At times, the regions were overlapping as some
fluency tests clustered with speeded tests in a speed-fluency region and others clustered
with tests of similar academic content. For example, math fluency tests were in the overlap
between the quantitative-numeric and speed-fluency regions of the WISC-V and WIAT-III
model.

In addition to the research questions, most MDS results were similar across grade
groups (complexity organization, Gc tests near the center, separation of complex oral
language from oral fluency tests). There were, however, a few differences, with at least two
possible developmental differences. Lastly, the Wechsler tests were organized by content
and response processes.

Although several findings were expected, not all of our original hypotheses were
confirmed. Regarding complexity, the addition of achievement tests appeared to cloud
the interpretation of that dimension. As with prior research CHC classification works and
confirmed McGrew et al.’s (2014) additional categorization of broader regions. Last, found
that response processes may explain some of the correlations among tests. Additionally,
some test specific findings emerged. We discuss these findings below.

4.1. Complexity

Complexity of a task refers to the number of cognitive processes involved, the impor-
tance of cognitive processes, attention and memory demands, and adaptation or executive
functions required (Lohman and Lakin 2011). Here, for intelligence tests we also used
g-loadings as indicators of complexity. For achievement tests, skill in more complex tasks
tend to rely on skills measured in the less complex tasks. Previous studies with MDS of
intelligence test score correlations have supported the radex model of intelligence, with
complex tests near the center of two-dimensional or three-dimensions MDS configurations
(Guttman and Levy 1991; Marshalek et al. 1983).

4.1.1. Wechsler Models

The WISC-V and WIAT-III model told a complicated story with no ending regarding
complexity. Some findings were consistent with prior research. For example, in general,
intelligence tests with higher g-loadings were closer to the center (Snow et al. 1984). The
location of Arithmetic in the three-dimensional map with intelligence and achievement
tests analyzed together was consistent with prior MDS research with the entire WISC-V
standardization sample in two dimensions (Meyer and Reynolds 2018). Arithmetic, which
also had the highest g-loading, was very near the configuration center. Arithmetic is
classified as a Gf test according to the WISC-V manual (Wechsler 2014). With the complex
math test (Math Problem Solving) being the next closest to the center, at first glance these
findings appeared consistent with Marshalek et al.’ (1983) findings that showed Gf tests
in the center of their MDS map of WAIS and other intelligence tests, with reading and
math composites close by. A closer look, however, revealed that in the current study, the
remaining Gf tests were some of the furthest from the center. This finding is not only
inconsistent with Marshalek and colleagues’ findings, but also with the findings from factor
analysis that g and Gf are statistically indistinguishable (Gustafsson 1984). That is, “g”
in MDS is associated with the center of the MDS map. In addition to Arithmetic, other
tests that were closest to the center in the current study were two math tests (Numerical
Operations and Math Problem Solving), two working memory tests (Digit Span and Letter-
Number Sequencing), and Spelling. Besides Arithmetic and Math Problem Solving, these
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other tests are not considered the most complex. These working memory test locations in
the configuration are inconsistent with findings from previous research in which memory
tests (Digit Span Forward, Digit Span Backward, Auditory Letter Span, and Visual Number
Span) were the furthest away from the center (Marshalek et al. 1983). Here, complexity
did not seem to be the reason these tests were closest to the center with WISC-V and
WIAT-III tests. Besides Spelling, all of the tests in the center of the WISC-V and WIAT-
III MDS configuration involve numbers, so that may explain why they were closer to
each other, but it breaks from prior research (Cohen et al. 2006; Guttman and Levy 1991;
Marshalek et al. 1983; Meyer and Reynolds 2018) in that something besides complexity is
explaining why tests are located in the center of the model—almost appearing to be test
content related. Returning to Arithmetic, the constructs measured by Arithmetic have been
debated, although Gf, Gwm, and math reasoning have all been implicated, so it is notable
that it was close to other Gwm and mathematics tests in this study (Keith and Reynolds
2010).

The remaining WISC-V and WIAT-III tests also failed to show a pattern like the radex
model with low complexity tests around the periphery and high complexity tests in the
center. Instead, high and low complexity tests were intermixed in their distances from the
center. For example, complex reading, oral language, writing, and Gc tests were farther
away from the center even though these are considered some of the most complex tests.
Although complexity has been described as a “modulating” facet that determines a test’s
distance from the center in a MDS map (Guttman and Levy 1991, p. 97), the pattern of
intelligence and achievement tests in combination and in relation to their distances from
the center in this study almost seemed to arranged by content features.

4.1.2. Kaufman Models

The Kaufman MDS model organization by content seemed more apparent than orga-
nization by complexity. At the surface, the Kaufman MDS map appeared to follow findings
related to complexity and g-loadings (Marshalek et al. 1983; Snow et al. 1984; Tucker-Drob
and Salthouse 2009). Intelligence tests correlated almost perfectly with distance from the
center of the configuration and g-loadings, but upon closer inspection, it was only intel-
ligence tests relative to other intelligence tests in terms of g-loadings that were closest to
the center. Overall, the achievement tests were closer (both complex and not complex)
to the center. This finding is counter to Marshalek et al.’s (1983), but in that study, only
academic achievement composites were included so less complex academic achievement
tests could not be in the center of the configuration. In the Snow et al. (1984) MDS analysis
with Thurstone’s (1938) ability data, none of the simple math tests (addition, subtraction,
and multiplication) were in the center of the MDS map, but it is unknown whether these
tests were simple and timed, like the fluency tests, or like the basic calculation tests in the
present study. In the current study, basic math calculation and math problem solving tests
were closer to the center of the map.

One clear feature of the Kaufman MDS maps was that reading, writing, math, and
oral language comprehension tests were either near or intermediate distances from the
center of the configuration. Across the grade bands of Kaufman MDS configurations,
high complexity academic achievement tests (Math Concepts & Applications, Reading
Comprehension, and Written Expression) were near the center. Gc tests were often near
the center too. Less complex reading academic achievement tests from the KTEA-II were
close to the center of the MDS configuration (e.g., Letter & Word Recognition was fourth
from the center for Grades 1–3 and Grades 4–6, second from the center for Grades 7–9
and Grades 10–12). Nevertheless, exceptions to the radex organization, like Letter & Word
Recognition and Numerical Operations, stand out when analyzing by visual inspection. The
verbal centric Kaufman MDS configurations with Gf, Gv, Glr, and Gsm tests farther away
from the Gc, reading, writing, and math tests called back to Vernon’s (1950) hierarchical
model with verbal:educational and spatial:mechanical group factors and Cattell’s (1943)
fluid intelligence and crystallized in intelligence. In this study, the verbal:educational
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tests (crystallized intelligence) were in the center of the Kaufman configurations and
spatial:mechanical (fluid intelligence) tests were to the side and periphery of the models.

One take home from these findings may be that intelligence tests do tend to generally
emanate outward from the center in a way that aligns with tests with higher g-loadings
being closer to the center. However, when considering the realm of all tests measuring
cognitive abilities and developed achievement areas, the complexity dimension is not as
clear. Thus, although findings are generally consistent with prior studies with intelligence
tests only, it is likely premature to consider that dimension as one that is directly related to
the complexity of the task.

4.2. CHC and Academic Clusters

CHC theory is framework of latent cognitive abilities (Keith and Reynolds 2010)
and academic domains, like reading, writing, and quantitative knowledge. Though the
interpretation of complexity was unclear, organization of subtests by CHC (Gc, Gv, Gf,
Gwm or Gsm, Gs, if applicable, and Glr, if applicable) and academic domain (reading,
writing, math, oral language) was very clear in all of the MDS plots. The findings in general
appeared to be consistent with factor analytic evidence (Reynolds and Keith 2007; Reynolds
and Keith 2017).

It was helpful to examine the MDS results through the lens of CHC factor structure
and the scoring structure of academic achievement tests to subdivide the geometric space.
These clusters are a succinct way to summarize results and are useful for quickly finding
tests in a visually dense representation like the 3D MDS configurations. CHC and academic
clusters were very consistently aligned with CHC factors and academic domains. Some of
the clusters, like WISC-V Gf and Gs clusters or the KABC-II Gv cluster were more spread
out in geometric space, but the lines connecting CHC and academic clusters never made a
messy web of lines. The clusters, except for writing and reading, were distinct from each
other.

Similar to McGrew et al. (2014) results, tests clustered by CHC and academic domain.
Tests in the Wechsler and Kaufman CHC and academic domain clusters stayed together as
predicted, with the exception of the oral language tests and oral fluency tests separating. In
CHC parlance, however, oral retrieval fluency tests in the KTEA-3 (Kaufman et al. 2014) are
known as tests of ideational fluency and rapid naming, the latter of which is also measured
by the Naming Speed tasks in the WISC-V. Oral retrieval fluency tests from the KTEA-II
were not close to the other oral language tests in the auditory-linguistic region, and seemed
to form a separate retrieval fluency region. The retrieval fluency region was similar to
the speed-fluency region found in the WISC-V and WIAT-III maps, except no tests of
processing speed are included in the Kaufman tests. This fluency region was also similar
to the retrieval fluency factor, Gr, recently identified as separate from learning efficiency
(Jewsbury and Bowden 2016; Schneider and McGrew 2018).

In addition to clear definition of the geometric space in terms of CHC abilities and
academic domains, there were interesting findings related to the tests themselves. For
example, the WISC-V scoring structure separates tests into Fluid Reasoning and Visual
Spatial indexes (Wechsler 2014), even though WISC-V fluid reasoning tests require exami-
nees to reason with visual content. The separation of Gv and Gf clusters in the WISC-V
and WIAT-III map supported separate composites for the primary indexes. At the same
time, shared visual content that contributes to Gv and Gf clusters being near each other in
the map is worth considering more carefully (cf., Reynolds and Keith 2017).

In addition, WISC-V Picture Span was part of the Gwm cluster (and included on
the Working Memory Index on the test), but it was located near the Picture Concepts test
that has similar picture content (instead of letter and numeric content like the other Gwm
tests). When Picture Span and Picture Concepts were analyzed in a two-dimensional MDS
configuration in previous research, they were across from, and not next to, each other in
the MDS map (Meyer and Reynolds 2018). The current study, however, included more
dimensions and academic achievement tests. A potential explanation for different findings
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comes from Guttman’s content facet (shown in Figure 7). The inclusion of academic
achievement tests in the WISC-V and WIAT-III 3D MDS configuration introduced several
tests with verbal content (reading and writing tests with Gc and some oral language tests
on the left side of Figure 7). There were also more tests with numeric content (to the right
and above verbal content tests in Figure 7). Including WIAT-III scores did not contribute
additional tests with primarily symbols, pictures, or figure content. It is possible that
stronger correlations among tests with verbal content and among tests with numeric content
allowed the correlations among tests with pictorial content to become more pronounced or
visible in the configuration instead of being “pulled” into CHC ability clusters. Content
features may be considered when interpreting scores from these measures.

Naming Speed Literacy and Naming Speed Quantity tests were new to the WISC-V
and meant to be sensitive to specific learning disorder-reading and -mathematics, respec-
tively (Wechsler 2014). These tests measure rapid automatic naming, another component
process that is important for efficient and accurate reading (Norton and Wolf 2012). Visible
in Figure 2 interactive 3D MDS configuration, Naming Speed tests from the WISC-V were
on the same side of the configuration as Digit Span, Letter-Number Sequencing, and Oral
Reading Fluency. Each of these tests require verbal responses, but they also likely measure
one or more latent Gwm narrow abilities: auditory short-term storage, visual-spatial short-
term storage, attentional control, and working memory capacity (Schneider and McGrew
2018). The location of Naming Speed tests in the current study was between Gwm and
Gs subtests, suggesting that they measure a blend of attentional control and processing
speed (Meyer and Reynolds 2018). It is also notable that these tests share letter and number
content in addition to cognitive processes.

Last, with the Wechsler data, Oral Reading Fluency was in the reading cluster, but it
was located near Digit Span and Letter-Number Sequencing auditory short-term storage
tests within Gwm. Working memory predicts reading fluency in children with ADHD
(Swanson and Siegel 2011) and SLD (Jacobson et al. 2011). The auditory short-term storage
narrow ability within working memory is one component process that contributes to
reading fluency and comprehension (Norton and Wolf 2012; Schneider and McGrew 2018).
Oral Reading Fluency may have been closer to the auditory short-term storage tests than
Word Reading and Pseudoword Decoding because the Oral Reading Fluency task contains
context and connected text around each word that an examinee must hold in immediate
awareness and manipulate to comprehend what has been read already and predict what is
coming next.

4.3. Regions and Fluency

McGrew et al. (2014) introduced a broader organization of tests, called regions,
with MDS of the WJ IV: auditory-linguistic, figural-visual, reading-writing, quantitative-
numeric regions, and speed-fluency. Auditory-linguistic, figural-visual, reading-writing,
and quantitative-numeric regions were similarly visible in the WISC-V and WIAT-III map
and each of the four Kaufman maps. These regions now have support from three different
tests with three different samples. Some differences were found in the current study
regarding speed-fluency, though these are likely due to test sampling differences.

A speed-fluency region was visible in the WISC-V and WIAT-III MDS map. The WISC-
V and WIAT-III speed-fluency region included three math fluency tests, two speed of lexical
access tests, and three processing speed tests. The WISC-V and WIAT-III speed-fluency
region did not include Oral Reading Fluency. The Oral Reading Fluency test measures
speed and accuracy in reading. The reading skills and accuracy required in Oral Reading
Fluency are also required in the other word reading tests and may explain why Oral
Reading Fluency was in the reading-writing region instead of closer to the speed-fluency
tests. It is notable that though the math fluency tests were near the other speed-fluency tests,
the math fluency tests were in the overlapping space between the quantitative-numeric
and speed-fluency regions.

27



J. Intell. 2022, 10, 117

Different from the WISC-V and WIAT-III map speed-fluency region, in each Kaufman
map, a retrieval fluency region was evident. This region contained oral language tests of
speed of lexical access or retrieval fluency that were separate from oral language tests in
the auditory-linguistic area. The KABC-II does not include processing tests. The Kaufman
reading fluency tests require examinees to read real and nonreal words in isolation instead
of in sentences and were located in the reading-writing region, though they were on the
side of the reading-writing region closest to the speed of lexical access tests.

Locations of fluency tests in the MDS maps have implications for understanding
academic difficulties related to fluency. Difficulties in reading and math fluency have been
shown to co-occur, especially after second grade (Koponen et al. 2018) and it is necessary
to understand whether disfluency come from a process deficit to intervene and remediate
effectively. If fluency tests were located near each other in an academic fluency region of an
MDS configuration of intelligence and academic achievement test scores, it would not lend
causal evidence, but it would provide information about possible shared characteristics
among fluency tests beyond academic content characteristics. In the WISC-V and WIAT-III
MDS map and the WIAT-III only map, reading and math fluency tests were located near
tests of the same academic domain. Based on results with these tests, fluency test scores
should be kept with test of the same academic domain. Kaufman maps differed from WISC-
V and WIAT-III regions in this study. There was not a speed-fluency region in the Kaufman
maps even though Naming Facility and Associational Fluency tests from the KTEA-II are
similar to the, the Naming Speed Literacy and Naming Speed Quantity tests from the
WISC-V. The KABC-II does not include processing speed tests and KTEA-II reading fluency
tests were closer to the reading-writing region. This meant that in the Kaufman maps, there
was not a speed-fluency region. Instead, there was a narrower retrieval fluency region. The
results support the split of Gr from the Glr cluster (Jewsbury and Bowden 2016). None of
the MDS maps in this study included writing fluency tests, but analysis with additional
academic fluency tests may result in different findings.

Additionally, academic fluency tests in the current study were not located between
the higher-order thinking tests and basic skills tests as the conceptual framework from
basic to higher-order academic skills would suggest (Mather and Wendling 2015). Basic
skills tests and fluency tests are both simple tests in which examinees apply rules (they do
not infer rules or relations between concepts). Fluency tests introduce speed to measure
the automaticity with which the examinee completes the test. Though, fluency is not just
speed of completing the task; accuracy matters too, so much that Paige and Magpuri-Lavell
(2014) call it “accumaticity” in the context of reading fluency. Academic fluency tests were
located around the periphery of the MDS map, suggesting that academic fluency tests in
these assessments are simple, like the basic skill tests, and not of intermediate complexity
between basic and higher-order tests.

4.4. Content and Response Process Facets

Facets organize and define an observation. In the context of assessment, multiple facets
define the tests that make up intelligence and academic achievement tests. Arithmetic is a
numeric test (content facet), measuring latent fluid reasoning (cognitive operation facet),
and examinees respond verbally (response process). Though complexity did not adequately
describe test locations in the WISC-V and WIAT-III MDS configuration, follow-up analysis
with these data revealed that additional features of the tests (different facets) described the
placement of tests instead, consistent with previous MDS studies with intelligence tests
alone (Cohen et al. 2006; Guttman and Levy 1991).

In addition to interpreting CHC and academic clusters, the MDS maps appeared to
systematically organize tests by shared content. Arithmetic’s highest correlations are with
Math Problem Solving (.61), Math Fluency Subtraction (.59), Letter-Number Sequencing
(.57), Digit Span (.50), and Numerical Operations (.46). These tests and the math fluency
tests were in the center (and upper portion of the static view) in Figure 7, grouped by their
numeric content. Complex reading, oral language, writing, and Gc tests were not in the
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center with Arithmetic and Math Problem Solving because they were grouped by verbal
content (on the left side of the static view) in Figure 7. Tests with figural/pictorial content
were on the other side of the tests with numeric content (lower right of the static view) in
Figure 7. Tests were organized by the content facet (Cohen et al. 2006; Guttman and Levy
1991).

MDS maps also appeared to organize tests in space by response mode processes. Tests
with paper-pencil responses were grouped together (near the top of the static view) in
Figure 8 and tests with verbal responses were grouped together (lower left of the static
view) in Figure 8. Tests that allow verbal or manual response were near the one test (Block
Design) that requires a manual response (lower right of the statice view) in Figure 8. When
looking at test content and response process MDS maps together, it is notable that on the
WISC-V and WIAT-III most of the verbal content tests also elicit verbal responses. Tests
with other types of content (numeric; figural; letter, number, color, object) were mixed in
requiring verbal, manual, or paper-pencil responses.

The AERA, APA, and NCME Standards for Educational and Psychological Testing
(American Educational Research Association et al. 2014) include test content and response
processes as sources of validity evidence in addition to internal structure, relations to
other variables, and consequences of testing. This study supported content (Figure 7)
and response process (Figure 8) validity. Previous MDS studies with Wechsler tests have
demonstrated content and response facets in three dimensions (Guttman and Levy 1991)
and two dimensions (Cohen et al. 2006); however, this is the first study to support content
and response facets with the inclusion of academic achievement tests. Content and response
process should be something that test users consider in interpretation of scores.

4.5. Limitations

This research is not without limitations. There are a few limitations regarding inter-
pretation of the results. First, there is subjectivity in selecting the number of dimensions
and in interpreting the resulting configurations. There is guidance about making an in-
formed choice for the number of dimensions in terms of absolute fit; however, due to
the limited research using MDS compared to other multivariate procedures, there is little
precedent about appropriate model decisions such as number of dimensions. Further,
more dimensions may exist, but it is difficult for humans to interpret findings beyond
three dimensions (Ambinder et al. 2009). Visualizing and interpreting three-dimensional
representations is difficult because visual information is first recorded on the retina in two
dimensions and then depth is integrated (Finlayson et al. 2017). Additionally, there are
capacity limits to visual working memory (Qian and Zhang 2019). There is also subjectivity
in the interpretations, but the visual exploration of results also creates opportunities to
examine additional facets or dimensions, like the response processes in Figure 8.

Another limitation is related to the analysis of complexity. Calculating the center of
the configurations via the mean is sensitive to outliers (like the Cancellation test that is far
from all other tests). The center point that represents the mean of each dimension does not
necessarily represent the center of the densest part of the configuration.

Next, there were limitations related to the generalization of the results. United States
demographics have changed since data were collected in the norming procedures for the
measures, so the findings may not generalize to the current population. Additionally,
the sample represents the English-speaking U.S. population, so the findings cannot be
generalized to those whose first language is not English (see Ortiz et al. 2018).

4.6. Future Research

In the future, it would be informative to include multiple intelligence or academic
achievement test batteries or narrower measures. If CHC ability clusters and academic
content clusters could be more balanced (e.g., each CHC ability and academic area is
measured with each response mode), correlations sampled more ability areas (i.e., more
CHC narrow abilities), or included more variety within clusters (e.g., four ways to measure
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Gv) cross-battery comparisons would be more accurate and implications could extend
beyond the boundaries of a given test battery (Beauducel and Kersting 2002; Süß and
Beauducel 2015). More balance among measures could also help to eliminate alternative
explanations for some findings in this research, such as having a disproportionate number
of reading tests in the analysis, which may affect the findings.

MDS will also be useful as an exploratory technique when abilities are considered for
addition to the CHC taxonomy (such as Gei or Emotional Intelligence per Schneider and
McGrew 2018) or to test new theoretical frameworks, such as process overlap theory to
explain g (Conway et al. 2021). Given its unrestricted nature, it may help some with overly
restricted thinking.

There is also a need to replicate with non-standardization samples (Graves et al. 2020).
MDS could be useful with data from culturally and linguistically diverse students. Verbal
content and response processes that may increase complexity or change task demands
depending on an individual’s language skills. For example, the working memory task
demands of a reading comprehension test may be higher if an individual is focusing on
word- or sentence-level understanding (Acosta Caballero 2012). Given that the regions
(e.g., auditory-linguistic) have emerged across multiple tests across multiple samples, it
would be interesting to investigate if these findings are invariant across non-representative
samples.

CHC theory is a flexible taxonomy and analysis of constructs that are being considered
for inclusion is another direction for future research. Broader regions, like McGrew et al.
(2014) auditory-linguistic, reading-writing, quantitative-numeric, and speed-fluency re-
gions that were supported in the current study should also be studied more with additional
assessments. Emotional intelligence and sensory domains (tactile, kinesthetic, etc.) are not
typically included in comprehensive psychoeducational evaluations. These and other areas
of abilities should be analyzed in future studies for a more complete model of individual
differences that are relevant in school, occupations, and creative pursuits.

Finally, it would be worthwhile to apply MDS analysis of variables representing indi-
vidual differences across a larger time span than a few weeks between test administrations.
It would be interesting to also develop a method for representing longitudinal variables in
continuous geometric space.

4.7. Implications

The results from this research suggest theoretical and practical implications. Practi-
tioners need to be aware of shared content and response processes across tests that convey
similarities beyond cognitive processes. Test content and response processes are discussed
in test manuals, but it is not clear how often they are considered in practice. One interpretive
practice that is not supported by this research is a fluency score that cuts across academic
areas. More information is needed about how fluency relates to memory processes, basic
skills acquisition, and higher-order academic achievement skills (Gerst et al. 2021; Lovett
et al. 2020).

5. Conclusions

Snow et al. (1984, p. 47) called MDS maps of intelligence and academic achievement
correlations “The Topography of Ability and Learning Correlations.” MDS configurations
give a sense of the landscape that is at times obscured by the viewfinder of other multivari-
ate analyses, like factor analysis.

Several important findings emerged from this MDS research. First, test organization
by CHC ability factors and academic achievement domains was supported, and in that
respect, findings were consistent with findings from factor analysis (Carroll 1993). CHC
theory was a useful way to describe the findings. Second, in addition to organization
by CHC ability factors and academic domains, broader regions were visible, supporting
McGrew et al. (2014) findings. Third, content and response process facets are useful in
understanding intelligence tests and achievement test score correlations. Practitioners need
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to be aware of how test information is presented to examinees and how their responses
are elicited. Last, academic fluency tests were not as distinctly or consistently located in a
speed-fluency region in the test batteries examined in this study because they were near
academic domains.
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Abstract: The aim of this study was to analyze the influence of economic capital, culture capital, social
capital, social security, and living conditions on children’s cognitive ability. However, most studies
only focus on the impact of family socio-economic status/culture capital on children’s cognitive
ability by ordinary least squares regression analysis. To this end, we used the data from the China
Family Panel Studies in 2018 and applied proxy variable, instrumental variables, and two-stage least
squares regression analysis with a total of 2647 samples with ages from 6 to 16. The results showed
that family education, education expectation, books, education participation, social communication,
and tap water had a positive impact on both the Chinese and math cognitive ability of children, while
children’s age, gender, and family size had a negative impact on cognitive ability, and the impact of
genes was attenuated by family capital. In addition, these results are robust, and the heterogeneity
was found for gender and urban location. Specifically, in terms of gender, the culture, social capital,
and social security are more sensitive to the cognitive ability of girls, while living conditions are more
sensitive to the cognitive ability of boys. In urban locations, the culture and social capital are more
sensitive to rural children’s cognitive ability, while the social security and living conditions are more
sensitive to urban children’s cognitive ability. These findings provide theoretical support to further
narrow the cognitive differences between children from many aspects, which allows social security
and living conditions to be valued.

Keywords: culture capital; economic capital; social capital; social security; living conditions; cognitive
ability; heterogeneity

1. Introduction

This study analyzed the influence of economic capital, culture capital, social capital,
social security, and living conditions on children’s cognitive ability.

With deepening development and reformation of education, the human capital culti-
vation of children is becoming a key step for many families. A fundamental aspect of the
cultivation is children’s cognitive ability, which is the ability of human beings to extract,
store, and use information from the objective world. It mainly involves human abstract
thinking, logical deduction, and memory (Autor 2014). As documented, there is a signifi-
cant correlation between family factors and children’s cognitive ability (Zimmer et al. 2007;
Kleinjans 2010; Li 2012, 2017; Saasa 2018; Fan et al. 2019; Wang and Lin 2021). Specifically,
there are three different capital theories that focus on the impact of family on children’s
cognitive ability, namely economic capital, cultural capital, and social capital (Bourdieu
and Wacquant 1992; Farkas 2003). In particular, the impact of cultural capital is particularly
important (Li and Zhao 2017; Yao and Ye 2018; Zhang and Su 2018; Hong and Zhang 2021)
since economic capital reflects its value only by cultural capital (Hong and Zhao 2014). In
addition, there are great differences in economic capital, social capital, and cultural capital
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between urban and rural families, which leads to the urban–rural education gap (Jin 2019).
These findings concentrate on the influence of family capital on children’s cognitive ability,
but the social security and living conditions are not touched upon. In contrast, this study
investigated the influence of all those factors on children’s cognitive ability, in particular,
the social security and living conditions.

Different family capital has corresponding measurement indicators. In particular,
economic capital includes family income (Yang and Wan 2015; Fang and Hou 2019; Hou
et al. 2020), health investment (Shen 2019; Wu et al. 2021), and education expenditure (Lin
et al. 2021; Fang and Huang 2020), which refers to the sum of economic related resources
owned by a family (Xue and Cao 2004). Culture capital is not only reflected in the diplomas
obtained by family members, but also in the educational concept, attitude, and expectation
of parents for their children (Guo and Min 2006), which includes three forms: concrete
culture capital, such as family parenting (Zhang et al. 2017; Huang 2018), lifestyle (Wu et al.
2020), education expectation (Gu and Yang 2013; Wang and Shi 2014; Xue 2018; Zhou et al.
2019), participation (Wei et al. 2015; Liu et al. 2015; Liang et al. 2018); objectified culture
capital, including books (Hong and Zhao 2014; Yan 2017); and institutionalized culture
capital, referring to the educational diploma obtained (Xie and Xie 2019; Zhu et al. 2018).
From the perspective of micro social network, social capital referred to in this paper is
defined as a kind of resource embedded in the network (Granovetter 1973), which takes
social capital as a new form of capital, so that actors can obtain a better professional position
or business opportunities, so as to affect the income return (Lin 2005). In specific, social
capital includes occupation (James 2000; Teacherman 2000; Fang and Feng 2005; Zhou and
Zou 2016; Zhu and Zhang 2020), social communication (Putnam 2000; Liang 2020; Yang
and Zhang 2020), information utilization (Cao et al. 2018; Zheng et al. 2021), and human
expenditure (Wang and Gong 2020).

Social security can improve residents’ household consumption (Fang and Zhang 2013;
Yang and Yuan 2019) and alleviate economic poverty (Guo and Sun 2019) through income
redistribution, which can increase the economic capital of families and affect investment in
children. Thus, the social security affects children’s cognitive ability, including medical in-
surance (Chen et al. 2020), endowment insurance (Xue et al. 2021), and government support
(Liu and Xue 2021; Yin and Fan 2021). Living conditions refer to the family infrastructure
and facilities that affect children’s lives, including safe drinking water, sanitary toilets, clean
energy, waste treatment, and sewage treatment (Zhao et al. 2018). In particular, exposure to
air pollution (Chen et al. 2017a; Schikowski and Altug 2020; Nauze and Severnini 2021),
water (Chen et al. 2017b; Gao et al. 2021), and fuel (Cong et al. 2021; Chen et al. 2021) also
affects cognitive ability. Other factors include family structure (Zhang 2020; Jiang and
Zhang 2020), family size (Liu and Jin 2020; Fang et al. 2020), and family health (Li and Fang
2019). Unlike previous work, this study applied instrumental variables and two-stage least
squares regression analysis to solve the endogenous problem, assessing the influence of
numerous factors on children’s cognitive ability. The robustness of this study’s results was
assessed by controlling sample size and increasing variables.

In addition, children’s individual and social characteristics affect cognitive ability. For
example, the performance of girls is better than that of boys, although the gender difference
is decreasing (Hao 2018). The older the migrant child, the worse the academic performance
(Wang and Chu 2019). Number of siblings has a significant impact on youth’s cognitive
ability (Tao 2019). In contrast, this study investigated heterogeneity in gender and urban
location for those influences.

This study examined the impact of numerous factors, including social security and
living conditions, on children’s cognitive ability, using data from the China Family Panel
Studies in 2018. Rather than the ordinary least squares method, the study used two-stage
least squares regression to solve endogeneity. In addition, we explored heterogeneity in
gender and urban location and the impact of those factors on children’s cognitive ability.
These results obtained may provide guidance for the government, society, and families to
improve children’s cognitive ability.
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The remainder of this paper is organized as follows. Section 2 describes data, variables,
and summary statistics. Section 3 outlines the basic model for the influence of those
factors on children’s cognitive ability. Section 4 describes the instrumental variable test,
endogeneity test, empirical results, and robustness test. Section 5 outlines the heterogeneity
analysis of gender and urban location. Section 6 concludes.

2. Data, Variable, and Summary Statistics
2.1. Data

This study used the data from the China Family Panel Studies (CFPS), a tracking
survey of individuals, families, and communities implemented by China Social Science In-
vestigation Center of Peking University, which aims to reflect the changes of China’s society,
economy, education, and health. The data sample covers 25 provinces/cities/autonomous
regions, and the respondents include all family members. In the implementation of the
survey, the multi-stage, implicit stratified, and population scale proportional sampling
method was used. The main research object of this study was children aged 6–16. Since
the respondents of the CFPS personal self-administered questionnaire are children over
nine years old, and children’s cognition of their own situation is not necessarily accurate,
this study mainly used the children’s proxy questionnaire and combined the relevant
variables such as parents’ situation in the personal self-administered questionnaire and
family basic information in the family questionnaire. The data supported this work. The
basic information related to families, parents, and their children in 2018 was extracted and
matched with the data.

2.2. Explained Variables

Following Li and Shen (2021), Wu et al. (2020), and Dong and Zhou (2019), children’s
Chinese and math scores were used in this study to measure Chinese cognitive under-
standing ability and math reasoning cognitive ability, respectively, using the “How about
Chinese score” and “How about math score” tests in the CFPS questionnaire, both of which
use ordinal categorical variables (1 for “fail”, 2 for “intermediate”, 3 for “good”, and 4 for
“distinction”).

2.3. Explanatory Variables

In this study, the main explanatory variables were divided into five parts. They are
economic capital, culture capital, social capital, social security, and living conditions.

Economic capital was measured by the family income, children’s health investment,
and education investment. They are all continuous variables and were added 1 before
taking the natural logarithm.

Culture capital was measured by the questions of “How many books do you have in
your family?”, “What is the highest degree you have completed?”, “What level of education
do you want your child to attain?”, “How often do you discuss what’s happening at school
with your child?”, and “When your children’s grades are not satisfactory, which way do
you usually deal with them?”. They represent the family books, education, educational
expectation, educational participation, and parenting style, respectively. There are three
aspects of culture capital, namely the objective, institutional, and concrete culture capital
(Bourdieu and Passeron 1977). For family education and education expectation, 0 is for
illiterate/semi-illiterate, 1 for nursery, 2 for kindergarten, 3 for primary school, 4 for junior
middle school, 5 for senior middle school, 6 for junior college, 7 for undergraduate, 8 for
master, and 9 for doctor. For parenting style, we redefined scolding the child, spanking
the child, and restricting the child’s activities as 0, and contacting the teacher, telling the
child to study harder, helping the child more, and doing nothing as 1. Among them, 0 is
for stern parenting, and 1 is for gentle parenting. Family books and children’s education
participation are continuous variables, and the number of books was added 1 before taking
the natural logarithm. In addition, family lifestyle consists of smoking, drinking, exercise,
and lunch break, which is an ordered variable.
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Social capital was measured by “nature of work”, “information utilization”, “social
communication”, and “human expenditure”. For job, 1 is unemployed, 2 is agricultural
work, and 3 is non-agricultural work. We used the questions of “Do you use a mobile
phone?”, “Do you use mobile devices?”, and “Do you use a computer to surf the Internet?”
to measure the information utilization. We defined information utilization as follows: 0
means that none is used, 1 means that at least one is used, 2 means that at least two are
used, and 3 means that at least three are used. The questions of “How good do you think
your relationship is?” and “How do you rate your trust in your neighbors?” were used to
measure the social communication. We summed and then averaged the answers to these
two questions and obtained a continuous variable. Human expenditure is a continuous
variable and was added 1 before taking the natural logarithm.

Social security was measured by the participation of medical and endowment in-
surance and government support. Among them, medical and endowment insurance are
continuous variables. For government support, 0 is for not accepting subsidies, and 1 is for
accepting the subsidies.

Living conditions were measured by the questions about “water for cooking”, “cook-
ing fuel”, and “indoor air purification”, and the answer 0 is for no and 1 is for yes. Specifi-
cally, for tap water, 0 represented no tap water use, and 1 is for tap water use. For cooking
fuel, 0 is for no use of clean fuel, and 1 is for clean fuel use. For air purification, 0 is for no
air purification, and 1 is for use of air purification. In addition, for gender, 0 is for women
and 1 is for men. The registered residence was redefined: 0 is for rural, and 1 is for urban.
The registered marital status was redefined: 0 is for unmarried, and 1 is for married. For
nationality, 0 is for others, and 1 is for Han nationality. Family age, the child’s age, and
family size are the continuous variables. For family health, 1 denotes unhealthy, 2 relatively
unhealthy, 3 average, 4 relatively healthy, and 5 very healthy. We used the question “How
many times a week do you eat with your family?” to measure parenthood, which is a
continuous variable.

In addition, we consider parents’ cognitive ability as proxy variable of genes. Accord-
ing to the CFPS in 2018 for the children’s questionnaire, the respondents may be father or
mother. Following Li and Zhang (2018), we select two dimensions of father’s or mother’s
word ability and mathematical ability to construct parents’ cognitive ability indicators. To
compare, we standardized the scores of word ability and mathematical ability, and added
up to obtain a comprehensive cognitive ability, which is recorded as family cognitive ability.

Table 1 shows the summary statistics of variables.

Table 1. Summary statistics of variables.

Number Min
(M)

Max
(X)

Average
(E)

Standard
Error

Standard
Deviation Variance

Chinese (understanding) 2647 1 4 2.760 (0.019) 0.978 0.956
Math (reasoning) 2647 1 4 2.790 (0.020) 1.041 1.083

Child’s age 2647 6 16 10.90 (0.049) 2.538 6.442
Child’s gender 2647 0 1 0.540 (0.010) 0.499 0.249

Child’s nationality 2647 0 1 1.000 (0.001) 0.043 0.002
Residence 2647 0 1 0.180 (0.007) 0.381 0.145

Urban–rural 2647 0 1 0.430 (0.010) 0.495 0.245
Family age 2647 18 78 41.66 (0.178) 9.181 84.288

Family gender 2647 0 1 0.350 (0.009) 0.477 0.228
Family marriage 2647 0 1 0.960 (0.004) 0.201 0.041

Family size 2647 2 15 5.260 (0.038) 1.978 3.912
Family income 2647 0 13.82 10.744 (0.021) 1.071 1.148

Family health investment 2647 0 11.37 4.304 (0.055) 2.814 7.917
Family education investment 2647 0 11.69 7.265 (0.035) 1.776 3.153

Family education 2647 0 8 3.450 (0.036) 1.834 3.363
Family books 2647 0 9 2.510 (0.038) 1.931 3.727
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Table 1. Cont.

Number Min
(M)

Max
(X)

Average
(E)

Standard
Error

Standard
Deviation Variance

Family education expectation 2647 3 9 6.800 (0.019) 1.002 1.005
Family parenting 2647 0 1 0.890 (0.006) 0.312 0.098

Family education participation 2647 1 5 3.260 (0.022) 1.135 1.287
Family lifestyle 2647 0 4 1.87 (0.016) 0.802 0.643

Family occupation 2647 1 3 2.400 (0.012) 0.624 0.389
Family information 2647 0 3 1.790 (0.015) 0.753 0.566

Family human expenditure 2647 0 11.00 7.372 (0.042) 2.178 4.743
Family social communication 2647 1 10 6.830 (0.031) 1.583 2.505

Family medical insurance 2647 0 3 0.950 (0.006) 0.292 0.086
Family endowment insurance 2647 0 4 0.720 (0.011) 0.565 0.319
Family government support 2647 0 1 0.500 (0.010) 0.500 0.250

Tap water 2647 0 1 0.73 (0.009) 0.445 0.198
Fuel 2647 0 1 0.70 (0.009) 0.458 0.210

Air purification 2647 0 1 0.03 (0.003) 0.178 0.032
Family heath 2647 1 5 3.04 (0.023) 1.187 1.408

Family relationship 2647 0 7 6.20 (0.036) 0.851 3.425
Family Chinese cognitive ability 2647 0 34 18.33 (0.216) 11.121 123.676

Family math cognitive ability 2647 0 24 8.74 (0.096) 4.637 21.504
Family cognitive ability 2647 −3.53 4.70 0.00 (0.034) 1.729 2.990

By deleting invalid values, 2647 final valid samples were included. As shown in
Table 1, for children’s characteristics, approximately 54% of children were boys, 46% were
girls, 43% lived in urban areas, 57% lived rurally, and the children’s age ranged from 6 to
16. For family characteristics, approximately 35% were male, 65 were female, 96% had a
spouse, the family age ranged from 18 to 78, and the average family size was 5.

For family economic capital, the mean values of family income, children’s health
investment, and education investment are 10.74, 4.30, and 7.27, respectively. Education
investment is significantly greater than health investment. For family culture capital, ap-
proximately 89% of families adopted a mild parenting approach, the frequency of families
talking with their children is 3.26, the average educational level of the family is primary
school, and the family education expectation is undergraduate. The average value of family
lifestyle is 1.87, indicating that families account for at least two of smoking, drinking,
exercise, and lunch break. The average number collected books in the family is 2.51. Insti-
tutionalized and materialized cultural capital are not high, but the level of morphological
cultural capital is relatively high, indicating that families pay more attention to education.

For family social capital, family non-agricultural employment is significantly greater
than agricultural employment or unemployment; the average family information and
human expenditure are 1.79 and 7.372, respectively; the popularity of social communication
is 6.83; and the family social capital is moderate to good. For family social security, every
family has at least one kind of medical insurance and endowment insurance, and at least
half of the people have received government subsidies. For living conditions, the values
for utilities of tap water, fuel, and air purification are 73%, 70%, and 3%, respectively; the
popularity of tap water and clean fuel is high, while the popularity of air purifiers is low.
In addition, children’s Chinese and math cognitive ability were both moderate; the average
cognitive ability of math is higher than that of Chinese.

For family cognitive ability, the average of Chinese and math cognitive ability is
18.33 and 8.74, respectively, and the overall level of family cognitive ability is not high.
We included the standardized and aggregated comprehensive family cognitive ability in
Table 1, with a maximum of 4.70 and a minimum of −3.53.
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3. Basic Model

This study included 29 characteristics as covariates. To investigate effect of those
factors on children’s Chinese cognitive ability and math cognitive ability, respectively, we
established the following model.

Eni = β0 +
3

∑
k=1

βk1Cki +
6

∑
j=1

β j2Fji +
20

∑
l=1

βl3Sli + εi (1)

where Eni is the n-th cognitive ability for the child i (n = 1, 2, where 1 is for Chinese and 2
for math); Cki is the k-th children’s characteristics for the child i (k = 1, 2, . . . 3); Fji is the j-th
family information for the child i (j = 1, 2, . . . , 6); Sli is the l-th family capital and family
cognitive ability for the child i (l = 1, 2, . . . , 20); βk1, β j2, and βl3 are the corresponding
parameters to those variables, and εi is the regression error term.

Through the above model, we used ordinary least squares (OLS) regression to obtain
results. However, due to the reverse causal relationship and confounding factor, we had
to find proxy variable to genetic, instrumental variables to solve endogeneity, and verify
them according to the assumptions. Thus, we used two-stage least squares (2SLS) as the
main empirical approach and compared with ordinary least squares (OLS). As a robustness
check, we conducted analysis by adding variables and controlling sample size. In addition,
the heterogeneity in gender and urban location was checked based on two-stage least
squares (2SLS).

As for the sharing genes and environment between parents and children being con-
cerned, we make the following discussion. On the one hand, the social environment
experienced by children and their parents is different. In specific, the children studied in
this paper were born in the 21st century, so they did not experience major social changes
and disasters. However, their parents have experienced great social changes, for example,
cultural revolution, educational reform, and natural disasters. On the other hand, the
inequality of family resources will lead to the inequality of children’s cognitive ability and
early skills dependent partly on genetics (Plomin and Stumm 2018; Silventoinen et al. 2020).
Thus, these two factors usually produced an interesting phenomenon, that is, the higher the
importance of one, the smaller the other. However, as resulted by Houmark et al. (2020),
the relative importance of genes depends on how parents’ investment is distributed among
their children, whether parents or society are. As also resulted by Victor Ronda et al. (2020),
the worse the childhood environment, including family resources, the weaker the role of
their genes. In addition, as proved, cognitive ability can be developed through acquired
cultivation (Hu and Xie 2011; Kuang et al. 2019; Zhou et al. 2021), but the cognitive ability,
in this paper, refers to children’s word understanding ability and mathematical reasoning
ability, which are measured by the scores of Chinese and math tests, respectively, and not
measured by IQ test scores, though IQ test scores largely depend on genes. Furthermore, as
observed from the samples in CFPS data, Chinese and math cognitive abilities of children
with the same family ID were inconsistent. In particular, since the data of the 2018 China
Family Panel Studies that we applied in this work do not provide genetic information, we
take parents’ cognitive ability as the proxy variable of genes in regression analysis.

In this study, proxy variables meet the following two conditions: (1) After introduc-
ing proxy variables (parental cognitive ability), there is no correlation between family
capital and genes. Indeed, following Zheng et al. (2018), family capital is an acquired
environmental factor. (2) Once the genes are observed, parents’ cognitive ability will no
longer mainly explain children’s cognitive ability. Specifically, parental cognitive ability is
highly correlated with their genes, and parental cognitive ability is not collinear with other
explanatory variables. As checked, parental cognitive ability is not related to random error,
and family cognitive ability can be used as a proxy variable to reflect the genetic difference.

Following Cui and Susan (2022), instrumental variables and two stage least squares
regression are applied. In particular, when the exposed group and the non-exposed group
are not comparable, some background variables need be used to stratify the total group so
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that the exposed sub-group and the non-exposed sub-group are comparable. Instrumental
variable analysis can control those bias in observational studies (Geng 2004; Brookhart et al.
2006). The instrumental variables and two stage least squares analysis in this paper will be
shown in Section 4.2.

4. Results
4.1. Results from OLS

Using the survey data of CFPS in 2018, we successively incorporated family cognitive
ability and family capital into the regression and applied the ordinary least squares (OLS)
method to investigate the influence of family economic capital, culture capital, social capital,
social security, living conditions, and family cognitive ability on children’s Chinese and
math cognitive ability. After excluding the influence of collinearity, the results are shown in
the second to fifth column of Table 2.

Table 2. Results for the influence of many factors on children’s cognitive ability.

Chinese (OLS)
N = 2647

Math (OLS)
N = 2647

Chinese (OLS)
N = 2647

Math (OLS)
N = 2647

Chinese (2SLS)
N = 2647

Math (2SLS)
N = 2647

Intercept term 3.736 ***
(0.458)

4.317 ***
(0.483)

1.903 ***
(0.511)

2.181 ***
(0.538)

2.968 ***
(0.641)

3.088 ***
(0.655)

Child’s age −0.058 ***
(0.008)

−0.103 ***
(0.008)

−0.053 ***
(0.008)

−0.096 ***
(0.008)

−0.055 ***
(0.008)

−0.098 ***
(0.009)

Child’s gender −0.287 ***
(0.037)

0.000
(0.039)

−0.287 ***
(0.036)

0.001
(0.038)

−0.284 ***
(0.040)

0.004
(0.041)

Child’s nationality −0.327
(0.426)

−0.635
(0.449)

−0.400
(0.416)

−0.698
(0.438)

−0.438
(0.459)

−0.729
(0.469)

Family age 0.003
(0.002)

0.004*
(0.002)

0.005 **
(0.002)

0.007 ***
(0.003)

0.006 **
(0.003)

0.008 ***
(0.003)

Family gender −0.038
(0.039)

−0.046
(0.042)

−0.036
(0.041)

−0.067
(0.043)

−0.028
(0.045)

−0.060
(0.046)

Residence 0.158 ***
(0.055)

0.167 ***
(0.058)

−0.004
(0.058)

−0.011
(0.061)

−0.129 *
(0.074)

−0.117
(0.075)

Urban–rural 0.031
(0.042)

0.091**
(0.044)

−0.044
(0.044)

0.026
(0.046)

−0.060
(0.049)

0.012
(0.050)

Family marriage 0.129
(0.093)

0.133
(0.098)

0.066
(0.091)

0.059
(0.096)

0.044
(0.101)

0.040
(0.103)

Family size −0.024 **
(0.010)

−0.022 **
(0.010)

−0.016
(0.010)

−0.018 *
(0.010)

−0.008
(0.011)

−0.012
(0.011)

Family cognitive
ability

0.054 ***
(0.012)

0.054 ***
(0.012)

−0.015
(0.014)

−0.011
(0.015)

−0.022
(0.016)

−0.017
(0.016)

Family income −0.002
(0.019)

0.020
(0.020)

−0.002
(0.022)

0.023
(0.023)

Children’s health
investment

−0.004
(0.007)

−0.003
(0.007)

−0.003
(0.007)

−0.003
(0.007)

Children’s education
investment

0.014
(0.011)

−0.001
(0.012)

0.013
(0.012)

−0.002
(0.013)

Family education 0.081 ***
(0.015)

0.085 ***
(0.015)

0.087 ***
(0.017)

0.090 ***
(0.017)

Family education
expectation

0.122 ***
(0.018)

0.163 ***
(0.019)

0.116 ***
(0.021)

0.158 ***
(0.022)

Family
books/Bookiv

0.020 *
(0.010)

0.019 *
(0.011)

0.101 **
(0.046)

0.089 *
(0.047)

Family parenting 0.038
(0.059)

0.099
(0.062)

0.015
(0.065)

0.080
(0.066)

Family education
participation

0.082 ***
(0.017)

0.058 ***
(0.018)

0.078 ***
(0.019)

0.055 ***
(0.020)

Family lifestyle 0.006
(0.023)

−0.019
(0.025)

−0.004
(0.026)

−0.026
(0.027)
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Table 2. Cont.

Chinese (OLS)
N = 2647

Math (OLS)
N = 2647

Chinese (OLS)
N = 2647

Math (OLS)
N = 2647

Chinese (2SLS)
N = 2647

Math (2SLS)
N = 2647

Family occupation −0.015
(0.034)

0.010
(0.035)

−0.014
(0.038)

0.011
(0.038)

Family information −0.001
(0.033)

0.021
(0.035)

−0.001
(0.037)

0.021
(0.038)

Family human
expenditure

−0.013
(0.009)

−0.014
(0.009)

−0.007
(0.010)

−0.009
(0.011)

Family social
communication

0.045 ***
(0.012)

0.038 ***
(0.012)

0.048 ***
(0.013)

0.039 ***
(0.013)

Medical
insurance/Mediv

−0.004
(0.065)

−0.064
(0.068)

−1.427 ***
(0.466)

−1.273 ***
(0.476)

Endowment
insurance

0.033
(0.034)

0.016
(0.036)

0.229 ***
(0.076)

0.183**
(0.078)

Government support 0.014
(0.039)

0.008
(0.041)

0.043
(0.045)

0.033
(0.045)

Tap water 0.089 **
(0.043)

0.058
(0.045)

0.091 *
(0.048)

0.060
(0.049)

Fuel 0.048
(0.045)

−0.040
(0.048)

−0.003
(0.052)

−0.079
(0.053)

Air purification −0.069
(0.102)

0.037
(0.108)

−0.073
(0.113)

0.034
(0.115)

R2 0.062 0.081 0.121 0.139 −0.064 0.021
SER 0.949 1.000 0.921 0.971 1.014 1.035

F 30.984 30.984

Note: *, **, and *** indicate significance at 10%, 5%, and 1% level, respectively; the standard error is in brackets
under the coefficient.

As shown in second and third columns of Table 2, the effect of family cognitive ability
on children’s cognitive ability was significant (0.054, p < 0.01), i.e., the shared genes partly
determine children’s cognitive ability. As shown in the fourth and fifth columns of Table 2,
the effect of family cognitive ability is no longer significant, i.e., the role of genes will be
weakened by family capital. This has also been confirmed in Victor Ronda et al. (2020).
Besides, children’s age (−0.053, p < 0.01) and gender (−0.287, p < 0.01) have significant
influence on Chinese cognitive ability, while only children’s age (−0.096, p < 0.01) has
significant influence on math cognitive ability. The influence of children’s age and gender
on the two cognitive abilities are both negative, while family age (0.005, p < 0.05; 0.007,
p < 0.01) has a positive effect on their children’s cognitive ability for Chinese and math.

For family culture capital, family education (0.081, p < 0.01; 0.085, p < 0.01), education
expectation (0.122, p < 0.01; 0.163; p < 0.01), and family books (0.020, p < 0.1; 0.019, p < 0.1)
have a positive impact on the two cognitive abilities. Among them, education expectation
has the greatest impact, followed by family education and family books, and the influence
of education expectation and family education on math cognitive ability is greater than that
of Chinese, while the influence of family books is opposite. The more frequently families
participate in education (0.082, p < 0.01; 0.058, p < 0.01), the better their children’s cognitive
abilities, and the impact on Chinese cognitive ability is greater than the impact on math. For
family social capital, the impact of social communication on both children’s Chinese (0.045,
p < 0.01) and math (0.038, p < 0.01) cognitive abilities is positive. For living conditions,
only tap water (0.089, p < 0.05) exhibited a positive impact on children’s Chinese cognitive
ability. In general, cultural capital has the greatest impact, followed by living conditions
and social capital. However, the influence of family economic capital is not significant. The
above results are based on ordinary least squares (OLS).
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4.2. Endogeneity Test

In Equation (1), to avoid the endogenous problems caused by omitted variables, we
consider the children’s characteristics and family information, including age, gender, na-
tionality, residence, marriage, and family size. These variables have been proved to have
an impact on children’s cognitive ability in previous studies. In this model, the main
endogenous problems may be caused by the confounding factors and mutual causality. For
example, children of high cognitive ability may have better genes than those of low cogni-
tive ability. If children of high cognitive ability do not receive the acquired training, they are
also more likely to obtain high cognitive ability, since their genes are excellent. However,
as summarized by Miettinen and Cook (1981), confounding factors are independent risk
factors; the distribution of confounding factors in exposed population and non-exposed
population is different. So, we take family cognitive ability as poxy variable of genes.

Family books and family medical insurance passed the test of endogenous variables,
while the family cognitive ability did not. Possible causes are confounding factors or
mutual causality. For mutual causality, family books and family medical insurance may
affect children’s cognitive ability. Conversely, children of higher cognitive ability may
have more books bought for them by their parents to support and encourage them, and
the medical insurance decision will also change (Zhang and Li 2021). Therefore, we solve
these problems by selecting appropriate instrumental variables. Specifically, we adopted
instrumental variables (IVs) and two-stage least squares (2SLS). We used the lag variable
Bookiv as the instrumental variable of family books and the average participation rate
of medical insurance (Mediv) in 28 provinces as the instrumental variable of medical
insurance.

Our instrumental variables satisfy the assumptions of IVs (Angrist et al. 1996). Specifi-
cally, Bookiv is highly correlated with family books, and its impact on children’s cognitive
ability is realized through family books, rather than directly affecting children’s cognitive
ability. For Mediv, which is highly correlated with family medical insurance, the average
participation rate does not have a direct impact on children’s cognitive ability. No other
confounding factors exist between instrumental variables and children’s cognitive ability.
In the previous literature, the factors that affect children’s cognitive ability were included
in the regression to avoid the influence of confounding factors. To ensure that the IV
estimation was reliable, we used the weak instrumental variable test, and as the result
show, family books and medical insurance are endogenous variables. Furthermore, the
Cragg–Donald–Wald F is 30.984, which is obviously greater than 10.

As shown in sixth and seventh columns of Table 2, children’s age (−0.055, p < 0.01)
and gender (−0.284, p < 0.01) have significant influence on their Chinese cognitive ability.
The influence of children’s age and gender on the two cognitive abilities is negative, while
the influence of family age (0.006, p < 0.05; 0.008, p < 0.01) is positive. For family culture
capital, family education (0.087, p < 0.01; 0.090, p < 0.01), education expectation (0.116, p <
0.01; 0.158; p < 0.01), and books (0.101, p < 0.05; 0.089, p < 0.1) have a positive impact on the
two cognitive abilities. Similarly, education expectation has the greatest impact, followed
by family education and books, and the influence of education expectation and family
education on math cognitive ability is greater than that of Chinese, respectively, while
the influence of family books is the opposite. The more frequently families participate in
education (0.078, p < 0.01; 0.055, p < 0.01), the better their children’s cognitive abilities, and
the impact on Chinese cognitive ability is greater than on math. For family social capital,
the impact of social communication on both children’s Chinese (0.048, p < 0.01) and math
(0.039, p < 0.01) cognitive abilities is positive. In addition, for family social security, medical
insurance (−1.427, p < 0.01; −1.273, p < 0.01) has negative impact on both Chinese and
math cognitive abilities, while endowment insurance (0.229, p < 0.01; 0.183, p < 0.05) has
positive impact on both Chinese and math cognitive abilities. Tap water (0.091, p < 0.1) has
a positive impact on children’s Chinese cognitive ability. After introducing instrumental
variables, the impact of family books and medical insurance on children’s cognitive ability
increased. The above results are based on the two-stage least squares (2SLS).
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4.3. Robustness Checks

To verify the reliability of the estimated results, we carried out robustness checks
using three methods. Specifically, we controlled the sample size and the number of ex-
planatory variables and took the family health and family relationship into account. Family
health refers to the self-evaluation of family health: 1 for unhealthy and 5 for healthy.
Family relationship is a continuous variable measured by the number of meals with
family members.

As shown in the second and third columns of Table A1 in Appendix A, children’s
age (−0.055, p < 0.01; −0.098, p < 0.01), children’s gender (−0.284, p < 0.01, for Chinese),
family age (0.007, p < 0.05; 0.009, p < 0.01), family education (0.086, p < 0.01; 0.089, p < 0.01),
education expectation (0.115, p < 0.01; 0.157, p < 0.01), books (0.105, p < 0.05; 0.093, p < 0.05),
education participation (0.076, p < 0.01; 0.054, p < 0.01), social communication (0.044,
p < 0.01; 0.035, p < 0.01), medical insurance (−1.450, p < 0.01; −1.287, p < 0.01), endowment
insurance (0.236, p < 0.01; 0.188, p < 0.05), and tap water (0.092, p < 0.05, for Chinese) still
have significant influence on children’s cognitive ability. Family health (0.038, p < 0.05;
0.041, p < 0.05) has a positive impact on the two cognitive abilities. Similarly, as shown in
the fourth, fifth, sixth, and seventh columns in Table A1 in Appendix A, the significance
remains unchanged. Therefore, the results based on 2SLS are robust.

5. Heterogeneity Analysis

The heterogeneity was checked to determine the influence of family factors on chil-
dren’s Chinese and math cognitive abilities.

5.1. Heterogeneity in Gender

As shown in Table A2 in Appendix A, for family culture capital, the influence of
family education (0.100, p < 0.01; 0.102, p < 0.01, for girls) and education participation
(0.133, p < 0.01; 0.104, p < 0.01, for girls) on girls’ cognitive ability is greater than that of
boys. The influence of family education expectation on girls’ (0.157, p < 0.01) Chinese
cognitive ability is greater than that of boys (0.093, p < 0.01), while the influence of family
education expectation on boys’ (0.162, p < 0.01) math cognitive ability is greater than that
of girls (0.157, p < 0.01). Family books (0.135, p < 0.1) only have a significant impact on girls’
Chinese cognitive ability. For family social capital, social communication has the greatest
impact on girls’ cognitive ability (0.054, p < 0.01; 0.049, p < 0.05, for girls). For social security,
medical insurance (−1.958, p < 0.05; −1.619, p < 0.05, for girls) and endowment insurance
(0.298, p < 0.05; 0.271, p < 0.05, for girls) have the greatest impact on girls’ cognitive ability.
For living conditions, only tap water has a positive impact on boys’ math cognitive ability
(0.145, p < 0.05). In addition, the larger the family size, the greater the impairment of boys’
math cognitive ability. Therefore, the culture capital, social capital, and social security are
more sensitive to girls’ cognitive ability, while living conditions are more sensitive to boys’
cognitive ability.

5.2. Heterogeneity in Urban Location

As shown in Table A3 in Appendix A, for family culture capital, the influence of family
education on the cognitive ability of rural children (0.101, p < 0.01; 0.116, p < 0.01) is greater
than that of urban children (0.065, p < 0.05; 0.069, p < 0.05). Family education expectation
has the greatest impact on rural children’s math cognitive ability (0.191, p < 0.01) and
urban children’s Chinese cognitive ability (0.123, p < 0.01). Family books only affects the
math cognitive ability of urban children (0.108, p < 0.1). Family education participation
has the greatest impact on rural children’s Chinese cognitive ability (0.092, p < 0.01) and
the least impact on urban children’s Chinese cognitive ability (0.054, p < 0.1). For social
communication, the impact on the cognitive ability of rural children (0.057, p < 0.01; 0.039,
p < 0.05) is greater than that of urban (0.041, p < 0.05; 0.035, p < 0.1). Medical (−1.468,
p < 0.01; −1.087, p < 0.05) and endowment insurance (0.243, p < 0.05; 0.193, p < 0.1) have
a significant impact on the cognitive ability of urban children but not on rural children.
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For living conditions, only tap water (0.149, p < 0.1) was significant for urban children’s
Chinese cognitive ability. Therefore, the culture capital and social capital are more sensitive
to rural children’s cognitive ability, while the social security and living conditions are more
sensitive to urban children’s cognitive ability.

6. Conclusions

This study used the data from the 2018 China Family Panel Studies to analyze the
impact of numerous factors on children’s Chinese and math cognitive ability.

Firstly, children’s and family’s characteristics have significant impact on children’s
Chinese and math cognitive ability. Among them, children’s age, gender, and family size
are negative for children’s cognitive ability, while family age has a positive impact on
children’s cognitive ability. Family culture capital, education, education expectation, books,
and education participation have a positive impact on children’s cognitive ability. For
family social capital, the more family social communication, the higher children’s cognitive
ability. For family living conditions, family use of tap water is more conducive to the
improvement of children’s cognitive ability. What is more, the influence of family cognitive
ability on children’s cognitive ability is attenuated by the family capital, which means
that the impact of genes are weakened. The above results are based on ordinary least
squares (OLS). After introducing instrumental variables Bookiv and Mediv and solving
endogeneity, some changes took place in the results. On the one hand, the influence of
family books on children’s cognitive ability increased significantly. On the other hand,
the impact of medical insurance and endowment insurance on children’s cognitive ability
became significant. Medical insurance was negative, and endowment insurance was
positive. In addition, according to the two-stage least squares (2SLS) method, the results
are robust after controlling the sample size and increasing the variables.

Moreover, there is heterogeneity in gender and urban location for the influence of
numerous factors on children’s Chinese and math cognitive ability. In regard to gender, the
culture capital, social capital, and social security are more sensitive to girls’ cognitive ability,
while living conditions are more sensitive to boys’ cognitive ability. Specifically, girls’ family
education, education expectation, books, education participation, social communication,
and medical and endowment insurance have a greater impact on cognitive abilities, and
tap water is significant for the math cognitive ability of boys. In urban locations, the culture
capital and social capital are more sensitive to rural children’s cognitive ability, while
the social security and living conditions are more sensitive to urban children’s cognitive
ability. Specifically, rural children’s family education, education expectation, education
participation, and social communication have a greater impact on cognitive ability, while
urban children’s family books, medical insurance, endowment insurance, and tap water
are more significant for their cognitive ability.

There are some open problems following this research. Due to the imbalance of the
initial sample proportion, the proportions of agricultural residence and non-agricultural
residence samples were slightly unbalanced after data processing. The heterogeneity in
urban location may lead to a slight bias in our full sample model. The error terms of
the model may not be independently identically distributed. In addition, there may be
further heterogeneity for the influence of numerous factors on children’s Chinese and math
cognitive ability, and a full mediation analysis should be worthwhile in the future. In
this study, we take family cognitive ability as proxy variable of genes, but the empirical
results reported in this study are worth checking in full data directly including genetics
and environment.

Those findings above provide theoretical support to further narrow the cognitive
differences between children.
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Appendix A

Table A1. Results for robustness tests.

Robust 1
N = 2647

Robust 2
N = 2647

Robust 3
N = 2133

Robust 4
N = 2133

Robust 5
N = 2133

Robust 6
N = 2133

Intercept term 2.869 ***
(0.648)

3.026 ***
(0.661)

2.810 ***
(0.680)

3.020 ***
(0.693)

2.748 ***
(0.688)

2.998 ***
(0.701)

Child’s age −0.055 ***
(0.009)

−0.098 ***
(0.009)

−0.050 ***
(0.009)

−0.101 ***
(0.010)

−0.050 ***
((0.009)

−0.102 ***
(0.010)

Child’s gender −0.284 ***
(0.040)

0.003
(0.041)

−0.298 ***
(0.045)

−0.004
(0.046)

−0.299 ***
(0.045)

0.004
(0.046)

Child’s nationality −0.476
(0.461)

−0.772
(0.470)

−0.408
(0.457)

−0.702
(0.466)

−0.446
(0.459)

−0.750
(0.468)

Family age 0.007 **
(0.003)

0.009 ***
(0.003)

0.007 **
(0.003)

0.010 ***
(0.003)

0.008 **
(0.003)

0.011 ***
(0.003)

Family gender −0.036
(0.046)

−0.069
(0.047)

−0.016
(0.051)

−0.045
(0.051)

−0.022
(0.051)

−0.053
(0.052)

Residence −0.130 *
(0.074)

−0.119
(0.075)

−0.113
(0.081)

−0.080
(0.082)

−0.116
(0.081)

−0.084
(0.082)

Urban–rural −0.056
(0.049)

0.016
(0.050)

−0.070
(0.053)

0.030
(0.054)

−0.065
(0.054)

−0.024
(0.055)

Family marriage 0.037
(0.101)

0.037
(0.103)

0.085
(0.108)

0.046
(0.110)

0.082
(0.108)

0.047
(0.110)

Family size −0.008
(0.011)

−0.011
(0.011)

0.000
(0.012)

−0.002
(0.012)

0.001
(0.012)

−0.001
(0.013)

Family cognitive
ability

−0.021
(0.016)

−0.016
(0.016)

−0.018
(0.017)

−0.017
(0.018)

0.017
(0.018)

−0.016
(0.018)

Family income −0.003
(0.022)

0.021
(0.023)

−0.010
(0.025)

0.013
(0.026)

−0.012
(0.025)

0.011
(0.026)

Children’s health
investment

−0.002
(0.007)

−0.001
(0.007)

−0.001
(0.008)

−0.006
(0.008)

0.000
(0.008)

−0.004
(0.008)

Children’s education
investment

0.014
(0.012)

−0.001
(0.013)

0.014
(0.014)

−0.006
(0.014)

0.014
(0.014)

0.006
(0.014)

Family education 0.086 ***
(0.017)

0.089 ***
(0.017)

0.080 ***
(0.018)

0.090 ***
(0.018)

0.079 ***
(0.018)

0.088 ***
(0.019)

Family education
expectation

0.115 ***
(0.021)

0.157 ***
(0.022)

0.126 ***
(0.023)

0.174 ***
(0.024)

0.125 ***
(0.023)

0.173 ***
(0.024)
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Table A1. Cont.

Robust 1
N = 2647

Robust 2
N = 2647

Robust 3
N = 2133

Robust 4
N = 2133

Robust 5
N = 2133

Robust 6
N = 2133

Family books 0.105 **
(0.046)

0.093 **
(0.046)

0.094 *
(0.051)

0.084
(0.052)

0.097 *
(0.051)

0.089 *
(0.052)

Family parenting 0.012
(0.065)

0.075
(0.067)

0.008
(0.072)

0.072
(0.073)

0.004
(0.072)

0.065
(0.074)

Family education
participation

0.076 ***
(0.019)

0.054 ***
(0.020)

0.089 ***
(0.021)

0.066 ***
(0.022)

0.087 ***
(0.021)

0.064 ***
(0.022)

Family lifestyle −0.005
(0.026)

−0.028
(0.027)

0.007
(0.029)

−0.032
(0.030)

0.006
(0.029)

−0.034
(0.030)

Family occupation −0.013
(0.038)

0.010
(0.039)

−0.015
(0.042)

0.007
(0.043)

−0.014
(0.042)

0.005
(0.043)

Family information −0.002
(0.038)

0.020
(0.038)

0.007
(0.041)

0.010
(0.042)

0.006
(0.041)

0.011
(0.042)

Family human
expenditure

−0.006
(0.010)

−0.008
(0.011)

−0.012
(0.011)

−0.010
(0.011)

−0.012
(0.011)

−0.010
(0.011)

Family social
communication

0.044 ***
(0.013)

0.035 ***
(0.013)

0.046 ***
(0.014)

0.042 ***
(0.015)

0.042 ***
(0.014)

0.036**
(0.015)

Medical insurance −1.450 ***
(0.467)

−1.287 ***
(0.477)

−1.447 ***
(0.517)

−1.263 **
(0.527)

−1.474 ***
(0.520)

−1.287 **
(0.530)

Endowment
insurance

0.236 ***
(0.076)

0.188 **
(0.078)

0.233 ***
(0.082)

0.187 **
(0.084)

0.241 ***
(0.083)

0.194 **
(0.085)

Government support 0.050
(0.045)

0.039
(0.046)

0.074
(0.049)

0.041
(0.050)

0.079
(0.049)

0.047
(0.050)

Tap water 0.092 *
(0.048)

0.061
(0.049)

0.092 *
(0.053)

0.064
(0.054)

0.092 *
(0.053)

0.064
(0.055)

Fuel −0.000
(0.052)

−0.082
(0.053)

0.040
(0.057)

−0.066
(0.058)

0.038
(0.057)

−0.069
(0.058)

Air purification −0.076
(0.113)

0.028
(0.116)

−0.157
(0.128)

−0.098
(0.130)

−0.156
(0.128)

−0.099
(0.131)

Family relationship 0.008
(0.011)

0.001
(0.011)

−0.004
(0.012)

−0.004
(0.012)

Family health 0.038 **
(0.018)

0.041 **
(0.018)

0.036 *
(0.020)

0.043 **
(0.020)

R2 −0.069 0.019 −0.050 0.041 −0.056 0.037
SER 1.017 1.037 1.008 1.027 1.011 1.029

Note: *, **, and *** indicate significance at 10%, 5%, and 1% level, respectively; the standard error is in brackets
under the coefficient.

Table A2. Results for two-stage least squares by gender.

Chinese Math

Boy
N = 1429

Girl
N = 1218

Boy
N = 1429

Girl
N = 1218

Intercept term 2.049 *
(1.158)

2.939 ***
(0.941)

1.763
(1.185)

3.517 ***
(0.949)

Child’s age −0.060 ***
(0.011)

−0.051 ***
(0.014)

−0.097 ***
(0.012)

−0.097 ***
(0.014)

Child’s nationality 0.430
(1.013)

−0.683
(0.550)

0.571
(1.037)

−1.111 **
(0.554)

Family age 0.005
(0.004)

0.006
(0.004)

0.006 *
(0.004)

0.009 **
(0.004)

Family gender −0.049
(0.060)

0.002
(0.074)

−0.103 *
(0.061)

−0.018
(0.075)

Residence −0.071
(0.098)

−0.177
(0.114)

−0.066
(0.100)

−0.171
(0.115)

Urban–rural −0.049
(0.067)

−0.067
(0.076)

−0.053
(0.068)

0.095
(0.076)
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Table A2. Cont.

Chinese Math

Boy
N = 1429

Girl
N = 1218

Boy
N = 1429

Girl
N = 1218

Family marriage −0.108
(0.134)

0.214
(0.159)

−0.049
(0.137)

0.122
(0.160)

Family size −0.019
(0.015)

0.007
(0.018)

−0.027 *
(0.016)

0.007
(0.018)

Family cognitive ability −0.009
(0.021)

−0.035
(0.025)

−0.003
(0.021)

−0.031
(0.025)

Family income −0.002
(0.031)

0.004
(0.034)

0.019
(0.031)

0.035
(0.034)

Children’s health investment −0.009
(0.009)

0.006
(0.012)

−0.006
(0.010)

0.001
(0.012)

Children’s education
investment

0.016
(0.017)

0.009
(0.021)

0.011
(0.017)

−0.020
(0.021)

Family education 0.077 ***
(0.022)

0.100 ***
(0.027)

0.080 ***
(0.022)

0.102 ***
(0.027)

Family education expectation 0.093 ***
(0.027)

0.157 ***
(0.038)

0.162 ***
(0.027)

0.157 ***
(0.039)

Family books 0.076
(0.059)

0.135*
(0.076)

0.088
(0.061)

0.095
(0.076)

Family parenting 0.110
(0.085)

−0.123
(0.108)

0.233 ***
(0.087)

−0.117
(0.108)

Family education participation 0.035
(0.025)

0.133 ***
(0.030)

0.015
(0.026)

0.104 ***
(0.031)

Family lifestyle −0.012
(0.035)

0.017
(0.041)

−0.038
(0.036)

−0.007
(0.041)

Family occupation 0.048
(0.052)

−0.053
(0.058)

0.062
(0.053)

−0.028
(0.058)

Family information 0.039
(0.051)

−0.066
(0.062)

0.056
(0.052)

−0.025
(0.063)

Family human expenditure −0.010
(0.014)

−0.006
(0.016)

−0.015
(0.014)

−0.002
(0.016)

Family social communication 0.040 **
(0.017)

0.054 ***
(0.021)

0.035 **
(0.017)

0.049 **
(0.021)

Medical insurance −1.124 **
(0.560)

−1.958 **
(0.819)

−1.151 **
(0.573)

−1.619 **
(0.825)

Endowment insurance 0.186 **
(0.090)

0.298 **
(0.134)

0.127
(0.092)

0.271 **
(0.135)

Government support 0.021
(0.057)

0.089
(0.076)

0.060
(0.058)

0.004
(0.077)

Tap water 0.074
(0.064)

0.098
(0.077)

0.145 **
(0.065)

−0.042
(0.077)

Fuel −0.003
(0.068)

−0.002
(0.082)

−0.074
(0.070)

−0.090
(0.083)

Air purification 0.082
(0.155)

−0.271
(0.174)

0.108
(0.158)

−0.080
(0.175)

R2 −0.011 −0.227 0.072 −0.058
SER 0.987 1.078 1.010 1.086

Note: *, **, and *** indicate significance at 10%, 5%, and 1% level, respectively; the standard error is in brackets
under the coefficient.
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Table A3. Results for two-stage least squares by urban location.

Chinese Math

Urban
N = 1141

Rural
N = 1506

Urban
N = 1141

Rural
N = 1506

Intercept term 2.069 **
(0.897)

3.458 ***
(1.123)

1.815 *
(0.940)

4.385 ***
(1.179)

Child’s age −0.059 ***
(0.013)

−0.054 ***
(0.012)

−0.087 ***
(0.013)

−0.104 ***
(0.012)

Child’s gender −0.256 ***
(0.059)

−0.318 ***
(0.054)

−0.018
(0.062)

0.011
(0.057)

Child’s nationality −0.404
(0.716)

−0.445
(0.606)

−0.300
(0.750)

−1.014
(0.637)

Family age 0.008 *
(0.005)

0.004
(0.003)

0.012**
(0.005)

0.006
(0.004)

Family gender −0.086
(0.068)

0.009
(0.063)

−0.044
(0.071)

−0.065
(0.066)

Residence −0.171 *
(0.089)

−0.015
(0.163)

−0.179 *
(0.093)

0.049
(0.171)

Family marriage 0.047
(0.151)

0.079
(0.137)

0.068
(0.158)

0.019
(0.144)

Family size −0.010
(0.017)

−0.011
(0.014)

−0.004
(0.018)

−0.019
(0.015)

Family cognitive ability −0.005
(0.022)

−0.029
(0.022)

0.004
(0.023)

−0.031
(0.023)

Family income 0.050
(0.032)

−0.040
(0.031)

0.059 *
(0.034)

−0.002
(0.033)

Children’s health investment −0.006
(0.011)

−0.001
(0.010)

0.010
(0.011)

−0.011
(0.011)

Children’s education investment 0.002
(0.019)

0.023
(0.016)

0.002
(0.020)

−0.002
(0.017)

Family education 0.065 **
(0.027)

0.101 ***
(0.025)

0.069 **
(0.029)

0.116 ***
(0.026)

Family education expectation 0.123 ***
(0.034)

0.112 ***
(0.028)

0.110 ***
(0.035)

0.191 ***
(0.030)

Family books 0.087
(0.062)

0.093
(0.069)

0.108 *
(0.065)

0.054
(0.072)

Family parenting 0.100
(0.101)

−0.026
(0.086)

0.120
(0.106)

0.055
(0.090)

Family education participation 0.054 *
(0.031)

0.092 ***
(0.025)

0.055 *
(0.032)

0.058 **
(0.026)

Family lifestyle 0.036
(0.038)

−0.028
(0.037)

−0.032
(0.039)

−0.010
(0.039)

Family occupation 0.061
(0.051)

−0.097 *
(0.056)

0.064
(0.053)

−0.067
(0.059)

Family information 0.033
(0.055)

−0.020
(0.052)

0.042
(0.058)

0.006
(0.055)

Family human expenditure −0.008
(0.015)

−0.005
(0.014)

−0.010
(0.016)

−0.009
(0.015)

Family social communication 0.041 **
(0.020)

0.057 ***
(0.017)

0.035 *
(0.021)

0.039 **
(0.018)

Medical insurance −1.468 ***
(0.478)

−1.300
(1.126)

−1.087 **
(0.501)

−1.861
(1.181)

Endowment insurance 0.243 **
(0.096)

0.200
(0.140)

0.193 *
(0.100)

0.198
(0.147)

Government support 0.070
(0.067)

0.040
(0.067)

0.105
(0.070)

0.016
(0.071)

Tap water 0.149 *
(0.084)

0.069
(0.064)

0.094
(0.089)

0.083
(0.067)

Fuel 0.097
(0.100)

−0.004
(0.067)

−0.060
(0.105)

−0.075
(0.071)

Air purification −0.110
(0.131)

0.094
(0.220)

0.018
(0.138)

0.072
(0.231)

R2 −0.059 −0.035 0.018 −0.043
SER 0.978 1.030 1.025 1.081

Note: *, **, and *** indicate significance at 10%, 5%, and 1% level, respectively; the standard error is in brackets
under the coefficient.
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Abstract: Executive functions are psychological processes of great importance for proper functioning
in various areas of human development, including academic performance. For this reason, from both
clinical and educational perspectives, there is great interest in how they are assessed. This article
describes the development and standardization process of Yellow-Red, an instrument for directly
assessing executive functions in children between 6 and 11 years of age in a playful format using
digital support. The test was based on a three-factor model of executive functioning: inhibition,
working memory, and cognitive flexibility. Yellow-Red comprises six subtests: cognitive inhibition,
behavioral inhibition, auditory working memory, visual working memory, cognitive flexibility, and
a global assessment test of executive functions. The test was administered to 245 boys and girls
between 6 and 11 years of age. Along with the Yellow-Red subtests, gold standard tests were applied
for each of the executive functions assessed. The test’s psychometric properties are powerful in
both reliability and validity evidence. The reliability indices are all greater than 0.8. As evidence of
convergent validity, correlations were established between the tests, and the tests considered gold
standards. All correlations were significant, with values ranging between 0.42 and 0.73. On the other
hand, the factor structure of the test was analyzed using confirmatory factor analysis. Although it is
possible to demonstrate the progressive differentiation of the factor structure with age, it was only
possible to find two factors at older ages, one for inhibition/flexibility and one for working memory.

Keywords: executive functions; technology-based assessment; cognitive assessment

1. Introduction

Executive functions are the cognitive abilities responsible for planning, controlling,
and guiding thoughts, feelings, and actions. They are the central executive of the cognitive
system, i.e., they transform intentions and purposes into practical actions. People with a
greater development of executive functions are more likely to achieve their goals, as they
can plan their tasks adequately. There is ample evidence of the impact of executive functions
on various areas of human development, especially academic performance (Diamond 2016).
Next, we define the theoretical model on which the Yellow-Red test was built, describe the
relationship between children and technology use, and summarize previous contributions
regarding the assessment of executive functions at the international level. Subsequently, a
general description of the test is presented, allowing a better understanding of the results
and reflections derived from the standardization process of the Yellow-Red test.

1.1. The Three-Component Model of Executive Functions

There are various models for conceptualizing executive functions; one of the most
widely accepted is the one that defines the presence of three basic components of executive
functions. These basic components develop interdependently during childhood and early
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adolescence and serve as the basis for developing higher-order executive functions such as
planning and problem-solving.

Inhibitory control includes inhibiting thoughts, actions, or behaviors in the face of
competing for internal or external stimuli. It is, therefore, an ability that allows the inhibition
of cognitive, emotional, and behavioral factors. The first and second are related to thinking
and memory. The third, with behavioral inhibition, for example, is related to gratification
delay.

Working memory is the ability to operate with mental representations, whether visual,
auditory, or episodic. According to Cowan (2017), it is a set of components of the mind that
hold a limited amount of information temporarily available for processing the task at hand.
It is an ability of limited capacity, although it progressively expands with age, reaching its
maximum capacity around age 12.

Finally, cognitive flexibility is the ability to provide alternative solutions to the same
problem. It is closely related to creativity, and of the three functions, it is the one with the
latest appearance (Diamond 2013).

The three main components of EF, as shown in Figure 1, can be understood as succes-
sively integrated over time. The first to make its appearance is inhibitory control, followed
by working memory, and finally, cognitive flexibility. Although, conceptually, the three
components are present throughout development, it is clear that their nature changes from
18 months of age, which is the age at which language begins to be a fundamental part of
cognitive development. Language plays a fundamental role in executive functioning since
it allows for labeling internal instructions that inhibit behaviors and actions, processing
problems, and seeking alternative solutions to unknown problems.
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The three components of EF also have important interrelationships, given by their
successive integration into development. For example, to solve problems in working
memory, it is essential to have active interference control of internal and external stimuli
while processing the solution, which is a component of inhibitory control. For this reason,
many models of working memory (e.g., Kane and Engle 2003) incorporate interference
control as a component of working memory. However, it could properly be considered as a
factor of inhibitory control. As Diamond (2013) noted, some authors (e.g., Baddeley and
Hitch 1994) incorporated inhibitory and flexibility factors in their working memory model.
However, following this author, we kept the three factors separate in the present work, as
Miyake et al. (2000) suggested.

Likewise, cognitive flexibility requires both working memory and inhibitory control
to provide the alternative solution being processed (e.g., if the task is to say all the words
that begin with a given letter, in working memory, I must simultaneously evaluate that the
new term I come up with actually starts with that letter and simultaneously remember and
discard repeating the ones I have already said).

An interesting issue regarding the progressive differentiation of executive functions
is the unicity versus diversity approach formulated by Friedman and Miyake (2017). Es-
sentially, this approach postulates that executive functions show unicity and diversity,
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depending on both the analysis techniques used and the developmental level of the sam-
ples assessed. We stayed with the latter aspect for the present article, which focuses mainly
on children. Friedman and Miyake (2017) reported that, although some studies show a
unicity of executive functions at early ages, all studies evidence a differentiation of working
memory and flexibility in older children or adults. In other words, at earlier ages, the
appropriate mode for understanding executive functions is unity, while at older ages, it
is that of diversity. The evidence on this point is mixed, specifically regarding when and
which components are part of the first and second factors in school-aged children. This is
partly due to the variety of tests used, as the selection of tests according to each component
of executive functions is highly heterogeneous, both in their assessment objectives and the
way they are assessed (for a comprehensive review on this topic, see Lee et al. 2013).

1.2. Use of Technology Tools for Child Assessment

New generations grow up immersed in digital media-rich environments, and technol-
ogy is integral to their lives from birth (Sweeney and Geer 2008). From a very young age,
children are exposed to technological resources, which translates into an early mastery of
various digital tools (Mcmanis and Gunnewig 2012).

The use of technological tools has increased both in the world and in Chile. In the
USA, in 2018, 85% of households had an internet connection (United States Census Bureau
2021). In Chile, the statistics are similar, with 87.4% of households reported to have an
internet connection in 2017. Likewise, access to technological devices is equally high,
with 85.7% of households in which school-age children live have a smart mobile device
(Subsecretaría de Telecomunicaciones de Chile 2017). According to Chaudron et al. (2018),
who investigated the use of technology in children aged 0–8 years in 21 countries, the
use of digital technologies starts earlier and earlier (under two years), and tablets and
smartphones are the preferred devices of children, due to their multifunctionality and
portability. According to these authors, devices with touch screens are appreciated by
children, especially for their ease of use, the possibility of accessing different applications,
and their playful aspects.

For these reasons, the need to incorporate technology into educational systems has
been raised (Sweeney and Geer 2008), considering its use both for the mediation of teaching
and for the assessment of learning. Day et al. (2019) noted that there is a need for technology-
and game-based executive function assessment tools that can be used outside of the clinical
or academic context, allowing for accurate, ecological, and contingent assessments.

Technology-mediated assessments have several advantages over traditional assess-
ments, as they allow for gamification of the assessment format by incorporating aspects
traditionally related to video games or applications. They also allow the standardization of
certain technical elements, such as instructions, examples, or forms of response, and the
automation of correction processes. On the other hand, it was observed that the use of tech-
nological instruments allows the assessment of aspects impossible to assess and apply in
pencil and paper instruments, for example, reaction times, presentation of algorithmically
programmed items, and the measurement of aspects related to behavior (Germine et al.
2019; Parsey and Schmitter-Edgecombe 2013).

Parsey and Schmitter-Edgecombe (2013) noted that the widespread access of younger
generations has produced a cohort effect, in which children and young people perform
better on computer-based assessments than older people with less technological experience.
Moreover, the use of technology in assessment contexts generates an increased level of
student engagement and motivation, enabling the expression of their full performance
potential (Perrotta et al. 2013; Rosas et al. 2015).

Germine et al. (2019) recommended focusing on four aspects when developing
technology-based assessment instruments: (a) designing interfaces that are accessible
and appealing to the target age group, (b) developing simple and clear instructions, (c) pre-
senting applied test items that allow the user to interact with the test, which is more effective
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than reading written instructions, and (d) developing specific norms for technology-based
tests rather than adapting norms from pencil-and-paper instruments.

However, it is important to consider whether technology-mediated assessments corre-
spond to those in traditional formats. In this regard, several meta-analyses involving tests
with students from K to 12 have shown no significant differences in the results of the two
types of assessment (Kingston 2009; Wang et al. 2008), which contributes to the reliability
of this type of instrument.

1.3. Description of Instruments and Gold Standards for FE Assessment

Multiple research fields have approached executive functions, such as neuropsychol-
ogy, cognitive psychology, education, and, more recently, cognitive neurosciences. Likewise,
each of these areas has developed its assessment paradigms, depending on the nature of
their studies.

The first research came from neuropsychology and was based mainly on studying
adults with some type of brain injury, thus establishing the relationship between executive
functions and the frontal lobe. The works of Luria and his collaborators were paradoxical.
They described frontal lobe syndrome in 1964, proposing a series of tasks to evaluate
the relationship between neurological disorders and performance in cognitive and motor
functions (Canavan et al. 1985). Thus, in 1980, the standardized version of their procedures
was published as the so-called Luria-Nebraska battery. In 1981, they presented the first
version for children between 8 and 11 years of age (Plaisted et al. 1983). According to
Zelazo et al. (2016), interest in assessing executive functions in children only arises when
the belief that the limited frontal lobe development during childhood was demystified in
the early 1980s. It has been shown that it is just the opposite since it has been demonstrated
that the frontal lobe shows a more significant development during childhood.

From this new interest in the association between executive functions and frontal
lobe development in children, children’s versions of instruments used to assess executive
functions in adults were developed. An example is the Stroop Interference Test (Stroop
1935), one of the most widely used neuropsychological measures. The Stroop test consists
of three consecutive tasks: First, a list of colors expressed in words must be read aloud.
Second, one must name a series of colors presented as such in rectangles. Third, a list of
colors printed in ink of a color different from that expressed by the word, for example,
“yellow” printed in red ink, must be named. According to Homack and Riccio (2004), there
is consensus that this last task measures cognitive flexibility and inhibition. The original
version proposed by Stroop was interpreted in different ways. One of the most widely used
versions is the one developed by Golden (1978), standardized in 2003 for adults and 2002
for children. The children’s version can be applied to children aged from five to fourteen
years and only differs from the adult version in scoring norms (Moran and Yeates 2018;
Rozenblatt 2018). This is an example of how the original tools were designed for application
with adults. Their children’s versions are only later adaptations, not instruments directly
created for these age groups, which do not have standardized versions. If they do, they
present very poor application norms (Carlson 2005). According to Hughes and Ensor (2011),
child adaptation from adult tasks runs the risk of losing critical components of executive
functions, for example, oversimplifying them or not considering other cognitive aspects
that develop in parallel or later, such as the use of language, specifically vocabulary.

Since 2000, research in psychology and neuroscience has grown exponentially, generat-
ing several instruments consisting of individual behavioral tasks based on performance (for
more details, see Carlson (2005) and Garon et al. (2008)), which have become more accurate
thanks to their technological versions applied on PCs and, later, on tablets. One of the most
widely used tests is the Hearts and Flowers test, which corresponds to a version of “Dots”
originally developed by Davidson et al. (2006). This test consists of three consecutive
tasks; in the first block, the person must press a key on the same side on which a heart
appears (congruent block); in the second task, he/she must press a key on the opposite
side of which a flower appears (incongruent block). Finally, there is a mixed block in which
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hearts and flowers appear randomly. The individual must follow two rules simultaneously,
depending on the stimulus that appears, forming a mixed block. Despite its wide use,
Hearts and Flowers does not have norms, validity, or reliability studies (Camerota et al.
2020).

In 1996, Zelazo et al. (1996) presented the first version of the Dimensional Change
Card Sort (DCCS). in which the child is asked to sort a series of drawings, first according to
their shape (put a card with a rabbit on top of another rabbit card, regardless of its color)
and then according to their color (put a card with a red figure on top of another red card,
regardless of its shape). The child must sort 48 cards according to the instruction of the
evaluator, who randomly says “shape” or “color.” The DCCS is now part of a free, validated,
norm-referenced battery for the North American population aged 2.5 to 85 (Zelazo et al.
2013). This is a digital version, whose only disadvantage is that it is only available for
IOS devices. The previous tests are traditionally laboratory-based but more ecological;
behavioral measures are generally related to cognitive and educational psychology. It is
in these contexts where tests that have not been standardized but are widely used are
also used, such as Simon says (Strommen 1973), based on the traditional children’s game,
or Head Shoulders Knees and Toes (Cameron Ponitz et al. 2008), in which the child is
progressively asked to touch parts of his body in alternating order.

Other instruments that can be used for the assessment of executive functions are the
ENFEN (Portellano et al. 2011), which assesses the global maturational development of
children between 6 and 12 years of age with the main focus on executive functions. This
test presents norms for the Spanish population with an individual application format with
attractive tasks for students, does not directly consider a play format, and does not use
digital support. On the other hand, an alternative is the Psychology Experiment Building
Language (PEBL) platform, which allows the free programming of digital tests. This
platform has some traditional tests pre-designed on the platform, focusing on evaluating
executive functions. Among the tests that can be selected is a version of Berg’s Card Sorting
Test, similar to the Wisconsin test, Corsi’s block test, and an implementation of Eriksen’s
Flanker task. However, although these tools are digital and free of charge, prior knowledge
is required to select the tests to be applied, and they do not present information regarding
the norms for each population.

On the other hand, tests that assess more general skills are used in educational contexts,
which sometimes include the assessment of executive functions or some of their compo-
nents. This is the case for tests such as the Woodcock-Muñoz battery (Muñoz-Sandoval et al.
2005) and the WISC-V test (Rosas et al. 2022), which include specific components related to
the assessment of executive functions. Finally, and especially in school contexts, some scales
assess executive functions indirectly, in different contexts, and through the appreciation of
actors close to the children, such as teachers or relatives. Among the most widely used are
the Behavior Rating Inventory of Executive Function (BRIEF, Gioia et al. 2000), the Behavior
Assessment System for Children, now in its third edition (BASC, Reynolds and Kamphaus
2015), and the Conners test (Conners 2008).

However, the assessment systems mentioned above present certain limitations be-
cause, on the one hand, the tests used in the research area assess executive functions in a
general way without detailing aspects related to their components. On the other hand, the
assessment of executive functions in school contexts only considers executive functions
as a minor aspect of more general skills, such as cognitive ability. Moreover, the scales
that focus on the appreciation of third parties tend to mark a tendency towards the less
cognitive aspects of executive functions, generating a biased view of their development.
On the other hand, there are doubts about the validity of these instruments, which are
discussed in the next section.
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1.4. Discussion of the Importance of Direct EF Assessment over Indirect Ones

Executive functions are important for children’s behavior and learning, but what
method is best for assessing these abilities? Much research shows low correlations between
the results of direct and indirect assessments of executive functions. In a review of 20
studies reporting correlations between the two types of measures, Toplak et al. (2013)
found that only 24% of all reported correlations were statistically significant and that the
median correlations were only r = 0.19 (equating to only 3.6% common variance). It should
be noted that this result cannot be attributed to the lack of reliability or validity of both
methods since both indirect and direct scales showed quite good psychometric properties.
So, how can two types of assessment that are supposed to measure the same thing have
such low correlations? A recent study sought to answer this question. Even though both
measurement forms can show good predictive abilities for academic performance (Gerst
et al. 2015), the evidence seems to indicate that direct cognitive tests are more efficient
and robust than indirect assessments for measuring executive functioning. The study by
Soto et al. (2020), conducted with 136 children, clearly showed how executive function
assessments made by teachers adequately predicted students’ academic assessments (also
made by teachers) but failed to predict academic performance. Tests of executive functions
instead predict academic performance very well and predict academic ratings even better
than indirect assessments of executive functions.

This study is of particular relevance since, to date, it is the only published research with
two independent and two dependent variables and, in both cases, with direct and indirect
methods. Moreover, this makes it possible to elucidate more precisely what both techniques
measure; the academic assessments seem to better measure better school adjustment
according to teachers, while the direct ones are a better measure of school adjustment and
academic achievement. Thus, it would appear that direct measures are more accurate and
would be a better indicator of executive functioning than indirect measures.

1.5. Brief Description of the Yellow-Red Battery

The Yellow-Red battery consists of six tests focused on the general assessment of exec-
utive functions and the specific assessment of their different components. The assessment
system is based on technological support (Tablet) and is within the paradigm of invisible
assessment through play (Rosas et al. 2015). The test was designed to be applied to children
aged 6 to 11 years and has a total application time ranging from 15 to 30 min.

1.5.1. Cat-Dog

The first test, called Cat-Dog, is an adaptation of Diamond’s Hearts and Flowers
test (Diamond 2013). This test theoretically measures the three components of executive
functions in its three phases. In the first congruent phase, participants must touch the
same side of the screen where a stimulus (cat) appears. The second phase is incongruent:
participants must press the opposite side of the screen to where the stimulus appears (dog).
In each of the first two phases, 12 cats or dogs appear. In the third phase, congruent and
incongruent stimuli (cats and dogs) appear randomly 33 times. In all phases, the stimuli are
displayed for 1 s with an interval of 500 milliseconds. Points are only awarded for the results
obtained in the third phase. One point is assigned for each correct response, and 0 points
are assigned for omissions and incorrect or anticipatory responses, i.e., those executed
by the participant before 200 milliseconds elapse. As seen below, this test theoretically
evaluates the flexibility component of executive functions (Figure 2).
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Figure 2. Description of the phases of the Cat-Dog test.

1.5.2. Arrows

This test evaluates cognitive inhibition and attention; a “model” arrow and three
arrows that function as response alternatives appear on the screen. The arrows point to
the right, to the left, up, or down. In the first three cases, children must press the arrow
pointing in the same direction as the model. However, the participants should not press
anything when the arrow points downward. This test has 36 items, 8 of which correspond
to inhibition tasks. The first 15 items are displayed for 2 s, with 500-millisecond intervals,
while the following 21 items are presented for 1 s, with 500-millisecond intervals. One point
is awarded for each correct response, and 0 points for incorrect or anticipatory response
(response with a reaction time less than 200 milliseconds) (Figure 3).
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1.5.3. Flies

The Flies test assesses behavioral inhibition using a delay of gratification. A screen
is presented with flies flying in different directions, and the participant is asked to smash
as many as possible. The flies make a buzzing sound as they fly, and when smashed, they
make a sound that the children find very amusing and rewarding. When a green light is
turned on, the participant can continue smashing the flies; however, when the light turns
red, the participant should not continue smashing the flies. The traffic light changes color,
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and the participant must follow the rule. When it is green, you can smash flies; when it is
red, you cannot.

The test lasts 2 min and is divided into eight different time-lapses where the red or
green light appears. Each time-lapse lasts between 3 and 10 s. One point is awarded for
each fly smashed. The delayed gratification indicator is the sum of the flies smashed in the
green minus those smashed in the red-light time lapses (Figure 4).
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1.5.4. Binding

This test evaluates the development of visuospatial working memory in the form of
associated pairs. A series of images related to numbers or geometric figures are presented.
Then, some of the stimuli are presented again in isolation, and the participants must
establish the associations according to how they were initially presented. The test has
27 items; as the test progresses, more images and numbers are added. In the case of the
youngest children (6 to 8 years old), the first five items use geometric figures instead of
numbers. From age nine onwards, only items with numbers are presented, and 0 points
are assigned for each incorrect answer. An answer in which all pairs are appropriately
associated is considered correct; if there is at least one mistake, the item is considered
incorrect (Figure 5).
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1.5.5. The Farm

This test evaluates auditory and visual working memory. The evaluation of auditory
working memory is performed by presenting a sequence of animal sounds, after which the
participant must select the corresponding animals on a board starting from the last sound
heard (Figure 6).
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Figure 6. Example of Farm auditory test item.

A keyboard is displayed on which some keys light up to assess visual working memory.
The participant must press the keys in the reverse order in which they are illuminated.

The auditory sequences range from 2 to 8 sounds, and the visual sequences from 2 to
10 visual stimuli. There are 18 auditory items and 18 visual items. One point is assigned
for each correct answer. The test is failed when two consecutive errors are made at the
same level (the level is determined by the number of sounds to be remembered by the
participant) (Figure 7).
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1.5.6. Triads

The Triads test is oriented to evaluate cognitive flexibility. A series of four geometric
figures are presented, three of which have a common characteristic (color, shape, or size).
Participants must choose three that have something in common, but the classification
criteria are not made explicit. These implicit criteria are color, shape, and size. The criteria
change without giving any warning. In total, the test has 21 items, 5 of which correspond
to the implicit criterion of color, 5 to the implicit criterion of shape, and 5 to the implicit
criterion of size. Six random criterion items follow this. Participants have three chances to
get it right; if they fail, they skip to the next category, and those omitted items are considered.
Each failed attempt is considered an attentional error, but if it fails all three attempts, it is
considered a perseverative error. One point is obtained for each correct answer in the first
attempt; in the second attempt, 0.6 points, and in the third attempt, 0.3 points. One point
is deducted for each attentional error and 2 points for each perseverative error. There is
no time limit for the permanence of the items. This test is suspended after three incorrect
answers (Figure 8).
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In accordance with the evidence reviewed and the presentation of the instrument
developed and standardized to assess executive functions in school-aged children, this
study has the following objectives: firstly, at a general level, to demonstrate the importance
of having direct standardized measures of executive functions that can be used with
children of a wide age range; secondly, to obtain the psychometric properties of the Yellow-
Red Test. Finally, we sought to clarify the factor structure of executive functions in Chilean
children between 6 and 12 years of age.

2. Methodology

The Chilean standardization of Yellow-Red had a meticulous design to have enough
information to validate the test with the gold standards for each of the components of
executive functions: inhibition, working memory, and flexibility. These gold standards
provide valuable information regarding the evidence of validity with other variables and
the validity of an instrument developed under the stealth assessment paradigm (Rosas et al.
2015).

2.1. Instruments

A table summarizing the correspondence between the Yellow-Red subtests and the
respective gold standards applied in the study is presented in Table 1.
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Table 1. Correspondence of Yellow-Red subtests with their gold standards.

General Component Specific Component Yellow-Red Subtest Gold Standard

Inhibition
Cognitive inhibition and attention Arrows Flankers

Behavioral inhibition Flies Flankers

Working Memory
Visuospatial working memory Binding Digit Span WISC V

Auditory and visual working memory Farm Digit Span WISC V
Block Design WISC V

Cognitive Flexibility Triads Modified Card Sort Test
Similarities WISC V

2.1.1. Hearts and Flowers

This test assesses executive functions in general and specifically, according to the
assessment block. For the present research, only the third phase was used, which assesses
cognitive flexibility (A. Diamond, personal communication, April 2018). The Inquisit Web
6 platform (Millisecond Software LLC 2021), which allows offline tablet assessment, was
used. Specifically, the Chilean Spanish language version was programmed as described by
the original authors of the instrument (Borchert 2021; Diamond et al. 2007). Participants
see a set of items in which a heart or a flower appears on the right or left side of a fixation
cross. If the person sees a heart, he or she must press a “button” on the tablet on the same
side as the heart, which is called a congruent item. On the other hand, if the person sees a
flower to the right or left of the fixation cross, he/she must press the button on the opposite
side from where the flower appears, which is called an incongruent item. The test consists
of three blocks: the first is congruent, in which 20 items (hearts only) are presented, with
ten random appearances on each side of the fixation cross. According to Diamond et al.
(2007), the congruent block evaluates working memory. The incongruent block also has
20 items, this time only with flowers, with ten flowers on the left and ten flowers on the
right of the fixation cross. According to the authors, this block evaluates working memory
in addition to inhibitory control. Congruent and incongruent blocks have a maximum
response time of 5000 ms. The last block is mixed, and in it, participants must respond to 20
congruent and incongruent items that appear randomly, which assesses working memory,
inhibitory control, and cognitive flexibility. The maximum response time in this block is
6000 ms. Each block has three practice items, for which automatic feedback is given to the
participant, and failure is a criterion for suspension from the test. For the present study,
and due to the differences in presentation times that facilitate a response in the Hearts and
Flowers test, compared to Cat-Dog, those correct responses selected 1000 ms after stimulus
presentation were scored with 0.5 points (equivalent to half of the correct response). In
addition, responses selected before 200 ms scored 0 points.

2.1.2. Flankers

This test evaluates attention and cognitive inhibition. The Inquisit Web 6 platform
(Millisecond Software LLC 2021) was used. The test corresponds to the Chilean Spanish
version and follows the procedure described by the authors of the instrument (Borchert
2021; Rueda et al. 2004). The test consists of presenting an image of five fish lined up.
The participant must pay attention to the fish in the center, and if the fish in the center
looks to the right, the participant must press the button on the right. However, if the fish
in the center faces left, the participant must press the key on the left. The other fishes
in the row can look in the same direction as the fish in the center (congruent item) or
in the opposite direction to the fish in the center (incongruent item) (see Figure 9). The
platform presents two practice blocks, 12 items in which only four fishes are presented (6
looking left and six looking right), and 12 events with five fishes (three compatible events
looking left, three compatible events looking right, three incompatible events looking left,
and three incompatible events looking right). The maximum response time per item is
3000 ms. For the present study, and due to differences in presentation times that facilitate
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responding in the Flankers test compared to Yellow-Red tests that assess inhibition, those
correct responses selected after 1500 ms following stimulus presentation were scored with
0.5 points (equivalent to half of the correct response). In addition, responses selected before
200 ms were scored with 0 points.
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2.1.3. Modified Card Sort Test

This test assesses cognitive flexibility in the face of changes in the rules of the task. It
is a child version of the Wisconsin Card Sorting Test, in which fewer items are considered
than in the original version, and only unambiguous cards are presented for sorting. What
is essential is the ability to search for a new sorting category when the rule changes
implicitly. The Inquisit Web 6 platform (Millisecond Software LLC 2021) was used. The
test corresponds to the Chilean Spanish version and follows the procedure described by
the authors of the instrument (Borchert 2021; Nelson 1976). The test consists of the subject
having to classify one letter per item according to the similarity in a category with one of
the four letters displayed below. Two blocks of 24 items are presented, and each of the 24
cards presented in each block has a maximum of one characteristic in common with the four
response cards; thus, there are no ambiguous items. The cards in each block are presented
randomly and without repetition. For each block, the same order of sorting criteria is
followed: color, shape, quantity, repeating the pattern consecutively (see Figure 10). The
rule changes automatically after six consecutive correct answers in each category. The score
corresponds to the number of correct answers (Figure 11).
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2.1.4. Digit Span

This test corresponds to a subtest of the Wechsler Intelligence Scale for Children, 5a
edition (WISC-V), in its standardized version for the Chilean population (Rosas et al. 2022).
This subtest corresponds to one of the two tests that make up the working memory index
(Rosas and Pizarro 2018). It comprises three tasks: (1) Digits in Direct Order: a sequence
of numbers is read to the participant, which he or she must repeat in the same order. (2)
Digits in Reverse Order: the second sequence of numbers is read to the participant, which
the person must repeat in reverse order. (3) Sequenced Digits: in the third sequence of
digits, the participant must repeat them in ascending order. Each task includes two practice
attempts to ensure the understanding of the task. Each of the three tasks has nine items,
each containing two attempts. As the items progress, they have more items to remember;
for example, item 1 has numbers, while item 9 has ten numbers in the Digits in Direct Order
task. The test has a suspension criterion, which is applied when the child makes a mistake
in two attempts at the same item. The total score corresponds to the sum per task of each
correct attempt (one point) answered by the subject.

2.1.5. Verbal Fluency Test

Researchers decided to develop a task to assess verbal cognitive flexibility. The test
consisted of naming as many items that met specific characteristics as possible in 60 s. The
instruction given to the children was the following: “Please name as many things that
you like as fast as you can”. The answers were recorded to be scored later, considering
as a score the sum of words expressed within the time limit. This test is not part of the
Yellow-Red battery; it was developed to have a second test of verbal flexibility to contribute
to the factorial structure of the model.

2.1.6. School Adaptation Index

This index corresponds to a composite score between the TRF and the average grades
obtained by the student the year prior to the evaluation. The index is expressed in per-
centiles, in which each measure weighs 50%.

Teacher Report Form 6–18, Spanish version (TRF): To obtain information on school
adjustment, four questions were used that are not part of the questionnaire itself but of
a section of contextual questions on general aspects of the adjustment observed by the
educator, such as the degree to which the educator perceives that the student makes an
effort, if the student seems happy, if he/she behaves appropriately, etc. The questions were
answered in Likert format, with zero points indicating “Much less than the average of
their peers,” while a score of seven indicated “Much less than the average of their peers”
(Achenbach and Rescorla 2001). Thus, the maximum possible raw score was 28 points. This
score was transformed into a percentile so that a score of 28 points was equivalent to 100%
TRF-Adaptation.

Academic Performance: The second measure of school adjustment corresponds to
the grade point average obtained by the student in 2020. This average ranged from 0 to
7 and was reported by the students’ schools. The average obtained was transformed to a
percentile so that grade seven corresponded to 100% academic performance.
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2.2. Sample

The Yellow-Red standardization process was approved by the Scientific Ethical Com-
mittee of Social Sciences, Arts, and Humanities of the Pontificia Universidad Católica de
Chile. Sampling focused on subjects having sufficient variability in the following character-
istics: SES, gender, age, and school adjustment, for which the individual school adjustment
index described in the previous section was used. Table 2 shows the sample distribution
according to SES, gender, and level of education of each student.

Table 2. Sample distribution by SES, gender, and grade.

Low SES High SES

Female Male Female Male Total

N % N % N % N % N %

Kinder 9 3.67 9 3.67 12 4.90 14 5.71 44 17.96
1st Grade 10 4.08 11 4.49 10 4.08 10 4.08 41 16.73
2nd Grade 10 4.08 10 4.08 10 4.08 10 4.08 40 16.33
3rd Grade 3 1.22 7 2.86 12 4.90 12 4.90 34 13.88
4th Grade 9 3.67 12 4.90 12 4.90 9 3.67 42 17.14
5th Grade 10 4.08 7 2.86 10 4.08 10 4.08 37 15.10
6th Grade 2 0.82 1 0.41 3 1.22 1 0.41 7 2.86

Total 21.6 23.2 28.1 26.9 24 100.0

Note. SES = Socioeconomic Status.

The sample consisted of 245 participants (122 girls); 110 belonged to the low SES and
135 to the high SES. The socioeconomic categorization proposed by the Quality Agency of
the schools attended by the students was considered to define their SES. This categorization
considers the parents’ educational level, the family’s average monthly income, and the
vulnerability index. This index was calculated based on the percentage of students in the
school who are in extreme poverty or at risk of school failure. The first three indicators
were obtained through a survey answered by the families of the children who took the
SIMCE test (a national standardized test to assess Math and Language). The last one was
obtained from the Junta Nacional de Auxilio Escolar y Becas (JUNAEB) data.

The students came from schools in Santiago, Chile, in grades from kindergarten to 6th
grade.

All students took all the tests. Only two children did not participate in the Flies subtest.
These missing cases are due to one child with suspected color blindness (necessary for the
test) and one child not responding.

The principal of each school agreed to participate in the study and gave the autho-
rization to contact students’ families. All participants were authorized by their parents or
legal guardians through a letter of informed consent; they also went through the informed
consent process.

2.3. Procedure

Students were assessed at home or at their educational establishments during school
hours in a room provided by each school to carry out the procedure. The evaluations were
carried out at the end of the current school year (second semester 2021). The assessment
was conducted in one 60-min session for students in grades two through six and two 30-min
sessions for those in kindergarten and first grade. A trained evaluator administered all
tests individually in oral or digital format (Tablet format).

Traditional format tests were administered first, i.e., oral question-answer tests. These
were the subtests of the WISC-V. In this case, the evaluators recorded the answers on the
Tablet, and after the evaluation, they scored the tests. Subsequently, the tests were applied
in digital format; first were the gold standard tests, Hearts and Flowers, followed by the
Flanker test and the Card Sort Task, which were presented randomly, according to the
definition in the programming of the application. Then, the Yellow-Red battery tests were
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applied in the following order: Cat-dog, Triads, Arrows, Binding, Farm (auditory and
visual), and Flies. Finally, the verbal fluency test was applied.

Regarding missing data, the analyses were carried out considering the two students
mentioned above as missing cases and using the listwise method for the multivariate
analyses.

The data analysis was performed with SPSS 27 for all analyses except the confirmatory
factor analysis performed with Mplus 8. The analysis plan was structured as follows: to
determine internal consistency, a reliability test was performed. To assess the validity of
Yellow-Red, the progression of scores according to age was evaluated, using the course
attended by the students as a proxy for this variable. The difference in scores for each
test between kindergarten, third, and fifth grade was reported. To obtain evidence of
convergent and discriminant validity of the Yellow-Red test, an analysis of correlations
with reference variables (gold standards) and with a variable that theoretically did not
correlate with the instrument was carried out. To check the structure of the test, three
confirmatory factor analyses were carried out: for the full sample, for younger students,
and for older students.

3. Results
3.1. Evidence of Reliability

As can be seen in Table 3, the evidence of test reliability is excellent, both in internal
consistency indicators and in bipartition indicators (for the Flies test, an internal consistency
indicator could not be calculated). In five of six tests, the coefficients exceeded 0.8, which is
considered very good. In the Cat-Dog test, the value was above 0.9, which is considered
excellent.

Table 3. Reliability analysis, internal consistency, or bipartition indicator.

Yellow Red Cronbach’s Alpha Pearson’s r

Flies 0.82 **
Arrows 0.88
CatDog 0.91
Binding 0.86

Farm 0.82
Triads 0.86

Note: Interpretation of Cronbach’s alpha values: α ≥ 0.9, excellent; 0.9 > α ≥ 0.8, good; 0.8 > α ≥ 0.7, acceptable;
0.7 > α ≥ 0.6, questionable; 0.6 > α ≥ 0.5, poor; 0.5 > α, unacceptable. ** = p < 0.01.

3.2. Evidence of Validity
3.2.1. Progression of Executive Functions with Age

The progression of the results according to age showed clear evidence of the tests’
validity. As shown in Figure 12, all the tests, except for Farm, showed an evident progression
concerning age. Although, in all of them, a flattening of the curves was observed towards
older ages, which may indicate that the test decreased its discriminative capacity as the age
of the children increases. Regarding Farm, it reached its highest value in third grade and
practically did not increase in the following grades (Figure 12).

A one-way ANOVA was performed to test the progression of scores according to age.
The test was conducted considering kindergarten, second, and fifth grade, since the sample
size decreased in sixth grade. As can be seen in Table 4, all tests showed a statistically
significant increase in scores according to age. Additionally, the effect sizes were all above
0.14, which is considered large. The post hoc Tukey analysis indicated that the difference of
1.47 points (95% CI [−3.28, 0.34] p = 0.136) on average between kindergarten and second
grade on the Farm test was the only comparison that was not statistically significant.
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Table 4. ANOVA results.

N M SD SE F(2,118) η2

Arrows
Kinder 44 18.000 4.393 0.662

87.773 *** 0.5982nd grade 40 24.775 4.554 0.720
5th grade 37 30.108 3.204 0.527

Binding
Kinder 44 4.659 2.828 0.426

55.644 *** 0.4852nd grade 40 7.875 3.750 0.593
5th grade 37 12.568 3.516 0.578

Flies
Kinder 44 46.818 24.819 3.742

68.352 *** 0.5412nd grade 40 82.825 24.142 3.817
5th grade 35 107.629 20.150 3.406

Triads
Kinder 44 10.611 2.639 0.398

28.096 *** 0.3232nd grade 40 12.810 4.501 0.712
5th grade 37 16.600 3.498 0.575

CatDog
Kinder 44 11.386 5.809 0.876

88.948 *** 0.6012nd grade 40 22.063 5.330 0.843
5th grade 37 26.500 4.531 0.745

Farm
Kinder 44 5.182 3.208 0.484

24.789 *** 0.2962nd grade 40 6.650 3.393 0.537
5th grade 37 10.541 3.884 0.639

*** p < 0.001.

3.2.2. Evidence of Convergent and Discriminant Validity

Table 5 presents the correlations of the YR tests with their corresponding gold stan-
dards and with a test that theoretically should not correlate significantly with executive
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functions, e.g., the mental health variable as perceived by teachers on the TRF scale. This
variable corresponds to the response to the question to what degree is (the student) happy
and content? As can be seen in Table 5, all the correlations observed were significant at 1%,
with values ranging from 0.42 (flexibility) to 0.73 (behavioral inhibition). Likewise, all the
correlations with the discriminant test were close to zero and insignificant.

Table 5. Correlations between Yellow-Red subtests and their corresponding gold standard and TRF
(mental health test, not related to measured skills).

Yellow-Red Subtest The Gold Standard
(Reference) Correlation Correlation with TRF

Flies Flankers 0.59 ** 0.02
Arrows Flankers 0.72 ** 0.03
CatDog Hearts and flowers 0.63 ** 0.00
Binding Digit Span WISC V 0.57 ** 0.08

Farm Digit Span WISC V 0.63 ** 0.06

Triads
Modified Card Sort Test 0.42 ** 0.12

Oral Fluency 0.37 ** 0.17*
Note WISC V Digits: Mean score obtained in forward, backward, and sequencing digits. Correlation using
Pearson’s r: ** = p < 0.01.

3.2.3. Evidence of Factorial Validity

The factorial structure of executive functions during childhood and early adolescent
development goes from being a unitary construct to being progressively differentiated
into two factors. Later in adolescence and adulthood, it shows a structure in which three
differentiated factors emerge but maintain a certain level of correlation between them
(Lehto et al. 2003; Shing et al. 2010; Willoughby et al. 2012). In the present study, we sought
to test whether the Yellow-Red subtests also reflected the increasing diversification of the
components of executive functions with age. For this, a series of CFAs were carried out,
which allowed for interpreting the relationship between observed variables (in this case,
the results in each of the Yellow-Red tests) with latent variables or the components of the
executive functions, and the relationship existing between the latent variables. The three
latent variables defined are: inhibition (I), for which the observed variables corresponded
to the results of the Arrows (ARR) and Flies (FLI) subtests. The latent variable working
memory (WM) was composed of the observed variables Binding (BIN) and Farm (FAR),
while the latent variable cognitive flexibility (CF) was composed of Triads (TRI) and Cat-
Dog (CAT). The models tested ranged from most differentiated to least differentiated.
Thus, the first model evaluated a structure of three latent factors. The second model was
composed of two factors, in which two components were combined into one latent variable
and a third factor was left with only one latent variable. This model had three versions, in
order to test all possible combinations between components. Finally, the simplest model
was the one with a single latent variable, which grouped all the components of executive
functions (see Table 6).

Table 6. Proposed models for confirmatory factor analysis.

Model Factor 1 Factor 2 Factor 3

Model 1 I WM CF

Model 2A (I + WM) CF

Model 2B I (WM + CF)

Model 2C (I + CF) WM

Model 3 (I + WM + CF)
Note. I = inhibition, WM = working memory, CF = cognitive flexibility.
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To test the increasing differentiation in the components of executive functions, the
analysis was carried out in three groups; one considered the entire sample, i.e., students
from kindergarten to sixth grade. The second group considered the youngest children
in the study, kindergarten and first grade students. Finally, the analysis was conducted
with the older children, students from second to sixth grade. The CFA was performed
using a robust maximum likelihood estimator (MLM), which allows the analysis to be
performed with variables that present distributions with a certain level of abnormality.
For each group analyzed, a table is presented with the five models and their respective
adjustment statistics. The model with the best fit to the data was highlighted, which was
then represented graphically, indicating the parameters for each of the variables.

Each of these models was tested under three conditions: the first condition considered
the whole sample, the second condition considered only the youngest children in the
sample (kindergarten and first grade), and the third condition included only the oldest
students (second to sixth grade).

Confirmatory factor analysis: Kindergarten to sixth grade

The results shown in Table 7 indicate that, for the whole sample, the model that best
fit the data corresponded to model 3 (see Figure 13), which considered a single factor that
included the three components of executive functions. Models 1, 2.A, and 2.B presented
latent factors with correlations greater than 1, which prevented an accurate estimation of
their degree of fit. In this case, it was recommended to collapse the factors that presented
problems. Models 2C and 3 presented statistically significant χ2 values and p-values,
indicating a low level of fit. However, this could be due to the small number of participants,
as the χ2 statistic is very sensitive to the N of the sample (Byrne 2011). When analyzing
the rest of the goodness-of-fit indicators for models 2C (CFI = 0.974; RMSEA = 0.095;
SRMR = 0.038) and 3 (CFI = 0.974; RMSEA = 0.089; SRMR = 0.38), we saw that both
models presented adequate values for CFI (greater than 0.95) and SRMR (lower than 0.08),
but presented difficulties concerning RMSEA (values higher than 0.06 were observed).
However, model 3 presented a value closer to what was expected; thus, it was considered
the most adequate model.
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Figure 13. Model plot confirmatory factor analysis (kindergarten to sixth grade). Note. F1 = Model 3
(I + WM + CF). ARR = subtest Arrow. FLI = subtest Flies. FAR = subtest Farm. BIN = subtest Binding.
TRI = subtest Triads. CAT = subtest Cat-Dog. All modeled correlations and path coefficients are
statistically significant (p < 0.001).
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Table 7. Goodness of fit indices for alternative CFA models (kindergarten to sixth grade).

Model df χ2 p CFI RMSEA RMSEA 95% CI SRMR

(1) I-WM-CF a 6 19.545 0.003 0.980 0.096 0.051–0.146 0.033

(2.A) (I + WM)-CF a 8 19.883 0.010 0.982 0.078 0.035–0.122 0.033

(2.B) I-(WM + CF) a 8 25.013 0.002 0.975 0.094 0.054–0.136 0.039

(2.C) (I + CF)-WM 8 25.624 0.001 0.974 0.095 0.055–0.138 0.038

(3) (I + WM + CF) 9 26.308 0.002 0.974 0.089 0.051–0.129 0.038

Note. a = The latent variable covariance matrix (PSI) is not positive definite. The model with the best fit is
highlighted in bold.

Confirmatory factor analysis: Kindergarten and first grade

As we can see in Table 8, the confirmatory factor analysis results for kindergarten and
grade 1 children indicated that the best-fitting model was model 3 (see Figure 14), which
indicates the existence of a single latent factor grouping the observed variables. The CFI
value of 0.92 indicated an adequate fit. However, RMSEA (greater than 0.10) and SRMR
(greater than 0.065) indicated a low model fit. However, this could be due to the small
sample size. Models 1 and 2A, 2B, and 2C were discarded because the latent variable
covariance matrix (PSI) was not positive definite.

Table 8. Goodness of fit indices for alternative CFA models (kindergarten and first grade).

Model df χ2 p CFI RMSEA RMSEA 95% CI SRMR

(1) I-WM-CF a 6 7.772 0.255 0.985 0.059 0.000–0.161 0.041

(2.A) (I + WM)-CF a 8 13.765 0.088 0.950 0.092 0.000–0.172 0.055

(2.B) I-(WM + CF) a 8 18.551 0.018 0.909 0.125 0.049–0.200 0.065

(2.C) (I + CF)-WM a 8 14.601 0.067 0.943 0.099 0.000–0.1770 0.056

(3) (I + WM + CF) 9 18.731 0.028 0.916 0.113 0.036–0.185 0.065

Note. a = The latent variable covariance matrix (PSI) is not positive definite. The model with the best fit is
highlighted in bold.
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Confirmatory factor analysis: Second to sixth grade

The best fitting model for students in grades 2–6 was model 2C (CFI = 0.926; RM-
SEA = 0.095; SRMR = 0.52). Models 1, 2A, and 2B were unacceptable, as the latent variables
had correlations greater than 1. Model 3 was discarded as it had a lower fit than model 2C
(see Table 9). Model 2-C is represented in Figure 15.

Table 9. Goodness of fit indices for alternative CFA models (second to sixth grade).

Model df χ2 p CFI RMSEA RMSEA 95% CI SRMR

(1) I-WM-CF a 6 16.714 0.010 0.931 0.106 0.047–0.168 0.048

(2.A) (I + WM)-CF a 8 21.337 0.006 0.913 0.103 0.051–0.157 0.053

(2.B) I-(WM + CF) a 8 22.321 0.004 0.907 0.106 0.055–0.160 0.056

(2.C) (I + CF)-WM 8 19.474 0.012 0.926 0.095 0.042–0.150 0.052

(3) (I + WM + CF) 9 23.917 0.004 0.903 0.102 0.054–0.153 0.056

Note. a = The latent variable covariance matrix (PSI) is not positive definite. The model with the best fit is
highlighted in bold.
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Figure 15. Model plot confirmatory factor analysis (second to sixth grade). Note. ICF = Inhibition plus
cognitive flexibility, WM = working memory, ARR = Arrows, FI = Flies, TRI = Triads, CAT = Cat-Dog,
FAR = Farm, BIN = Binding. All modeled correlations and path coefficients are statistically significant
(p < 0.001).

4. Discussion

This article described the Yellow-Red test’s standardization process for assessing
executive functions in children aged 6 to 11. The development of this test responded to the
need for instruments that allow valid and reliable measurement of executive functions due
to the high impact they have on academic performance, as well as on work adaptation and
emotional stability in adulthood (Diamond 2016).

The need for instruments designed specifically for child assessment, which also have
solid validity and reliability indicators, was highlighted. The Yellow-Red test adequately
responded to this demand, being, to our knowledge, the only instrument to measure
executive functions playfully, based on a Tablet format, which independently assesses the
three basic components of executive functions postulated by Miyake et al. (2000) and has
psychometric evidence that supports its reliability and validity.

Yellow-red is a test designed specifically for assessing executive functions in children,
and its development considered the four aspects raised by Germine et al. (2019). The Yellow-
Red test has several advantages over other assessment instruments. The test is attractive to
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users because, on the one hand, the use of a digital medium that can be manipulated directly
by children takes into account the high technological proficiency demonstrated by students
belonging to generations of digital natives (Mcmanis and Gunnewig 2012; Sweeney and
Geer 2008). On the other hand, it incorporates playful dynamics, which has been shown
to positively impact children’s motivation and engagement (Perrotta et al. 2013). On the
other hand, using playful tests with digital support increases the chances of accuracy in
the assessment results, especially in the case of children with learning difficulties (Rosas
et al. 2015). Finally, as there is no evidence that the digital format interferes negatively
with the cognitive assessment process of children (Kingston 2009; Wang et al. 2008), the
incorporation of technology and gamification, such as the Yellow-Red battery, is considered
relevant.

Although there are other instruments designed to assess the various components
of executive functions, both independently and in general, many of these do not have
information regarding their psychometric properties, which significantly reduces their
reliability. Examples of this are Espy’s Shape School test (Espy 1997), which assesses
flexibility and inhibition in preschoolers; the Dimensional Change Card Sorting Test (DCCS)
(Zelazo et al. 1996), which assesses flexibility; and the Hearts and Flowers test, which
theoretically assesses the three components, initially called Dots (Davidson et al. 2006;
Diamond et al. 2007).

On the other hand, they are standardized instruments with evidence of reliability and
validity. However, they are oriented only to one of the components of executive functions,
or they frame their evaluation as a part of a more general cognitive function. This is the case
for the WISC-V Digit Span subtest, which assesses working memory in isolation based on
the application of three subtests (digit span forward, backward, and sequencing), of which
strictly only the last two assess working memory (the first assesses short term memory);
for the Woodcock-Muñoz number reversal and auditory working memory subtests, which
are oriented to the assessment of working memory; and for the concept formation subtest,
related to cognitive flexibility (Schrank et al. 2005). Thus, although we have standardized
instruments, their design was not focused on evaluating executive functions and even less
on the specific assessment of their components. Still, they are oriented to general cognitive
skills or school performance.

However, other instruments have several characteristics attributed to the Yellow-Red
battery. An example of this is the battery developed by Zelazo et al. (2013), which is
also game-based and presented in a Tablet format, and it proposes the evaluation of the
three basic components of executive functions; a clear differentiation of the components
cannot be made because the total assessment is based only on the use of two tests (DCCS
and Flankers), which could generate a contamination of the tasks and therefore difficulty
in isolating the performance in each of its components. On the other hand, Yellow-Red
has at least one test to evaluate each component, which strengthens the possibilities of
differentiation.

One of the main pieces of evidence of the validity of the Yellow-Red test is the excellent
correlations obtained with instruments considered gold standards for each component.
The convergent and discriminant validity analysis showed conclusive results regarding the
quality of each subtest to assess, respectively, the factors of inhibition, working memory,
and flexibility.

On the other hand, test results generally show a progression with age. That is, perfor-
mance improves in direct relation to age. This is in line with the progressive development
of executive functions, which has been widely described in the literature (Friedman and
Miyake 2017; Miyake et al. 2000; Gathercole 1998). As shown, the onset of executive func-
tion development begins during the first months of age and continues into adulthood. The
results presented here align with the expected progress in executive function development.
One particularly striking result is the performance in the ‘Farm’ test (Figure 12). Here, a
clear difference was seen between the results obtained by participants in grades K-2 and
grades 3–6. This result may be related to the progressive development of working memory,
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which increases by one unit of information every two years. Thus, given that there are
participants of different ages in each grade, the K–2 group corresponds to participants
with an average age of 7.2 years (StdDev = 0.9), and the 2–6 grade group corresponds to
participants with an average age of 10.4 years (StdDev = 0.9). A possible explanation for
this observed result is that, in the second group (3–6 grades), the development of some
skills necessary for a good performance in WM tests has started (Gathercole 1998). In
particular, rehearsal and practice-by-repetition strategies, whose development starts at
seven years, should be more present in the second group (3rd–6th grade) (Chooi and Logie
2020; Morra 2015).

The confirmatory factor analysis of the six Yellow-Red subtests, plus the one carried
out with the gold standard tests, recognizes and reaffirms that Chilean children’s executive
function structures progressively differentiate with age. Starting with a common factor
at preschool age, as demonstrated by Wiebe et al. (2008) and Willoughby et al. (2012),
until around six years of age and differentiating into two factors in middle childhood,
from seven to 12 years of age, as found by Shing et al. (2010). One factor linked to
inhibition and another related to cognitive flexibility, sharing working memory tasks, can
be distinguished. However, as Wiebe (2014) points out, the evidence for two factors is
robust, but their composition is not.

Future research should clarify whether, by taking a wider age range, the three factors
can be more clearly differentiated. For this, the test should be applied to students up to at
least 12 years of age.

5. Conclusions

After a rigorous development, adaptation, and standardization process, it was possi-
ble to develop a battery for an exhaustive assessment of executive functions, considering
global indicators and specific measures for each primary component. All the subtests that
compose it have sufficient evidence of validity and reliability. The Yellow-Red executive
function assessment battery responds to the needs of the academic, clinical, and educa-
tional communities. By having an appropriate assessment instrument, researchers and
practitioners can accurately assess children’s executive functions at an early age, which
allows for the detection of possible difficulties and the strengthening of skills that could
present difficulties.

Future research will explore the longitudinal use of this tool in various contexts and
demonstrate the practical impact of a playful, technology-based instrument that allows
both the general and isolated assessment of the different components of executive functions.
This could imply the consideration of these results in the design of clinical interventions
and educational programs, which, considering the broad impact of executive functions in
diverse areas of human development, could contribute to the possibilities of correcting
difficulties and strengthening those aspects necessary to improve people’s quality of life.

6. Limitations

The present study showed strong evidence for the validity and reliability of Yellow-
Red. However, the sample size comprised rather small groups, mainly when classified by
age and SES. These sample sizes may affect the interpretability and extrapolation of results
to more diverse populations. In this sense, complementing the present study with studies
conducted in other populations, countries, and cultures would provide information on the
instrument’s usability in other cultural contexts.
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Abstract: Clinical reasoning is a foundational component of conducting evidence-based psychological
assessments. In spite of its importance, limited attention has been paid to the teaching or measurement
of clinical reasoning skills relative to psychological assessment, as well as how clinical reasoning
develops or how its efficacy can be measured. Improving clinical reasoning throughout the assessment
process, from initial case conceptualization to hypotheses testing, to recommendation writing, has
the potential to address commonly noted concerns regarding diagnostic accuracy, as well as the
accessibility and utility of psychological reports and recommendations, and will, ultimately, lead to
improved outcomes for clients. Consequently, we provide a definition of clinical reasoning in relation
to psychological assessment, followed by a critique of graduate training assessment and the current
challenges of measuring clinical reasoning in psychology. Lastly, this paper provides suggestions for
how to incorporate clinical reasoning throughout the assessment process as a way to answer client
questions more effectively and provide meaningful recommendations to improve outcomes.

Keywords: clinical reasoning; critical thinking; evidence-based assessment

1. Introduction

Evidence-based assessment (EBA) is a relatively new concept in psychology that em-
phasizes the theory and research in selecting and using high-quality assessment methods
and processes (Youngstrom and Van Meter 2016). Although there are no agreed-upon
standards for its application in psychology, there have been some attempts at providing
guidelines for EBA, based on the American Psychological Association’s (American Psy-
chological Association 2006) three recommendations for evidence-based psychological
practice, including: (a) using the best available research, (b) applying clinical expertise, and
(c) attending to patient characteristics, culture, and preferences (Bornstein 2017). Others
have noted that EBA requires effective critical thinking and reasoning, which informs all
aspects of assessment, from determining the questions and choosing assessment measures
to interpreting the results by analyzing information and data within the context of a client
(Dombrowski et al. 2021; Victor-Chmil 2013; Ward 2019). Thus, clinical reasoning supports
clinicians who must engage in clinical reasoning during assessment and make diagnostic
decisions when presenting client problems in EBA.

The purpose of this paper is to describe the current state of clinical reasoning research
in the context of psychological assessment and to propose potential directions for promoting
clinical reasoning in assessment practice. This paper will first define the role of clinical
reasoning in evidence-based assessment and the research related to this area, outlining some
of the contemporary challenges in the training and research related to clinical reasoning
in assessment. The second section will summarize the current, albeit limited, literature
on how psychologists develop clinical reasoning skills, along with recommendations for
extending the research findings on deliberate practice (DP). Finally, this paper will suggest
how practitioners might be able to improve their clinical reasoning in assessment contexts,
based on the findings of medicine and psychotherapy.
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2. The Role of Clinical Reasoning in Evidence-Based ()Assessment

Victor-Chmil (2013) posited that “critical thinking is the cognitive processes used
for analyzing knowledge” (p. 34) and also that “clinical reasoning is the cognitive and
metacognitive processes for analyzing knowledge relative to a clinical situation or specific
patient” (Victor-Chmil 2013, p. 34). Often used interchangeably with other terms such as
critical reasoning, clinical reasoning allows psychologists to make sense of a large amount
of data as they develop working hypotheses, identify information that supports or refutes
those hypotheses, and compare data to diagnostic criteria. Both critical reasoning and
clinical reasoning involve intentionally thinking about a problem, testing hypotheses, and
generating solutions to the problem (American Psychological Association n.d.; Gruppen
2017). Critical thinking requires not only attending to the outcome of the process but also
attending to the process of thinking, which is often omitted in research on assessment
(Gambrill 2019). Because clinical reasoning and critical reasoning are notoriously poorly
or inconsistently defined within the literature, and because there is considerable overlap
between these two terms, they are considered similar enough that we have used clinical
reasoning in this paper, due to its more common use within the broader research literature.

In order to move toward EBA and utilize clinical expertise in this process, it is im-
portant to understand the current challenges of implementing EBA (Ward 2019). One
challenge is in understanding how clinicians gain and apply the foundational skill of
clinical reasoning in psychological assessment (Dombrowski et al. 2021). Reasoning is an
under-discussed topic in EBA (Wright et al. 2022) that is used when testing hypotheses
related to clients’ functioning within their context, synthesizing and integrating data from
multiple sources, and providing diagnoses and meaningful treatment recommendations
to improve functioning (Mash and Hunsley 2005; Wright et al. 2022; Youngstrom et al.
2015; Youngstrom and Van Meter 2016). When performed well, clinical reasoning aids
psychologists in asking important questions to ensure that consideration is given to how
psychologists’ beliefs about clients or their problems influence the assessment process.

Unfortunately, faulty clinical reasoning can lead to misdiagnoses and may harm clients
through delayed, insufficient, or inappropriate treatment, which ultimately leads to a lack
of faith in psychological services (Gambrill 2012; Wright 2021). Currently, there are no
available statistics on how faulty clinical reasoning affects the general population because
of the difficulty in directly connecting error rates in psychology to negative outcomes
(Gambrill 2012). This contrasts with the medical field, where there are considerably more
publications on this topic owing to the availability within the medical field of more objective
measures of error rates, such as mortality and the length of hospital stays (e.g., Ahmed
et al. 2015). Specific to psychology, the link between poor critical reasoning and negative
client outcomes is largely indirect and has primarily been examined in relation to the
common types and sources of errors in both the testing and report-writing processes,
largely ignoring the role of critical reasoning in these problems. Because of the important
role that psychological assessment can play in improving client functioning, understanding
how psychologists think and reason critically throughout the process of assessment and
case conceptualization is vital for improving the quality of assessments (Siegert 1999).
Additionally, while there have been significant advances in evidence-based treatments,
the lack of corresponding attention to EBA is surprising, as treatment selection should be
informed by assessment (Mash and Hunsley 2005).

The pursuit of clinical reasoning in assessment is an important goal. The conclusions
and diagnostic decisions derived from psychoeducational assessment can have a significant
effect on the daily lives of clients. For instance, an understanding of the ecological factors
that either support or restrict the success of a student with academic difficulties is critical
in determining whether or not the student meets the diagnostic criteria for a learning
disability, and identifying the appropriate remediation, learning support at home and
school, and accommodations that are specific to that pupil’s educational needs.
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3. Examining the Current State of Research Training, Research, and Practice

As Gordon et al. (2022) aptly remarked, “Clinical reasoning is a topic that often
feels familiar (or even obvious) . . . [however,] this sense of familiarity may be masking
important differences in how it is understood, operationalized, and assessed” (p. 109).
Indeed, how psychologists engage in clinical reasoning during assessment has largely been
neglected in the literature (Mash and Hunsley 2005). In discussing the current state of
clinical reasoning in psychology, we have drawn upon research into the technical aspects of
test administration (Oak et al. 2019), the use of base rates (Burns 1990), diagnostic accuracy
in assessment (Aspel et al. 1998; de Mesquita 1992; Watkins 2009), and improving report
writing (Nelson 2021; Pelco et al. 2009; Postal et al. 2018), but this body of literature had
not addressed how to develop and improve critical reasoning in psychological assessment.
Much of the argument of this paper is based on the research of clinical reasoning skills in
social work (Gambrill 2012, 2019), medicine (Young et al. 2020), and psychological therapy
(Miller et al. 2020) because clinical reasoning and how to develop and improve clinical
reasoning in psychological assessment has largely been ignored. Below, we review what
is known about clinical reasoning from the literature, highlighting issues with how it is
taught, researched, and, currently, practiced.

3.1. A Focus on Testing Rather than Assessment

One of the challenges in understanding the role of clinical reasoning in assessment
has been the commonplace conflation of the terms, “testing” and “assessment”. In training
assessment skills, an emphasis on standardized assessment and reducing administrative
error in training programs is warranted, as standardized administration requires con-
siderable training, and critical thinking is predicated on quality data. However, paying
attention to testing, including choosing appropriate measures with strong psychometric
properties and interpreting test scores appropriately, is imperative but it is insufficient to
ensure strong clinical reasoning. Testing generally refers to choosing and administrating
measures and assessment alignments. Assessment, however, refers to the entire process,
from choosing what questions to ask during the initial interview to interpreting all of the
data gathered, including but not limited to test scores (Canivez 2019; Suhr 2015; Wright
2021); the initial steps inform the subsequent hypotheses and guide the assessment process,
but they occur prior to test selection, administration, and interpretation (Ward 2019). One
problem with most evaluations of assessment skills in training is that there is an emphasis
on evaluating the psychometric aspects of assessment and standardized test administration,
at the expense of clinical reasoning development (Mash and Hunsley 2005; Wright 2021).
There is a danger in focusing on the generation of test scores at the expense of clinical
reasoning. Psychologists can use psychometrically strong measures and administer them
appropriately but will come to poor conclusions if they do not have the clinical reasoning
skills to determine what the problem is that is being presented, in order to ask and answer
the right questions or to integrate and interpret the resulting data effectively (Mash and
Hunsley 2005).

During the psychological assessment process, test scores are an important source of
information. Learning the standardized test measures is a complex and time-consuming
task that represents an important foundational skill for reducing error and increasing
reliability. Error is inherent in testing for various reasons such as client and examiner
factors, as well as problematic testing conditions, including incomplete data, time pressures,
and complex environments; therefore, it is important to reduce administrative error as
much as possible. Unfortunately, despite the focus on a standardized assessment, errors
are common. For example, despite the fact that these are learned skills that are a core
part of training programs, assessment errors are commonplace, with practitioners often
making more errors than students (Oak et al. 2019). This level of difficulty in accurately
implementing skills that are essential for assessment contributes to poor clinical reasoning
by providing poor-quality data.
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3.2. Test-by-Test Reporting

The concern that emphasizing test scores over assessment can lead to weak clinical
reasoning is demonstrated by the dominant test-by-test approach used in report writing,
which some argue reflects the quality of clinical reasoning (Pelco et al. 2009). It is impor-
tant that reports are transparent when explaining how the psychologist arrived at their
diagnostic conclusions, along with how the assessment process informed the diagnostic
decision and recommendations, but test-by-test reports do not make psychologists’ reason-
ing transparent (Pelco et al. 2009; Wilcox and Schroeder 2015). Weak clinical reasoning can
contribute to unclear reports that do not support the clients. In this regard, errors in both
the assessment and report-writing processes provide indirect evidence of the association
between poor clinical reasoning and negative client outcomes.

Along these lines, Wright (2021) has cogently described the current state of clinical
reasoning in assessment: “Psychological assessment has long been a mysterious, intuited
process, taught to psychologists in training, test by test, with components of conceptualiza-
tion, integration, and report writing somewhat tacked onto the end of the process” (p. 3).
The test-by-test report style remains the most common technique used by psychologists
(Pelco et al. 2009), despite being cited as problematic in the literature (Postal et al. 2018).
Test-by-test reports can be a symptom of weak clinical reasoning because psychologists do
not integrate other sources of information (e.g., observational data, background informa-
tion) with the test scores in a meaningful way that will tell a story as to why the clients
are struggling, along with the strengths that support them. Meyer et al. (2001) provided
a clear explanation of the role of tests within an assessment, stating that “[T]ests do not
think for themselves, nor do they directly communicate with patients. As in the case of a
stethoscope, a blood pressure gauge, or an MRI scan, a psychological test is a dumb tool,
and the worth of the tool cannot be separated from the sophistication of the clinician who
draws inferences from it and then communicates with patients and professionals” (p. 153).

Clinical reasoning is more than interpreting test scores. Test scores should be connected
to other information, including how clients attained their scores, error analysis, observation,
and reports from selves and others. These additional data support a clear argument for
how the conclusions were made. Assessment should also integrate client characteristics
and functioning and the contextual aspects of the client’s strengths and challenges, in
order to inform interventions (Wright et al. 2022). Unfortunately, when information is
segmented into individual sections, and test scores are reported in isolation, it is unclear to
the reader why the client is experiencing difficulties, making it difficult to generate useful
recommendations (Wright 2021).

The magnitude of this issue is highlighted in Dailor and Jacob’s (2011) survey of 208
school psychologists. Of the respondents, 37% read a report within the past year that listed
the student’s test scores with no accompanying interpretation; 34% read reports that made
recommendations that were unsubstantiated by the data, and 26% read computer-generated
reports. Such reports are not useful to readers who depend on them to support clients
through follow-up intervention. Limiting the reporting of findings to a list of strengths
and weaknesses in the form of test scores reduces the role of the psychologist to that of
a psychometrist (Wright et al. 2022). Instead, EBA should utilize an iterative hypothesis-
testing and decision-making process that requires well-developed clinical reasoning skills
(Suhr 2015; Wright et al. 2022).

4. How Do Psychologists Gain Clinical Reasoning Skills?

As a primarily invisible process, identifying how clinical reasoning skills develop
through training and experience has been a challenge for both researchers and trainers. This
might be the reason why programs spend more time assessing trainee proficiency in test
administration than time assessing their broader assessment skills. In addition, there seems
to be uncertainty about how or when trainees should learn clinical reasoning skills. Even
though clinical reasoning is universally viewed as an important competence outcome by
training programs (Harding 2007), programs do not necessarily have a systematic approach
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to instruction. For instance, there is disagreement as to whether this should be taught in
coursework or if it should be acquired through applied experiences such as practica and
internship placements. The majority of clinics, schools, and neuropsychologists include
assessment in their practice (Arocha and Patel 1995), yet a survey of clinical psychology
programs found that less than half of the programs indicated that they teach strategies to
improve decision-making and clinical judgment (Harding 2007). This is concerning because
it is unlikely that clinical reasoning develops independently, without specific training
(Harding 2007). Although the dominant view was once that students acquire these skills
unconsciously via clinical experience (Wright 2021), there is growing recognition of the
need to explicitly instruct and help trainees to develop accurate clinical reasoning.

Pre-doctoral internships also constitute an opportune period for developing clinical
reasoning skills; pre-doctoral internships are generally a time to help students address
areas of weakness, in order for them to enter the field with beginning levels of competence.
Unfortunately, only 40% of APPIC internship sites offered intensive assessment training for
interns (Krishnamurthy et al. 2004). Harding (2007) noted that this lack of training leads
to significant concerns about practitioners’ clinical reasoning because, without instruction
in this area, psychologists are not likely to realize that they need to improve their clinical
reasoning, and consequently, do not actively work to improve their clinical reasoning as
they gain more experience. This poses a significant obstacle to psychologists’ ability to
provide EBA (Cook et al. 2017). As suggested by Gambrill (2012), clinicians are often
unaware of the skills that they are lacking without specific feedback. Consequently, the
current research suggests that psychologists do not generally receive enough training
in clinical reasoning for assessment during their tenure in graduate programs to gain
competence in this area.

4.1. Gaining and Measuring Clinical Reasoning

One of the issues with how clinical reasoning in assessment is taught (or not taught),
is the limited understanding of what differentiates novices from experts and how much
experience or what types of experiences are needed for someone to reach an “expert” level
of practice. Researchers have struggled to effectively measure how reasoning develops
from novice to expert. There has been an assumption that greater experience results in
better clinical reasoning. Practitioners who have more experience should make fewer errors
in reasoning and be able to identify what information is important and what legitimately
contributes to the overall diagnostic picture. To examine this assumption, some researchers
have focused on comparing the differences between experts and novices regarding diag-
nostic accuracy and reasoning processes.

4.2. Diagnostic Accuracy

In comparing the rates of diagnostic accuracy between less experienced clinicians and
more experienced clinicians, the underlying assumption is that if the diagnosis is accurate,
the clinical reasoning that proceeded it should be accurate as well. However, evaluating
the accuracy of diagnostic decisions provides no information about how clinicians arrive at
their conclusions (Siegert 1999). A focus on diagnostic accuracy is similar to an “outcome
bias,” which values outcomes over the quality of the process (Gambrill 2012, 2019). It
relegates clinical reasoning to a “black box” where testing information enters and diagnostic
conclusions exit, but the transformation process (e.g., clinical reasoning) is a mystery
(Siegert 1999; Wright 2021).

Similar to the issues discussed earlier with the test-by-test report-writing style, this
emphasis on outcome suggests a process that is directed by test scores, which results in
minimizing or neglecting the role of the psychologist in taking responsibility for critically
interpreting all of the data, not merely the test scores (Siegert 1999). The narrow focus
on diagnostic accuracy fails to identify key differences and issues with the questions that
psychologists choose to answer, the tools that they use, and the critical reasoning required

83



J. Intell. 2023, 11, 26

to make those decisions and integrate and interpret that information to describe client
functioning and to make relevant recommendations.

4.3. The Role of Expertise in Clinical Reasoning

Without understanding the clinical reasoning required throughout the assessment
process, it is difficult to identify which reasoning practices need to be targeted in training
to improve diagnostic accuracy (Siegert 1999). In response, a small body of psychology
research has studied the quality of clinical reasoning by examining the reasoning processes
of practitioners. As with diagnostic accuracy, much of the literature has compared the
processes of less experienced with more experienced practitioners. Within the broader
literature, there are mixed findings regarding the effect of experience on the process of
clinical reasoning.

A study of therapists found that expert therapists specializing in cognitive-behavioral
and psychodynamic approaches generated more comprehensive and complex case concep-
tualizations than did both experienced therapists and trainees (Eells et al. 2005). A study
by Arocha and Patel (1995) found that when trainees received contradictory information
during case conceptualization, they were unsure how to manage it. Rather than adjusting
their hypotheses, they tended to either ignore contradictory findings or interpret those
findings to fit their initial hypothesis, rather than adjusting their hypothesis (Arocha and
Patel 1995). Trainees also rigidly adhered to rules, paying little attention to contextual
factors and, consequently, lacked discretionary judgment (Del Mar et al. 2006). Competent
psychologists also demonstrated more skill in coping with pressures, having a broader
conceptual framework for their planning, and following general standardized procedures.

The relatively sparse corpus of research focused specifically on psychoeducational
assessment suggests that experience leads to limited improvements in clinical reasoning
(de Mesquita 1992). For example, a study by Aspel et al. (1998) used a case-based approach
to examine the process of clinical reasoning during psychoeducational assessment. Less and
more experienced practitioners used similar approaches to the cases and did not change
their working hypotheses after reviewing four to five categories of information. In another
study, de Mesquita (1992) found experienced school psychologists, with varying levels of
education, who considered similar types and amounts of information and came to similar
conclusions as less experienced school psychologists. These two studies highlight the fact
that experience does not automatically result in expertise. Education and experience were
generally unrelated to diagnostic accuracy, and there was little difference among groups in
terms of the amount and type of information reviewed and the number of diagnoses made.

However, when de Mesquita (1992) evaluated the process of clinical reasoning un-
dertaken by practitioners, there were differences between less and more experienced
practitioners. Practitioners with more experience required less time to reach an accurate
diagnostic decision than did students. More experienced psychologists also generated
fewer hypotheses and favored one hypothesis based on previous case experience. de
Mesquita proposed that experience alone was not beneficial; instead, it was how well that
knowledge was conceptually organized that led to accuracy and efficient reasoning.

Although experience seems to benefit psychologists in some ways, it is unclear how
much experience is needed for someone to reach an expert level of practice, or if most
practitioners even reach that level. Experience can support improvement, but it does not
automatically lead to expertise. In medicine, Haynes et al. (2002) noted that expertise is
not equivalent to experience. Expertise should be judged on one’s knowledge of both the
quality of the evidence and skill in interpreting that evidence, considering specific patient
circumstances (Haynes et al. 2002). Tracey et al. (2014) found that practitioners gained
confidence in their abilities along with experience, but their level of confidence did not
match their performance. In fact, after gaining initial skills, confidence increased much
more rapidly than accuracy, so the practitioners believed that they were more accurate
than they actually were (Sanchez and Dunning 2018). Furthermore, confidence reduced
their motivation to reflect on their skills, identify areas of weakness, and actively work
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to improve them (Tracey et al. 2014). Without awareness of their limitations, clinicians
were likely to continue to make the same mistakes after ten years of practice that they
made in their first year because there was no opportunity for self-correction (Harding 2007;
Watkins 2009). This highlights the importance of separating experience and expertise in
understanding the role of clinical reasoning in EBA.

In summary, there is still much uncertainty about how experience and training in-
fluence the development of clinical reasoning as trainees move from graduate school to
independent practice. The current literature suggests that the profession of psychology has
approached clinical reasoning development in an ad hoc way. Relying on practical experi-
ences (i.e., practica) for clinical reasoning development without intentional instruction or
opportunities for feedback and reflection has the potential for ineffectual habits to become
established, overconfidence to develop in practitioners, and little or no growth over time.

5. Moving Clinical Reasoning Skills from Novice to Expert

Research demonstrates that gaining expertise requires an intentional effort in learning
and applying the component skills (Chow et al. 2015; Ericsson 2018; Miller et al. 2020)
rather than acquiring clinical reasoning skills through supervised practice and then con-
tinued independent practice, which appears to the primary vehicle for learning clinical
reasoning skills in psychology (Gross et al. 2019; Harding 2007; Krishnamurthy et al. 2004).
Consequently, these findings suggest that to gain expertise in clinical reasoning, students
require direct instruction and DP rather than simply additional experience. Unfortunately,
there is currently no reliable model of assessment for clinical reasoning skills, which makes
it difficult to determine where students or psychologists need to improve or how to help
them to improve (Miller et al. 2020). As a result, the arguments presented in this section are
largely based on research from other areas, and additional research is needed to identify
how best these findings might apply to psychoeducational assessment.

Deliberate Practice

A body of research has examined the benefits of DP on expertise development in
a variety of fields, including sports, performing arts, and chess (Ericsson 2018). DP re-
quires clearly defining the individual components of the skill to be learned, immediate
feedback in performing the skills, repeated practice of the skills, often in solitary settings,
and using information from errors to improve performance (Ericsson 2006). In psychology,
the outcomes of using DP in assessment have not yet been studied, although it has been
successfully applied to psychotherapy practice. The amount of time that psychologists
engaged in solitary DP (e.g., reviewing challenging cases, reviewing therapy recordings,
writing down reflections and goals) predicted positive client outcomes during psychother-
apy (Chow et al. 2015; Clements-Hickman and Reese 2020). It was more influential than
other psychologist demographic variables, including experience, education, race, gender,
and theoretical orientation. It is important to note that in DP, solitary practice is informed by
feedback and coaching (Ericsson 2018; McLeod 2021; Miller et al. 2020). This was the only
psychologist activity that predicted client outcomes and demonstrates both the importance
of DP and the difference between experience and expertise.

The main components of DP are “(a) individualized learning objectives, (b) use of a
coach, (c) feedback, and (d) successive refinement through repetition” (Miller et al. 2020,
p. 39). Goal quality is related to performance levels, wherein the weakest performers do not
generally engage in goal setting; average performers create goals focused on the desired
outcome without setting smaller proximal goals; the highest performers set goals that break
down the larger goal into steps that they will take to achieve the final outcome (Ericsson
2018). The research on implementing DP in therapy uses coaching with feedback because
coaches are able to see aspects of performance that are often not evident to the psychologist.
Beyond the typical requirements of feedback, such as specificity and timeliness, the feedback
should focus on improving specific skills rather than on the final product, refining parts
of the clinical reasoning process one step at a time, which leads to better performance in
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the long run (Miller et al. 2020). One challenge with this process, especially for practicing
psychologists, is that implementing changes will result in some failures due to the learning
process. This requires a willingness to experience short-term failure in order to improve
over the long term (Miller et al. 2020). Instead of focusing solely on how to assess, DP
would direct attention to developing the psychologists’ clinical reasoning (Miller et al.
2020). This process of DP has not yet been applied to assessment, but its success in therapy
suggests that it is worth exploring this process in the context of assessment.

As with other practices, DP requires intentionality. Miller et al. (2020) offer suggestions
for incorporating DP, including scheduling time for it, and protecting it by removing other
distractions (e.g., emails or booking another meeting during that time). Taking time
every week to jot down notes about what was learned through clinical practice, including
successes as well as mistakes that were made and what contributed to them, is one example
of an intention DP. Research is needed to determine how to effectively incorporate DP
into clinical reasoning during assessment because it is an environment providing limited
feedback (Lillienfeld and Basterfield 2020; Tracey et al. 2014). One strategy to improve the
awareness of accuracy is to record and monitor one’s diagnostic accuracy and utility over
time (Kleinmuntz 1990); unfortunately, psychologists rarely receive this type of feedback
from their psychological assessments (Mash and Hunsley 2005), and there is generally
a low to moderate level of diagnostic agreement between clinicians (Rettew et al. 2009),
making it exceedingly difficult for them to implement this strategy. More work is needed
to find effective ways for psychologists to elicit feedback that they can use to inform their
evaluations of their assessment practices.

One study found that explicitly teaching medical students how to engage in DP
increased their planning and the structure of their work, as well as their performance on
clinical exams (Duvivier et al. 2011). However, instruction was only as effective as the
student’s engagement with the process and required training in the self-assessment of
weaknesses. Not surprisingly, students who were more accurate in their self-assessments
performed better than students who were less accurate in their self-assessments (Duvivier
et al. 2011).

6. Recommendations for Improving Clinical Reasoning

The first recommendation for improving clinical reasoning is to seek feedback through-
out the assessment process and after the assessment is over. The nature of brief assessment
relationships requires that psychologists intentionally and effortfully seek out this feedback
(Siegert 1999). As noted in the work on DP in therapy, it is necessary to seek out negative
feedback in order to identify areas of growth, which is necessary to improve practice (Miller
et al. 2020). Mental health professionals often fail to acknowledge the uncertainty inherent
in the assessment process (Gambrill 2012). Uncertainty throughout the process is inevitable
because psychologists work under time constraints, using information of varying quality
and completeness, but the negative impact of uncertainty is greater when psychologists fail
to acknowledge that it exists (Gambrill 2012). As a result, professionals often overestimate
their effectiveness, and those who are the most experienced are both the most confident
and the least likely to be attentive to learning from their mistakes (Miller et al. 2020). In
fact, overconfidence is one of the cognitive biases garnering the most research, making it an
important area for psychologists to consider in their practice (Kahneman et al. 2021).

6.1. Framing the Assessment

From the outset, psychologists need to create the space and conditions for effective
clinical reasoning. Of particular importance is the intentional practice to move away from
the narrow framing of a case (e.g., “Does the client have _____ diagnosis?”) because it
similarly narrows the hypotheses generated, data collected, and the data that are considered
(Gambrill 2012). Heath and Heath (2013) have argued that when individuals hold one
hypothesis, all of their “ego” is invested in it, making it more challenging to actively attempt
to disprove it or to pay attention to disconfirming information, increasing the likelihood of
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engaging in confirmation bias. Putting forth a single hypothesis results in that hypothesis
representing them as professionals, making it hard to be open to the possibility that their
proposed hypothesis is incorrect. In contrast, developing multiple hypotheses allows the
professionals’ egos to be spread across the hypotheses, so as to allow their professional egos
to be protected should one or more of their hypotheses be disconfirmed. In order to fully
consider multiple hypotheses and to acknowledge the uncertainty inherent in assessment,
it may be beneficial to ask what would need to be true for each of them to be the correct
diagnosis, making sure to consider those hypotheses in which the psychologist does not
initially have much confidence (Heath and Heath 2013).

Opening this space from the outset requires psychologists to reflect on their own
assumptions about the client, referral question, and their goals versus client goals, in
order to take steps to minimize bias and improve clinical reasoning (Gambrill 2019). It
is important for psychologists to identify their assumptions about the client or about
the presenting problems so that they can work to move beyond asking questions that
reflect their beliefs rather than listening to the actual questions the client would like to
have answered (Gambrill 2012). Consideration should also be given to noting potentially
negative aspects of the process for clients, including the fact that accessing services may
still be challenging after receiving a diagnosis and that recommendations generally require
time and effort for the clients and their families (Heath and Heath 2013). This process
requires strong listening skills and using motivational interviewing principles to better
understand what the client wants to know and the changes to which they are committed
in their lives (Suarez 2011). Motivational interviewing has the additional benefit that it
can be used to increase client participation and their willingness to engage with later
recommendations because it involves the psychologist taking the time to understand client
goals and their willingness to make changes; it empowers clients to collaboratively engage
in the assessment process (Suarez 2011).

6.2. Data Collection

Addressing cognitive biases in clinical practice is beyond the scope of this paper (see
Gambrill 2012; 2019; Wilcox and Schroeder 2015). However, the most frequently noted
strategy to improve clinical reasoning is to intentionally and systematically seek out infor-
mation that could disprove the hypothesis, which relates to confirmation bias (Kleinmuntz
1990). Confirmation bias is a common contributor to making poor decisions because, when
psychologists invest time and energy in pursuing a single hypothesis, they also invest their
ego in it, which makes it more difficult to let the hypothesis go if there is disconfirming
evidence. Humans are good at convincing themselves that they are collecting data in order
to make a decision, when they are actually garnering support for the decision that they
have already made (Heath and Heath 2013), making it important to take intentional steps
to acknowledge and minimize confirmation bias in practice. Over-collecting data increases
confidence without decreasing the objective uncertainty (Gambrill 2012).

Many assessment errors are the result of inattention and distraction during the test
administration or the overconfidence that, with experience, psychologists can administer
the test with less active engagement (e.g., reading test instructions verbatim; Oak et al.
2019). As noted above, acknowledging that all psychologists, including ourselves, are
at risk of errors, rather than engaging in blind spot bias (e.g., “Others make errors, but I
don’t”), is the first step to the increasing awareness of errors and in taking steps to reduce
them (Gambrill 2012). It is also important to remember that assessment is more than merely
testing (Suhr 2015; Wright 2021). Assessment requires choosing measures to answer specific
questions related to hypotheses from case conceptualization, actively approaching the data
as a detective, attending not only to the psychometric properties of the measures but also
attending to contextual and individual factors and the psychology of human behavior,
which includes test scores as one source of data among many (Canivez 2019; Suhr 2015;
Wright 2021).

87



J. Intell. 2023, 11, 26

6.3. Interpretation and Decision-Making

Psychologists face pressure to find answers for clients to support them in their difficul-
ties, which can make psychologists feel as though they have to provide definitive answers.
Psychologists, however, should beware of extremely high levels of confidence in predictive
accuracy (Kleinmuntz 1990); they should, instead, practice humble acknowledgment of
the limitations of the data available and of human judgment. In line with the ideals of
Socratic ignorance, also known as Socratic wisdom, we should acknowledge the limits
of the certainty of our conclusions because, as Popper (1996) noted, “ . . . in our infinite
ignorance, we are all equal” (p. 5). It is important to remember that there is always un-
certainty during assessment; failing to acknowledge that uncertainty can increase errors
(Gambrill 2012). We should also make sure to attend to contextual factors rather than
only focusing on individual factors within the client, such as data from testing (Gambrill
2012). Finally, psychologists should consider documenting their decision-making process
at each step, to increase transparency and access to information that could reveal errors,
providing the opportunity to learn from them rather than repeat them (Kahneman et al.
2021). Psychologists should consider several questions to ensure that assessment findings
are useful for clients, asking themselves: Do these findings and diagnoses help clients
to better understand themselves? Do they inform recommendations that the clients are
likely to follow? Do these findings make the clients and their families feel empowered
(Nelson 2021)?

6.4. Considering Base Rates

Base rates represent one available tool to support clinical reasoning and increase
diagnostic accuracy. Meehl (1957) argued that psychologists make more accurate decisions
when they use base rates, rather than when they use clinical judgment. Consideration of
“the relative frequency of phenomena” or of disorders and behaviors in a population (i.e.,
base rates; Kamphuis and Finn 2002) is important to consider because many psychologists
work in clinical settings where almost all clients are presenting with a problem, making it
easy to forget what is typical and what is abnormal in a population.

Base rate fallacy or base rate neglect occurs when practitioners do not use base rates
when diagnosing; this results in false positives or negatives in the diagnostic decisions
(Koehler 1996). Inattention to base rates is more likely to lead to poor decisions when the
base rates conflict with other diagnostic information than when the data are in concordance.
Koehler (1996) concluded that decision-makers are often accurate in situations with ample
data and when these data are in line with base rates. They are, however, more prone to
errors when the base rates are very different from their data. Base rate data can also be
challenging due to the complexity of comorbidities that clients present with and the lack of
operational definitions of the criteria for disorders (Ward 2019).

When base rate data are available, it is often aggregated (i.e., across the popula-
tion). This provides the benefit of reducing the bias of individual clinics or psychologists
(Reynolds 2016), but it may also obscure actual differences in base rates in a clinical setting
as normative-based research sometimes hides individual differences, making them less use-
ful for diagnostic purposes (Ward 2019). In order to effectively use base rates, psychologists
need to have information that is specific to their type of practice. For example, the base rate
of a specific disorder will be very different in a general practice than in a clinic specializing
in a specific disorder, and there may be differences based on other demographic data (e.g.,
sex, geographical region, ethnicity, age (Youngstrom and Van Meter 2016)).

Although clinicians should consider base rates as part of EBA, there are some noted lim-
itations. First, most studies looking at base rate neglect have been conducted in laboratory
settings to find errors (Koehler 1996), leading to a limited understanding of the conditions
under which base rate neglect occurs in real-life settings. A lack of information about the
occurrence in practical settings makes it unclear how often base rate neglect is a problem,
suggesting that the problem might be overemphasized in the research (Koehler 1996). Sec-
ond, there are no clear guidelines or formulas that psychologists can use to apply base-rate

88



J. Intell. 2023, 11, 26

information in their practice (Kleinmuntz 1990). Third, during assessments, psychologists
not only diagnose but provide information on the client’s strengths and weaknesses, func-
tioning, and prognosis, which cannot be accounted for by base rates (Garb and Schramke
1996). Further, research is needed to elucidate how to effectively incorporate base rates into
practice.

6.5. Recommendations and Feedback

Building on the previous discussion of DP, psychologists should seek feedback through-
out the assessment process and after the assessment is over. The brief nature of the assess-
ment relationship requires that psychologists intentionally and effortfully seek out this
feedback (Siegert 1999). As noted in the work on DP in therapy, it is necessary to seek
out negative feedback in order to identify areas of growth, which is necessary to improve
practice because psychologists are not likely to receive this important feedback as a matter
of course (Miller et al. 2020).

Although not yet a common practice connected to psychoeducational assessments,
there is a value in later connecting with clients to assist with the evaluation of clinical
reasoning skills in relation to improved client functioning. To maximize the client’s uptake
of recommendations, one should be transparent in providing clients with evidence for the
effectiveness of an assessment and recommendations, so that clients can make informed
decisions (Gambrill 2012). Only 5% of clients think that psychologists’ recommendations
are helpful (Postal et al. 2018); when there are five recommendations, the clients will follow
just over half of them (Elias et al. 2020). Even worse, about a third of clients do not follow
any of the recommendations (Elias et al. 2020). Consequently, it is important to consider
how psychologists can use clinical reasoning to improve the usability of recommendations.
It may be helpful to work with clients to prioritize recommendations with clients and to
engage in premortem planning to identify potential barriers, to ensure that they answer
meaningful questions (Heath and Heath 2013), asking clients to think ahead, imagining
that they did not implement the recommendation, and identifying what might prevent
them from implementing the intervention. Then, the practitioner should work with the
client to come up with solutions for each of those barriers. Conversely, it is also possible
to ask clients to think ahead and pretend that they did implement the recommendation,
and to identify what helped them to implement it. Then, we should work with clients to
come up with ways to maximize those supports. This process complements motivational
interviewing techniques by empowering clients to identify the recommendations that are
the most meaningful to them, and encourages them to take an active role in determining
the implementation of recommendations (Suarez 2011).

7. Conclusions

Clinical reasoning is an integral part of EBA that is currently poorly understood. As a
result, there is little information on how psychologists develop clinical reasoning, how to
assess the quality of clinical reasoning during an assessment, or how to gain and improve
clinical reasoning skills. This has resulted in recommendations related to pieces of the
assessment process, such as test administration, base rates, and report writing, without
understanding the role of clinical reasoning in ensuring an EBA that supports clients. This
paper outlines the current research in the area of clinical reasoning and draws from work in
related fields to provide some initial suggestions on how to intentionally attend to clinical
reasoning during an assessment. However, more work is needed to better understand
the process of clinical reasoning in assessment, in order to determine the best ways to
teach, monitor, and improve the clinical reasoning of psychologists during the assessment
process.
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Abstract: Autistic individuals often show impairments in cognitive and developmental domains
beyond the core symptoms of lower social communication skills and restricted repetitive behaviors.
Consequently, the assessment of cognitive and developmental functions constitutes an essential
part of the diagnostic evaluation. Yet, evidence on differential validity from intelligence and devel-
opmental tests, which are commonly used with autistic individuals, varies widely. In the current
study, we investigated the cognitive (i.e., intelligence, executive functions) and developmental (i.e.,
psychomotor skills, social–emotional skills, basic skills, motivation and attitude, participation during
testing) functions of autistic and non-autistic children and adolescents using the Intelligence and
Development Scales–2 (IDS-2). We compared 43 autistic (Mage = 12.30 years) with 43 non-autistic
(Mage = 12.51 years) participants who were matched for age, sex, and maternal education. Autistic
participants showed significantly lower mean values in psychomotor skills, language skills, and the
evaluation of participation during testing of the developmental functions compared to the control
sample. Our findings highlight that autistic individuals show impairments particularly in motor and
language skills using the IDS-2, which therefore merit consideration in autism treatment in addition
to the core symptoms and the individuals’ intellectual functioning. Moreover, our findings indicate
that particularly motor skills might be rather neglected in autism diagnosis and may be worthy of
receiving more attention. Nonsignificant group differences in social–emotional skills could have been
due to compensatory effects of average cognitive abilities in our autistic sample.

Keywords: autism spectrum disorder; cognitive functions; developmental functions; Intelligence and
Development Scales–2; children and adolescents

1. Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental disorder characterized by
difficulties in social communication and interaction accompanied by restricted repetitive
behaviors, activities, and interests (American Psychiatric Association 2013). The worldwide
prevalence of ASD has increased in recent years to approximately 1–2% (Idring et al. 2015;
Maenner et al. 2020) and ASD is now considered a comparatively frequent condition
(Happé and Frith 2020). Autistic individuals often experience difficulties beyond the
core symptoms, such as impairments in cognitive and developmental domains, which
in turn predict long-term development (e.g., Howlin and Moss 2012). Information about
each individual’s cognitive and developmental abilities is particularly important when
it comes to making decisions about access to social services, the selection of appropriate
treatment programs, and educational placement (White et al. 2007). Moreover, the amount
of provided support is oftentimes determined on the basis of a cognitive assessment
(Bowen 2014). According to the criteria of the Diagnostic and Statistical Manual of Mental
Disorders (5th ed.; American Psychiatric Association 2013) and the International Statistical
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Classification of Diseases and Related Health Problems (11th ed.; World Health Organization
2018), clinicians have to report potential difficulties such as intellectual and language
impairments in the diagnostic evaluation. Therefore, assessments with intelligence and
developmental test batteries—in addition to autism-specific test procedures—represent a
core part of the diagnostic process for autistic children and adolescents.

Yet, current tests for children and adolescents mainly allow the assessment of only
single characteristics, such as intelligence, at a time and test batteries including multiple
cognitive and developmental functions are missing so far. Consequently, when information
about several domains or a broad assessment in a diagnostic evaluation is needed, clinicians
often have to use various tests. This can be challenging, as the theoretical background
and test administration differ widely among tests and dealing with these differences
requires resources from the clinician. Moreover, tests build upon different characteristics of
standardization samples and thus show less comparable scaled scores. The Intelligence and
Development Scales–2 (IDS-2; Grob and Hagmann-von Arx 2018a) is a standardized test
battery that assesses cognitive (i.e., intelligence and executive functions) and developmental
(i.e., psychomotor skills, social–emotional skills, basic skills, motivation and attitude, and
participation during testing) functions in 5- to 20-year-olds. The IDS-2 thus provides a
comprehensive picture of an individual’s strengths and difficulties with a single test battery
across a wide age range from childhood to adolescence. In addition, the IDS-2 contains
clear instructions and structured tasks, and many subtests use a closed-response format,
which is particularly important for autistic children because of frequent structural language
difficulties (Boucher 2012), making it suitable for administration with autistic individuals.
Since the publication of the IDS-2 in 2018, it has often been used in psychological and
medical practice in German-speaking countries. Further international adaptations for
several other languages are currently in progress or have recently been published (e.g.,
Dutch, English, Italian, Polish; Grob et al. 2018, 2019, 2021, 2022). In the present study,
we aimed to compare autistic children and adolescents to a matched non-autistic control
sample on cognitive and developmental functions to study the differential validity of test
scores from the IDS-2. By doing so, we can assess whether the IDS-2 is able to distinguish
between clinical subgroups and typically developing individuals (Schmidt-Atzert and
Amelang 2012).

Although general intellectual functioning varies substantially among autistic indi-
viduals, the latest report from the Centers for Disease Control and Prevention showed
that almost 60% of autistic children are classified in the below-average intelligence range
(IQ < 85), with about half of these children meeting criteria for intellectual disability
(IQ ≤ 70; Maenner et al. 2020). Autistic individuals typically display uneven cognitive
profiles, with relative strengths in nonverbal domains (e.g., Coolican et al. 2008; Grondhuis
et al. 2018) and in tasks assessing abstract reasoning and visuospatial abilities (Charman
et al. 2011; Nader et al. 2016), such as a well-documented peak in the Block Design subtest
of the Wechsler Intelligence Scales (e.g., Muth et al. 2014). In contrast, relative weaknesses
have been demonstrated in verbal domains, particularly in the Comprehension subtest of
the Wechsler Intelligence Scales (e.g., Oliveras-Rentas et al. 2012), and in processing speed
and working memory tasks1 (Mayes and Calhoun 2003a; Nader et al. 2016; Oliveras-Rentas
et al. 2012).

Autistic individuals often experience further cognitive difficulties on measures as-
sessing executive functions (e.g., Hill 2004). Executive functions include a set of mental
top-down regulation and control mechanisms (Miyake and Friedman 2012). In the theory
of executive dysfunction, it is assumed that impairments in executive functions are respon-
sible for some of the autism symptoms (Pennington and Ozonoff 1996), such as repetitive
behavior (e.g., de Vries and Geurts 2012; Yerys et al. 2009). Demetriou et al. (2018) reported
in the largest meta-analysis to date (235 studies) that autistic individuals showed moderate
impairments in executive functions, both overall and in subdomains such as cognitive
flexibility, fluency, planning, and inhibition,—which are also assessed with the IDS-2 (see
Table S1 in the Supplement for an overview)—compared to non-autistic individuals.
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Moreover, previous research showed significant impairments in autistic individuals’
motor abilities, beginning in early childhood with deficits in the acquisition of motor
milestones, such as later independent walking (e.g., Manicolo et al. 2019), and delays in
gross and fine motor skills, for example, diminished object manipulation activity (Libertus
et al. 2014; Provost et al. 2007). In a recent meta-analysis of 139 studies with samples of
autistic children, adolescents, and young adults, their overall motor ability as well as gross
and fine motor skills were strongly impaired in comparison to non-autistic peers (Coll
et al. 2020). In line with this result, several studies found that autistic children, compared
to non-autistic samples, scored lower on subscales (i.e., manual dexterity, ball skills, and
balance) of the Movement Assessment Battery for Children–2 (M-ABC-2; Petermann 2008),
which is a test of motor development that contains tasks similar to those in the IDS-2
psychomotor skills domain (Liu and Breslin 2013; Manicolo et al. 2019; Siaperas et al. 2012).

Further, research has shown that lower motor skills of autistic children were signif-
icantly associated with poorer social communication skills (MacDonald et al. 2013b). It
has been suggested that motor problems might even precede social and communication
deficits in autistic individuals because they may limit social participation and interaction
with peers during play and may interfere with effective and timely movements, such as
turning the head or pointing to something, that are particularly important for joint attention
(Bhat et al. 2011). Impairments in social communication and interaction, such as difficulties
in social–emotional reciprocity and nonverbal communicative behaviors, as well as in
developing, maintaining, and understanding relationships constitute a core diagnostic
characteristic of ASD (American Psychiatric Association 2013; World Health Organization
2018). These impairments are reflected in less accurate emotion recognition in human faces,
with increased response times (Leung et al. 2022; Yeung 2022), more maladaptive emotion
regulation strategies (Cai et al. 2018), including more reliance on others to regulate their
emotions (Cibralic et al. 2019), and fewer socially competent behaviors (e.g., Meyer et al.
2009) compared to non-autistic individuals.

Additionally, language difficulties commonly co-occur with autism (Kjellmer et al.
2018). Some autistic individuals do not acquire verbal language at all (Brignell et al. 2018).
Among those who develop language, delays often begin in infancy with retardations in
the production of first words and in early language comprehension (e.g., Luyster et al.
2007; Mitchell et al. 2006). Moreover, across the preschool years, autistic children exhibit
difficulties in phonological awareness skills (e.g., identifying syllables or onset-rimes), with
slower development than their non-autistic peers (Dynia et al. 2019). Regarding language
production and comprehension (i.e., expressive and receptive language skills, respectively),
some studies indicated an atypical pattern, with better expressive and poorer receptive
language skills in autistic individuals (e.g., Hudry et al. 2010). However, a meta-analysis
examining 74 studies reported that autistic children and adolescents had scores that were
approximately 1.5 standard deviations lower in receptive as well as expressive language
abilities compared to non-autistic samples (Kwok et al. 2015).

In terms of academic skills, research indicated that autistic students demonstrate
variable performance (Keen et al. 2016). Specifically, in previous studies, autistic individuals
showed similar basic word-reading skills, such as word recognition, compared to non-
autistic peers, but they tended to have difficulties in reading comprehension (for a meta-
analysis: Brown et al. 2013). Autistic individuals with higher (vs. lower) reading skills also
seemed to demonstrate better writing abilities (Zajic et al. 2020). Studies predominantly
indicated deficits in text generation abilities for autistic individuals, while overall intact or
slightly impaired spelling skills were reported (Finnegan and Accardo 2018; Mayes and
Calhoun 2003a, 2003b). Similarly, the majority of autistic individuals exhibited average
competencies in mathematics, such as mathematical problem solving, compared to non-
autistic peers or to the norm population in previous research (Chiang and Lin 2007; Titeca
et al. 2017; Troyb et al. 2014).

Concerning motivation and attitude, a recent meta-analysis reported that autistic
individuals displayed significantly lower levels of conscientiousness than non-autistic
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individuals (Lodi-Smith et al. 2019). In contrast, less is known regarding achievement moti-
vation in autistic individuals. A few studies reported that autistic individuals encountered
problems with self-regulation (e.g., Jahromi et al. 2012; Konstantareas and Stewart 2006)
and displayed higher interest in mathematics while simultaneously showing more fear of
failure and lower mastery goals (Georgiou et al. 2018). Moreover, autistic children tended
to exhibit impaired engagement (Keen 2009), especially in assessment situations where they
frequently demonstrated off-task behaviors (Akshoomoff 2006) and a lack of willingness to
complete tasks (Mandelbaum et al. 2006).

Previous research has rarely used the IDS-2 in order to test autistic individuals. The
only study so far reported in the technical manual of the IDS-2 (Grob and Hagmann-
von Arx 2018b) built upon a small sample of autistic children and adolescents (N = 18;
Mage = 13 years 4 months, age range 8–17 years; 17 males and 1 female). Findings showed
significantly lower group mean values for autistic children and adolescents compared
to non-autistic peers in the composite score of social–emotional skills (d = 0.62) and the
composite score of psychomotor skills (d = 1.01) of the IDS-2. No differences were found in
the composite scores of other domains. However, evidence of possible differences at the
level of subtests is currently lacking, as analyses on this level have not been performed.
Moreover, the study included mainly children and adolescents with Asperger’s syndrome
(n = 13) and no participants with previously diagnosed infantile autism. Given the small
sample size, which may have diminished the power to find group differences, and the
biased distribution of sex and subtype, it remains unknown to what extent these results
can be generalized.

Building on this theoretical background, we pursued two goals for the present study:
First, we aimed to extend previous research on various cognitive and developmental
functions in autistic children and adolescents using a single test procedure and based
on the norms of a large and representative standardization sample. By doing so, our
findings will provide a comparable and comprehensive view of participants’ performance
in relevant domains. Second, we aimed to add knowledge regarding the differential validity
evidence for test scores of the IDS-2 in autistic individuals, as psychological test procedures
need to be examined in terms of their scientific quality in order to draw appropriate
conclusions based on their test results. Given that previous research had some limitations
(Grob and Hagmann-von Arx 2018b), we attempted to overcome these shortcomings by
assessing a larger sample, including a more representative mapping of sex and subtypes,
and performing analyses at the level of subtests, which have not yet been investigated
in this population. We therefore examined possible mean-level differences between a
large sample of autistic children and adolescents and a control sample of non-autistic
children and adolescents matched by age, sex, and maternal education in the cognitive and
developmental functions measured by the IDS-2. We included maternal education as a
proxy for socioeconomic status (SES) to control for the fact that more autistic children and
adolescents come from families with higher SES than from other SES groups (Thomas et al.
2012; Van Meter et al. 2010).

Taking into consideration the presented literature, we hypothesized that autistic
children and adolescents would score lower than the control sample of non-autistic children
in the following IDS-2 domains as displayed in Table 1, while we assumed that autistic
children and adolescents’ scores would be similar to those of the control sample in the
other IDS-2 domains (see Table 1 for a summary).
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Table 1. Summary of our hypotheses.

Domain

Assumed Differences in Performance
between Autistic and Non-Autistic

Participants

Assumed Similar
Performance inAutistic and
Non-Autistic Participants

Variable Variable

Intelligence

Composite scores (Profile IQ, Full-Scale
IQ, Screening IQ)
Processing Speed

Parrots
Boxes

Auditory Short-Term Memory
Digit and Letter Span

Mixed Digit and Letter Span
Visuospatial Short-Term Memory

Shape Memory
Rotated Shape Memory

Verbal Reasoning
Naming Categories
Naming Opposites

Long-Term Memory
Story Recall

Picture Recall

Visual Processing
Shape Design

Washer Design
Abstract Reasoning

Matrices: Completion
Matrices: Odd One Out

Executive functions

Composite score
Listing Words

Divided Attention
Animal Colors

Drawing Routes

Psychomotor skills

Composite score
Gross Motor Skills
Fine Motor Skills
Visuomotor Skills

Social–emotional
skills

Composite score
Identifying Emotions
Regulating Emotions

Socially Competent Behavior

Basic skills

Language skills
Phoneme Analysis

Phoneme–Grapheme Correspondence
Language Expressive
Language Receptive
Text Comprehension

Composite score
Logical–Mathematical

Reasoning
Reading

Reading Words
Reading Pseudo Words

Spelling

Motivation and
attitude

Composite score
Conscientiousness

Achievement Motivation

Participation during
testing

intelligence
executive functions

developmental functions
Note. Differences in performance between autistic and non-autistic participants are interpreted as meaningful if
the p value is significant after Hommel’s correction and the effect size is at least small.

2. Materials and Methods
2.1. Participants and Procedure

Forty-three autistic children and adolescents (Mage = 12 years 4 months, age range
7–17 years; 35 males and 8 females) were recruited during (n = 18) or after (n = 25) the IDS-2
standardization and validation study with the help of local child and adolescent psychiatric
services and hospitals, privately practicing psychiatrists and psychotherapists who are
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experts in autism diagnoses, and associations for autistic individuals. All included children
and adolescents were diagnosed with ASD (infantile autism: n = 11, atypical autism: n = 6,
Asperger’s syndrome: n = 24, not specified: n = 2) but were not selected on the basis of
specific subtypes. Participants had received the diagnosis on average 4.08 years (SD = 2.61)
prior to their participation in the present study. The ratio of males to females corresponded
to the distribution of approximately four males to one female diagnosed with ASD in the
population (Maenner et al. 2020).

A control sample of 43 non-autistic children and adolescents (Mage = 12 years 6 months,
age range 6–20 years; 35 males and 8 females) was drawn from the German standardization
and validation sample of the IDS-2 (N = 2030; Mage = 12 years 3 months, age range
5–20 years; 977 males and 1053 females). The control sample was matched by age, sex,
and maternal education (as a proxy for SES) and did not differ regarding demographic
characteristics from the sample of autistic children and adolescents (see Table 2). Non-
autistic children and adolescents were recruited from kindergartens and schools.

Table 2. Demographic Characteristics of Autistic and Non-Autistic Children and Adolescents.

Characteristic

Autistic Sample
n = 43

Non-Autistic Sample
n = 43 χ2 p

n % n %

Sex 11.33 1.000
Female 8 19 8 19
Male 35 81 35 81

Maternal education 14.24 1.000
No postsecondary education 23 54 23 54

Compulsory school 1 2 2 5
Apprenticeship 16 37 15 35
High school 1 2 1 2
Higher vocational education 5 12 5 12

Postsecondary education (university degree) 19 44 19 44
Other 0 0 0 0
Unknown 1 2 1 2

Participants’ current education 7.00 1.000
Kindergarten 0 0 1 2
Elementary school 14 33 20 47
Secondary school 10 23 11 26
School for special education 8 19 1 2
High school 6 14 5 12
Apprenticeship 3 7 4 9
University 0 0 1 2
None 2 5 0 0

Intelligence level 11.09 1.000
<70 9 21 1 2
70–84 7 16 6 14
85–99 8 19 16 37
100–114 11 26 14 33
≥115 6 14 6 14

Comorbid condition 12.15 1.000
Visual impairment 6 14 8 19
Motor problems 4 9 0 0
Speech problems 4 9 1 2
Dyslexia 2 5 2 5
Dyscalculia 0 0 2 5
AD(H)D 4 9 4 9
Depression 1 2 1 2
Medical problems 10 23 2 5

Ethnicity 10.04 1.000
German-speaking country 38 88 39 91
Other European country 4 9 2 5
Non-European country 1 2 1 2
Unknown 0 0 1 2
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Table 2. Cont.

Characteristic

Autistic Sample
n = 43

Non-Autistic Sample
n = 43 χ2 p

n % n %

Native language 10.99 1.000
Monolingual German 32 74 35 81
Bilingual 6 14 6 14
Other language than German 5 12 2 5

Note. Samples were matched for age, sex, and maternal education (as a proxy for socioeconomic status). Autistic
sample: Mage = 12.3 years, SD = 3.08; non-autistic sample: Mage = 12.51 years, SD = 3.56. Paired-sample t test
for age: t = 0.34, p = .733. χ2 test for sex (0 = male, 1 = female), maternal education (0 = no postsecondary
education, 1 = postsecondary education), participants’ current education (0 = no special education, 1 = special
education), intelligence level (0 = average, 1 = below/above average), comorbid condition (0 = no, 1 = yes),
ethnicity (0 = German-speaking country, 1 = other), and native language (0 = monolingual, 1 = not monolingual).
AD(H)D = attention deficit/hyperactivity disorder or attention deficit disorder.

All participants were individually tested using the IDS-2 by psychologists or trained
psychology students. For the administration of the IDS-2 with autistic children and adoles-
cents, we received input from psychiatrists and psychotherapists who specialize in autism.
Test administration lasted approximately 4 h and was split into two sessions no longer than
1 week apart upon a participant’s request. Participants were tested either at their homes or
in a laboratory at the university. The local ethics committee (Ethics Committee Northwest
and Central Switzerland) provided approval and the study was conducted in accordance
with the Declaration of Helsinki. Written informed consent was obtained from participants
and/or their parents.

2.2. Instrument

A detailed description of the IDS-2 (Grob and Hagmann-von Arx 2018a) can be
found in the Supplemental Material (Table S1). Psychometric properties have been demon-
strated in several studies for the standardization sample (Grieder and Grob 2020; Grob and
Hagmann-von Arx 2018b). Demographic characteristics were assessed through a parental
interview at the beginning of the first test session.

2.3. Statistical Analyses

Analyses were conducted with R (R Core Team 2021). To obtain a non-autistic sample
that would be comparable to the autistic sample with respect to demographic characteristics,
we performed a matching procedure using the MatchIt package (Ho et al. 2011). We
matched the two samples by age (nearest; continuous), sex (exact; 0 = male, 1 = female),
and maternal education (nearest; 1 = compulsory school, 2 = apprenticeship, 3 = high
school, 4 = higher vocational education, 5 = university degree, 6 = other, 7 = unknown). We
calculated independent-samples t tests to investigate mean-level differences between the
autistic sample and the non-autistic sample in cognitive and developmental domains using
standardized scores (M = 100, SD = 15, for Profile IQ, Full-Scale IQ, Screening IQ, and the
seven intelligence group factors; M = 10, SD = 3, for other composite scores and subtests).
To reduce the alpha error inflation caused by multiple testing, p values were adjusted with
Hommel’s (1988) correction by including p values from all tests simultaneously. Effect
sizes were computed (Cohen 1988) and interpreted in accordance with common practice
(Cohen’s d; small effect: d ≥ 0.20, medium effect: d ≥ 0.50, large effect: d ≥ 0.80). A post hoc
power analysis using G*Power (Faul et al. 2007) revealed that with α = .05 and power = .80,
small effects (d = 0.30) could be detected in the present sample (note that this is without
accounting for multiple testing). Differences were interpreted as meaningful if they were
significant after Hommel’s correction and showed at least a small effect size. In addition, we
reported reliabilities for all IDS-2 scores, consisting of Cronbach’s alpha for homogeneous
subtests; reliabilities calculated according to a formula of Lienert and Raatz (1998) for
composite scores, which are based on intercorrelations and reliabilities of those subtests
or tasks that are included in the corresponding score; or retest reliabilities reported in the
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technical manual of the IDS-2 (Grob and Hagmann-von Arx 2018b) for subtests that contain
a single score or consist of heterogeneous tasks.

3. Results

Reliabilities, descriptive statistics, and results of the independent-samples t tests2

are presented in Table 3 for the cognitive functions and in Table 4 for the developmental
functions. Reliabilities were high for composite scores and high-to-satisfactory for subtests
in both samples.

Table 3. Reliabilities, Means, Standard Deviations, and t tests of the Cognitive Functions From the
Intelligence and Development Scales–2 for Autistic and Non-Autistic Children and Adolescents.

Variable

Autistic Sample
N = 43

Non-Autistic Sample
n = 43 t df p pH d

Rel M SD Range Rel M SD Range

Profile IQ b .99 90.16 19.98 55–131 .99 97.68 13.82 61–121 1.96 77 .027 .406 0.44
Full-Scale IQ b .99 91.58 20.77 55–129 .98 97.63 13.60 63–120 1.58 81 .059 .627 0.35
Screening IQb .98 93.54 19.35 55–125 .98 100.58 16.45 61–134 1.80 82 .038 .490 0.39

Visual Processing b .99 97.03 21.50 55–129 .97 102.67 12.50 80–129 1.46 80 .148 .809 0.32
Processing Speed b .98 95.58 20.47 55–143 .98 100.19 15.57 56–126 1.15 80 .126 .758 0.25
Auditory Short-Term Memory b .97 90.77 16.95 55–139 .96 97.76 12.54 64–121 2.12 79 .019 .352 0.47
Visuospatial Short-Term Memory b .97 88.92 15.12 55–118 .94 96.79 10.89 77–118 2.70 79 .004 .161 0.60
Abstract Reasoning b .98 95.10 20.67 55–141 .97 97.55 14.93 63–122 0.62 80 .539 .846 0.14
Verbal Reasoning b .99 94.32 19.29 58–126 .97 99.98 15.29 61–131 1.48 81 .071 .674 0.33
Long-Term Memory b .97 88.08 15.82 55–113 .97 93.64 16.06 58–137 1.57 79 .060 .627 0.35

Shape Design a .95 9.62 4.24 1–16 .89 10.65 2.55 7–16 1.36 83 .176 .846 0.30
Washer Design a .94 9.54 3.83 1–17 .92 10.57 2.78 4–19 1.41 81 .162 .811 0.31
Parrots a .92 9.15 4.28 1–19 .91 9.74 2.94 1–17 0.75 82 .228 .846 0.16
Boxes a .93 9.28 3.29 1–16 .90 10.40 3.36 2–17 1.54 80 .064 .642 0.34
Digit and Letter Span a .90 9.02 3.67 1–18 .82 9.95 2.17 5–14 1.42 83 .079 .693 0.31
Mixed Digit and Letter Span a .86 8.49 3.19 1–18 .84 10.21 2.99 1–17 2.51 79 .007 .231 0.56
Shape Memory a .88 8.41 2.99 1–14 .78 9.28 2.36 5–16 1.47 82 .072 .674 0.32
Rotated Shape Memory a .90 8.36 3.06 2–17 .82 10.12 2.63 6–18 2.78 79 .003 .132 0.62
Matrices: Completion a .93 9.32 3.63 3–18 .90 10.70 3.07 4–17 1.89 82 .063 .628 0.41
Matrices: Odd One Out a .93 9.72 3.82 2–18 .86 9.14 2.93 2–15 −0.78 80 .440 .846 0.17
Naming Categories a .95 9.38 3.92 1–16 .92 10.33 3.49 2–18 1.17 83 .122 .755 0.25
Naming Opposites a .92 9.41 3.49 1–16 .87 10.50 2.90 3–19 1.54 81 .063 .633 0.34
Story Recall a .93 8.40 3.56 1–14 .88 9.42 3.17 1–16 1.39 82 .084 .693 0.30
Picture Recall a .85 8.05 2.73 3–14 .88 8.90 3.32 3–18 1.27 80 .104 .726 0.28

Executive functions composite score b .97 8.84 2.20 4–13 .96 9.95 1.98 6–15 2.27 71 .013 .317 0.53
Listing Words c .75 7.89 3.13 1–14 .75 9.55 2.93 4–17 2.38 73 .010 .292 0.55
Divided Attention b .92 8.76 2.93 4–15 .90 10.11 2.52 5–17 2.13 71 .019 .352 0.50
Animal Colors c .72 8.09 3.55 1–14 .72 9.47 3.44 3–19 1.70 72 .047 .547 0.40
Drawing Routes b .96 9.91 2.60 5–15 .94 10.41 2.41 5–15 0.88 74 .192 .846 0.20

Note. Samples were matched for age, sex, and maternal education (as a proxy for socioeconomic status). pH
indicates p values adjusted with Hommel’s (1988) correction. Please note that after this correction, none of the
comparisons were significant. Rel indicate reliabilities. The following reliabilities are reported: a Cronbach’s
alpha, b reliability calculated according to a formula by Lienert and Raatz (1998), or c retest reliability.

Table 4. Reliabilities, Means, Standard Deviations, and t tests of the Developmental Functions From
the Intelligence and Development Scales–2 for Autistic and Non-Autistic Children and Adolescents.

Variable

Autistic Sample
n = 43

Non-Autistic Sample
n = 43 t df p pH d

Rel M SD Range Rel M SD Range

Psychomotor skills composite score b .98 8.49 2.22 4–12 .95 10.43 1.57 7–15 4.60 81 <.001 <.001 1.01
Gross Motor Skills a .72 5.29 3.57 1–11 .77 11.35 3.08 5–15 5.30 32 <.001 <.001 1.82
Fine Motor Skills b .96 8.65 3.03 2–14 .96 10.59 2.39 4–16 3.20 79 <.001 .046 0.71
Visuomotor Skills b .95 8.79 1.97 4–13 .87 10.01 1.73 7–13 3.01 81 .002 .077 0.66

100



J. Intell. 2022, 10, 112

Table 4. Cont.

Variable

Autistic Sample
n = 43

Non-Autistic Sample
n = 43 t df p pH d

Rel M SD Range Rel M SD Range

Social–emotional skills composite score b .96 8.32 2.86 1–13 .95 9.82 2.15 5–13 2.71 82 .004 .154 0.59
Identifying Emotions c .85 7.71 4.27 1–12 .85 10.24 2.68 4–12 2.07 32 .023 .388 0.71
Regulating Emotions c .78 8.40 3.39 1–13 .78 10.00 2.75 4–15 2.37 82 .010 .292 0.52
Socially Competent Behavior c .71 8.32 3.17 1–15 .71 9.81 2.70 5–15 2.29 80 .012 .311 0.51

Basic skills composite score b .99 9.77 2.53 2–14 .99 9.92 2.15 5–13 0.29 74 .772 .846 0.07
Logical–Mathematical Reasoning a .98 9.07 4.21 1–17 .96 10.24 3.07 3–16 1.44 81 .153 .809 0.32
Language Skills b .98 7.12 2.65 3–14 .98 10.50 1.86 6–13 4.11 28 <.001 .008 1.51

Phoneme Analysis a .92 6.07 3.00 1–13 .97 10.24 3.13 3–15 3.75 29 <.001 .019 1.35
Phoneme–Grapheme Correspondence a .86 9.07 4.20 1–15 .96 10.00 2.18 5–13 0.79 29 .217 .846 0.29
Language Expressive a .81 7.08 2.96 1–14 .89 10.41 2.55 5–15 3.31 28 .001 .058 1.22
Language Receptive a .85 6.71 3.34 2–14 .81 11.35 2.37 7–16 4.52 29 <.001 .003 1.63

Reading b .98 8.76 3.33 1–15 .95 9.65 2.40 5–14 1.35 74 .182 .846 0.31
Reading Words c .79 9.34 3.41 2–16 .79 9.47 2.56 5–14 0.20 76 .846 .846 0.04
Reading Pseudo Words c .67 8.89 2.89 2–14 .67 9.82 2.48 4–14 1.52 75 .132 .792 0.35
Text Comprehension a .69 9.40 5.02 1–16 .69 10.37 2.79 4–16 1.00 68 .160 .809 0.24

Spelling a .88 8.89 3.19 3–15 .88 9.79 2.66 4–15 1.26 65 .212 .846 0.31

Motivation and attitude composite score b .96 10.56 3.24 6–17 .96 10.65 2.78 6–19 0.11 46 .458 .846 0.03
Conscientiousness a .82 10.21 3.27 6–18 .79 10.26 2.85 6–19 0.06 45 .477 .846 0.02
Achievement Motivation a .87 11.12 3.96 4–19 .86 11.04 3.11 6–19 −0.07 47 .528 .846 0.02

Participation during testing, intelligence a .93 8.19 3.15 1–16 .93 10.17 3.57 1–16 2.68 81 .004 .169 0.59
Participation during testing,
executive functions a .89 8.76 2.75 1–16 .91 10.17 2.89 4–16 2.13 71 .018 .351 0.50

Participation during testing, developmental
functions a .95 8.33 3.31 1–16 .92 10.66 3.02 5–16 3.30 79 <.001 .035 0.73

Note. Samples were matched for age, sex, and maternal education (as a proxy for socioeconomic status). pH
indicates p values adjusted with Hommel’s (1988) correction. Significant results after accounting for multiple
testing (Hommel correction) are presented in bold. Rel indicate reliabilities. The following reliabilities are reported:
a Cronbach’s alpha, b reliability calculated according to a formula by Lienert and Raatz (1998), or c retest reliability.

3.1. Cognitive Functions

Figure 1 displays the means and standard deviations in the cognitive functions of
the IDS-2 for the autistic and non-autistic samples. Before controlling for multiple testing,
we found significant group differences for the intelligence composite scores: Profile IQ,
t(77) = 1.96, p = .027, and Screening IQ, t(82) = 1.80, p = .038, with small effect sizes (d = 0.44
and 0.39, respectively), indicating lower scores for the autistic sample than the control
sample. Furthermore, we observed group differences for the intelligence group factors:
Auditory Short-Term Memory, t(79) = 2.12, p = .019, and Visuospatial Short-Term Memory,
t(79) = 2.70, p = .004, with small-to-medium effect sizes (d = 0.47 and 0.60, respectively),
and the corresponding subtests Mixed Digit and Letter Span, t(79) = 2.51, p = .007, and
Rotated Shape Memory, t(79) = 2.78, p = .003, with medium effect sizes (d = 0.56 and
0.62, respectively), such that the autistic participants showed lower mean values than the
control sample. Moreover, the autistic participants had significantly lower mean values
in the executive functions composite score, t(71) = 2.27, p = .013, and the subtests Listing
Words, t(73) = 2.38, p = .010, Divided Attention, t(71) = 2.13, p = .019, and Animal Colors,
t(72) = 1.70, p = .047. Effect sizes were in the small-to-medium range (d = 0.40 to 0.55). We
found no differences between autistic and non-autistic participants in the Full-Scale IQ,
t(81) = 1.58, p = .059, in the intelligence group factors Visual Processing, t(80) = 1.46, p = .148,
Processing Speed, t(80) = 1.15, p = .126, Abstract Reasoning, t(80) = 0.62, p = .539, Verbal
Reasoning, t(81) = 1.48, p = .071, and Long-Term Memory, t(79) = 1.57, p = .060, including
corresponding intelligence subtests, and in the executive functions subtest Drawing Routes,
t(74) = 0.88, p = .192.
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Figure 1. Means and standard deviations are reported for (A) intelligence composite scores, (B) in-
telligence group factors, (C) intelligence subtests, and (D) executive functions composite score and 
subtests of the Intelligence and Development Scales–2 for autistic and non-autistic children and ad-
olescents. Asterisks in grey indicate p values not adjusted with Hommel’s (1988) correction. Aster-
isks in black indicate p values adjusted according to Hommel (1988). Please note that after this cor-
rection, none of the comparisons were significant and therefore, no black asterisks are included in 
the present graphs. PrIQ = Profile IQ; FSIQ = Full-Scale IQ; ScrIQ = Screening IQ; VP = Visual Pro-
cessing; PS = Processing Speed; ASTM = Auditory Short-Term Memory; VSTM = Visuospatial Short-
Term Memory; AR = Abstract Reasoning; VR = Verbal Reasoning; LTM = Long-Term Memory; SD 
= Shape Design; WD = Washer Design; PSP = Parrots; PSB = Boxes; DLS = Digit and Letter Span; 
MDLS = Mixed Digit and Letter Span; SM = Shape Memory; RSM = Rotated Shape Memory; MC = 
Matrices: Completion; MOO = Matrices: Odd One Out; NC = Naming Categories; NO = Naming 
Opposites; SR = Story Recall; PR = Picture Recall; EFC = Executive functions composite score; LW = 
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Figure 1. Means and standard deviations are reported for (A) intelligence composite scores, (B) in-
telligence group factors, (C) intelligence subtests, and (D) executive functions composite score and
subtests of the Intelligence and Development Scales–2 for autistic and non-autistic children and
adolescents. Asterisks in grey indicate p values not adjusted with Hommel’s (1988) correction. As-
terisks in black indicate p values adjusted according to Hommel (1988). Please note that after this
correction, none of the comparisons were significant and therefore, no black asterisks are included
in the present graphs. PrIQ = Profile IQ; FSIQ = Full-Scale IQ; ScrIQ = Screening IQ; VP = Visual
Processing; PS = Processing Speed; ASTM = Auditory Short-Term Memory; VSTM = Visuospatial
Short-Term Memory; AR = Abstract Reasoning; VR = Verbal Reasoning; LTM = Long-Term Memory;
SD = Shape Design; WD = Washer Design; PSP = Parrots; PSB = Boxes; DLS = Digit and Letter
Span; MDLS = Mixed Digit and Letter Span; SM = Shape Memory; RSM = Rotated Shape Memory;
MC = Matrices: Completion; MOO = Matrices: Odd One Out; NC = Naming Categories; NO = Nam-
ing Opposites; SR = Story Recall; PR = Picture Recall; EFC = Executive functions composite score;
LW = Listing Words; DA = Divided Attention; AC = Animal Colors; DR = Drawing Routes. * p < .05.
** p < .01. *** p < .001.
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However, after controlling for multiple testing, the significant differences in intelli-
gence and executive functions fell above the Hommel-corrected p-value threshold (see
Table 3).

3.2. Developmental Functions

Figure 2 shows the means and standard deviations in the developmental functions
of the IDS-2 for the autistic and non-autistic samples. Before controlling for multiple
testing, results indicate that autistic participants scored significantly lower than non-autistic
participants in psychomotor skills [composite score, t(81) = 4.60, p < .001; Gross Motor
Skills, t(32) = 5.30, p < .001; Fine Motor Skills, t(79) = 3.20, p < .001; Visuomotor Skills,
t(81) = 3.01, p = .002] with medium-to-large effect sizes (d = 0.66 to 1.82). We found a similar
group difference for participants’ social–emotional skills [composite score, t(82) = 2.71,
p = .004; Identifying Emotions, t(32) = 2.07, p = .023; Regulating Emotions, t(82) = 2.37,
p = .010; Socially Competent Behavior, t(80) = 2.29, p = .012] with medium effect sizes
(d = 0.51 to 0.71), and in language skills [composite score, t(28) = 4.11, p < .001; Phoneme
Analysis, t(29) = 3.75, p < .001; Language Expressive, t(28) = 3.31, p = .001; Language
Receptive, t(29) = 4.52, p < .001] with large effect sizes (d = 1.22 to 1.63). Furthermore,
autistic participants showed significantly lower group mean values than the control sample
for the evaluation of participation during the test session of intelligence, t(81) = 2.68,
p = .004, executive functions, t(71) = 2.13, p = .018, and developmental functions, t(79) = 3.30,
p < .001, with medium effect sizes (d = 0.50 to 0.73). We found no differences in the subtests
Logical–Mathematical Reasoning, t(81) = 1.44, p = .153, Reading, t(74) = 1.35, p = .182,
Spelling, t(65) = 1.26, p = .212, and in the motivation and attitude domain [composite
score, t(46) = 0.11, p = .458; Conscientiousness, t(45) = 0.06, p = .477; Achievement Motivation,
t(47) = −0.07, p = .528], indicating similar performance in autistic and non-autistic participants.

After controlling for multiple testing, significant group differences remained for the
composite score of psychomotor skills (pH < .001) and subtests Gross Motor Skills (pH < .001)
and Fine Motor Skills (pH = .046). Moreover, the composite score of language skills remained
significant (pH = .008) as well as Phoneme Analysis (pH = .019) and Language Receptive
(pH = .003) tasks. Finally, the evaluation of participation during testing of the developmental
functions remained significant (pH = .035; see Table 4).3

3.3. Post Hoc Analyses

To assess for age-related differences between children and adolescents, we further
performed post hoc analyses separately for children aged 5–10 years (n = 17) and adolescents
aged 11–20 years (n = 26). After Hommel’s (1988) correction, autistic children scored
significantly lower than non-autistic children in the composite scores of the cognitive
functions, the intelligence group factors, Auditory Short-Term Memory, Visuospatial Short-
Term Memory, and Verbal Reasoning (including the corresponding subtests) as well as in
psychomotor skills, social–emotional skills, and basic skills of the developmental functions
(see Tables S3 and S4 in the Supplemental Material for results). We found no significant
group differences between autistic and non-autistic adolescents for the cognitive and
developmental functions of the IDS-2 after controlling for multiple testing (see Tables S5
and S6 in the Supplemental Material).
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Figure 2. Means and standard deviations are reported for (A) psychomotor skills composite score
and subtests, (B) social–emotional skills composite score and subtests, (C) basic skills composite
score and subtests, and (D) motivation and attitude composite score and subtests as well as for the
evaluation of participation during testing of the Intelligence and Development Scales–2 for autistic
and non-autistic children and adolescents. Asterisks in grey indicate p values not adjusted with
Hommel’s (1988) correction. Asterisks in black indicate p values adjusted according to Hommel
(1988). PSC = Psychomotor skills composite score; GM = Gross Motor Skills; FM = Fine Motor Skills;
VM = Visuomotor Skills; SESC = Social–emotional skills composite score; IE = Identifying Emotions;
RE = Regulating Emotions; SC = Socially Competent Behavior; BSC = Basic skills composite score; MR
= Logical–Mathematical Reasoning; LS = Language Skills; PA = Phoneme Analysis; PGC = Phoneme–
Grapheme Correspondence; LE = Language Expressive; LR = Language Receptive; RD = Reading;
RW = Reading Words; RP = Reading Pseudo Words; TC = Text Comprehension; SP = Spelling; MAC
= Motivation and attitude composite score; CS = Conscientiousness; AM = Achievement Motivation;
PDTIQ = Participation during testing, intelligence; PDTEF = Participation during testing, executive
functions; PDTDF = Participation during testing, developmental functions. * p < .05. ** p < .01.
*** p < .001.
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4. Discussion

In the present study, we compared autistic children and adolescents to a matched
control sample on six cognitive and developmental functions assessed with the IDS-2. Our
results provide evidence for differential validity for the IDS-2 test scores in psychomotor
skills, language skills, and in the evaluation of participation during testing of the develop-
mental functions, with autistic children and adolescents scoring lower than non-autistic
participants in these domains. No group differences were detected in the other domains af-
ter controlling for multiple testing. Overall, our findings provide an overview of important
cognitive and developmental functions in autistic children and adolescents using a single
comprehensive and standardized test battery.

In line with our hypotheses, we found similar performance in autistic and non-autistic
participants for the intelligence group factors Visual Processing and Abstract Reasoning,
which corresponds to studies reporting relative strengths for autistic individuals in nonver-
bal domains (e.g., Grondhuis et al. 2018) and in subtests measuring fluid reasoning and
visuospatial abilities (Charman et al. 2011; Nader et al. 2016). Specifically, the Shape Design
subtest, which is part of the Visual Processing group factor of the IDS-2, requires partici-
pants to reproduce presented geometric figures with rectangles and triangles. This task is
similar to the Block Design subtest of the Wechsler Intelligence Scales, for which autistic
individuals oftentimes show at least comparable performance to non-autistic controls (e.g.,
Muth et al. 2014).

However, in contrast to our hypotheses and previous research (e.g., Demetriou et al.
2018), no significant group differences emerged for the other cognitive functions scores of
the IDS-2 after correcting for multiple testing, even though effect sizes were in the small-
to-medium range. This finding suggests that our autistic sample included participants
with overall average cognitive abilities. One explanation for this result could be that
about half of our autistic participants had been diagnosed with Asperger’s syndrome,
which is known for impairments in social interaction and restricted interests, but without
deficits in cognitive development (10th ed.; World Health Organization 2016). Moreover,
when assessing age-related differences in a set of post hoc analyses, we found that autistic
adolescents scored similarly to non-autistic adolescents in the IDS-2, while autistic children
obtained significantly lower scores in several domains of the IDS-2 compared to non-
autistic children. In particular, group differences between autistic and non-autistic children
remained significant after controlling for multiple testing in the composite scores of the
intelligence and executive functions domains as well as in the intelligence group factors
Verbal Reasoning and Auditory and Visuospatial Short-Term Memory. These results are in
line with previous research reporting weaknesses of autistic children in verbal domains
(e.g., Oliveras-Rentas et al. 2012) and in working memory tasks (e.g., Mayes and Calhoun
2003a) as the IDS-2 Auditory and Visuospatial Short-Term Memory group factors also
include tasks measuring working memory (i.e., [Mixed] Digit and Letter Span—backwards
and Rotated Shape Memory; see Table S1 in the Supplement). In addition, autistic children
scored lower on motor and language skills, and importantly, also on social–emotional skills.
Interestingly, we did not find any differences between autistic and non-autistic participants
when focusing on adolescents only. One reason for this finding could be that autistic
adolescents have already received support and intervention in crucial developmental areas,
whereas the included autistic children may have been recently diagnosed with autism
and thus have had little or no treatment to that point. However, it should be noted that
these results are based on small sample sizes. Thus, future studies should use larger age-
specific samples to investigate developmental effects across childhood and adolescence
and simultaneously control for previous interventions.

Autistic participants had significant impairments in overall psychomotor skills as well
as lower scores in gross and fine motor skills in the IDS-2 compared to the non-autistic
participants. This finding is in line with results of a previous meta-analysis (Coll et al. 2020)
and studies using the M-ABC-2 to assess motor abilities (e.g., Manicolo et al. 2019). Motor
skills are particularly important for carrying out everyday tasks (e.g., grasping a glass) and
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performing activities of daily living (MacDonald et al. 2013a), as well as for participating in
activities at school or in the community (Oliveira et al. 2021). It has been suggested that one
reason for these motor differences may be that autistic individuals encounter problems in
the translation of sensory inputs into movements (Hannant et al. 2016). Moreover, structural
and functional alterations in motor cortex regions of the brain (Mostofsky et al. 2007; Nebel
et al. 2014) and in the cerebellum (Fatemi et al. 2012; Mostofsky et al. 2009) have been
detected for autistic individuals, which might explain some of the motor impairments. The
strong group difference we observed in gross motor skills, representing the largest effect in
our study, is in accordance with previous research (Coll et al. 2020) and may be associated
with the high prevalence of autistic individuals exhibiting hypotonia (51%) or motor apraxia
(34%; Ming et al. 2007). Hence, autistic individuals tend to experience difficulties especially
in movements that require activation of muscles in the entire body including balance,
arm movements, and coordination. However, as this subtest is administered only to 5-
to 10-year-olds in the IDS-2 and correlational research has shown that autistic children’s
motor skills improve with age (Coll et al. 2020), future longitudinal studies are needed to
study possible developmental effects. Although it is not compulsory to report potential
difficulties in motor skills as part of the diagnostic criteria of ASD, our findings support the
importance of assessing psychomotor abilities during the diagnostic evaluation of children
and adolescents at increased likelihood of ASD, as they might be crucial for treatment
programs (Bhat et al. 2011; Colombo-Dougovito and Block 2019).

As stated in previous studies, we found that autistic children scored lower in language
skills, such as in phoneme analysis (Dynia et al. 2019) and receptive language tasks (Kwok
et al. 2015), compared to the non-autistic participants. However, we detected no signifi-
cant group differences after correcting for multiple testing in expressive language tasks.
Although a previous meta-analysis showed equally impaired receptive and expressive
language skills in autistic individuals (Kwok et al. 2015), our finding is in line with other
studies that also indicated an atypical language pattern of autistic individuals with an
advantage in expressive over receptive language skills (e.g., Hudry et al. 2010). One reason
for this result might be that we used a direct measurement of language skills in our study.
Previous research also found this pattern when using a similar test procedure but did not
detect any expressive language advantages when using caregiver reports (Ellis Weismer
et al. 2010). Given that having better language production than comprehension skills is
contrary to what is generally anticipated in typically developing peers, researchers even
suggested that this pattern may be unique to autism (e.g., Volden et al. 2011) and therefore
could be used for differential diagnosis (Mitchell et al. 2011) and specific interventions
(Hudry et al. 2010). Nevertheless, as the expressive and receptive language tasks are
conducted only with 5- to 10-year-olds in the IDS-2 and previous studies have reported a
decrease in the expressive–receptive discrepancy in older autistic individuals (Kwok et al.
2015; Volden et al. 2011), it could also be that our result was driven by age effects. Because
of the diagnostic and therapeutic potential of this finding, future studies should continue to
examine this potential discrepancy between expressive and receptive language in autistic
individuals across development.

Additionally, we found no significant group differences in tasks measuring phoneme–
grapheme correspondence, which is consistent with our finding that autistic participants
also scored similarly to the non-autistic control group in the reading and spelling subtests
in our study. This result might be explained by the fact that knowledge of letter–sound
correspondence is a prerequisite for the development of literacy skills (Carnine et al. 2010)
and therefore needs to be intact for average reading and spelling skills. The finding that
our autistic participants showed no differences in the basic skills logical–mathematical
reasoning, reading, and spelling compared to non-autistic peers is in line with other
studies (e.g., Brown et al. 2013; Chiang and Lin 2007). One reason may refer to the fact
that most of the autistic participants in our study attended inclusive educational settings.
The enrollment in integrative settings can have a positive impact on autistic individuals’
academic skills as individualized education plans in mainstream programs focus more
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on academic enhancement than in specialized settings which place more emphasis on life
competencies and developmental domains (Kurth and Mastergeorge 2010).

Contrary to previous research (e.g., Cai et al. 2018; Yeung 2022), we found no significant
group differences for social–emotional skills after correcting for multiple testing. One
explanation for this result could be that the tasks assessing social–emotional skills in the
IDS-2 mainly measure explicit knowledge, such as naming socially competent behavior in
hypothetical social situations, rather than actual behavior in real-life situations. Since we
did not observe any group differences in the cognitive functions of the IDS-2 either, it might
be that autistic participants could compensate for difficulties in social–emotional skills with
higher-level analytical strategies (Harms et al. 2010; Leung et al. 2022). This would be in
line with studies reporting that intelligence is positively associated with social–emotional
skills (Jones et al. 2011), especially in autistic individuals (Dyck et al. 2006; Salomone et al.
2019; Trevisan and Birmingham 2016). We found further evidence for this assumption in
supplementary analyses where we matched the non-autistic control sample by age, sex,
and Full-Scale IQ and obtained lower effect sizes for the social–emotional skills composite
score as well as for the subtests Identifying Emotions and Regulating Emotions compared
to the effect sizes obtained by matching the samples by age, sex, and maternal education
(see Table S2 in the Supplemental Material). In addition, time limits in testing procedures
might explain part of the nonsignificant group differences in social–emotional skills. Nagy
et al. (2021) found impairments only when time limits for responding were applied, and the
present tasks assessing social–emotional skills did not have any time restrictions. However,
it is important to note that although meta-analyses and reviews show significant deficits in
social–emotional abilities of autistic individuals (e.g., Cai et al. 2018; Yeung 2022), several
previous studies were also not able to detect impairments in emotion recognition and
regulation (e.g., Jones et al. 2011; Mazefsky et al. 2014; Rosset et al. 2008) or reported
difficulties only for certain emotions, for example, for negative emotions (e.g., Shanok et al.
2019). To clarify the interplay between explicit knowledge and social–emotional skills in
the IDS-2, future research should use multiple methods to assess social–emotional skills
and compare the autistic participants’ performance in the IDS-2 with the behavior they
demonstrate in real-life social interactions using observational measures. Even though
the group differences in the social–emotional skills of the IDS-2 were no longer significant
after correcting for multiple testing, it is crucial to mention that effect sizes were within a
medium range and comparable to those in a previous meta-analysis (Yeung 2022) which at
least tends to indicate differential validity of test scores from the social–emotional skills
domain of the IDS-2.

A strength of our study is that we assessed the cognitive and developmental functions
using a standardized test procedure with good psychometric properties. Moreover, we
used a single test battery based on one standardization sample for the assessment of a broad
range of cognitive and developmental domains. In addition, our sample covered a wide age
range and was representative of the autistic population, in that the male:female ratio was
approximately 4:1 (Maenner et al. 2020), different subtypes were included, and children and
adolescents exhibited known comorbid conditions (Leyfer et al. 2006; Salazar et al. 2015).
We also consider it a strength that we included participants with intellectual functioning
below 70, which represents an understudied subpopulation in autism research (Russell
et al. 2019). In addition, by selecting the control sample through a matching procedure, we
could control for possible confounding influences of age, sex, and SES.

The present study also has limitations that need to be considered and addressed in
future research. First, we relied on diagnostic evaluations carried out by clinical services
and experienced psychiatrists and psychotherapists and hence could not consider the
standardization and comparability of the diagnoses. Second, we had no information
regarding symptom severity or previous treatment programs and could therefore not
control for these factors. Third, analyses were conducted at the group level, which limits
generalizability to individuals. Finally, although the sample size was larger than in previous
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studies, an even larger sample of children and adolescents would further increase the power
to detect small effects in future studies.

5. Conclusions

In sum, our findings suggest that in particular, motor and language skills as well
as achievement motivation rated by the test administrator were impaired in autistic chil-
dren and adolescents in the IDS-2 compared to non-autistic participants, which provides
evidence for differential validity for these domains of the IDS-2. The largest difference
was found in gross motor skills. We therefore advise that therapists working with autistic
children should gain knowledge in the area of motor and language therapeutic intervention.
Speech–language pathologists as well as psychomotor therapists should obtain autism-
specific knowledge, so that autistic children with limited motor and language skills receive
appropriate therapeutic support regardless of the background of the therapist. Arguably,
with optimal training, autistic participants may also perform tasks in the psychomotor and
language domains with greater engagement, which, in turn, could have a positive impact
on the long-term development of their motor and language abilities. In conclusion, our
results highlight important domains beyond the core symptoms of ASD that need to be
considered in future research, educational contexts, and clinical assessment and that seem
particularly critical for interventions.
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Notes
1 According to current models of intelligence (Schneider and McGrew 2018) and executive functions (Miyake et al. 2000), working

memory can be understood as a component of intelligence or executive functions. Because working memory is included in the
intelligence domain in the IDS-2, we subsumed working memory under the realm of intelligence.

2 Although the sample size met the robustness criteria for using independent-samples t tests (Eid et al. 2017), we also examined the
variables regarding normal distribution and variance homogeneity. Analyses using the Shapiro–Wilk test showed that 12 of the
55 dependent variables may not fulfill the normality assumption. Therefore, we additionally calculated Mann–Whitney U tests
for these variables. The results remained largely the same with two exceptions: First, the mean difference in the subtest Identifying
Emotions was no longer significant before controlling for multiple testing. Second, the mean difference in the composite score of
language skills was no longer significant after controlling for multiple testing. Furthermore, we found that the Levene’s test was
significant for fewer than 10 of the dependent variables, indicating unequal variances. Thus, Welch’s t tests were additionally
performed. The results were identical to those obtained from the independent-samples t tests.

3 To control for effects of intelligence, we repeated the independent-samples t tests for the developmental functions with a
non-autistic control sample matched by age, sex, and intelligence (Full-Scale IQ). The pattern of results remained largely the
same, showing lower group mean values for the autistic participants than for the control sample in the domains psychomotor
skills, social–emotional skills, language skills, and participation during testing (see Table S2 in the Supplemental Material for
full results). These differences hold when correcting for multiple testing in the domain of psychomotor skills. These post hoc
analyses underscore the robustness of our findings.

References
Akshoomoff, Natacha. 2006. Use of the Mullen Scales of Early Learning for the Assessment of Young Children with Autism Spectrum

Disorders. Child Neuropsychology 12: 269–77. [CrossRef]
American Psychiatric Association. 2013. Diagnostic and Statistical Manual of Mental Disorders, 5th ed. Washington, DC: American

Psychiatric Association.
Bhat, Anjana N., Rebecca J. Landa, and James C. (Cole) Galloway. 2011. Current Perspectives on Motor Functioning in Infants, Children,

and Adults with Autism Spectrum Disorders. Physical Therapy 91: 1116–29. [CrossRef] [PubMed]
Boucher, Jill. 2012. Research Review: Structural Language in Autistic Spectrum Disorder—Characteristics and Causes. Journal of Child

Psychology and Psychiatry 53: 219–33. [CrossRef] [PubMed]
Bowen, Sonya E. 2014. Autism Spectrum Disorders (ASD): State of the States of Services and Supports for People with ASD. Washington, DC:

L & M Policy Research.
Brignell, Amanda, Angela T. Morgan, Susan Woolfenden, Felicity Klopper, Tamara May, Vanessa Sarkozy, and Katrina Williams. 2018.

A Systematic Review and Meta-Analysis of the Prognosis of Language Outcomes for Individuals with Autism Spectrum Disorder.
Autism & Developmental Language Impairments 3: 1–19. [CrossRef]

Brown, Heather M., Janis Oram-Cardy, and Andrew Johnson. 2013. A Meta-Analysis of the Reading Comprehension Skills of
Individuals on the Autism Spectrum. Journal of Autism and Developmental Disorders 43: 932–55. [CrossRef]
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Abstract: The Wechsler Individual Achievement Test (WIAT-4) is the latest iteration of a popular
instrument that psychologists employ to assess academic achievement. The WIAT-4 authors make
both pragmatic and measurement claims about the instrument. The pragmatic claims involve being
useful for identifying individuals in certain academic achievement-related groups (e.g., specific
learning disability). The measurement claims are twofold: (a) the instrument’s scores represent
psychological attributes, and (b) scores transformed to standard score values have equal-interval
properties. The WIAT-4 authors did not provide the evidence necessary to support the pragmatic
claims in the technical manual, so we could not evaluate them. Thus, we limited our evaluation to
the measurement claims for the composite scores. To do so, we used information in the technical
manual along with some additional factor analyses. Support for the first measurement claim varies
substantially across scores. Although none of the evidence is particularly strong, scores in math-
ematics and reading domains tend to have more support than the writing and total achievement
scores. Support for the second claim was insufficient for all scores. Consequently, we recommend
that psychologists wishing to interpret WIAT-4 composite scores limit those interpretations to just
a few in the mathematics and reading domains. Second, psychologists should completely refrain
from using any composite score in a way that requires equal-interval values (e.g., quantitative score
comparisons). Neither of these recommendations necessarily disqualifies the scores from being useful
for pragmatic purposes, but support for these uses will need to come from evidence not currently
provided in the WIAT-4 technical manual.

Keywords: validity; Wechsler Individual Achievement Test; test review; measurement; academic
achievement

Users of any psychological instrument have the burden of supporting their use of it
(American Educational Research Association et al. 2014; Kline 1998). As such, it is critical
that psychologists rigorously evaluate every instrument they employ (Mitchell 1984). It is
often years after an instrument is published before peer-reviewed literature is available,
so potential users wishing to make an instrument-adoption decision before then must
rely on the information produced by the instrument authors.1 Thus, it is incumbent for
instrument authors to provide sufficient information about the instrument for potential
users to make an informed decision about whether to adopt the instrument (International
Test Commission 2001). In this article, we review the fourth edition of the Wechsler
Individual Achievement Test (WIAT-4; NCS Pearson 2020) and evaluate it using information
provided in the instrument’s technical manual. Before doing so, we first discuss what is
involved in evaluating psychological instruments.

1. Evaluating Psychological Instruments

The phrase “evaluating a psychological instrument” is somewhat of a misnomer
because it does not involve evaluating an instrument itself as much as it involves evaluating
(a) statements (claims) the instrument authors make about its intended uses, and (b)
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evidence (arguments) to support the truthfulness of those claims (Campbell et al. 2008;
Kane 2013). As such, evaluations of psychological instruments should differ substantially
based on the instrument’s purposes—something that is often “insufficiently recognized”
(Ozer and Reise 1994, p. 363). We can class the purposes for most scientific instruments as
measurement or pragmatic (Hand 2016; Lindquist 1936).

Measurement purposes are those that concern representation, specifically depicting an
attribute’s manifestations and the relations among them (but see Michell 1999). Evalu-
ating measurement claims involves evaluating the instrument’s validity (i.e., validation;
Borsboom et al. 2004). Pragmatic purposes involve making decisions (e.g., provide treat-
ment, make diagnoses), so evaluating pragmatic claims primarily involves evaluating
evidence for the scores’ utility (e.g., sensitivity, cost-benefit). Pragmatic and measurement
purposes are not mutually exclusive, so it is possible to employ an instrument’s scores for
(a) only pragmatic purposes, (b) only measurement purposes, or (c) both pragmatic and
measurement purposes (Newton 2017). Measurement and pragmatic uses are more or less
independent of each other, however, so it is possible for an instrument’s scores to have
strong utility evidence without measuring anything (or vice versa).

1.1. Validity

The concept of validity in the context of psychological measurement goes back to
19th century, but it did not become something of major interest to psychologists until the
20th century (Newton and Shaw 2014). Although validity quickly became an ambiguous
concept in psychology (Slaney 2017), since the mid-20th century psychologists have increas-
ingly employed it to mean something external to the instrument and contingent upon on
particular interpretations of an instrument’s scores (e.g., Guilford 1946; Messick 1989). As
such, support for validity claims is viewed as something discoverable through an ongoing
process of assessing the correlations between an instrument’s scores and other phenomena
(Reynolds 1998). This meaning of validity is troublesome (Markus and Borsboom 2013).

Pretend we have an instrument designed to measure people’s ability to add integers
(i.e., integer addition). It may be interesting to know that the instrument’s score correlates
with scores from other instruments—particularly instruments designed to measure integer
addition. Two variables can correlate/not correlate for a variety of reasons,; however,
only one of the two involves how well the scores represent integer addition (Borsboom
2005). Moreover, implicit in creating the instrument is some a priori knowledge about
the meaning of the integer addition concept as well as the belief that the instrument’s
score represents that concept (Krause 2005). Thus, correlations themselves cannot be the
basis for determining whether the instrument measures integer addition (Guttman 1977,
items 30–31). This does not entail that empirically acquired information is useless. To
the contrary, empirical information is necessary to support certain claims about attributes
needed to create a valid instrument (e.g., whether integer addition ability is a quantity;
Mari et al. 2015). Likewise, empirical information can aid in selecting items from a pool of
potential items that all cohere to the meaning of integer addition (Loevinger 1957) or spur
further work in refining the integer addition concept (Krause 2012). Evaluating whether
the instrument is valid, however, is a fundamentally a conceptual endeavor.

1.2. Evaluating the Validity of Psychological Instruments

Broadly, scientific instruments have validity to the extent that they measure the at-
tributes they are designed to measure (Joint Committee for Guides in Metrology 2012). This
entails that, for an instrument to be valid, (a) the intended-to-measure attribute has to exist
as more than just a name (i.e., it has to be potentially measurable); and (b) variation in the
attribute impinges on variation in score values the instrument produces (Borsboom et al.
2004). Although relatively straightforward, evaluating validity is not a simple endeavor—
especially for instruments measuring psychological attributes. We will discuss a few
components to such evaluations.
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First, it is necessary to understand the meaning (i.e., rules for employment) of the
to-be-measured attribute concept (Michell 2009). Most psychological attribute concepts are
functional, so their rules for use involve things we do (Bem and De Jong 2013). Only psycho-
logical attributes whose meanings involve behavior are open to public observation, so those
are the attributes we can ascribe to other people (Bennett and Hacker 2022; Coombs 1948).2

Being observable does not, however, guarantee measurability. Although we acknowledge
there is not currently a consensus about the necessary or sufficient criteria for an attribute
to be measurable (Mari et al. 2017), we believe the second and third components we discuss
are necessary for measurability.

The second component is understanding how the behaviors that constitute a particular
attribute go together. Like all other concepts, psychological attribute concepts are part of
language, so psychologists are free to give them whatever meaning they want. As such, the
behaviors criterial for a given attribute concept can go together a variety of ways, which
are often not obvious. At one extreme are attributes whose behaviors go together because
they have functional unity. If behaviors have functional unity, then they go together because
of the behaviors themselves rather than the meaning of an attribute (Hearnshaw 1941;
Peak 1953).3 In other words, the behaviors would still go together even if the attribute
concept did not exist.

At the other extreme are attributes whose behaviors go together by fiat—they go
together only because the concept includes them all. For example, psychologists often
discuss job morale as if it is a single attribute, but the behaviors that constitute it (e.g.,
initiating activities, not seeking employment elsewhere, few absences) largely only go
together because psychologists put them together when defining the job morale concept
(Hardy 2009). Thus, it is not uncommon for employees to emit some of the behaviors but
not others. To the extent this is true, representing job morale with a single score allows for
the possibility of two people to be classified as having equal job morale yet manifest non-
overlapping sets of behavior. This makes it difficult to support a claim that job morale is
measurable. Two ways to rectify the situation are to restrict use of job morale to a hypernym
for classifying job-related behaviors, or to make the meaning and representation of job
morale multi-dimensional. Psychologists seldom employ either solution, however, but
instead primarily look to study and measure attributes they can represent with a single score
(Sijtsma 2006). In such cases, functional unity is a necessary condition for measurement.

Third, it is necessary to know the attribute’s different possible manifestations and
the relations among the manifestations (e.g., equivalence, order, additivity) because this
information determines whether an attribute is a quality, quantity, or something in between
(Barrett 2018; Michell 2005). For example, it is self-evident that the integer addition ability
has at least two manifestations: can add integers and cannot add integers. People can
manifest the ability to add integers different ways, one of which is consistently responding
to items about adding integers correctly. Likewise, one way people manifest not having the
ability to add integers is consistently responding to integer addition items incorrectly. Since
these two manifestations are mutually exclusive (i.e., it would be incoherent to state that
the same person can both add integers and not add integers), we can represent the attribute
on a so-called nominal scale.4 Of course, scientists do not rely on intuition for determining
the different manifestations of an attribute and their relations. Instead, it is something that
requires considerable conceptual and empirical work (Mari et al. 2015; Michell 1990).

Fourth, it is necessary to determine whether the instrument’s specifications (e.g.,
content, procedures) are consistent with what is currently known about the attribute
(Krause 1967; Maraun 1998). For example, an instrument would not be valid for measuring
the (overly simplistic) integer addition ability if it requires respondents to answer items
such as “What is the capital city of Scotland?”, but could be valid if it had items such as
“2 + 2 = ?”. Likewise, instruments producing scores with two values might represent the
attribute faithfully (e.g., can/cannot add integers), but instruments producing more than
two values (e.g., Normal Curve Equivalents) would not represent the attribute very well.
Of course, it is not really the number of possible values that is important, but that all the

116



J. Intell. 2022, 10, 30

known relations among attribute manifestations are faithfully represented in the relations
among a score’s values.

2. Wechsler Individual Achievement Test–Fourth Edition

The WIAT-4 is multiple things simultaneously. It is (a) a standardized battery of
individually administered instruments (i.e., subtests), each of which is comprised of items
designed to elicit certain mental attributes and behavior; (b) a set of criteria for coding the
elicited behavior; and (c) a set of algorithms for translating the coded behavior into values
for different scores (i.e., scoring). As such, it is similar to many other academic achievement
instruments currently available (e.g., Bardos 2020; Kaufman et al. 2014). The WIAT-4 is
based on the third edition of the instrument (WIAT-3), but it is more than just an updated
WIAT-3. The instrument authors not only collected data from a new norming sample, but
also substantially added and revised items, subtests, and scores (Breaux 2020, p. 89). In
addition, many of WIAT-4 scores are based on a psychological theory, which is notably
different from the WIAT-3 wherein all the scores are atheoretical (Breaux 2020, pp. 89–96).
As such, it is best to think of the WIAT-4 as a brand-new instrument rather than an update
of a previously existing one (Beaujean 2015a; Bush et al. 2018).

2.1. Purpose of Wechsler Individual Achievement Test

The WIAT-4 authors claim the instrument can be used for both measurement and
pragmatic purposes. They are explicit in their measurement claims, stating the instrument
is “designed to measure the [academic] achievement of examinees ages 4 through 50, and
students in prekindergarten (PK) through Grade 12” (Breaux 2020, p. 1; see also p. 28).
In addition, the authors state that values of some of the scores “are on an equal-interval
scale” (Breaux 2020, p. 64). Evaluating both claims require evaluating (measurement)
validity evidence.

The pragmatic purposes involve using WIAT-4 scores for identifying members of
various academic achievement-related groups (e.g., gifted, specific learning disability;
Breaux 2020, pp. 83–87). Evaluating these claims involves evaluating empirical evidence
about the scores’ utility. The utility evidence provided in the WIAT-4 technical manual
consists of (a) basic descriptive statistics (e.g., means, standard deviation) of the scores for
each group; (b) descriptive statistics for between-group score differences (e.g., standardized
effect sizes); and (c) p-values for null hypotheses regarding mean differences between
groups (Breaux 2020, pp. 47–60).5 While this information is somewhat useful, it is not
sufficient for us to evaluate the scores’ utility (McFall and Treat 1999). Consequently,
in our evaluation we focus exclusively on the evidence supporting the WIAT-4 authors’
measurement claims.

2.2. Wechsler Individual Achievement Test Scores

The WIAT-4 produces 32 scores (see Table 1), which we can classify different ways.
One classification criterion is whether the score is comprised of other scores. Simple scores
are those whose values are not dependent on the value of any other scores (i.e., based
on a single set of items), while composite scores are those whose values are a function
of simple scores. All WIAT-4 composite scores are unweighted sums of two or more
simple scores (Breaux 2020, pp. 12–13). Most of the WIAT-4 subtests produce simple
scores, but there are few exceptions (see notes in Table 1). A second criterion for classing
scores is knowledge domain (i.e., content). The WIAT-4 authors designed the subtests’
items to elicit abilities in three core academic knowledge domains (i.e., reading, writing,
mathematics) as well as in oral language (Breaux 2020, p. 28). All the WIAT-4 scores cover
content from a single academic knowledge domain except for two: Total Achievement and
Orthographic Processing.
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Table 1. Wechsler Individual Achievement Test—Fourth Edition Subtests.

Subtest Scores Grade Levels
Composite Scores

Single Knowledge Domain Multiple Knowledge Domains

Reading Domain
Decoding Fluency a 3–12+ Reading Fluency (3–12+)

Oral Reading Fluency 1–12+ Reading Fluency (1–12+)
Orthographic Fluency a 1–12+ Dyslexia Index (4–12+) Orthographic Processing (1–12+)

Reading Fluency (1–12+)
Phonemic Proficiency a,b PK–12+ Basic Reading

Dyslexia Index (PK-3)
Phonological Processing (1–12+)

Pseudoword Decoding 1–12+ Basic Reading
Decoding

Dyslexia Index (4–12+)
Phonological Processing (1–12+)

Reading Comprehension K-12+ Reading (K-12+) Total Achievement (PK-12+)
Word Reading PK-12+ Basic Reading Total Achievement (PK-12+)

Decoding
Dyslexia Index (PK-12+)

Reading (K-12+)

Writing Domain
Alphabet Writing Fluency PK-4+ Written Expression (K-1) Total Achievement (PK-1)

Writing Fluency (1-4)
Essay Composition 3-12+ Written Expression (4-12+) Total Achievement (4–12+)

Sentence Composition c 1-12+ Written Expression (2-12+) Total Achievement (2–3)
Sentence Writing Fluency a 1-12+ Writing Fluency (1-4)

Spelling K-12+ Written Expression (K-12+) Total Achievement (K-12+)
Orthographic Processing (1–12+)

Mathematics Domain
Math Problem Solving PK-12+ Mathematics (K-12+) Total Achievement (PK-12+)
Numerical Operations K-12+ Mathematics (K-12+) Total Achievement (K-12+)

Math Fluency–Addition 1–12+ Math Fluency (1–12+)
Math Fluency–Subtraction 1–12+ Math Fluency (1–12+)

Math Fluency-Multiplication 3–12+ Math Fluency (3–12+)

Oral Language Domain
Listening Comprehension d PK-12+ Oral Language (PK-12+)

Oral Expression e PK-12+ Oral Language (PK-12+)

Note. There is an additional new subtest called Orthographic Choice, but it is only available on the Q-Interactive
version of the instrument. It combines with the Orthographic Fluency and Spelling subtests to form an Ortho-
graphic Processing Extended composite score. a Subtest is new to WIAT-IV. b Listed as a subtest in the Language
Processing domain in technical manual. c Listed as a subtest in the technical manual but is comprised of two
“component scores:” Sentence Building and Sentence Combining. d Listed as a subtest in the technical manual but
is comprised of two “component scores:” Receptive Vocabulary and Oral Discourse Comprehension e. Listed as a
subtest in the technical manual but is comprised of three “component scores:” Expressive Vocabulary, Oral Word
Fluency, and Sentence Repetition.

The WIAT-4 authors state that interpreting the WIAT-4 scores should follow a four-step
process (Breaux 2020, pp. 77–79).6

Step 1. Interpret the Total Achievement score.
Step 2a. Interpret all other composite scores and subtest scores normatively (i.e., compare

how a respondent performed in reference to peers of the same age or grade).
Step 2b. Interpret all other composite scores and subtest scores ipsatively (i.e., compare

scores within a single respondent).
Step 3. Identify ipsative strengths and weaknesses from composite scores. This involves

(a) comparing each single-domain composite score for a respondent to the same
respondent’s Total Achievement score, and (b) determining if the value difference
is statistically different from zero.
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Step 4. Make planned ipsative comparisons between different subtest scores or different
composite scores. This involves (a) selecting multiple subtest or composite scores
to compare, and then (b) determining if their value differences are statistically
different from zero.

Implicit in the WIAT-4 interpretive guidance is the claim that each WIAT-4 score
represents a distinct, although not necessarily unrelated, attribute. Consequently, it is
necessary to evaluate the validity of each score. In this article, we focus on evaluating the
evidence for the scores in steps 1 and 2a. We do so for two reasons. First, steps 2b–4 involve
ipsative analysis and interpretation. Ipsative means “of the self”, so steps 2b–4 require
comparing scores for a particular respondent to other scores for the same respondent
(e.g., compare the Listening Comprehension score to the Reading Comprehension score;
Cattell 1944). These interpretations are only warranted if the equal-interval claim is true.
Second, although ipsative interpretations require certain measurement properties, they are
primarily employed with the WIAT-4 for making pragmatic decisions (e.g., determining if
a respondent has a psychological disorder or disability). Third, evaluating subtests entails
evaluating their items, but the WIAT-4 authors provide little information about items in
the technical manual. Although withholding this information from consumers became
common practice in the mid-20th century, it is a lamentable practice because it precludes
evaluation from disinterested scholars of interest (Buros 1977; Merton 1968).

3. Evaluation of the Wechsler Individual Achievement Test Total Achievement Score

The WIAT-4 authors state that the Total Achievement score “provides a measure of
overall academic achievement in the areas of reading, math, and writing” (Breaux 2020,
p. 113). Consequently, the first step in evaluating the validity of the Total Achievement
score is understanding the meaning of the overall academic achievement (OAA) concept.
Unfortunately, OAA is not a technical concept within either the psychology or education
disciplines (i.e., it has no consistently shared meaning), and the WIAT-4 authors do not
provide a definition. Thus, we need to explore the concept in more depth.

3.1. Meaning of Overall Academic Achievement

Psychologists have used OAA and similar terms for over a century, such as: gen-
eral educational ability (Burt 1917), verbal-educational ability (Vernon 1950), scholastic
achievement (Carroll 1943), schooling (French 1951), general academic intelligence (Dailey
and Shaycoft 1961), and general academic achievement (Kaufman et al. 2012). With few
exceptions, psychologists do not provide definitions or discuss the concepts’ meanings
except for stating it is distinct from, but related to, what Charles Spearman (1927) called g.
In doing so, psychologists assume readers already understand the concepts, which means
psychologists are likely employing ordinary language meanings. Although ordinary lan-
guage concepts are not uncommon in psychology, they can be troublesome because they are
often vague or ambiguous (Vygotsky 1987) which makes evaluating validity a particularly
challenging endeavor (Haynes et al. 1995). Consequently, instead of understanding the
meaning of OAA by working through a technical definition, we have to take a different tack.
Specifically, we must (a) work through how psychologists employ the concepts of overall,
academic, and achievement (i.e., conceptual analysis; Hacker and Stephan 2020); and then
(b) reference those meanings to how the WIAT-4 authors discuss OAA and the procedures
they use to measure it. Since the overall and academic terms modify achievement, we begin
our conceptual work with achievement.

3.1.1. Meaning of Achievement

The unmodified achievement concept has a family of related meanings (Achievement
2021), but we will just focus on the two that psychologists seem to employ the most. One
meaning is as a conative concept involving the desire to do things in such a way that they
meet some standard (e.g., Heckhausen 1967). We manifest this need or motivation for
achievement by doing things we believe will either avoid disapproval or attain approval
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from ourselves or other persons (Crandall 1963). Psychologists have created different
techniques and instruments to capture this form of achievement (e.g., projective testing,
self-reports), but they all have in common coding respondents’ behavior using some criteria
other than correctness.

A second meaning of achievement is as the production of a particular outcome, either
tangible (e.g., a loaf of bread) or intangible (e.g., goodwill from others). More specifi-
cally, it is an instantaneous and relatively durable effect of our behavior on situations
(Vendler 1957). This meaning is intertwined with our knowledge and abilities to use knowl-
edge, so is more of an intellective concept than conative (Reeve and Bonaccio 2011). As
such, the techniques and instruments psychologists have created to capture this meaning
of achievement commonly require coding behavior based on correctness (Guttman and
Levy 1991).

Some psychologists claim that intellective achievement is a process more than an
outcome (e.g., Bradford 2016; Coffman 1970), but this is likely better captured by the
accomplishment concept. An accomplishment is a kind of goal-oriented process such that
reaching the intended goal justifies employing the accomplishment term (Stokes 2008).
That is, accomplishments are purposeful processes that culminate in something (i.e., an
achievement). For example, if Pedro wrote a novel, it would be an accomplishment because
writing a novel is something people have to commit to doing. The instant his novel is
published, however, it is an achievement.

The distinction between achievement and accomplishment may appear trivial, but it
is important (Varzi and Torrengo 2006). Achievements can be the culmination of a process
designed to result in the achievements, but they can also result from a series of accidental
or haphazard events. Accomplishments, however, cannot be accidental or haphazard.
By definition, they are intentional culminations so depend on (a) knowledge about how
to produce some achievement, and (b) the ability to employ the knowledge in such a
way as to culminate in the particular achievement. Thus, Kiko responding to the item
“3 + 2 = ?” correctly is an accomplishment only if she did so by employing her integer
addition knowledge, but is an achievement irrespective of whether she employed her
integer addition knowledge, guessed, or used some other process.

3.1.2. Meaning of Achievement in the Wechsler Individual Achievement Test

The scoring criteria for coding all responses to WIAT-4 items concern correctness, so
we can deduce the instrument’s authors employ the achievement concept in a way that
is more consistent with the intellective meaning than the conative one. In addition, they
employ the concept more consistent with an instantaneous outcome than a process. It is
true that the authors discuss the mental processes they believe respondents should employ
when answering items within a particular subtest, but this information was only used for
item creation and designing procedures for WIAT-4 users to conduct a demand analysis
(Breaux 2020, pp. 61–63). The actual mental processes respondents employ in their item
responses are neither elicited or coded as part of the WIAT-4 administration nor used in the
scoring procedures.

3.1.3. Meaning of Academic with Respect to Achievement

The unmodified achievement concept has a wide meaning and encompasses a variety
of behaviors. As such, it is more a class of psychological attributes (i.e., umbrella concept)
than a particular attribute. To limit the concept’s boundaries, psychologists add a variety of
modifying terms (e.g., athletic, occupational), but we only focus on the academic modifier.
The academic concept has a few different meanings, but they are closely interwoven and all
relate to school or education (Academic 2021). Thus, academic achievements are achievements
that people manifest either in formal educational settings or result from abilities acquired
from knowledge typically taught as part of formal education (Ebel and Frisbie 1991). This
is still a very wide concept, including everything from alphabetic letter knowledge to
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diagnosing a complex medical disorder correctly. Thus, psychologists typically take one of
two tacks to further constrain the concept (Spinath 2012).

First, psychologists employ more domain-constraining modifiers (e.g., biochemistry
achievement, nursing achievement). Psychologists typically do this when discussing
achievements involving knowledge or abilities tied to particular curricula, so instruments
designed to assess these achievements are also tied to curricula (e.g., curriculum-based
assessments, licensing exams). Second, psychologists constrain the academic achievement
concept to mean basic competencies typically acquired by members of a particular society
or across multiple societies at certain ages. These competencies usually involve reading,
writing, and using mathematics (Burt 1917; Mather and Abu-Hamour 2013). They are not
tied to any particular curriculum, however, because psychologists create the instruments
(a) to capture attributes that have some universality, and (b) for use with most or all societal
members (Norenzayan and Heine 2005).

3.1.4. Meaning of Academic Achievement in the Wechsler Individual Achievement Test

The WIAT-4 authors do not discuss any particular curricula, but do discuss how
differences in respondents’ curriculum exposure can cause interpretational difficulties of
some WIAT-4 scores (Breaux 2020, pp. 68, 72). Moreover, the Total Achievement score is
comprised of scores from subtests in the reading, writing, and mathematics domains (see
Table 1). Thus, we can infer that the WIAT-4 authors employ the academic achievement
part of OAA to mean certain competencies members of American societies are expected
to acquire.

3.1.5. Relation between Academic Achievement and Intelligence Instruments

If an instrument that captures academic achievement is not tied to any particular
curriculum, captures somewhat universal abilities, and applies to most-or-all members of a
society, then this naturally raises the question of how academic achievement instruments
relate to intelligence instruments. Psychologists have a long history of discussing academic
achievement and intelligence instruments as being distinct kinds (e.g., Matsumoto 2009).
This is because psychologists have traditionally viewed academic achievement and intelli-
gence as being distinct kinds of attributes (Anastasi 1984). Intelligence comprises a person’s
aptitude or potential to learn, while academic achievement is what a person has actually
learned. The traditional view is flawed (Anastasi 1980; Wesman 1956). Support for this
claim comes from the defining features of intelligence and intelligence instruments.

Intelligence is an ordinary language concept whose meaning has changed over time
and geography (Goodey 2011; Spearman 1937). It entered the discipline of psychology in
the 19th century by way of evolutionary biology (Danziger 1997). Biologists employed the
concept as if it was a single attribute more or less synonymous with adaptive behavior
or behavior flexibility. Psychologists tended to follow the biologists lead and employ the
concept as if it was a single attribute, but not necessary one involving behavior flexibil-
ity/adaptation (cf. Bascom 1878; Taine 1872). Thus, there was ambiguity in the concept
from the beginning.

Instead of reigning in the concept’s meaning, however, psychologists in the early
20th century loosen it via their various idiosyncratic employments (e.g., Rugg 1921).7 The
concept eventually got so muddled that it became “a mere vocal sound, a word with so
many meanings that finally it has none” (Spearman 1927, p. 14). One solution to this
problem has been to re-define intelligence in such a way as to incorporate multiple existing
meanings (e.g., Wechsler 1975). The major difficulty with this solution is that the resulting
concepts are typically too vague to be measurable. A second solution is to invent new
concepts that have a particular meaning and, often, a unique name (i.e., neologisms).
Perhaps the best-known example is Spearman’s invention of the g concept. Importantly, he
did so with the intention of creating a technical concept amenable to scientific investigation,
not to redefine intelligence (e.g., Spearman 1927, 1933, 1938). Thus, the major difficulty
with this solution is that it does not address the ambiguity of the intelligence concept.
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A third solution is to employ intelligence as an umbrella concept capturing a class
of related attributes rather than one particular attribute (Howard 1993). This was how
Spearman employed the concept (e.g., Spearman and Jones 1950), as did many of his
protégés (e.g., Cattell 1987). This tradition continues today, with a recent conceptual study
of intelligence concluding that intelligence “is a generic term, which encompasses a variety
of constructs and concepts” (Reeve and Bonaccio 2011, p. 188). A major issue with this third
solution is determining the criteria for an attribute to be included or excluded. Although
psychologists have discussed multiple criteria, it appears that all intellective attributes
share at least three major features (Burt 1944; Hacker 2013).

First, they involve our abilities to do something rather than mental states, dispositions,
or attitudes. Second, these abilities involve acquiring or employing knowledge more than
bodily movement (i.e., physical attributes), feelings/emotions (i.e., affective attributes),
or motivation/volition (i.e., conative attributes). We discussed earlier that both features
apply to academic achievement competencies as well. That is, psychologists tend to use the
academic achievement concept to mean a class of abilities involving the employment of
knowledge typically acquired in formal educational settings (Monroe et al. 1930).

Third, the abilities exist on a spectrum (Carroll 1993). When discussing intellective
attributes, psychologists typically discuss this spectrum by referencing the breadth of tasks
that elicit the attribute. At one end of the spectrum are specific abilities that people employ
for a narrow set of tasks, while at the other end are broad abilities that people employ for
a wide variety of tasks. In the context of academic achievement attributes, psychologists
discuss the spectrum by referencing the specificity of a knowledge domain (Reeve and
Bonaccio 2011). At one end of this spectrum is domain-specific knowledge that has a very
circumscribed applicability (e.g., history of Leeds, England), while at the other end is
domain-general knowledge that has much wider applicability (e.g., how to construct a valid
argument).

Domain-specific knowledge and specific intellective abilities are not exchangeable
concepts, but they are not unrelated either (and likewise for domain-general knowledge
and broad intellective abilities). Instead, they represent differences in emphases (Reeve
and Bonaccio 2011). Thus, it is better to think of the academic achievement and intelligence
concepts as differing in degree more than in kind (Anastasi 1984; Cronbach 1990). That
is, they are abilities that exist on a spectrum ranging from involving specific knowledge
applicable to a very narrow range of tasks to those involving more general knowledge
applicable to a broad array of tasks (Anastasi 1976; Carroll 1993; Schneider 2013).

Since intellective attributes all share some common features, it is not surprising that
the multiplicity of intelligence instruments also shares a set of features (Guttman and
Levy 1991). These instruments (a) contain items that elicit specific behavioral responses
from examinees; (b) require examinees exert maximal effort in responding to items; and
(c) provide guidelines for coding responses based on satisfying some logical, factual, or
semantic rules (i.e., correctness). These features apply to academic achievement instruments
as well (Thorndike and Thorndike-Christ 2010). Thus, irrespective of whether psychologists
use the term intelligence or academic achievement in an instrument’s name, the instrument
measures (or potentially measures) the strength of one or more abilities a respondent has
developed and is willing to demonstrate (Anastasi 1976, pp. 399–400).

3.1.6. Meaning of Overall

Overall is a somewhat ambiguous concept that can mean everything (i.e., end to end),
operating over an entire range of things, or taking everything into consideration. The
WIAT-4 authors provide some help narrowing the meaning because they use the term
general academic achievement as a synonym for OAA (Breaux 2020, p. 42). Thus, we can
infer that they believe the overall and general concepts are interchangeable. Unfortunately,
general is not exceptionally clear in its meaning. In psychology, it has at least three meanings:
breadth, depth, and summary (Beaujean 2015b; Spearman 1927).
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As breadth, general concepts have more elements (i.e., broader) than more specific (i.e.,
narrow) concepts. In measurement models, this relation is often represented by a bi-factor
structure whereby the indicators (i.e., recorded observations of phenomena, such as items
or subtests) are specified to be the effects of (i.e., result from) both broader and narrower
attributes operating more or less independently of each other (Holzinger et al. 1937). As
depth, general concepts are at a higher level (i.e., super-ordinate) than more specific (i.e.,
sub-ordinate) concepts. In measurement models, this relation is often represented by a
higher-order factor structure whereby (a) a set of indicators are specified to be the effects
of multiple related attributes; and (b) those attributes are specified to be the unobserved
(unmeasured) effects of more super-ordinate attributes.

As summary, general concepts and specific concepts both condense information with
the difference being that general concepts condense over wider content than specific con-
cepts. This relation can be represented by models with a formative-indicator structure (e.g.,
weighted average) or causal-indicator structure (Bollen and Bauldry 2011). Either way, the
indicators are specified to influence the attributes rather than the attributes influencing the
indicators. This entails that indicators define the attributes, so changing indicators can alter
what instruments capture. This is not troublesome for instruments designed for pragmatic
purposes (i.e., making diagnostic decisions) because authors create such instruments to
produce scores that consistently predict some criteria external to the instrument (Burisch
1984). Having indicators define attributes is troublesome for measurement instruments,
however, because it runs counter to the measurement process in science (Edwards 2011).
Scientific measurement requires specifying an attribute’s meaning before creating an instru-
ment, which entails the meaning be invariant across indicators (Mari et al. 2015). Thus, it is
unlikely that summary models are measurement models (Rhemtulla et al. 2015).

3.1.7. Meaning of Overall (General) in the Wechsler Individual Achievement Test

The WIAT-4 authors likely do not employ the overall/general concept to mean depth
because they do not discuss OAA as influencing more narrow attributes (e.g., reading
fluency). The authors are more equivocal about the breadth and summary meanings. On
the one hand, they imply a summary meaning when they state the Total Achievement score
provides “a midpoint for determining the examinee’s relatively strong and weak areas of
achievement” (Breaux 2020, p. 77). On the other hand, they imply a breadth meaning when
they state the Total Achievement score provides an “overview of the examinee’s overall
achievement” and should be interpreted in a manner consistent with all the other WIAT-4
scores (e.g., report the score, confidence interval, and percentile rank; Breaux 2020, p. 77).
Since the WIAT-4 authors are unclear about their meaning of overall/general, we will
assume they mean having more breadth and, thus, consider whether OAA is a potentially
measurable attribute.

3.2. Evidence for Functional Unity

Our brief conceptual analysis allows us to state that the WIAT-4 authors likely employ
the OAA concept to mean a complex psychological attribute that involves employing
abilities constitutive of reading, writing, and using mathematics. Reading, writing, and
using mathematics all manifest in certain behaviors, which means OAA is observable, but
may or may not be measurable. A necessary condition for OAA to be measurable is that
the behaviors that constitute it have functional unity. We introduced the functional unity
concept earlier but will expand upon it here.

A set of behaviors has functional unity when they are related in such a way that
if any one of them changes, then the others “suffer the same fate” (Cattell 1956, p. 69).
One line of evidence supporting functional unity comes from empirical investigations.
Specifically, designing experiments to evaluate whether a set of behaviors “rise together,
fall together, appear together, disappear together or, in general, covary together” (Horn
1972, p. 161). Empirical evidence is not sufficient, however, because behaviors could go
together for reasons other than an attribute having functional unity (Coombs 1948). Thus,
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in addition there needs to be a theory that provides a sound explanation for why the
behaviors constitutive of a concept should hang together.

An example may clarify things. Pretend we have a battery with two subtests, both of
which require respondents to listen and provide an oral response. One subtest contains
items of the form “1 + 2 = ?”, while the other contains items of the form “Do you believe
that you often have to rushed to complete school work?”. If we were to administer the
battery to a set of elementary school students, it is not improbable that we would find that
scores for the two subtests correlate at a level statistically different than zero (Lykken 1968).
Although this corroborates the functional unity hypothesis, the unity is likely superficial
because there is no theory explaining why behaviors across the subtests would go together.
Instead, non-zero correlations among the subtests likely result from both subtests’ items
having a common administration medium, response modality, and requiring respondents
to remember information.

If performance on all the integer addition items involve employing the same attribute
or set of attributes, then it is possible that the unity of integer addition behavior may go
beyond the superficial to a causal construct. This should manifest in particular relations
among item performances across people on a single occasion as well as within the same
people across multiple occasions (Horn 1963; Zimprich and Martin 2009). For example, if
the integer addition items are arranged in order of increasing difficulty, then we would
expect that for all respondents who correctly answered item p, then the probability of the
same respondents answering items 1, 2, . . . , p − 1 correctly is ≈1.00 (Loevinger 1947).
Likewise, if we intervene with a particular student’s integer addition skills, then not only
should the student be able to answer item q (q > p) correctly, but also be able to answer
items 1, 2, . . . , q − 1 correctly as well. A possible explanation of this functional unity comes
from the fact that mathematics is largely a graduated knowledge domain, so the ability to
use more fundamental mathematics knowledge (e.g., adding integers without carrying) is
usually necessary before being able to understand and use more advanced knowledge (e.g.,
adding integers with carrying).

3.2.1. Empirical Evidence for Functional Unity

The WIAT-4 technical manual provides two sources of empirical evidence concerning
functional unity of OAA. The first is a study in which the WIAT-4 authors investigated the
relation between Total Achievement score values across time (i.e., 12–87 days) for a subset
of the norming sample (Breaux 2020, pp. 20–24). If OAA has functional unity, then we
should observe relatively large correlations values among the Total Achievement scores
across such a relatively short period of time. The correlation values are indeed large (i.e.,
.93–.95), which corroborates the hypothesis of OAA having functional unity.

The second source of evidence is the correlations among the WIAT-4 subtests for the
norming sample. If OAA has functional unity, then we should observe relatively strong
correlations among the subtests that comprise Total Achievement score. The WIAT-4
authors support functional unity by relying on visual inspection of the correlations (Breaux
2020, p. 29), but this is subject to the same cognitive biases as other visual inspection of
data. A more robust approach is to subject the correlations to a factor analysis (Loehlin and
Beaujean 2016a). Since the WIAT-4 authors do not provide any factor analytic results, we
conducted our own.

Factor Analysis of Wechsler Individual Achievement Test Norming Data

Data for the factor analyses came from the WIAT-4 norming sample, which consists of
1832 participants aged between 4 and 50 years and was stratified to be consistent with the
2018 U.S. Census information. The sample includes 120 participants for each year from age
4 to 16 years, 120 participants for the combined age range of 17–19 years, 100 participants
between the ages of 20 and 30 years, and 52 participants between the ages of 31 and 50. All
data was collected between October of 2018 and February 2020—before American schools
closed due to the COVID-19 pandemic.
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For all factor analyses, we used the subtest correlation matrices provided in the WIAT-
4 technical manual (Breaux 2020, pp. 31–34). The technical manual provides combined
correlation matrices for the following age groups: 4–7 years (n = 480), 8–11 years (n = 480),
12–19 years (n = 720), and 20–50 years (n = 152). Some of the subtest scores are composite
scores because they are comprised of two or more component scores. For the Listening
Comprehension, Oral Expression, and Sentence Composition subtests, we included the
composite score in the correlation matrix instead of the individual component scores.

For all factor analyses, we employed an unconstrained (i.e., “exploratory”) model
and used the entire correlation matrix rather than sets of particular subtests. We used the
R statistical programming language (R Development Core Team 2017), particularly the
EFAtools package (Steiner and Grieder 2020). Before initiating the factor extraction process,
we subjected each correlation matrix to the Kaiser–Meyer–Olkin (KMO) test for sampling
adequacy. KMO values were above .79 for each correlation matrix, so all matrices appear
suitable for factor analysis.

To determine the number of factors to extract, we examined Kaiser’s criterion method
(Kaiser 1974), minimum average partial test (MAP; Velicer 1976), and parallel analysis
(Horn 1965). The results are given in the right part of Table 2. The MAP test routinely
suggested the presence of three factors, eigenvalues derived from the subtest correlation
matrices ranged from 3 to 4, and parallel analysis suggested five factors for all but the older
age-group, where it suggested three factors. To gain additional clarity about the number
of factors to extract, we used statistical measures of the goodness of fit for models with
3–5 extracted factors. The statistical indices were used are: χ2 goodness-of-fit test, Akaike
information criterion (AIC), Bayesian information criterion (BIC), root mean square error
of approximation (RMSEA) and comparative fit index (CFI). The χ2 goodness-of-fit test
indicted that none of the models fit the data well for any of the age groups. The other
fit indices indicated more factors produced increasingly better fit, although the change
from the three- to the four-factor solution was noticeably larger than from the four- to
five-factor solution.

Table 2. Indices informing on number of factors to extract.

Number
of Factors χ2 df CFI RMSEA (95% CI) AIC BIC Eigen > 1 Parallel

Analysis MAP

4–7 Years
5 604.055 61 .967 0.14 (0.13–0.15) 482.055 227.454 3 5 3
4 837.031 74 .954 0.15 (0.14–0.16) 689.031 380.170
3 1080.827 88 .940 0.15 (0.15–0.16) 904.827 537.533

8–11 Years
5 284.022 100 .991 0.06 (0.05–0.07) 84.022 −333.356 4 5 3
4 468.924 116 .982 0.08 (0.07–0.09) 236.924 −247.236
3 747.181 133 .969 0.10 (0.09–0.10) 481.181 −73.933

12–19 years
5 185.215 86 .995 0.05 (0.04–0.06) 13.215 −345.731 3 5 3
4 279.639 101 .991 0.06 (0.05–0.07) 77.639 −343.914
3 412.250 117 .986 0.07 (0.06–0.08) 178.250 −310.083

20–50 years
5 458.797 86 .978 0.10 (0.09–0.10) 286.797 −72.148 4 3 3
4 594.135 101 .971 0.10 (0.09–0.11) 392.135 −29.417
3 803.818 117 .960 0.11 (0.10–0.12) 569.818 81.485

Note. AIC: Akaike information criterion; BIC: Bayesian information criterion, RMSEA: root mean square error
of approximation, CFI: comparative fit index, MAP: Minimum average partial. χ2 and χ2-based fit indices (CFI,
RMSEA, AIC, and BIC) were estimated used maximum likelihood extraction.

Given the ambiguity of the criteria for choosing the number of factors, we extracted
3–5 factors for each of the correlation matrices using the principal axis technique. We rotated
the factors using a bi-factor rotation (Jennrich and Bentler 2011).8 We did so because it
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allows for a general factor (representing OAA) and multiple non-overlapping group factors
that possibly represent more specific attributes. We conducted the bi-factor rotation using
the procedures described by Loehlin and Beaujean (2016b) using 1000 random starting
values and retaining the 10 best solutions. When the analysis returned multiple solutions,
we retained the one with the lowest minimization value. When interpreting the loadings,
we considered .3 to be a lower bound for a salient loading.

The results from our factor analysis indicate that the subtests that comprise Total
Achievement score do tend to form a breadth factor (Tables A3, A5 and A7 in Appendix A).
Across factor extractions and within each age group, all factor loadings on the general
factor are above the salience criterion and are in same direction. At the same time, the
factor loadings for some of the subtests appear to change noticeably across the age groups,
especially for the oldest age group (20–50 years). For instance, in the solution with five
specific factors, Essay Composition’s general factor loading appears to drop substantially
between the 12–19 and the 20–50 age group. This is currently just a hypothesis, however,
because a rigorous evaluation of invariance is well beyond the scope of this article. Thus,
we can state that there is some empirical evidence corroborating functional unity of OAA
within an age group, but it is unknown if the unity exists across age groups.

3.2.2. Theoretical Evidence for Functional Unity

The technical manual contains no theoretical rationale for why the subtests that
comprise OAA (as captured by the Total Achievement composite score) should hang
together, much less a rationale for why some subtests might lose strength as indicators
in adult respondents. Thus, we examined the intelligence and academic achievement
literature for possible theories. One we believe is particularly useful is triadic theory (Cattell
1987; Cattell and Johnson 1986).9

In triadic theory, so-called crystallized intelligence (gc) represents our cumulative
knowledge across all knowledge domains. Triadic theory’s investment aspect metaphor-
ically explains gc as resulting from the investments of our broader intellective attributes
(e.g., memory, fluid intelligence), conative attributes (e.g., interests), and formal and in-
formal educational opportunities. In school-age children, gc often appears to be unitary
across people, but this is not because gc has functional unity. Instead, it is an artifact of
strong developmental and situational constraints (e.g., similar interests, similar school
curricula). Once the constraints weaken, gc begins to differentiate (dissociate) into more
specific attributes comprised of more specific knowledge (e.g., vocational, avocational).

To the extent that OAA and gc are the same or strongly overlapping concepts, we
would expect that the factor loadings for the subtests that comprise the Total Achievement
score would weaken across age, especially in adulthood. This is because schooling is
compulsory in the United States until the beginning of emerging adulthood (approximately
18 years of age). The fact that major differences in the WIAT-4 factor loadings are more or
less confined to the oldest age group is consistent with predictions from the investment
theory aspect of triadic theory. Of course, there could be other explanations that are just
as consistent with the observed factor loadings. Until such explanations are put forth,
however, we do not believe there is a theory-based justification for believing that OAA
has functional unity. As such, it is not measurable and, thus, the Total Achievement score
cannot have measurement validity.

4. Other Composite Scores

Step 2a in the WIAT-4 score interpretation guidance involves interpreting the other
composite scores. We focus only on the composite scores in the domains of reading,
writing, and mathematics because the WIAT-4 authors state that the fourth domain (i.e.,
oral language) is “not a core area of achievement” (Breaux 2020, p. 114).
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4.1. Reading

The WIAT-4 authors created the reading domain subtests to align with the simple
view of reading theory and its extensions (Hoover and Gough 1990; Kilpatrick 2015). The
simple view of reading explains reading achievement as resulting from two conceptually
independent mental attributes: word decoding/reading and oral language/linguistic com-
prehension. Word decoding/reading is the ability to apply knowledge of the relations between
printed language and spoken language. It requires cipher skills (i.e., knowledge of letter–
sound correspondences) and word-specific knowledge (i.e., applying cipher skills to particular
words). Oral language/linguistic comprehension is the ability to apply knowledge of the oral
language in which the words are written. Later extensions of the simple view of reading
include contextual reading fluency as a bridge concept linking word decoding/reading and
oral language/linguistic comprehension with reading comprehension. Contextual reading
fluency is the speed at which we can accurately read connected text.

The WIAT-4 provides multiple subtests designed to capture word decoding/reading
along with composite scores for cipher skills and word-specific knowledge (see Table 3).
The three cipher skills composite scores are: Basic Reading, Decoding, and Phonological
Processing. Basic Reading is “a composite score that closely aligns with the definition of basic
reading skills specified by IDEA (2004) and many state guidelines for identifying specific
learning disabilities” (Breaux 2020, p. 113).10 The Decoding composite “provides an estimate
of decontextualized phonic decoding and word reading skill” (Breaux 2020, p. 113), while
Phonological Processing “measures phonemic proficiency and phonic decoding” (Breaux 2020,
p. 114). The three composite scores are not independent, since the Pseudoword Decoding
subtest is part of all three composites, while the Phonemic Proficiency and Word Reading
subtests are both part of two composites. The WIAT-4 authors do not provide a justification
for their rationale for having three strongly overlapping cipher skills composite scores.

Table 3. WIAT-4 Subtest and Composite Scores Aligned with the Simple View of Reading and
its Extensions.

Reading Component
WIAT-4

Subtests Composites

Word Decoding/Reading: Cipher Skills Decoding Fluency Basic Reading
Phonemic Proficiency Phonological Processing

Pseudoword Decoding Decoding
Word Reading

Word Decoding/Reading: Word-Specific
Knowledge

Orthographic Choice a Orthographic Processing
Orthographic Fluency Orthographic Processing Extended a

Spelling b

Oral Language/Linguistic
Comprehension

Oral Language c Listening Comprehension c

Oral Expression c Oral Expression c

Contextual Reading Fluency Oral Reading Fluency
Reading Comprehension Reading Comprehension

Adapted from Breaux (2020, p. 91). a Only available on Q-Interactive version of the instrument. b Part of writing
domain. c Part of oral language domain.

The two composite scores capturing word-specific knowledge are Orthographic Pro-
cessing and Orthographic Processing Extended. They both provide “an overall measure of
orthographic processing, including the size of an examinee’s orthographic lexicon and the
quality of orthographic representations” (Breaux 2020, p. 114).11 The difference between the
scores is that the extended version includes one additional subtest that is only available on
the Q-Interactive version of the instrument (Orthographic Choice). Both composite scores
involve the Orthographic Fluency subtest as well as the Spelling subtest, the latter of which
is part of the writing domain.

Since contextual reading fluency and reading comprehension are both captured by
a single subtest, there are no composite scores for them. There is one composite score
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capturing oral language/linguistic comprehension (Oral Language), which is comprised of
two subtests in the oral language domain. As we noted earlier, however, the WIAT-4 authors
do not include oral language as a core area of academic achievement (Breaux 2020, p. 114).

In addition to the theory-derived composite scores, there are two atheoretical compos-
ite scores in the reading domain: Reading Fluency and Reading. Reading Fluency “measures
overall oral reading fluency skills” (Breaux 2020, p. 113). It consists of the Oral Reading Flu-
ency, Orthographic Fluency, and Decoding Fluency subtests, although the latter is excluded
in the composite for respondents not yet in third grade. The Reading composite score is
comprised of the Word Reading and Reading Comprehension subtests, but the WIAT-4
authors are not explicit about what the composite score is designed to measure outside of
stating it “balances word-level and text-level reading skills” (Breaux 2020, p. 112). Accord-
ing to the simple view of reading, word recognition and language comprehension represent
distinct contributions to reading comprehension, so a change in students’ reading decoding
skills would not necessarily result in changing their reading comprehension. Thus, there is
no reason to believe the Reading score captures an attribute with functional unity.

Empirical Evidence for Functional Unity of Reading Attributes

The WIAT-4 technical manual provides the same two sources of empirical evidence
concerning functional unity of the behaviors comprising the reading attributes as it does
OAA. The longitudinal study indicated relatively strong stability for all the composite
scores, with all the correlation values greater than .90 (Breaux 2020, p. 22). This provides
corroborating evidence for the hypothesis that the reading attributes represented by those
scores have functional unity.

For the factor analysis, we employed the same data and data analysis procedures/programs
as the OAA factor analysis except that we used promax rotation instead of bi-factor.12 The results
are given in Tables A2, A4 and A6. They indicate a messy structure for the reading subtests.
The word decoding/reading subtests do not dissociate into cipher skills and word-specific
knowledge, but instead all hang together along with the Oral Reading Fluency subtest. The oral
language/linguistic comprehension subtests do comprise a different factor, but one with the
Reading Comprehension and Math Problem Solving subtests—likely because these subtests
all require significant language comprehension skills. In any case, the factor analysis does not
provide strong evidence for functional unity of the attributes represented by the various reading
composite scores. As such, it is difficult to make a strong argument that the composite scores
have measurement validity.

4.2. Writing

The WIAT-4 authors created the writing subtests to be consistent with the simple view
of writing and its extensions (Berninger and Winn 2006; Kim et al. 2018). In this theory, the
working memory system (WM) coordinates the collective contributions of transcription
skills, text generation/language skills, and self-regulation skills (i.e., executive functions)
required for composition. Transcription involves both spelling and handwriting, while
text generation involves the creation and organization of ideas as well as the language
knowledge to transcribe the ideas into written text. All of these processes drain people’s
limited WM recourses, so the more writing skills people master (i.e., develop fluency) the
more WM resources can be devoted to idea generation.

The WIAT-4 provides five subtests to capture the different aspects of writing, but their
availability differs by grade (see Table 4). Alphabet Writing Fluency and Spelling capture
transcription, while Sentence Composition and Essay Composition capture writing quality.
Sentence Writing Fluency captures text writing fluency. The two oral language subtests
(Listening Comprehension and Oral Expression) are the only subtests designed to capture
text generation. The subtests constitute two writing composite scores: Writing Fluency and
Written Expression (see Table 5). Both scores are troublesome.
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Table 4. WIAT-4 Subtest Aligned with the Simple View of Writing and its Extensions.

Writing Component Grades WIAT-4 Subtests

Transcription PK-4 Alphabet Writing Fluency
K-12+ Spelling

Text Generation
PK-12+ Listening Comprehension a

PK-12+ Oral Expression a

Text Writing Fluency 1–12+ Sentence Writing Fluency

Writing Quality 1–12 Sentence Composition
3–12+ Essay Composition

Adapted from Breaux (2020, p. 95). a Part of oral language domain.

Table 5. WIAT-4 Writing Composite Scores.

Composite Score Grades Subtests

Writing Fluency 1–4 Alphabet Writing Fluency & Spelling

Written Expression K–1 Spelling & Alphabet Writing Fluency
2–3 Spelling & Sentence Composition

4–12 Spelling, Sentence Composition, & Essay Composition
Adapted from Breaux (2020, pp. 112–13).

Empirical Evidence for Functional Unity of Writing Attributes

The Writing Fluency composite is comprised of the two transcription subtests, but the
WIAT-4 authors do not discuss it as measuring transcription. Instead, they discuss it in
term of a pragmatic purpose: capture developmental difficulties with both handwriting
fluency and sentence-level text writing fluency for respondents in grades 1–4 (Breaux 2020,
p. 113). Even if the WIAT-4 authors did make measurement claims about the score (i.e.,
represent transcription attribute), the claims would be difficult to support because of the
low stability estimate for Writing Fluency is (i.e., .60; Breaux 2020, p. 23).

The WIAT-4 authors state that the Written Expression score “estimates overall written
expression skills” (Breaux 2020, p. 112). This is neither an attribute within the simple view
of writing nor an attribute the WIAT-4 authors discuss in any detail, so we have to infer
its meaning based on subtest composition of the Written Expression score. The Written
Expression score is comprised of Alphabet Writing Fluency, Essay Composition, Sentence
Composition, and Spelling, but the particular subtests involved differ across respondent
grade levels (see Table 5).

Across the entire norming sample, the stability estimate for the Written Expression
score is .85 (Breaux 2020, p. 22). While this is relatively strong, there is little justification
for believing the behaviors that constitute it have functional unity. Word, sentence, and
text level writing build upon each other, but each level also requires unique skills. For
instance, sentence-writing requires grammar knowledge not required in a spelling task,
and text writing requires organizational skills not tapped by sentence-writing. As a result,
writing tasks at different levels of language tend to not be highly associated with each
other (Berninger et al. 1994). That was often the case in our factor analytic results (see
Tables A1–A7). Spelling tended to load more with the decoding-oriented subtests in the
reading domain, though often presented a small cross-loading with the writing measures.
Although the Sentence and Essay Composition scores often loaded together, the loadings
are noticeably weaker for the 20–50-year-old group than the other age groups.

4.3. Mathematics

All subtests in the mathematics domain are atheoretical. They were created to capture
three areas in which people have mathematical difficulties: (a) math-fact fluency (i.e., recall-
ing basic math facts quickly); (b) computation (i.e., understanding arithmetic operations
and how they relate to each other and to apply computational procedures and strategies
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fluently); and (c) math problem solving (i.e., applying knowledge to a problem for which
the solution is not known, which is designed to enhance mathematical understanding
and development).

There are two mathematics composite scores: Math Fluency and Mathematics. The
Math Fluency composite provides “a measure of overall math fluency skills” in addition,
subtraction, and multiplication (Breaux 2020, p. 113). It is comprised of between two
to three Math Fluency subtests, depending on the respondents’ grade level (see Table 6).
The Mathematics composite “estimates overall mathematics skills in the domains of math
problem solving and math computation” (Breaux 2020, p. 113), and is comprised of the
Numerical Operations and Math Problem Solving subtests.

Table 6. WIAT-4 Mathematics Scores.

Area of Mathematics Difficulty WIAT-4

Subtest Scores Composite Scores

Math-fact fluency Math Fluency–Addition Math Fluency
Math Fluency–Subtraction

Math Fluency–Multiplication a

Computation Numerical Operations Mathematics
Math problem solving Math Problem Solving Mathematics

Adapted from Breaux (2020, pp. 112–13). a Available only for respondents in grade 3 or higher.

Empirical Evidence for Functional Unity of Mathematics Attributes

Across the entire norming sample, the stability estimates for both mathematics com-
posite scores are greater than .90 (Breaux 2020, p. 22). Our factor analysis shows the
Mathematics subtests do not hang together well. Across the different age groups, the Math
Problem Solving subtest hangs together more with the oral language/reading comprehen-
sion subtests than any mathematics subtest. The Numerical Operations subtest joins this
factor somewhat in the 12–19-year-old norming sample, and completely joins it in the in the
20–50-year-old-sample. Consequently, it is difficult to make an argument for interpreting
the Mathematics composite score, much less believe that it has measurement validity. The
Math Fluency subtests do appear to hang together well across all the age groups, which
corroborates the hypothesis that the math fluency attribute has functional unity. As such,
the Math Fluency composite could have measurement validity.

5. Evaluating the Equal-Interval Claim

Earlier we stated the WIAT-4 authors make a strong claim that some score values are
on an equal-interval scale. The authors define an equal-interval scale as meaning “that a
particular size of difference [i.e., interval] between two scores represents the same amount
of difference in the skill [i.e., attribute] being measured regardless of where on the scale
the scores fall” (Breaux 2020, p. 64). For example, if math fluency is measured on an
equal-interval scale, then a change in Math Fluency score values from, say, 90 to 110
would represent the same change in the math fluency attribute as a score value change
from 60 to 80. It is not uncommon for psychological instrument authors to claim that
at least some of their score values have the equal-interval property (e.g., Kaufman et al.
2014, p. 91; Wechsler et al. 2014, pp. 14, 149) because it is necessary for many of the score
interpretations that psychologists currently employ. For example, in the WIAT-4 the equal-
interval property is necessary for interpretive steps 2a–4 as well as the two score analysis
procedures the WIAT-4 authors suggest employing for identifying respondents with a
specific learning disability/disorder (Breaux 2020, pp. 83–87).

Just as common as the equal-interval claim for psychological instrument scores is the
lack of support for the claim.

To some extent this is understandable. Supporting the claim requires making the case
that (a) the attribute of interest is a quantity, and (b) the score values that represent the
attribute’s manifestations preserve the attribute’s quantitative features. Until the mid-20th
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century it was largely believed that making such a case for psychological attributes was
impossible (Michell 1999), and even now it is not straightforward how one goes about this
(Markus and Borsboom 2013). We need not go into the detail here because the WIAT-4
authors neither provide support for their equal-interval claim, nor provide sufficient data
in the technical manual for other psychologists to evaluate the claim empirically. Thus, we
can only approach our evaluation of the equal-interval claim conceptually. We will do so
for scores from two distinct, but typical, subtests: Numerical Operations and Math Fluency.

5.1. Numerical Operations

The Numerical Operations (NO) score “measures math computation skills” (Breaux
2020, p. 107) by capturing responses to items requiring mathematics computations ranging
from naming numbers to basic calculus. By definition, if the math computation skills
(MCS) attribute is a quantity, then it has the properties of equivalence, order, and additivity
(Borsboom 2005; Hand 2004; Michell 1990). These are all technical concepts in measurement,
but we can get by with their common-sense or intuitive meanings.

Equivalence roughly means that we can class any two people as either having distin-
guishable or indistinguishable forms of the attribute. If we can rank the distinguishable
classes based on some feature of the attribute (e.g., amount, strength), then the attribute
has order.13 Having order means we can rank the equivalence classes, but tells us nothing
about how much one class differs from another. It is only attributes with additivity that it
makes sense to state whether the difference between any two classes is equivalent to the
difference between any two other classes. For example, if MCS has additivity, then the
difference between, say, the 10th ranked class and 20th ranked class is twice as much as the
difference between the 15th ranked class in the 20th ranked class.

The WIAT-4 produces multiple value units for each score, but we focus first on the raw
score unit. For NO raw score values to have equal-interval property, MCS needs to be a
quantity and the NO raw score values need to represent MCS faithfully. That is, the NO raw
score values need to represent MCS’s equivalence, order, and additivity. If any one of these
is not represented faithfully, then the NO raw score values cannot have equal intervals. We
will assume MCS is a quantity and focus on NO representing its order property.

For the NO raw score values to represent the order of MCS faithfully, certain conditions
must hold (Coombs et al. 1954). Specifically, the NO raw score values must be such that:
(a) all respondents that are in the same MCS class (i.e., equivalent forms of MCS) have the
same NO value, and all respondents that are in different MCS class (i.e., non-equivalent
forms of MCS) have different NO values; (b) an order relation exists between respondents
at each possible pair of NO values (e.g., respondents with a NO value of 100 have more
MCS than respondents with a NO value of 99); and (c) there is consistency in the order
relations (e.g., if respondents with a NO value of 100 have more MCS than those with a NO
value of 99, and those with a NO value of 99 have more MCS than those with NO value of
98, then respondents with a NO value of 100 have more MCS than those with a NO value
of 98). These conditions cannot be guaranteed to be true for the NO raw score values.14

The NO raw score is a behavior count consisting of the number of items a respondent
correctly answered, and each item contributes the exact same to the raw score.15 The items
are not exchangeable, however, because they differ in content and difficulty. These features
combine to allow for situations in which two respondents have the same NO score, yet
answer different sets of items correctly and, potentially, have different MCS levels. For
example, there are 495 ways to have a raw score of 4 on an instrument with 12 items.16

Not all 495 of those patterns are possible, but if just one-fifth of them are, then that would
still allow for 99 possible response patterns that produce a raw score of 4. The number of
possible combinations of correct and incorrect responses expands rapidly as the number
of items increases, and the NO subtest has over 50 items. Thus, it is highly probable that
respondents with the same raw score have noticeably distinct response patterns. To the
extent this is true, the structure of the NO raw score values is not guaranteed to represent
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the order of MCS faithfully. As such, the NO raw scores could not represent the additivity
of MCS, and thus, cannot comprise an equal-interval scale.

To some extent it is moot whether the raw score has validity because the WIAT-4
authors strongly discourage interpreting those score values—although for reasons other
than we discussed (see Breaux 2020, p. 64). As an alternative, the WIAT-4 authors suggest
interpreting one of the seven other units available for each score (i.e., standard, percentile
rank, normal curve equivalent, stanine, age equivalent, grade equivalent, growth scale).17

We will focus on the standard score unit because the WIAT-4 authors claim these values are
on an equal-interval measurement scale (Breaux 2020, p. 64).

The WIAT-4 authors implicitly define a standard score using Equation (1) (Breaux
2020, p. 64).

Standard =

(
Raw − Raw

SDRaw

)
× 15 + 100, (1)

where Raw is the raw score for a particular respondent, Raw is the mean raw score in the
selected norm group, and SDRAW is the raw score standard deviation in the norm group.18

An equivalent way of writing Equation (1) is in slope-intercept form, which is shown in
Equation (2).

Standard =
(100 × SDRaw)−

(
Raw × 15

)

SDRaw
+ Raw

(
15

SDRaw

)
. (2)

Since Raw and SDRAW are constants for a particular set of same-age or same-grade
respondents, Equation (2) makes two things explicit. First, standard scores are just linear
transformations of raw scores. As a linear transformation, the standard score conversion
does not change anything about the raw score’s structure, much less the structure of the
represented attribute19. Instead, it just alters the meaning of the score values’ origin (i.e.,
0) and unit (i.e., 1). Thus, standard scores do not represent MCS any more faithfully than
raw scores. If the raw scores values were not originally on an equal-interval scale, then the
standard scores will not be one an equal-interval measurement scale either.

Second, standard score units are in standard deviations, so they are statistical units
that represent variable dispersion within a group of respondents. They are not measurement
units, which are particular manifestations of an attribute of interest used to represent
other manifestations of the same attribute (Joint Committee for Guides in Metrology 2012).
Score values expressed in standard deviations may have equal intervals on some statistical
distribution, but it does not follow that the score values have equal intervals with respect
to the attribute of interest. On the contrary, there is no reason to believe that changing some
score unit to a standard deviation unit imbues the scores with any additional properties
concerning the attribute of interest (Boring 1920).

An illustration will make this point more concrete. For kindergarten students in the
fall of the academic year, average performing students (i.e., standard score of 100) can add
single digits together, while students performing one standard deviation below the mean
(i.e., standard score of 85) can identify numerals. The skill gap is starkly different from
the same standard score difference for students in 12th grade. Average performing 12th
grade students can solve algebraic equations and use geometry skills, while 12th grade
students performing one standard deviation below the mean are likely struggling with
fraction operations. Thus, even though the statistical unit-based scores are the exact same
for both kindergarten and 12th grade students, the meaning of those scores with respect to
MCS differs substantially.

5.2. Math Fluency

The Math Fluency composite provides “a measure of overall math fluency skills”
(MFS) in addition, subtraction, and multiplication (Breaux 2020, p. 113). Each item in all
three subtests consists of a single addition, subtraction, or multiplication problem that
respondents solve correctly or incorrectly. There are two sets of items for the subtest, with
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the set a particular respondent receives being based on the respondent’s grade. Respondents
complete as many problems as possible within 60 seconds.

Since fluency instruments are administered under strong time constraints, it is not
uncommon to believe that raw scores from these instruments represent some attribute in
an equal-interval unit (e.g., problems solved-correctly-per-minute). It is true that time is a
base measurement unit for the physical sciences, so has equal-interval property. Nonethe-
less, dividing something by time does not necessarily put the resulting values in a base
measurement unit (Boring 1920; Thomas 1942). This is because instruments designed to
assess the speed of something and instruments designed capture speeded procedures are
two different classes of instruments (Guttman and Levy 1991).

Instruments designed to assess speed are employed when time is part of the attribute’s
meaning. In psychology, the attribute is typically response latency, which is the time between
the presentation of a stimulus (i.e., item) and the response. For example, if we are interested
in measuring math fact retrieval speed, then we would present a math problem (e.g.,
“2 + 7 = ?”) and immediately begin some a timing device that we would stop once the
respondent provides the answer. Since scoring involves capturing the time it takes to
respond rather than correctness, these instruments only contain items to which respondents
are expected to answer correctly.

Instruments designed to capture speeded procedures consist of completing a set of
items under strong time constraints. Typically, the constraints are so strong that respondents
are not expected attempt all the items, and the non-response items are coded as being
incorrect. Thus, responses are scored based on a correctness criterion rather than the time
it takes to respond to any given item. This makes the raw score a count of the items
correctly answered within in a certain period of time, which does not necessarily entail
the values have an equal-interval unit (but see Johnson et al. 2019). The Math Fluency
subtests belong to this class of instruments rather than the latency class. Thus, respondents
who progress from, say, answering 50 problems per minute to answering 80 problems per
minute do not necessarily have the same increase in MFS as respondents who progress
from answering 270 problems per minute to answering 300 problems per minute—even
though both changes involve 30 problems per minute.

To some extent, Math Fluency raw scores are irrelevant because the WIAT-4 authors
provide no guidance for interpreting the values. Instead, they strongly suggest interpreting
standard scores. As with the Numerical Operations subtest, however, transforming Math
Fluency raw scores to standard scores does not give the score values additional properties
with respect to representing the attribute of interest. Thus, if the Math Fluency raw score
values do not have equal intervals, then there is no reason to believe that the Math Fluency
standard score values will have equal intervals either.

6. Conclusions

The WIAT-4 is the latest iteration of a popular instrument designed to assess academic
achievement in people across a wide variety of ages and grades. The WIAT-4 authors
make two strong claims about the instrument: (a) the scores can be used for measurement
purposes; and (b) some of the scores (i.e., standard scores) have values with equal intervals
(Breaux 2020, pp. 1, 28, 64). Before psychologists adopt an instrument and interpret the
scores in a manner consistent with the authors’ claims, however, there should be sufficient
evidence to support the claims (American Educational Research Association et al. 2014;
International Test Commission 2001).

In this article, we evaluated the WIAT-4 authors’ measurement claims (i.e., validity
evidence) for the instrument’s composite scores. Based only on the information provided
in the WIAT-4 technical manual, we found the WIAT-4 authors did not provide sufficient
evidence to support their measurement claims for the composite scores. First, many of the
attribute concepts the scores ostensibly represent are ill defined in the technical manual
(e.g., overall academic achievement) and it is unclear what attribute some of the scores are
supposed to represent (e.g., Reading). As such, these scores’ values cannot be measurement
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values. Second, even for some of the attribute concepts with more clear meaning (e.g.,
cipher skills), the subtests that comprise the composite scores do not hang together in
expected ways (i.e., do not appear to have functional unity). This makes it doubtful that
the scores’ values are measurement values.

There are a few attribute concepts the WIAT-4 authors discuss that have the potential
for measurement (e.g., math fluency skills). For the scores to have measurement validity,
however, the known properties of the attribute’s manifestations need to be represented by
the score values (Michell 1990; Joint Committee for Guides in Metrology 2012). Since the
WIAT-4 authors claim that instrument’s standard scores are on an equal-interval scale, this
entails that (a) the attributes are quantities (i.e., manifestations have equivalence, order, and
additivity); and (b) the relations among standard score values faithfully represent these
relations among the attribute manifestations. The WIAT-4 authors provide no evidence in
the technical manual to support their equal-interval claims, and our prima facie analysis
of the claims was not favorable. As such, we highly doubt that the scores equal-interval
properties. Thus, if the attributes the WIAT-4 capture are really quantities, then the scores
that represent them are not doing so validity.

Practical Implications

The major practical implication of our evaluation concerns the appropriateness of the
WIAT-4 authors’ score interpretation guidance (Breaux 2020, pp. 77–79). First, step 1 in the
interpretive guidance should be removed because the Total Achievement score should not
be interpreted clinically. The score is supposed to represent overall academic achievement
(OAA), but it is doubtful that OAA is even a clinically useful attribute concept, much less a
unitary attribute. Based on the information provided in the technical manual, we cannot
state that the Total Achievement score is anything more than a sum of items unique to the
WIAT-4 instrument that the WIAT-4 authors believe are important.

Second, some of the composite scores may be useful for ranking students (step 2a
in the interpretive guidance), but the evidence in the technical manual is insufficient
to support the practice of interpreting quantitative differences in the composite scores
(steps 2b–3) or subtest scores (step 4). Thus, any score comparisons should be limited to
qualitative differences.

For example, pretend Zsa Zsa has an age-based Math Fluency standard score of 85 and
a Reading Fluency standard score of 115. From this information, we can state her ability to
conduct basic mathematics operations quickly is currently lower than the average ability of
her same-age peers in the United States, while her oral reading ability for relatively simple
English words is currently higher than her peers’ average. It would be incorrect to interpret
the 115–85 = 30-point difference between the scores because that the meaning of the 30-
point difference differs across the score distributions. That is, even though numerically
115–85 = 90–60 = 130–100 = . . . , the meanings of the score differences with respect the
represented attributes are not equivalent. Even qualitative interpretations of the differences
in standard scores need to be done cautiously (Woodcock 1999). That is, interpreting
the scores as indicating that Zsa Zsa’s oral reading ability is “more developed” than her
mathematics operations ability would not be warranted unless we had additional evidence
(e.g., homework, motivation level; Shapiro 2011).

Although our evaluation is not supportive of the WIAT-4 authors’ measurement
validity claims, our evaluation is agnostic regarding whether psychologists should employ
the instrument’s scores for other purposes. Psychologists have a long history of employing
instruments that produce scores that have utility (i.e., aid in making decisions) without
measuring any attribute (e.g., Binet-Simon, Minnesota Multiphasic Personality Inventory;
Berg 1959). Given the WIAT-4 authors’ commendable revision of many scores in the reading
and writing domains to align with strong theories in those areas, it is possible that those
scores have utility for making decisions about respondents’ academic achievement in those
areas. The WIAT-4 authors do not provide the necessary information in the technical
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manual to evaluate utility, however, so it will remain for future evaluations to determine
whether WIAT-4 users should employ the scores for decision-making purposes.

On a final note, some readers of this article may believe that our evaluation of the
WIAT-4 is out-of-sync with how psychologists currently think about validity and evaluate
the validity of psychological instruments (e.g., Messick 1989). We acknowledge that the
framework in which we evaluated the WIAT-4 is different from the received view of validity
that permeates documents such as the American joint test standards (American Educational
Research Association et al. 2014) or the European Federation of Psychologists’ Associations
model for instrument evaluation (Evers et al. 2013). We also acknowledge that the received
view has been criticized extensively (e.g., Barrett 2018; Markus and Borsboom 2013). This
criticism is not recent, however, but has a relatively long history in psychology. More than
40 years ago, Oscar Buros (1977) wrote, “If we make it our goal to measure rather than to
differentiate, most of our methods of constructing tests, measuring repeatability, assessing
validity, and interpreting test results will need to be drastically changed” (p. 12). It is our
belief that our evaluation is fully in line with this needed drastic change.
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Notes
1 For convenience, we use the term authors throughout the article instead of the more accurate term construction agency. Nearly all

modern standardized instruments are created by a team of people with different specialty knowledge (e.g., content matter, test
construction techniques, item analysis), only a portion of which are credited on instrument documentation.

2 We consider behavior to be a subclass of doings (Maraun 2013).
3 Functional unity is applicable to phenomena from a variety of disciplines and knowledge domains, so may involve things other

than behavior (e.g., neural activity).
4 Technically, we classify attributes represented on a nominal scale rather than measure them. Classification has some properties

similar to measurement, but they are distinct processes.
5 The WIAT-4 authors provide some utility evidence for the Dyslexia Index score, but do not describe how they gathered this

evidence in any detail (Breaux 2020, p. 114).
6 Steps 2a and 2b are combined into a single Step 2 in the technical manual.
7 Idiosyncratic employments of the intelligence concept continued throughout the 20th century and continue today (Legg and

Hutter 2007).
8 The bi-factor rotation requires extracting p + 1 factors, with the p indicating the number of group factors and +1 indicating the

additional general factor. Thus, we actually extracted 4–6 factors.
9 We use the term triadic theory instead of the more common gf –gc theory. The latter term once had a specific meaning, but now

it is more ambiguous as it can refer to either the theory Raymond Cattell created to extend Spearman’s nöegenetic theory or
the refinements and expansions to gf –gc theory initiated by Cattell’s student, John Horn. Although Horn and Cattell worked
together occasionally throughout Cattell’s life, by the 1970s they had independent research programs and had developed separate
intelligence theories. Thus, except for historical purposes, gf –gc theory is no longer viable because it has been replaced with two
competing theories: Horn’s extended Gf–Gc theory and Cattell’s triadic theory.

10 The acronym IDEA stands for the Individuals with Disabilities Education Act, which is an American law passed in 2004.
11 The term orthographic lexicon is a more technical term for sight vocabulary (i.e., words we can correctly read instantly

without effort).
12 Promax rotation is oblique, meaning it allows the factors to be correlated.
13 There are other ways for the classes to be ordered, but since we are employing common sense/intuitive meanings, we will not

differentiate among them (for more details, see Michell 1999).
14 Measurement models guaranteeing the conditions are not necessary, but the WIAT-4 authors do not discuss alternative proba-

bilistic models in the technical manual.
15 Some WIAT-4 subtests offer partial credit, so the raw scores would be the number of points earned.
16 There are 495 ways to combine 4 out of 12 objects (i.e., 12C4).
17 The WIAT-4 provides both age- and grade-based norm groups for the norm-referenced scores, so it is likely more accurate to state

the WIAT-4 provides 11 different score units in addition to the raw score.
18 The WIAT-4 standard scores are all integers, so the values from Equation (1) must be rounded. The WIAT-4 authors do not

provide information about the rounding function they employ, however, so we do not include one in Equation (1).
19 The WIAT-4 authors hint, but do not state explicitly, that they normalized the raw score values within a norm group before

converting to standard scores. It is true that normalizing can make a score’s values have certain statistical properties, but it does
not follow that the attribute the score values represent gains properties because of normalizing (Michell 2020; Thomas 1982).
Thus, normalizing the raw scores does not change our evaluation that the WIAT-4 authors do not provide sufficient support for
their claim that standard scores are on an equal-interval measurement scale.
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Abstract: Most researchers agree that verbally gifted learners should be provided with differentiated
curriculum experiences that will allow them to reach their full potential. However, research is scarce
in the field. The present study examined the impact of a reading enrichment program on fourth-
grade students’ critical reading abilities. The program was based on the Integrated Curriculum
Model (ICM). The sample consisted of forty fourth-grade verbally gifted students from a school in
Dubai, who were randomly assigned to either an experimental instruction condition or a traditional
instruction condition and completed pre and post-tests of language arts. A pre-and post-experimental
design was used. The overall results indicated the efficacy of the differentiated enrichment program
in enhancing Emirati gifted learners’ critical reading abilities. The study also provides a framework
for better provision and teacher training planning regarding gifted education in the UAE.

Keywords: verbally gifted learners; Integrated Curriculum Model (ICM); UAE; reading enrichment
programs; language arts

“Giftedness is arguably the most precious natural resource a civilization can have”

(Sternberg and Davidson, as cited in Pfeiffer 2002, p. 32).

1. Introduction: The Impact of an Enrichment Program on the Emirati Verbally
Gifted Children
1.1. The Concept of Giftedness

Giftedness has traditionally been conceptualized based on high performance on IQ
tests. In that sense, it is often related to a commonly shared underlying, one-dimensional
conception of a high intelligence quotient (IQ), often referred to as Spearman’s ‘g’ fac-
tor, which is measured by psychometric instruments (Beckmann and Minnaert 2018).
The term ‘high achievement’ has also been used as a synonym for giftedness, both of
which describe “students who consistently produce ideas and/or products of excellence”
(Jiboye et al. 2019).

The federal Elementary and Secondary Education Act defines giftedness as: “students,
children, or youth who give evidence of high achievement capability in areas such as
intellectual, creative, artistic, or leadership capacity, or in specific academic fields, and who
need services and activities not ordinarily provided by the school, in order to fully develop
those capabilities” [ESEA, (Paul 2015)]. Several multi-dimensional models of giftedness
have been developed through the years, which include various other domains or aspects of
intelligence (Renzulli 1978; Monks and Mason 2000).

Furthermore, there is evidence of insufficient awareness of the definition of giftedness
among teachers and parents. For instance, AlGhawi (2017) documented that, although
there is an official definition of giftedness adopted by the Ministry of Education (MoE)
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and published for schools in Dubai, teachers and parents in the UAE continue to define
giftedness partially and differently. These findings offer further testimony to the general
limited knowledge around the issues of both defining and identifying giftedness, let alone
applying appropriate strategic plans for gifted education.

In summary, gifted children are considered to be a heterogeneous group of students,
who manifest a high ability and/or talent in several domains (e.g., cognitive/mental,
linguistic, etc.), along with multiple interpersonal characteristics (Monks and Mason 2000),
and who require a differentiated curriculum to meet their unique abilities and needs.

1.2. Verbally Gifted Students—Critical and Creative Reading

The term ‘verbally gifted’ is used to refer to children who have significantly stronger
language skills than their peers (Winnebrenner 2004). These skills allow the learner to
achieve a full understanding of the text being read. VanTassel-Baska (2003) defines verbally
gifted as “gifted children who achieve language competency at an earlier age than their
chronological age-mates” (p. 1). Verbally gifted children typically present several charac-
teristics, which are different from their peers, related to high verbal ability, early reading,
advanced vocabulary, and high-level reading comprehension (Colangelo and Davis 2003).

1.3. The Need for Curriculum Differentiation and Educational Modifications for the Verbally Gifted

Gifted children have different educational needs than their counterparts, which cannot
be met through curricula designed for their non-gifted peers (Scruggs and Cohn 1983;
Wynn 1990; Maker 2005; Wood 2008). It is critical, therefore, to identify these children and
provide them with the appropriate educational programs to meet their individual needs.

Dooley (1993) cautions that a stimulating reading program for gifted readers must
have at least two major components. These include provision for a quick mastering of the
basic curriculum through curriculum compacting, along with a differentiated curriculum,
which should involve modifications of the content and the processes used to explore
that content.

Finally, Davis et al. (2011) have stressed that a lack of recognition of gifted learners’
educational and developmental needs, and a lack of appropriate accommodation provided,
might put these children ‘at risk’ of failing to fully develop and flourish educationally.

2. Enrichment Models for Teaching Gifted Learners

The important ‘ingredients’ of instructional approaches that aid the cognitive devel-
opment of gifted/talented (g/t) or high-ability students and the necessary alterations of
the curriculum that should be made to enhance g/t students’ learning experiences, have
been broadly recognized and extensively discussed in the literature (Brown and Campione
1994; Csikszentmihalyi et al. 1993; McLaughlin and Talbert 1993; Newstead and Wason
1995; Vye et al. 1998).

However, in many schools around the world, gifted children are given the same
quantity and quality academic work as their peers. As Renzulli (2005) points out, this could
be a significant waste of their school time since gifted students need to be grouped with their
gifted peers for enrichment activities. Indeed, as stated by Davis et al. (2011), “grouping
for enrichment, either within the class or in a resource room (pullout program), produces
substantial gains in academic achievement, creativity, and other thinking skills” (p. 13).

Various enrichment models and programs have been developed and widely imple-
mented all over the world, to facilitate and reinforce gifted students’ academic, social,
creative, and thinking skills, and abilities and needs across several domains. Most of these
models share an enriched view of curriculum development for the gifted, which addresses
a broader conception of giftedness, taking into account principles of creativity, motivation,
and independence as crucial constructs to the development of high ability. In addition,
advanced process skills, such as critical thinking and creative problem solving are also
viewed as central within these models (VanTassel-Baska and Brown 2007).
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Some of the most well-known enrichment models include The Renzulli Schoolwide
Enrichment Triad Model (SEM, Renzulli 1977; Renzulli et al. 1981) and Baska’s Integrated
Curriculum Model (VanTassel-Baska 1995).

2.1. The Integrated Curriculum Model (ICM)

Even though most of the aforementioned enrichment models aimed at meeting gifted
learners’ needs across various curriculum domains, some of these models specifically fo-
cused on promoting verbally gifted learners’ abilities, in particular (e.g., SEM, Renzulli 2005;
Maker Matrix, Maker 2005).

VanTassel-Baska’s (1995) Integrated Curriculum Model (ICM) is one of the most
extensively researched curriculum development models in gifted education, which also
prioritizes verbal giftedness. ICM is based on differentiated instruction and includes
forty units in science, language arts, social studies, and mathematics. The process of
instruction and learning included in the ICM curriculum for verbally gifted students is
modified in a variety of ways, including giving emphasis on higher levels of thinking and
increasing the level of abstractness (Davis et al. 2011). In addition, the salient features of
this curriculum include accelerated and advanced content, depth, and complexity through
abstract concepts, direct study of higher-order thinking processes, interdisciplinary themes,
and student research (Avery and Little 2003).

According to its developer, the ICM demonstrates the power of using a clear design
approach. More precisely, its formula for a ‘successful curriculum’ is based on the fact that
it couples linked subject-based standards with strong elements of differentiation for gifted
learners (VanTassel-Baska and Little 2011).

VanTassel-Baska first proposed the Integrated Curriculum Model (ICM) in 1986, based
on what worked with gifted learners, according to the relevant literature available at
that time.

The theoretical origins of the ICM are grounded on the early conceptualizations of
Vygotsky (1978), particularly on his notion of the zone of proximal development (ZPD).
Other sources central to the ICM theoretical background include Csikszentmihalyi’s (1991)
concept of ‘flow’, according to which gifted learners demonstrate a broader and deeper
capacity to engage in learning than their typical counterparts (Csikszentmihalyi et al. 1993),
and the view of interactionism, whereby the learner increases learning depth by interacting
with others to enhance understanding of concepts and ideas. The theory of constructivism
whereby learners construct knowledge for themselves (i.e., they are in charge of their own
learning), is also central to the instructional processes applied within the ICM curriculum.

The model was further expounded upon in the subsequent years (VanTassel-Baska
2008, 2015), and today it is comprised of three interrelated dimensions that are responsive
to different aspects of the gifted learner: First, it emphasizes advanced content knowledge
that frames disciplines of study through the use of advanced materials in each subject
area and by altering the scope and sequence of curriculum to meet the needs of the gifted
(VanTassel-Baska et al. 2000). Second, it provides higher-order thinking and processing and
third, it organizes learning experiences around the important aspects of a discipline, leading
to an in-depth understanding of each discipline, while also providing connections across
disciplines. Taken together, these relatively distinct curriculum dimensions formed the
basis of the ICM, and have proven successful with gifted learners at various developmental
stages and across several domain-specific areas (VanTassel-Baska and Little 2011; VanTassel-
Baska and Stambaugh 2006).

2.2. International Research on the Application of the ICM Model

Findings from several intervention studies in different countries around the world,
which have used the ICM in teaching language arts to gifted learners, provide sufficient
evidence that the particular enrichment model was successful in promoting verbally gifted
students’ knowledge, attitudes, motivation, and thinking skills (e.g., Brown et al. 2006; Feng
et al. 2004; Gubbins et al. 2002; Kim et al. 2012; VanTassel-Baska and Brown 2007). Most of
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these studies used quasi-experimental research designs, which compared the pre-test/post-
test performance of gifted students participating in these programs, as well as with the
performance of their gifted peers, who were taught using the mainstream curriculum.
Based on the results of these studies, the ICM model has demonstrated its ability and
effectiveness in providing an enhanced learning experience that allows optimal learning
and development of gifted learners, especially in the areas of language arts (VanTassel-Baska
et al. 2009). Additional research studies suggest that the language art enrichment programs
for the verbally gifted learners should include an appropriate selection of reading materials,
guided critical discussions and advanced organizers for processing, the use of broad themes
and concepts, independent research, and interdisciplinary connections (Winnebrenner 2004).
It should be noted, however, that only a few studies have been conducted that focused
only on reading instructional programs for g/t students (Wood 2008). In an earlier study,
positive changes in teachers’ attitudes, student motivational response, and school district
changes were documented as a result of implementing the ICM science and language
arts curricula over three years (VanTassel-Baska et al. 2000). Another study conducted by
Feng et al. (2004), examined the effectiveness of the ICM implementation in a suburban
school district of g/t students in grades 3 to 5. Their results revealed significant levels
of enhancement in gifted learners, in terms of language arts, critical reading, persuasive
writing, and scientific research design skills.

2.3. Verbally Gifted Student’s Education in the UAE

Gifted education has gained much popularity lately, as it has become a prominent
issue in the Arabian Gulf. In response to the international calls for inclusive education as a
form of equity in education, and following Merry’s (2008) suggestion that gifted students
worldwide should have justice in education, the UAE educational system acknowledged
that gifted children have a right to be recognized and catered to within school. Hence, the
‘School for All’ initiative, in line with the MoE’s Strategy 2010–2020, focused on encompass-
ing all special needs services for both gifted students and students with disabilities. As a
result, gifted education has been gaining momentum, interest, and support from ministries
of education in these countries and government funds have been increasing. Additionally,
in 2008, the MoE created the ‘development of gifted and talented students’ skills’ initiative,
which was joined by many schools for gifted learners in the UAE. Hundreds of gifted stu-
dents benefited from this initiative, whilst many teachers received training on identification
and intervention programs for the g/t students. In 2014, the MoE introduced a new initia-
tive called the ‘integrated system to identify and care for talents’ (AlGhawi 2017). Since
then, several other organizations implemented various programs for g/t students in the
Arabic Emirates (e.g., the Hamdan Bin Rashid AlMaktoum Foundation for distinguished
Performance, 2015; the Emirates Association for the Gifted; etc.) and various agencies were
created to support gifted education in the Gulf (e.g., the ‘Abu Dhabi Education Council’
(Abu Dhabi Education Council 2011) and the ‘Human Development Authority in Dubai’
(Knowledge and Human Development Authority 2011).

In its continuous and keen efforts to excel academic performance in the country,
the Ministry of Education (MoE) in the UAE launched an ambitious, strategic four-year
(2017–2021), developmental plan that is wholly characterized by innovation and creativity.
This aspiring education system aimed to instill a sought-after knowledge base that would
produce competitiveness among society members speared at creating a distinguished realm
at all venues.

The ultimate goal was to provide the UAE with the best possible human resource
base, which would meet, and surpass, future market demands in various conventional and
newly introduced contexts.

In addition, literacy has been and remains a cornerstone for the educational, social, eco-
nomic, and personal fulfilment of UAE citizens. Indeed, according to the UAE Vision (2010),
literate citizens in the UAE must be able to respond thoughtfully and articulately in oral and
written forms, to fully participate in economic, political, social, and educational dialogues.
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The emphasis recently given to literacy in the UAE has led educators and parents to
question students’ reading and writing achievements in the English and Arabic languages.
Moreover, since 2008, the United Arab Emirates have participated in several international
standardized tests to examine and benchmark the performance levels of its education
system. These tests include the ‘Program for International Student Assessment, (PISA)
(OECD 2019, 2021), ‘Trends in International Mathematics and Science Study (TIMSS), and
the ‘Progress in International Reading Literacy Study’ (PIRLS) (Martin et al. 2007).

The UAE received top ranks in the Arab world, but unfortunately, results from the
PISA released in 2016, showed that UAE students continue to fall below the ‘Organization
for Economic Co-operation and Development’ (OECD) average in science, reading, and
mathematics (OECD 2019, 2021). This undesired result was in great conflict with the UAE’s
National Agenda calls, according to which, the UAE was supposed to rank among the top
20 in PISA by 2021.

Meanwhile, there has been a virtual national ‘panic’ about reading and writing achieve-
ments in the UAE elementary, secondary, and postsecondary education. Indeed, there is a
consensus that literacy levels nationally are unsatisfactory in the UAE (Ghefli 2016). This
conceptualization, in combination with the discouraging results from PISA (OECD 2019),
might have, however, functioned as a driving force behind reforming and improving lan-
guage skills curricula with an increased focus on reading in the UAE. In addition, since
reading is one of the most important skills students need to master at all academic levels,
giving this topic the urgency and the absolute importance was very critical to the UAE
education sector (UAE Innovation Strategy 2015).

Moreover, recent trends in critical literacy around the world have focused on critical
reading and critical thinking, and the United Arab Emirates are no exception. Critical
reading and critical thinking are the highest processes in reading and thinking, which
entail the ability of “using careful evaluation, sound judgment, and reasoning powers”
(Milan 1995, p. 218). Accordingly, the UAE emphasized the use of critical thinking and
critical reading as a panacea for low language performance, as indicated by many local
and international standardized tests; the impetus for that was to prepare students who can
think critically, reason logically, evaluate different sources of information, and efficiently
apply the learned knowledge in realistic conditions. Finally, the renewed and sustained
economic growth in the United Arab Emirates and the overall well-being of all citizens in
the Gulf countries led stakeholders to invest in high-quality learning (Elhoweris 2014).

Nevertheless, as AlGhawi (2017) argued, although gifted education has been ade-
quately established in the USA and Europe (Davis and Rimm 2004), it is a relatively new
initiative in the UAE. Therefore, there is a paucity of programs that address the unique
educational needs of verbally gifted students. More precisely, to date, in the UAE public
schools, no gifted and talented programs have been implemented that address the unique
educational needs of verbally gifted students, to become productive and contributing mem-
bers of society. In fact, verbally gifted students have been the most neglected group in the
UAE public schools. Some of these students have not been even recognized as being gifted,
because they do not write well or do not excel in all areas of language arts (AlGhawi 2017).
This could be a tragic waste for them and the UAE society as well. As Davis et al. (2011)
state, without appropriate education, gifted children could suffer psychological damage
and permanent impairment of their abilities. Other researchers have also stressed the posi-
tive impact of challenging instruction on the emotional, affective, and social development
of high-ability students (Eddles-Hirsch et al. 2010; Cross 2011).

In her study, which investigated the provision of gifted education in Dubai-UAE, using
the National Association for Gifted Children (National Association for Gifted Children
2010) program standards and the implementation of gifted education programs in seven
primary government schools in Dubai, AlGhawi (2017) revealed several shortcomings and
discrepancies. More specifically, AlGhawi acknowledges that there has been a positive
progression in gifted education during the 21st century; however, the findings of her recent
study raised questions about the modes of implementation of gifted education in the UAE.
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At the same time, the results of this study highlighted additional deficiencies concerning
the issues of defining and identifying giftedness.

Although previous research substantiates the need for modifications in the curriculum
for gifted learners (e.g., VanTassel-Baska 2009; Winnebrenner 2004; Merry 2008), never-
theless, gifted learners in most UAE public schools are not provided with curriculum
experiences that allow them to reach their full potential (AlGhawi 2017). The common
practice in UAE schools to accommodate gifted children is the use of cooperative learning
groupings and the use of challenging activities (Elhoweris 2014). However, this may not
supply academic benefits for gifted students.

Concluding, so far, only limited research has been conducted to evaluate the effec-
tiveness of enrichment educational models for g/t students in the UAE, which provided a
direction for the current study.

3. Rationale for the Study

Findings from several intervention studies in different countries around the world
that have used VanTassel-Baska’s enrichment model (ICM) in teaching language arts
for gifted learners have proven to be successful in promoting verbally gifted students’
knowledge, attitudes, motivation, and thinking skills (Feng et al. 2004; Avery and Little
2003; VanTassel-Baska et al. 1996; VanTassel-Baska and Brown 2007, 2009).

As previously mentioned, VanTassel-Baska’s (1995) Integrated Curriculum Model
(ICM), is one of the most extensively researched curriculum development models in gifted
education. The model has demonstrated its ability and effectiveness in providing a learning
experience that allows for optimal learning and development of gifted learners in the areas
of language arts, science, and social studies (VanTassel-Baska 2009). More specifically, in
the area of literacy, the curriculum effectiveness of the ICM model was assessed on US
students’ literary analysis and interpretations and thinking in persuasive writing by using
the four William and Mary language arts units (Feng et al. 2004; Brown et al. 2006). Several
other research studies have supported the effectiveness of the use of the ICM model in the
subject of language arts (VanTassel-Baska 2015).

However, although this model has proven to be effective, no study has been found
that has examined the impact of such reading enrichment programs on UAE/Emirati gifted
learners, especially with regards to verbally gifted learners.

Hence, the current study aimed to develop a reading enrichment program based on
VanTassel-Baska’s ICM model for verbally gifted students in the UAE. The rationale for
conducting this study was partially based on the scarcity of research on the area. In addition,
the recent trends in critical literacy around the world, focus on critical reading and critical
thinking as higher-level functioning traits (Milan 1995), along to invest in high-quality
learning as a means for sustaining the renewed economic growth and the well-being of
all citizens in the United Arab Emirates, also provided a solid basis for implementing the
present study.

Research Questions

The major objective of this study was to examine the impact of a reading enrich-
ment/language arts program, based on VanTassel-Baska’s Integrated Curriculum Model,
on fourth-grade verbally gifted students in the UAE.

The research questions addressed are the following:

1. To what extent are Emirati verbally gifted fourth-grade students making measurable
gains in language arts when working with the differentiated enrichment model?

2. What is the impact of the differentiated enrichment model on the Emirati verbally
gifted fourth-grade students’ attitudes towards learning?
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4. Method
4.1. Participants–Sampling

Forty fourth-grade, nine-year-old students from two schools in the Emirate of Dubai
were included in this study (20 males and 20 females). The majority of the participants
were UAE nationals (90%), while 10% were from India and Iran.

An experimental group and a control group were formed according to the learning
condition. Thus, participants were randomly assigned to either a language arts enrichment
condition (n = 20) or a traditional instruction condition (n = 20).

The language arts enrichment program was implemented by two elementary-school
Arabic language teachers, who were trained in gifted education, as well as in the basic prin-
ciple of the newly developed program. Finally, four additional elementary school language
teachers and three undergraduate students from the Special Education Department of the
United Arab Emirates University (UAEU) were also involved in the implementation of the
program and the data analysis procedure as research assistants.

4.2. Development of the Language Arts Enrichment Program

The newly developed enrichment program for the language arts units was created
based on VanTassel-Baska’s (1995) Integrated Curriculum Model (ICM). More specifically,
the language arts enrichment program for the verbally gifted learners included guided
critical discussions and advanced organizers for processing, the use of broad themes and
concepts, independent research, and interdisciplinary connections.

Since the ICM model emphasizes the use of advanced content, depth, and complexity
through student research (VanTassel-Baska 2009), the gifted students attending the language
arts enrichment condition, were provided with multiple opportunities to transfer learning
from one situation to another, to perform fast processing, and inductive reasoning.

More precisely, the ICM model features three basic, interrelated dimensions. These are
(1) Overarching Concepts, (2) Advance Content, and (3) Process-Product.

The Overarching Concepts are based on reading reflections that allow students to
develop ideas and themes and determine integrated concepts and ideas originating from
different content areas and background knowledge. The Advance Content provides gifted
and average students with the opportunity to delve deeper into making synthesis across
several content areas, rather than providing shallow ideas. Finally, the Process-Product
allows students to explore a topic and conduct research relevant to their selected topic, or
engage in a problem-based learning experience (VanTassel-Baska and Little 2011).

In developing the new language arts enrichment program, apart from the ICM’s
basic dimensions, several other researchers’ suggestions were also taken into account. For
example, the program involved systematic exposure to high-quality materials (as suggested
by Reis et al. 2004), by grouping students based on their reading level and systematic
exposure to challenging literature as a means of achieving acceleration, enrichment, as well
as critical, creative and inquiry reading experiences (as proposed by Wood 2008).

An additional goal of the program was to establish critical reading and critical thinking
enrichment experiences, based on a solid theoretical underpinning for assessing critical
reading abilities and critical thinking in the Arabic language for the gifted fourth-grade
Emirati students. More specifically, the hierarchical framework followed to design a
critical reading assessment, included the levels of structural analysis, rhetoric analysis,
social relevance, and holistic evaluation (Applegate et al. 2004; Huijie 2010; Poulson and
Wallace 2004). This framework was expected to serve as a reading inventory, based on the
theoretical construct of critical reading and critical thinking. The inventory text for guiding
students’ content writing is comprised of the following components: analyzing paragraphs,
discovering meaning, evaluating arguments, and responding to the text. Finally, the
overall test focus inventory was accordingly designed to guide the written contents of the
enrichment program.
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4.3. Procedures and Data Analysis

The two elementary-school Arabic language teachers were trained over a week by
the research team on the use of the new language arts enrichment program to implement
it with the verbally gifted learners and were provided with professional development
opportunities to be able to teach gifted learners.

A quasi-experimental research design was used in the study, which compared the pre-
test and post-test performance of the verbally gifted students who attended the language arts
enrichment program, as well as with the performance of their gifted peers, who were taught
using the mainstream curriculum. This method has been commonly used in previous similar
studies examining the outcomes of such programs (e.g., VanTassel-Baska 1995, 2009, 2015).

Participants completed pre-and post-tests on language arts administered by the two
teachers in charge. The two teachers, along with the assistance of four other elementary
school teachers and three research assistants (UAEU undergraduate students), collected the
data. The measure used to assess the participants’ critical reading abilities was based on the
school formal test that has been used in schools, which is related to the school curriculum.
Given the specificities of the Arabic language, the language arts test is commonly used to
formally assess the language abilities of primary-aged children in the Emirati countries, as
it has been found to provide valid and reliable data. Hence, the reason why we chose to
use the language art test for assessing the students’ critical reading abilities is that most
of the other language testing assessment tools are only available in the English language,
which is not the mother language of Emirati students. As several studies have shown,
using formal language assessments in Arabic-speaking students might lead to significantly
lower scores than proficient English speakers in reading, mathematics, and science and
exams, as unfamiliar vocabulary and passive voice constructions may affect the L2 English
language learners (ELLs)’ comprehension (Abedi and Lord 2001).

Furthermore, as Abedi (2002) argued, the impact of language on ELL assessment was
even more obvious in content areas that had higher language demands such as reading,
as ELLs may not understand complex questions, may meet unfamiliar vocabulary, and
may have a slower reading pace than proficient English speakers (as cited in Ibrahim and
Alhosani 2020). Other studies have also supported the use of language art school-based
tests for evaluating students’ language skills, especially as a means of identifying students
who are ‘at risk’, due to their language proficiency, home language, and immigrant status or
due to other demographic characteristics, which is often the case among Emirati students.

Overall, school-based language arts testing has proven to be indifferent to typical,
significant, demographic variables including ethnicity and family, whereas their scores also
significantly predicted students’ later performance in language testing, even after control-
ling for multiple student and school variables (Goldschmidt and Martinez-Fernandez 2002;
Wang et al. 2007).

Data were analyzed using Independent samples t-test statistical analysis to compare
and evaluate pre-/post-testing results. Finally, the participating teachers were asked
(through an informal short interview) to reflect upon their overall experience in implement-
ing the language enrichment program regarding the benefits they believed it offered both
to the verbally gifted students as well as to their own professional development.

To summarize, in this study we used a mixed-method approach. More specifically,
quantitative data for the study was collected by using pre-/post-test scores. The qualitative
data were collected by using unstructured interviews. The research assistants and the first
author asked the participants open-ended questions with respect to their input about the
enrichment program. In addition, teachers were also asked about their students’ attitudes
toward the program. The interviews were conducted within two weeks and followed the
flow of a natural conversation. According to the interviewees’ availability, the interviews
were conducted in the school. These interviews were all recorded using a smartphone
application. Each interview lasted for 45–60 min.

For the analysis of the interviews, the process involved a thorough review of the
recordings, transcriptions, and interview notes. The coding of procedures of the interviews
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followed. The researchers preferred to use Microsoft Word to underline and annotate the
participants’ answers in order to identify possible themes and introduce visual imagery to
make it easy to recognize and relate them. During the process of coding, and analyzing the
interview transcripts, several themes emerged.

The researchers used interviews to obtain in-depth data from the teachers about their
attitudes toward the implementation of the enrichment program. In addition, teachers were
asked about their students’ attitudes based on their own observations, which helped the
researchers develop a real sense of the students’ attitudes toward the enrichment program.
Finally, the interview, unlike a survey or a questionnaire, allows the interviewers to modify
their questions depending on the respondents’ answers.

5. Results

The overall results of this study showed significant pre/post-test student gains and
significant differences were revealed between the experimental and control groups in
persuasive writing and literary analysis (see Tables S1 and S2 in Supplementary Materials).

To answer the first research question, the means and standard deviations of the post-
test were analyzed for both the experimental and control groups. As shown in Table 1
below, the mean score in the pre-test of the control group is 32.30, which is almost equal to
their mean score after administering the post-test (32.20), whereas the mean score in the
pre-test of the experimental group was 32.70. After implementing the enrichment program,
the mean score was 40.30, which indicates higher performance of the experimental group
in the post-test.

Table 1. Descriptive Statistics.

Descriptive Statistics

N Minimum Maximum Mean Std. Deviation

Control-Pre-Test 20 20.00 40.00 32.30 5.95

Control-Post-Test 20 21.00 40.00 32.20 6.07

Experimental-Pre-Test 20 25.00 38.00 32.70 3.23

Experimental-PostTest 20 35.00 43.00 40.30 2.62

Valid N (listwise) 20

An independent samples t-test analysis was run to determine if there were differ-
ences in the pre-test and post-test scores of the experimental group after undergoing the
enrichment program. The 20 students who attended the enrichment program (M = 40.30,
SD = 2.62), compared to the 20 students in the control group (M = 32.20, SD = 6.07), per-
formed significantly better, as shown in the post-test scores, t(38) = 8.175, p < 0.001 (See
Table 2 below).

Table 2. Independent samples t-test (within group).

Independent Samples Test (within Group)

Groups Test N Mean Std.
Deviation t-Test df

Level of
Significance

(2-Tailed)
Critical t

Control Group
Pre-Test 20 32.30 5.95

0.053 38 0.958

2.024
Post-Test 20 32.20 6.07

Experimental Group
Pre-Test 20 32.70 3.23

−8.175 38 0.000
Post-Test 20 40.30 2.62
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An independent samples t-test analysis was run to determine if there were differ-
ences in the pre-test scores of the control group versus the experimental group before
undergoing the enrichment program. The pre-test scores of the 20 students who attended
the enrichment program (M = 40.30, SD = 2.62), compared to the pre-test scores of the
20 students in the control group (M = 32.20, SD = 6.07), were not significantly different
(t(38) = 0.264, p = 0.793). On the other hand, the 20 students who attended the enrich-
ment program (M = 40.30, SD = 2.62), compared to the 20 students in the control group
(M = 32.20, SD = 6.07), performed significantly better, as shown by their post-test scores
(t(38) = 5.483, p < 0.001 (See Table 3 below). Looking at the post-test mean scores of the con-
trol and experimental groups more closely, it was found that the experimental group scored
significantly higher (M = 40.30, SD = 2.62) than the control group (M = 32.20, SD = 6.07).
According to these results, the enrichment program had a significant positive effect on the
students’ critical reading abilities, as it was evident that the Emirati fourth-grade, verbally
gifted students made significant gains in language arts when working with the differenti-
ated enrichment model. This finding provided a sufficient answer to the second research
question of the study.

Table 3. Independent samples t-test (between groups).

Tests Group N Mean Std.
Deviation t-Test df

Level of
Significance

(2-Tailed)
Critical t

Pre-Test
Control 20 32.30 5.95

0.264 38 0.793

2.024
Experimental 20 32.70 3.23

Post-Test
Control 20 32.20 9.07

5.483 38 0.000
Experimental 20 40.30 2.62

Concerning the participating students’ attitudes toward learning, the participating
teachers reported that the experimental group students held positive attitudes towards
learning and they were very engaged and interested in the differentiated enrichment model.

Finally, the participating teachers, during the informal interviews, reported that the
short training experience they received during this project was considered extremely ben-
eficial regarding their professional development, skills, and confidence in working with
verbally gifted students. Moreover, the experience of implementing the language arts en-
richment program helped them realize two important facts. First, they were able to witness
the significant benefits of effectively providing verbally gifted students with a differentiated
and challenging curriculum that met their unique needs and allowed them to reach their
high-level potential. Second, they realized that teachers’ current training in gifted education
is insufficient. More specifically, they claimed that the study revealed some important
gaps in teachers’ and undergraduate university students’ training and professional skills,
concerning various aspects of gifted education (e.g., definition/conceptualization of gifted-
ness, assessment methods for identifying gifted learners, and familiarity with the available
enrichment programs for teaching g/t students.

6. Discussion

To tap into the UAE’s verbally gifted children’s potential in language arts, the major
objective of this study was to examine the impact of a reading enrichment program, which
was developed based on VanTassel-Baska’s Integrated Curriculum Model (ICM), on fourth-
grade verbally gifted students. In addition, the current study examined the participating
verbally gifted students’ attitudes towards the enrichment program they attended, as well
as the teachers’ views and the experiences of those involved in the project.

The overall results of the study indicated that the enrichment program had a significant
positive effect on the fourth-grade Emirati verbally gifted students’ critical reading abilities,
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since the students made significant gains in language arts when working with the differen-
tiated language enrichment model. Moreover, the study revealed that the gifted students
held positive attitudes toward the language art enrichment model. This finding confirmed
the results of previous studies, which investigated the impact of enrichment reading pro-
grams on elementary school students (e.g., Reis et al. 2008). Furthermore, the findings of
these studies showed that students in the treatment groups scored statistically significantly
higher than those in the control group in reading fluency, reading comprehension, and/or
attitudes toward reading, which was also the case in the present study.

The overall benefits of the language arts enrichment model in promoting verbally
gifted students’ knowledge, motivation, and thinking skills, as evident in our study, agree
with the results of several intervention studies in different countries, which evaluated the
outcomes of the ICM implementation in teaching language arts to verbally gifted learners
(e.g., Brown et al. 2006; Feng et al. 2004; Kim et al. 2012; Gubbins et al. 2002; VanTassel-Baska
and Brown 2007).

As mentioned earlier, the newly developed language enrichment program in this
study followed the basic dimensions of the ICM, including high-quality reading mate-
rials, grouping based on reading levels, and challenging literature, along with literary
analysis and persuasive writing activities. Thus, the positive post-test performance of the
verbally gifted students who attended the program verified the appropriateness and effec-
tiveness of the aforementioned ‘ingredients’ that should comprise a successful language
arts enrichment program for the verbally gifted. Other researchers have also stressed the
importance of including these elements in similar language art programs (e.g., Burkhalter
1995; VanTassel-Baska et al. 2002; Winnebrenner 2004; Wood 2008).

Additionally, it is important to mention that the utilization of the ICM as a baseline
for developing our enrichment program was proven a successful choice, thus verifying its
developer’s statement, according to which the ICM demonstrates a clear design approach
since it couples linked subject-based standards with strong elements of differentiation
for the gifted learners (VanTassel-Baska 2003). The positive results of our study validate
that the particular model and its solid origins in Vygotsky’s theory and the ZPD concept,
in particular, providing a ‘safe’ framework for designing challenging, albeit appropriate,
learning experiences, which reveal gifted learners’ true potential (Burkhalter 1995). Fur-
thermore, the results of the current study confirmed VanTassel-Baska’s (2015) claim that
the ICM has proven to be a valid basis for motivating both students and teachers to think
and learn at higher levels of functioning. The ease in developing our own enrichment
model based on the ICM’s baselines also validated the coherence in the ICM design and
its fidelity of implementation in various educational contexts, also reported by several
researchers (e.g., Kim et al. 2012; Feng et al. 2004;VanTassel-Baska et al. 2002). Much earlier,
VanTassel-Baska (1995) had already documented the ICM’s utility in that several school
districts had successfully used the model’s baseline to develop their own curricula for
gifted students.

The study also provided UAE elementary school teachers with a framework for design-
ing and developing an appropriate curriculum for gifted learners. This finding is in line
with previous findings of studies that have confirmed the positive impact of implementing
such enrichment programs on teachers’ professional development and training skills as
regards gifted education provision (AlGhawi 2017; Al Qarni 2010; Feng et al. 2004).

Teachers in this study stated that the whole process of developing and implementing the
language arts enrichment program was a very motivating experience, which also provided
them with useful skills and tools in terms of identifying, assessing, and planning the next
steps of instruction for their gifted students. This finding was also in line with previous
research (e.g., VanTassel-Baska 2015). More specifically, the pre- and post-test performance-
based assessment procedure helped teachers to better determine their students’ general
cognitive and linguistic levels and their high ability skills. Similar findings have also been
documented in previous studies in the field (e.g., Kim et al. 2012; Feng et al. 2004).

158



J. Intell. 2022, 10, 68

Furthermore, the positive changes in both teachers’ and students’ attitudes, student
motivational response, and the school district change in perspective towards giftedness
that is reported in this study, were perceived as resulting from their involvement in the
implementation of the language enrichment program. Respective results have been docu-
mented in similar studies following the implementation of the ICM science and language
arts curricula in gifted education programs (VanTassel-Baska et al. 2000). Teachers in the
current study also stated that the whole procedure helped them alter their confidence
regarding their competence in differentiating the curriculum to meet the diverse needs of
their g/t students. This finding is in line with Stamps’ (2004) study results, which revealed
that when provided with well-designed programs and with adequate training, teachers
feel confident about their skills, and therefore, are eager to alter their teaching methods and
habits and differentiate the curriculum to meet the unique needs of ‘special’ students.

Withregards tothe other language teachers and the undergraduate students who also
participated in the study as assistants, they reported an overall positive experience, in terms
of the effectiveness of the program on their own professional development. This finding
highlighted the need for regularly trained educators to acquire additional skills, knowledge,
and training, to be able to support gifted education provisions. Other researchers have
also stressed the general lack of professional development of mainstream teachers in
terms of effectively supporting gifted learners in various countries (e.g., Hertberg-Davis
and M.Callahan 2013), as well as in the UAE (AlGhawi 2017). The assisting teachers
and undergraduate students’ roles in the project worked using co-teaching and mentoring
techniques, which helped them become more skilled, knowledgeable, and aware of working
with gifted students. These techniques have been previously proposed as effective forms of
professional support (as alternatives to direct training) in special/gifted education contexts
(Griffin et al. 2003).

6.1. Implications for Gifted Education Provision in the UAE

Several implications emerge from the current study’s findings that have meaning
for both researchers and practitioners. The enrichment program used in this study has
demonstrated its ability and effectiveness in providing a learning experience that allows
for optimal learning and development of gifted learners in the areas of language arts, while
it was beneficial for both students and teachers in multiple ways. Hence, the successful
implementation of this model provides policymakers in the UAE with empirical data for
implementing differentiated enrichment models for teaching gifted learners, which is an
innovative aspect of gifted education, and which has not been previously explored in
the UAE.

The above conceptualization can be considered an important message for stakeholders
in the UAE, in terms of systematically considering the benefits of providing both learners
and educators in gifted education with more specific and well-organized enrichment
programs. A more systematic organization of such programs in the Emirates would solve
several issues often recorded in the everyday gifted education practice. These include the
exhibition of frustration and boredom of gifted learners due to the lack of challenging
curriculums (Reis et al. 2008; Davis et al. 2011), as well as the frustration of teachers when
they are asked to take over the overwhelming task of modifying the curriculum on their
own to accommodate a range of diverse students’ needs, without having the necessary
skills and training (Stamps 2004; AlGhawi 2017).

As previously mentioned, the education system in the UAE has recently emphasized
reading as the most important skill students need to master in all academic sections (UAE
Innovation Strategy 2015). In addition, the MoE has acknowledged that gifted students
have a right to be recognized and catered to within the school (Merry 2008). Furthermore,
the recent ‘disappointing’ results from PISA (OECD 2019), indicated that UAE students fall
below the OECD average in reading, along with the worldwide emphasis given on critical
and creative reading (Milan 1995). These two matters worked as incentives which positively
triggered policymakers to provide verbally gifted students in the Emirati schools with
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more challenging and high-ability appropriate curriculums (Colangelo and Davis 2003) and
to invest in high-quality learning, in general (Elhoweris 2014). However, recent research
revealed various discrepancies and shortcomings regarding the practical application of the
official policies and plans suggested by the MoE with regards to gifted education provision
in the UAE (AlGhawi 2017; Al-Lawati 2016). More specifically, AlGhawi’s study illustrated
that gifted education in the UAE is still far from effective, in terms of providing g/t learners
with differentiated and challenging curriculums, as well as in terms of teacher training
and awareness of the definition, identification, and provision of gifted learners, by both
teachers and parents in the UAE.

Therefore, the positive results of the present study regarding the implementation of
a language arts enrichment program for verbally gifted students might serve as a useful
paradigm for initiating better-organized education provision for the g/t Emirati students.
This can either be achieved through the already existing enrichment models (such as the
ICM) or through the development of new programs, which will be designed to meet the
special educational needs of each school or educational sector. Besides, as Johnsen (2006)
stated, gifted education should be seen as a right, rather than a privilege. Finally, as research
suggests (Bauwens et al. 1989; Hughes and Murawski 2001; Magiera and Zigmond 2005;
Sileo and Garderen 2010), apart from their proven positive effects on gifted education, such
innovative enrichment programs could also be beneficial to the general field of Special
Educational Needs (SEN).

Summarizing, some of the most important suggestions for improving gifted education
provision, deriving from this study, as well as from previous research, can be summarized
as follows: Since a distinctive gap has been detected between the national policies for gifted
education developed by the UAE MoE and the actual implementation of these policies
in the Emirati schools, which causes confusion among teachers, students and parents
(AlGhawi 2017), there is a need for a Federal Law to formally acknowledge gifted learners
as students with SEN and to safeguard their rights (Elhoweris 2014; Davis and Rimm
2004). This Law should ensure that the official policies and regulations for gifted education
become mandatory for both gifted and disabled learners.

A wider and better-organized training plan for pre-service and in-service teachers in
gifted education to strengthen human resources in the field, along with constant evaluation
practices to improve the quality of gifted education programs (Aljughaiman et al. 2012),
should become a part of the current gifted education provision in the UAE. Finally, better
practices of raising awareness about giftedness among educators and parents, coupled with
more systematic dissemination of policies and successful enrichment programs, should
characterize gifted education provision both in the UAE and worldwide.

6.2. Limitations and Future Research

A limitation of the present study was its relatively small sample, which was selected
from government schools only in the Emirate of Dubai. This was the mainly due to the
difficulty we encountered in finding more, officially diagnosed as verbally gifted, fourth-
grade children in the UAE schools. Therefore, in order to be able to generalize our findings,
it is recommended that a similar study is conducted in the future that will include a much
larger sample of students from various schools across the UAE and from several age groups.

Based on the findings of the current study, some suggestions for future research are
the following: It is important to examine the long-term effect of this or similar enrichment
programs on language arts and critical reading abilities. Furthermore, future studies should
be conducted to provide more empirical data both around the issue of needs assessment
and identification of the gifted learners, as well as on the development and implementation
of other existing or newly designed enrichment models for meeting the needs of gifted
students in various domains, including language arts, science, mathematics, etc.

In addition, the current study could be replicated within a longer period, to re-evaluate
the implementation of language art enrichment programs for the verbally gifted at pri-
mary schools across the Emirates. Furthermore, since the present study was restricted
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to fourth-grade students, it is recommended that future similar studies could focus on
the implementation of gifted programs at higher levels of school education (e.g., sec-
ondary school).

Another interesting suggestion for future research would be to implement such newly
developed enrichment programs for non-gifted students in the UAE schools and assess their
possible benefits to these students. Besides, there is evidence from prior research, suggesting
that intervention programs with the use of the ICM or other enrichment programs were
significantly effective for all students, irrespectively of giftedness (e.g., VanTassel-Baska
et al. 2008; Swanson 2006).

In addition, similar studies could be replicated to evaluate the implementation of
language-based enrichment programs for verbally gifted learners across different countries.
Other studies could be also conducted to evaluate teachers, parents, and students’ aware-
ness, perceptions and attitudes towards giftedness as a concept, and/or towards policies
and practices of gifted education in the UAE and/or in other countries. Finally, extra
research could more systematically evaluate pre-service and in-service teachers’ training
and professional development in gifted education in the Emirates, to propose more effective
ways of enhancing this area.

7. Summary and Conclusions

Gifted children constitute a heterogeneous group of students who manifest high ability
and/or talent in several domains. Whether a student is gifted in reading, oral expression, or
creative writing, the fact remains that gifted children differ from their peers in the way they
think, both quantitatively and qualitatively. Even though giftedness, up to date, has not
been captured in a single conceptualization, these differences have led several researchers
to argue that gifted children have different educational needs than their counterparts,
which cannot be met through curricula designed for their non-gifted peers.

Verbally gifted students, in particular, are those children who typically present higher
linguistic abilities than their peers, related to high verbal ability, early reading, advanced
vocabulary, and high-level reading comprehension. Therefore, researchers have suggested
that, when the gifted reader enters school, instruction must go beyond the traditional basal
program, and the focus of reading programs for gifted readers should be on critical and
creative reading and thinking.

VanTassel-Baska’s (1995) Integrated Curriculum Model (ICM) is one of the most
extensively researched curriculum development models in gifted education, which also
prioritizes verbal giftedness. The process of instruction and learning included in the ICM
curriculum for verbally gifted students emphasizes higher levels of thinking and increased
levels of abstractness, while its salient features include accelerated and advanced content,
depth, and complexity through abstract concepts, direct study of higher-order thinking
processes, interdisciplinary themes, and student research.

Findings from several intervention studies in different countries around the world, that
have used the ICM in teaching language arts to gifted learners, provide sufficient evidence
that the particular enrichment model was successful in promoting verbally gifted students’
knowledge, attitudes, motivation, and thinking skills. Most of these studies agree on the
importance of embedding higher-order skills into content and of teaching literary analysis
and interpretation, along with persuasive writing, like language arts manifestations of
higher-level thinking.

To date, however, no study has been found that investigated the impact of an enrich-
ment program on the UAE verbally gifted children’s critical reading abilities. Moreover,
recent research revealed various discrepancies and shortcomings regarding the practical ap-
plication of the official policies and plans suggested by the MoE regarding gifted education
provision in the UAE.

Hence, to fulfil UAE gifted children’s potential in reading, and to accommodate
the educational needs of Emirati verbally gifted students, this study aimed to examine
the impact of a reading enrichment program on fourth-grade students’ critical reading
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abilities. The newly developed program was based on VanTassel-Baska’s (2009) Integrated
Curriculum Model ICM.

The overall results of the current study indicated that the enrichment program had
a significant positive effect on the fourth-grade Emirati verbally gifted students’ critical
reading abilities since the students made significant gains in language arts when working
with the differentiated language enrichment model. Moreover, the study revealed that the
gifted students held positive attitudes toward the language arts enrichment model.

In addition, the study provided UAE elementary school teachers with a framework for
designing and developing an appropriate curriculum for gifted learners. Hence, there was
a positive impact in implementing such an enrichment program on teachers’ professional
development and training skills regarding gifted education provision. Furthermore, the
positive changes in both teachers’ and students’ attitudes, student motivational response,
professional development, and school district change of perspective towards giftedness
reported in this study, were perceived as resulting from their involvement in the implemen-
tation of the language enrichment program. Additionally, the successful implementation
of this model provides policymakers in the UAE with empirical data for implementing
differentiated enrichment models for teaching gifted learners, which is an innovative aspect
of gifted education, and which has not been previously explored in the UAE.

Concluding, a more systematic organization of such programs in the Emirates would
solve several issues often recorded in the everyday gifted education practice. More precisely,
a wider and better-organized training plan for pre-service and in-service teachers in gifted
education to strengthen human resources in the field, along with constant evaluation
practices to improve the quality of gifted education programs should become a part of
the current gifted education provision in the UAE. Finally, better practices of raising
awareness about giftedness among educators and parents, coupled with more systematic
dissemination of policies and successful enrichment programs, should characterize gifted
education provision both in the UAE and worldwide.
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Abstract: Consideration of the influence of English language skills during testing is an understand-
able requirement for fair and valid cognitive test interpretation. Several professional standards and
expert recommendations exist to guide psychologists as they attempt to engage in best practices
when assessing English learners (ELs). Nonetheless, relatively few evidence-based recommendations
for practice have been specified for psychologists. To address this issue, we used a mixed-effects
modeling approach to examine the influences of test characteristics (i.e., test directions) and examinee
characteristics (i.e., expressive and receptive language abilities) on cognitive test performance. Our
results suggest that language abilities appear to have a significant influence on cognitive test per-
formance, whereas test characteristics do not influence performance, after accounting for language
abilities. Implications for practice include the assessment of expressive and receptive language
abilities of EL students prior to administering, scoring, and interpreting cognitive test scores.

Keywords: psychoeducational assessment; cognitive abilities; language abilities; school psychology;
clinical psychology

1. Introduction

It is widely accepted that diagnostic decisions need to be based on strong assessment
practices. There are several indicators suggesting that the diagnostic process can be chal-
lenging when a standardized, norm-referenced test is used to assess students from diverse
backgrounds. One is the disproportionate number of students from diverse backgrounds
qualifying for special education services under a variety of disability categories (Harry and
Klingner 2014). This problem has been described as being “among the most longstanding
and intransigent issues in the field” (Skiba et al. 2008, p. 264). Although multiple factors
contribute to the diagnostic process, some researchers have focused their attention on a type
of test (e.g., cognitive measures) used to inform their diagnostic decisions (e.g., Cormier
et al. 2014; Styck and Watkins 2013). However, even as researchers focus on one type of
test, there is a myriad of potential contributing factors that they examine. For example,
some researchers have investigated potential differences in the linguistic environments of
students from diverse backgrounds compared to those of the majority, which are better
represented in a test’s normative sample (Ortiz et al. 2012). Regardless of their focus, one of
the limitations of many of these studies is that the group of interest is defined as culturally
and linguistically diverse students, which is very broad. More recently, Ortiz (2019) has
argued for a narrower focus on English learners (EL), so recommendations for practice can
be applied more appropriately by considering a single attribute, such as their language
abilities.

J. Intell. 2022, 10, 8. https://doi.org/10.3390/jintelligence10010008 https://www.mdpi.com/journal/jintelligence
166



J. Intell. 2022, 10, 8

English learner (EL) has frequently been used as the primary descriptor for the group
of students who are likely going to struggle to demonstrate their true abilities on a stan-
dardized measure that is normed using an English-speaking population (Ortiz 2019). EL
specifically refers to students who are non-native English speakers with acquired profi-
ciency in a second language (Ortiz 2019). At times, the term EL is confused with bilingual.
This confusion is problematic because the word bilingual does not necessarily imply that
English is the second language acquired by the student. EL is more appropriate given
that the students within this group can fall at various points along the English proficiency
continuum (Ortiz 2019). Furthermore, any given level of English proficiency does not
negate the fact that these students are either continuing to develop their proficiency skills
in English or are working towards doing so (Ortiz 2019). To improve accuracy in diagnos-
tic decisions, psychologists and other professionals conducting assessments must take a
comprehensive approach to understand both the examinee and test characteristics that
may influence test performance for EL students when they are administered standardized,
norm-referenced tests.

1.1. Assessing the Abilities of EL Students

The valid assessment of EL students often poses a significant challenge for psycholo-
gists. Although a number of broad and specific professional standards exist, best practices
are still unclear. For example, Standard 9.9 from the Standards for Psychological and Educa-
tional Testing (AERA et al. 2014) emphasizes the requirement of having a “sound rationale
and empirical evidence, when possible, for concluding that [ . . . ] the validity of interpreta-
tions based on the scores will not be compromised” (p. 144). The Standards further stress
that when a test is administered to an EL student, “the test user should investigate the
validity of the score interpretations for test-takers with limited proficiency in the language
of the test” (p. 145). The commentary associated with this specific standard highlights the
responsibility of the psychologist in ensuring that language proficiency is minimized as a
factor in the interpretation of the test scores.

If practicing psychologists were to consult the available evidence, they would need to
weigh multiple variables and attempt to infer the extent to which a particular student’s
assessment data is influenced by such variables. To date, some studies have suggested
varying degrees of observed score attenuation for linguistically diverse students (e.g.,
Cormier et al. 2014; Kranzler et al. 2010; Tychanska 2009). Other studies have reported that
the rate of differentiation between groups is no better than chance (Styck and Watkins 2013).
Regardless of the underlying causal variable, these studies only suggest that practitioners
should be cautious when interpreting test results. Thus, the extant literature does not
provide specific recommendations or strategies for generating or testing hypotheses that
would help practitioners better understand which test or examinee characteristics influence
observed test score performance. Nonetheless, the two key areas initially identified and
described by Flanagan et al. (2007)—test characteristics and examinee characteristics—
continue to be focal areas of interest, as researchers attempt to develop approaches to
assessing EL students that are in line with best practices.

1.1.1. Test Characteristics

For decades, the content, administration, scoring, and interpretation of tests—essentially,
tests’ psychometric properties—were highly criticized as producing biased scores for EL
students (see Reynolds 2000, for a comprehensive review). Years of research produced
arguments (e.g., Helms 1992) and counterarguments (e.g., Brown et al. 1999; Jensen 1980)
with respect to this controversy. Although there was some evidence of bias in the measures
used in previous decades, test developers appear to have taken note of the limitations of
previous editions and, as a result, contemporary measures have significantly reduced the
psychometric biases between groups (Reynolds 2000).

Despite these advances within the test development process, researchers have con-
tinued to investigate potential issues. For example, Cormier et al. (2011) were the first to
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quantify the linguistic demand of the directions associated with the administration of a
standardized measure. Their goal was to examine the relative influence of this variable
across a measure’s individual tests (i.e., subtests); if there was considerable variability
among a measure’s individual tests, then this may be a meaningful variable to consider
as practitioners selected their battery when assessing EL students. They accomplished
this goal by using an approach suggested by Dr. John “Jack” Carroll, a prominent scholar
who was not only a major contributor to the initial Cattell-Horn-Carroll (CHC) Theory of
Intelligence, but who also had a passion for psycholinguistics. The methodology involved
using text readability formulas to approximate the linguistic demand of test directions
required with the 20 tests from the Woodcock-Johnson Tests of Cognitive Abilities, Third
Edition (WJ III; Woodcock et al. 2001). A subsequent study (Cormier et al. 2016) investi-
gated the linguistic demand of test directions across two editions of the same cognitive
battery—the WJ III and the Woodcock-Johnson Tests of Cognitive Abilities, Fourth Edition
(WJ IV COG; Schrank et al. 2014a). Eventually, Cormier et al. (2018) identified several
test outliers across commonly used cognitive test batteries by applying the methodology
used by Cormier et al. (2011). Although this series of studies appears to have produced
meaningful recommendations to practitioners with respect to test selection, the extent to
which test directions have a significant influence on the actual performance of examinees
remains unknown.

1.1.2. Examinee Characteristics

Standardized measures are constructed based on the presumption that the students
who are assessed using the measures possess a normative level of English proficiency.
(Flanagan et al. 2007). Under this presumption, the average examinee would be able
to understand test directions, produce verbal responses, or otherwise use their English
language skills at a level that is consistent with their peers (Flanagan et al. 2007). However,
as noted by Ortiz (2019), there is likely to be a continuum of language levels within an EL
population. Unfortunately, researchers have not focused on the level of English language
proficiency as a way of differentiating performance on standardized measures. As a result,
much of the research completed to date only provides information on general group-level
trends that may or may not be observed by practitioners after they have administered a
battery of standardized measures. One of the potential reasons for the lack of consistency
may be related to the population of interest being defined as culturally and linguistically
diverse, instead of focusing on a specific, measurable student characteristic, such as English
language proficiency. As a result, practitioners may be reluctant to incorporate additional
measures into their assessment batteries when testing EL students because: (a) there is no
clear definition of the type of student these recommendations would apply to; and (b) the
evidence regarding the validity of patterns of performance on standardized measures is, at
best, still mixed (e.g., Styck and Watkins 2013). Thus, there appears to be a need to examine
the influence of both test and examinee characteristics together to better understand the
impact of these characteristics on test performance when standardized measures are used.

1.2. Current Study

A review of the literature has led to the conclusion that researchers have, perhaps,
overlooked the potential of considering examinee characteristics as they attempt to produce
research with empirical recommendations for the assessment of EL students. Moreover,
the data produced by Cormier et al. (2018) provide a quantification of the linguistic
demands of many commonly used measures of cognitive abilities. Taken together, it is
now possible to investigate test and examinee characteristics together, to understand their
relative contributions to performance on standardized measures. Consequently, we sought
to answer the following research question: What are the relative contributions of test
characteristics (i.e., the linguistic demand of test directions) and examinee characteristics
(i.e., oral English language skills) to performance on a standardized measure of cognitive
abilities?
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2. Materials and Methods
2.1. Sample

The normative sample for the Woodcock-Johnson IV (Schrank et al. 2014b) was the
primary source of data for this study. The Woodcock-Johnson IV is a battery of 51 tests
that includes the WJ IV COG, the Woodcock-Johnson Tests of Academic Achievement
(WJ IV ACH; Schrank et al. 2014c), and the Woodcock-Johnson Tests of Oral Language
(WJ IV OL; Schrank et al. 2014d). The stratified sampling design included variables such
as region, sex, country of birth, race, ethnicity, community type, parent education, and
educational attainment. For the purpose of this study, we used the school-age sub-sample,
which resulted in a sample size of 4212 students.

2.2. Measures

The WJ IV COG is comprised of 18 individual tests; 10 for the standard battery
and eight for the extended battery (see Table 1 for a list of the WJ IV COG tests). Four
of the WJ IV COG tests—Oral Vocabulary, Phonological Processing, Visualization, and
General Information—contain subtests (see Table 1). The 18 tests of cognitive abilities
were developed for the purpose of “measuring general intellectual ability, broad and
narrow cognitive abilities, academic domain-specific aptitudes, and related aspects of
cognitive functioning” (McGrew et al. 2014, p. 8). Seven tests from the WJ IV COG
are used to generate a General Intellectual Ability (GIA) score for assessing the higher-
order psychometric g construct from the CHC Theory of Intelligence. Overall, the WJ IV
COG demonstrates excellent technical adequacy (see Reynolds and Niileksela 2015 for a
comprehensive review of the WJ IV COG). For this study, we used individual test and
subtest scores, which also demonstrate strong psychometric properties. For example, the
internal consistency coefficients for the WJ IV COG individual tests range “from 0.74 to
0.97, with a median reliability of 0.89” (Reynolds and Niileksela 2015, pp. 387–88). The
validity evidence is also strong and was described as “strikingly comprehensive” (p. 388).

The WJ IV OL is comprised of 12 tests (see Table 1 for a list of the WJ IV OL tests).
The stated purpose of the WJ IV OL is to measure “oral language ability and listening
comprehension (in English or Spanish), oral expression, and two important cognitive-
linguistic abilities: phonetic coding and speed of lexical access” (McGrew et al. 2014, p. 10).
For this study, we used the Oral Expression and Listening Comprehension cluster scores
that are administered in English only (see Table 1 for test details). The median reliability
coefficients for the Oral Expression and Listening Comprehension clusters are 0.89 and 0.90,
respectively (McGrew et al. 2014, p. 291).

As noted previously, the study completed by Cormier and colleagues produced quan-
titative values for the relative influence of the linguistic demand of test directions across
cognitive assessment batteries. Their investigation included test directions from four
norm-referenced measures of cognitive abilities: the Cognitive Assessment System, Second
Edition, the Kaufman Assessment Battery for Children, Second Edition, the Wechsler Intel-
ligence Scale for Children, Fifth Edition, and the WJ IV COG. A total of 99 individual tests
and subtests from these four measures were included in their analyses. Principal compo-
nent analyses produced values ranging from −0.96 to 5.37 for standard test directions and
values ranging from −0.57 to 8.39 for supplementary test directions.

The relative linguistic demand values for the WJ IV COG used for analysis were
taken from their results. The analysis was completed at the subtest level, when applicable
because unique directions are provided for each subtest. The only exception is the General
Information subtests, Where and When, which was represented at the test level in the
analysis completed by Cormier and colleagues, presumably due to their data coding rules.
Thus, the final tests and subtests from the WJ IV COG used for the purposes of this study
are listed in Table 1.
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Table 1. List of WJ IV Tests of Cognitive Abilities and WJ IV Tests of Oral Language.

WJ IV Tests of Cognitive Abilities—Subtest WJ IV Tests of Oral Language
(English Tests Only)

Oral Vocabulary—Synonyms Picture Vocabulary 2

Oral Vocabulary—Antonyms Oral Comprehension 3

Number Series Segmentation
Verbal Attention Rapid Picture Naming

Letter-Pattern Matching Sentence Repetition 2

Phonological Processing—Word Access Understanding Directions 3

Phonological Processing—Word Fluency Sound Blending
Phonological Processing—Substitution Retrieval Fluency

Story Recall Sound Awareness
Visualization—Spatial Relations
Visualization—Block Rotation

General Information 1

Concept Formation
Numbers Reversed

Number-Pattern Matching
Nonword Repetition

Visual-Auditory Learning
Picture Recognition
Analysis-Synthesis

Object-Number Sequencing
Pair Cancellation

Memory for Words
1 The General Information test score is produced from the General Information—What and General Information
—Where subtests. The subtests are not listed in the table because the analysis was completed at the test level for
General Information; 2 The Picture Vocabulary and Sentence Repetition tests produce the Oral Expression cluster
score; 3 The Oral Comprehension and Understanding Directions tests produce the Listening Comprehension
cluster score.

2.3. Procedure

To determine the relative contributions of the variables of interest, we employed a
mixed-effects modeling approach. Unlike linear regression models that can only estimate
fixed effects for independent variables, mixed-effects models can incorporate both fixed
and random effects within a multilevel structure. In the context of mixed-effects modeling,
random effects refer to parameters of independent variables that represent a random sample
of variables drawn from a population with mean µ and standard deviation σ. A typical
mixed-effects model can be expressed in matrix form as follows:

yi = Xiβ + Zibi + εi, (1)

where yi is the vector of the dependent variable y for group i (i = 1, 2, 3, . . . , K) where
individual observations (level 1) are nested within the group (level 2), Xi is the matrix
of the fixed-effect predictors for group i, β is the vector of fixed-effect coefficients which
are the same for all groups, Zi is the matrix of the random effects for group i, bi is the
vector of random-effect coefficients for group i, and εi is the error (i.e., residual) term
for individual observations in group i. In Equation (1), both bi and εi are assumed to be
normally distributed.

In this study, we assume a multilevel structure where students (level 1) are nested
within the tests of the WJ IV COG (level 2). That is, the tests from the WJ IV COG represent
a sample of tests drawn from the population of all possible cognitive tests. To analyze the
effects of the student- and test-related predictors, we developed six mixed-effects models
(i.e., Models 1 to 6). We opted to use W scale scores from the WJ IV COG and the WJ IV
OL, which are “a direct transformation of the Rasch logit scale” (McGrew et al. 2014, p. 46).
The W scores are centered on a value of 500, which eliminates the possibility of negative
ability scores. Model 1 aimed to demonstrate the variation in students’ W scores across
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the tests, and thus it did not include any fixed-effect predictors. Model 2 included age
and the GIA scores as fixed-effect predictors to account for the variation in the test scores
due to students’ cognitive development and individual differences in general intellectual
functioning, respectively. Model 3 included age and GIA scores at the student level and
the linguistic demand of test directions and its interaction with age at the test level as
fixed-effect predictors. The interaction between age and the linguistic demand of test
directions was included to account for a potentially greater effect on younger students than
on older students. This effect assumes that older students are typically less likely to have
difficulty understanding the test directions compared to younger students. Models 4 and
5 included students’ oral expression and listening comprehension scores from the WJ IV
OL as additional predictors, respectively. Finally, Model 6 included all the predictors (i.e.,
age, GIA, linguistic demand of test directions, and its interaction with age, oral expression,
and listening comprehension) to predict the W scores. The mixed-effects models were
estimated using the lme4 package (Bates et al. 2015) in R (R Core Team 2021). The models
were evaluated in terms of the statistical significance of the fixed-effect predictors, as well
as the change in the amount of variance explained by the models.

3. Results

The results of the mixed-effects models are summarized in Tables 2 and 3. The variance
estimates for Model 1 indicated that there was considerable variation in the students’ scores
at both levels 1 and 2. The random effect estimates in Figure 1 essentially represent the
differences between the average scores for the tests and the average score across all tests
(i.e., vertical, dashed line). In addition, the WJ IV COG tests on the y-axis are sorted in
descending order by the linguistic demand of the test directions. Relative to the overall
average score, the average score for Memory for Words was the smallest, whereas the
average score for Letter-Pattern Matching was the highest. Figure 1 shows that although
the Gc tests (i.e., Comprehension-Knowledge) seem to have higher linguistic demand than
the remaining tests, there is no systematic pattern in terms of the relationship between the
average scores and the linguistic demand of their test directions. Figure 1 also indicates
that the WJ IV COG tests differ regarding students’ performance on the tests. Thus, test-
and student-level predictors can be used to further explain the variation among the tests.

The first model with fixed-effect predictors was Model 2. Table 2 shows that both
the GIA scores and age were significant, positive predictors of student performance on
individual cognitive tests. This result was anticipated given that all the abilities measured
by the WJ IV COG are expected to continue to develop at an accelerated rate within the
age range of the sample used for this study (see McGrew et al. 2014, p. 137). Similarly,
the GIA score is expected to have a positive relationship with individual cognitive tests
because it is the composite of the theoretical constructs (i.e., first-order factors) underlying
the individual tests in the WJ IV COG. The GIA score is interpreted as a robust measure of
statistical or psychometric g.

It should be noted that there are renewed debates regarding what intelligence test
global composite scores (e.g., GIA, Wechsler Full-Scale IQ) represent. Briefly, the finding
of a statistical or psychometric g factor is one of the most robust findings over the last
100+ years in psychology (Wasserman 2019). However, recent statistical and theoretical
advances using network science methods (viz., psychometric network analysis; PNA)
have suggested that psychometric g is only a necessary mathematical convenience and a
statistical abstraction. The reification of the g factor in psychometrics is due, in large part,
to the conflation of psychometric and theoretical g and has contributed to the theory crises
in intelligence research (Fried 2020). Researchers using contemporary cognitive theories
of intelligence (e.g., dynamic mutualism; process overlap theory; wired intelligence) have
shown valid alternative non-latent trait common cause factor explanations of the positive
manifold of intelligence tests. Furthermore, the previously mentioned period of 100+ years
of research regarding general intelligence has also robustly demonstrated that there is yet
no known biological or cognitive process theoretical basis of psychometric g (Barbey 2018;
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Detterman et al. 2016; Kovacs and Conway 2019; van der Maas et al. 2019; Protzko and
Colom 2021). Therefore, in this paper, the GIA score is interpreted to reflect an emergent
property that is a pragmatic statistical proxy for psychometric g, and not a theoretical
individual differences latent trait characteristic of people. This conceptualization of the GIA
score is similar to the emergent property of an engine’s horsepower: an emergent property
index that summarizes the efficiency of the complex interaction of engine components (i.e.,
interacting brain networks), in the absence of a “horsepower” component or factor (i.e.,
theoretical or psychological g). Given that this debate is still unresolved after 100+ years
of research, the GIA cluster was left in the analysis to acknowledge the possibility that
theoretical or psychological g may exist and to recognize the strong pragmatic predictive
powers of such a general proxy. Leaving GIA out of the analysis, which would reflect a
strong “there is no g” position (McGrew et al. 2022), reflects the authors’ recognition that
many intelligence scholars still maintain a belief in the existence of an elusive underlying
biological brain-based common cause mechanism. More importantly, the inclusion of
GIA recognizes the overwhelming evidence of the robust pragmatic predictive power of
psychometric g. As such, the inclusion of age and the GIA scores in the model allowed
us to control for their effects when including additional variables. The inclusion of age
and the GIA scores also explained a large amount of variance at the student level (level 1),
reducing the level-1 unexplained variance from 573.39 to 265.72 (i.e., 46% reduction).

Table 2. A Summary of the Results from the Mixed-Effects Models.

Variances Fixed Effects

Model Predictors Level 1 Level 2 β t p

1 Intercept 573.39 25.12 502.10 469 <0.001

2
Intercept 265.72 25.14 45.67 19.88 <0.001

Age 0.02 9.83 <0.001
GIA 0.90 203.84 <0.001

3

Intercept 265.68 25.13 45.59 19.79 <0.001
Age 0.02 10.15 <0.001
GIA 0.90 203.85 <0.001

Test directions 0.53 0.47 0.643
Test directions × Age −0.01 −3.61 <0.001

4

Intercept 265.28 25.13 41.56 17.86 <0.001
Age 0.01 8.41 <0.001
GIA 0.86 145.88 <0.001

Test directions 0.53 0.47 0.643
Test directions × Age −0.01 −3.61 <0.001

Oral expression 0.05 11.79 <0.001

5

Intercept 265.24 25.13 33.46 13.37 <0.001
Age 0.02 9.16 <0.001
GIA 0.84 128.74 <0.001

Test directions 0.53 0.47 0.643
Test directions × Age −0.01 −3.61 <0.001

Listening comprehension 0.08 12.38 <0.001

6

Intercept 265.12 25.13 34.53 13.77 <0.001
Age 0.01 8.34 <0.001
GIA 0.83 123.01 <0.001

Test directions 0.53 0.47 0.643
Test directions × Age −0.01 −3.61 <0.001

Oral expression 0.03 6.52 <0.001
Listening comprehension 0.06 7.53 <0.001

Note: GIA = General Intellectual Ability. In this paper GIA is conceptualized as a manifest indicator that represents
statistical or psychometric g, and not a theoretical or psychological g latent brain-based biological or cognitive process
dimension (see Fried 2020; McGrew et al. 2022).
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Table 3. Standardized Beta Coefficients for Models 4, 5, and 6.

Predictors

Model Age g Oral
Expression

Listening
Comprehension

Test
Directions

Test
Directions × Age

4 0.029 0.656 0.047 0.021 −0.026
5 0.031 0.645 0.055 0.021 −0.026
6 0.029 0.637 0.030 0.039 0.021 −0.026

Note: Bold values indicate significant predictors in the models.

J. Intell. 2022, 9, x FOR PEER REVIEW 7 of 12 
 

 

 
Figure 1. Estimated random effects and 95% confidence intervals for the tests in Model 1 (note: The 
dashed line represents the overall average score. The subtests on the y-axis are sorted in descending 
order by linguistic demand of the test directions). 

It should be noted that there are renewed debates regarding what intelligence test 
global composite scores (e.g., GIA, Wechsler Full-Scale IQ) represent. Briefly, the finding 
of a statistical or psychometric g factor is one of the most robust findings over the last 100+ 
years in psychology (Wasserman 2019). However, recent statistical and theoretical ad-
vances using network science methods (viz., psychometric network analysis; PNA) have 
suggested that psychometric g is only a necessary mathematical convenience and a statis-
tical abstraction. The reification of the g factor in psychometrics is due, in large part, to the 
conflation of psychometric and theoretical g and has contributed to the theory crises in 
intelligence research (Fried 2020). Researchers using contemporary cognitive theories of 
intelligence (e.g., dynamic mutualism; process overlap theory; wired intelligence) have 
shown valid alternative non-latent trait common cause factor explanations of the positive 
manifold of intelligence tests. Furthermore, the previously mentioned period of 100+ years 
of research regarding general intelligence has also robustly demonstrated that there is yet 
no known biological or cognitive process theoretical basis of psychometric g (Barbey 2018; 
Detterman et al. 2016; Kovacs and Conway 2019; van der Maas et al. 2019; Protzko and 
Colom 2021). Therefore, in this paper, the GIA score is interpreted to reflect an emergent 
property that is a pragmatic statistical proxy for psychometric g, and not a theoretical in-
dividual differences latent trait characteristic of people. This conceptualization of the GIA 
score is similar to the emergent property of an engine's horsepower: an emergent property 
index that summarizes the efficiency of the complex interaction of engine components 
(i.e., interacting brain networks), in the absence of a “horsepower” component or factor 
(i.e., theoretical or psychological g). Given that this debate is still unresolved after 100+ 
years of research, the GIA cluster was left in the analysis to acknowledge the possibility 
that theoretical or psychological g may exist and to recognize the strong pragmatic pre-
dictive powers of such a general proxy. Leaving GIA out of the analysis, which would 
reflect a strong “there is no g” position (McGrew et al. 2022), reflects the authors’ recogni-
tion that many intelligence scholars still maintain a belief in the existence of an elusive 

Figure 1. Estimated random effects and 95% confidence intervals for the tests in Model 1 (note: The
dashed line represents the overall average score. The subtests on the y-axis are sorted in descending
order by linguistic demand of the test directions).

When the variable test directions and its interaction with age were added to the model
(Model 3), the variance estimate for level 2 (i.e., tests) remained relatively unchanged. This
finding was mainly because test directions was not a significant predictor of the variation in
the subtest scores. An interesting finding was that despite the variable test directions not
being a significant predictor of cognitive test performance, its interaction with age was a
statistically significant, negative predictor of cognitive test performance. This finding indi-
cates that the impact of test directions was larger for younger students who are expected to
have lower language proficiency compared with older students. This trend—test directions
not being a significant predictor of individual cognitive test performance, but its interaction
with age being a significant predictor of individual cognitive test performance—continued
as the two additional variables were added to the model (see Models 4, 5, and 6 in Table 2).
Models 4 and 5 showed that both oral expression and listening comprehension were statistically
significant, positive predictors of individual cognitive test performance, after controlling
for the effects of age and general intelligence.

Another important finding was that when both oral expression and listening compre-
hension were included in the model (Model 6), the two predictors remained statistically
significant. The standardized beta coefficients produced from models 4 and 5 suggest that
oral expression and listening comprehension were stronger predictors of cognitive test
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performance than students’ age, but relatively weaker predictors compared with the GIA
score (see Table 3). When these four predictors (age, GIA, oral expression, and listening
comprehension) were used together in the final model (Model 6), the GIA remains the
strongest predictor, followed by listening comprehension (receptive language ability), oral
expression (expressive language ability), and age, based on the standardized coefficients.
The standardized beta coefficients also provided additional information regarding the
negligible contribution of test directions within the models.

4. Discussion

The results of this study represent an integration of multiple pieces of empirical re-
search completed over several years and across numerous studies. When examined in
isolation, it appeared that examinee characteristics and test characteristics (e.g., test direc-
tions) both played meaningful roles in the administration and interpretation of cognitive
tests for students. However, the integration of these potential influences into a single
model has led to a surprising finding: the influence of examinee characteristics appears
to eliminate the contribution of this test characteristic (i.e., the linguistic demand of test
directions) on test performance. In addition, the influence of language ability, particu-
larly receptive language ability, is more influential than age on cognitive test performance.
This last point highlights the importance of considering language abilities when assessing
students’ cognitive abilities.

4.1. Examinee versus Test Characteristics

There appears to be increasing evidence that previous claims related to test character-
istics (e.g., Cormier et al. 2011) no longer apply to contemporary tests of cognitive abilities.
For example, the observed lack of a relationship between test directions and performance
on the WJ IV in our study appears to draw a parallel with comments made by Cormier,
Wang, and Kennedy, as they observed a “reduction in the relative verbosity of the test
directions” when comparing the most recent version of the Wechsler Intelligence Scale for
Children (WISC; Wechsler 2014) to the previous version (Wechsler 2003). These findings, in
addition to the generation of clear guidelines for test development (e.g., AERA et al. 2014),
both support the notion that large-scale, standardized measures include greater evidence
of validity for the diverse population from which they are normed. This, in turn, likely
contributes to increased fairness for the students that are assessed using these tests.

Despite the advances in test development, considerable challenges in assessing EL
students remain for psychologists. One such challenge is assessing the cognitive abilities
of the growing number of students who are considered ELs; limited English proficiency
can lead to linguistically biased test results, which would lead to a misrepresentation of
the examinee’s true cognitive abilities. To eliminate this potential source of bias, psychol-
ogists testing EL students could consider examinee characteristics before administering
a standardized measure of cognitive ability. This idea is not new. More than a decade
ago, Flanagan et al. (2007) noted the critical need for psychologists to collect information
regarding students’ level of English proficiency, and the level of English required for the
student to be able to comprehend test directions, formulate and communicate responses, or
otherwise use their English language abilities within the testing process. Nonetheless, the
results of our study provide an empirical basis in support of this broad recommendation.

4.2. Assessing English Language Abilities

The primary reason for assessing an examinee’s English language skills is to determine
if the examinee has receptive and expressive language skills that are comparable to the
measure’s normative sample. However, relying on one’s clinical judgment when assessing
an examinee’s expressive and receptive language abilities is not likely to lead to positive
outcomes. If practitioners only rely on their own judgment to determine the examinee’s
receptive and expressive language abilities, this could lead to either an under- or over-
estimation of these abilities. An under-estimation could occur if the examiner deviates
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from the standardized administration because they do not believe that the examinee
has understood the directions. Thus, the linguistic demand of the actual, standardized
test directions is potentially reduced. An over-estimation may occur if the examiner
disregards the influence of the examinee’s language abilities during testing and the results
are interpreted the same for all examinees, regardless of their language abilities. In either
case, an examiner who relies on their own judgment introduces unnecessary error into the
assessment process. Therefore, especially in the context of testing EL students, practitioners
should collect data on the receptive and expressive language abilities of examinees, so they
can more accurately and reliably consider the potential influence of these variables on test
performance.

Testing both expressive and receptive language abilities is critical for several other
reasons. First, the results of the current study suggest that both make unique contributions
to cognitive test performance. Second, a student’s receptive and expressive language
abilities are not always at the same level of proficiency. Moreover, although a student’s
conversational level of English language proficiency could be perceived to be relatively
consistent with their peers’, their level of academic language proficiency may not be
sufficient to fully benefit from classroom instruction or understand test directions to the
same extent of a native English language speaker (Cummins 2008).

Some practitioners may have concerns regarding the additional testing time required
to administer, score, and interpret performance on language ability tests. Flanagan et al.
(2013) addressed this concern well, as they explained:

Irrespective of whether test scores ultimately prove to have utility or not, practi-
tioners must endeavor to ascertain the extent to which the validity of any obtained
test scores may have been compromised prior to and before any interpretation is
offered or any meaning assigned to them. (p. 309)

Therefore, not only would this process be consistent with the aforementioned stan-
dards, but it would also lead to recommendations that are better informed and tailored to
individual examinee characteristics.

4.3. Limitations and Future Research

This study was the first to integrate multiple sources of influence on test performance
using a large, representative sample of the United States school-age population. However,
the study was not without limitations, some of which may inform future efforts to continue
with this line of inquiry. First, although the large, representative sample used in this study
contained a wide range of language ability levels, it did not contain many EL students.
Continuing to investigate the extent to which examinee characteristics matter, particularly
within a well-defined sub-population of EL students, would better inform best practices
with respect to the assessment of EL students.

The influence of examiner characteristics was noted as one of the three potential
contributors to test performance. However, only examinee characteristics and test char-
acteristics were included in the models produced for this study. Although examiner
characteristics likely precede the psychoeducational assessment process with respect to
assessing one’s ability to engage in culturally sensitive practices and mastering the various
aspects of test administration, scoring, and interpretation, their potential influence on test
performance for EL students could be the focus of future research.
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Abstract: Teacher rating scales are broadly used for psycho-educational assessment in schools. In
particular, they play an important role in screening students for social, emotional, and behavioral
problems. In order to optimize the efficiency of these measures, it is important to minimize the
number of items comprising them while maintaining sound psychometric characteristics. This study
examines the measurement efficiency of a teacher rating scale for student social, emotional, and
behavioral risk. The goal was to shorten an existing behavior screening tool. A total of 139 classroom
teachers and 2566 students from Grades 1–6 (Mage = 8.96 years, SD = 1.61) participated in the study.
In sum, 35 items assessing internalizing and externalizing behavior problems were analyzed applying
the item response theory (generalized partial credit model). The results show that social, emotional,
and behavioral risks can be captured with a total of 12 items. This reduction of almost 66% of the
initial item pool would take teachers about 90 s to fill out for one student. Thus, the rating scale can
be used by teachers in an efficient yet psychometrically sound manner.

Keywords: universal screening; item response theory; behavior problems; school-based assessment

1. Introduction
1.1. Social, Emotional, and Behavioral Competencies in Children and Adolescents

The social, emotional, and behavioral development of children and adolescents plays
a central role in primary education. Social and emotional competence is a broad and
multidimensional construct for which many different operationalizations and models exist
(Berg et al. 2019). At its core, social–emotional competence refers to interpersonal and
intrapersonal skills in the emotional (e.g., emotion knowledge and emotion regulation),
social (e.g., social problem solving, processing social cues), and cognitive (e.g., executive
functions) domains (Berg et al. 2019).

Among other things, these skills are associated with academic performance, school
success, and the development of psychosocial disorders (Aviles et al. 2006; Domitrovich
et al. 2017). A large proportion of all school-age children and adolescents shows significant
impairments in social, emotional, and behavioral development. Depending on the defini-
tion used and the informants involved in generating estimates, approximately 12–18% of
children and adolescents with emotional and behavioral disorders can be identified inter-
nationally (Kovess-Masfety et al. 2016; Polanczyk et al. 2015). Among these, internalizing
disorders, such as anxiety, occur more frequently than externalizing difficulties, such as
attention-deficit/hyperactivity disorder (ADHD; Kovess-Masfety et al. 2016).

A variety of school-based interventions can promote social, emotional, and behavioral
competencies in students. In three meta-analyses (Durlak et al. 2011; Korpershoek et al.
2016; Sklad et al. 2012), building prosocial behavior, reducing behavior problems, and
increasing academic achievement was effective with a small effect size; increasing social–
emotional skills was effective with a medium effect size.
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However, there is often a significant gap between the initial presence of a student’s
social, emotional, and behavior problems and the provision of school-based interventions
(Daniels et al. 2014). It is estimated that only about 20–30% of all children and adolescents
with problems in social, emotional and behavioral development receive systematic support
in terms of prevention or intervention (Langer et al. 2015). Although these numbers
differ between countries, this “service gap” (Forness et al. 2012, p. 3) is widespread and
concerning. One reason for this “underservice” is that many students with problems
in their social, emotional, and behavioral development remain unidentified and their
problems are not recognized until they already correspond to symptoms of a clinical
disorder (e.g., Breitenstein et al. 2009). This problem precludes the application of early
support services that have been shown to be effective in preventing the escalation of
developmental trajectories (e.g., Durlak et al. 2011). Alternatively, early identification of
the aforementioned problems can promote prevention and counteract the development of
mental disorders (e.g., Costello 2016).

1.2. Early Identification of Social, Emotional, and Behavioral Risk in Students

Both the externalizing and internalizing behaviors of students are significant indicators
of the social and emotional competence of children and adolescents. Externalizing behavior
problems have a significant impact on positive social interactions in the classroom and
disrupt learning and teaching processes (Lane et al. 2014). Therefore, these behavioral
problems are often better and more accurately identified by teachers than internalizing
behavioral problems, which are often overlooked (e.g., Dwyer et al. 2006; Hartman et al.
2017). For this reason, among others, it is important to provide teachers with tools that can
be used for the early identification of students’ externalizing and internalizing behavioral
problems (Splett et al. 2019).

Many different approaches exist for the assessment of social, emotional, and behav-
ioral characteristics in children and adolescents, e.g., behavioral observations, test batteries,
or more innovative approaches such as situational judgement tests or forced choice assess-
ments (Halle and Darling-Churchill 2016). These methods usually show acceptable to good
psychometric characteristics, but are often very time-consuming in regard with preparation,
implementation, and evaluation, which is incompatible with everyday school routines. As
such, they may not be suitable for the universal screening of at-risk students.

For an initial assessment of whether students are exhibiting problems in the social,
emotional, and behavioral domains, universal screening methods for student behavioral
problems have proven effective within a decision-making process in an evidence-based
assessment (Volpe and Briesch 2018). Universal behavior screening tools “are conducted
with all students in a classroom [ . . . ] to identify those at-risk of behavioral difficulties
or emotional and behavioral disorders (EBD) who could potentially benefit from specific
instruction or intervention” (Glover and Albers 2007, p. 118). Eklund et al. (2009) showed
that the use of universal screening procedures identified more than twice as many at-risk
students as other psychoeducational assessment practices. Ideally, a consequent result of
this early detection of at-risk students is the provision of interventions at the first sign of
these problems (Volpe et al. 2010).

In general, universal behavioral screenings work by having teachers complete ratings
for each student. The results can be used to make decisions regarding student risk for de-
veloping severe social–emotional behavioral problems. However, several studies show that
far fewer than half of all schools and teachers systematically screen their students for social,
emotional, and behavioral risks (Bruhn et al. 2014; Dineen et al. 2022; Glover and Albers
2007; Wood and Ellis 2022). This still strongly underutilized use of universal screenings can
be attributed in part to the overly broad scope of many standardized screening instruments,
which tend to discourage teachers from using them (Burns and Rapee 2019; Volpe et al.
2018). One important predictor of the implementation of universal screening procedures is
the teachers’ attitudes towards screening (Moore et al. 2022). Teachers’ attitudes towards
universal screening are mainly affected by the required resources for implementation, espe-
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cially the time teachers need for completion (Briesch et al. 2017; Kauffman 1999). Therefore,
one critical feature of universal screening tools should be that they are highly time-efficient,
but still beneficial for practical use in schools.

An established procedure for the time-efficient screening of social, emotional, and
behavioral risks in children in school is multiple-gating (Walker et al. 2014). The basic idea
behind multiple-gating procedures is to progressively narrow down the pool of potential at-
risk students by using increasingly rigorous methods at each successive gate. This approach
is also promoted as best practice in screening in school contexts (Whitcomb and Merrell
2013), and has been shown to be superior to using a procedure involving a single measure
(Kilgus et al. 2018). Efficiency is gained in this approach if time-efficient measures are used
in earlier gates to rule out typically developing students with more time-intensive methods
used for the remaining students. Multiple-gating procedures often have three stages (see
Stiffler and Dever 2015): first, the teacher nominates students who the teacher subjectively
perceives as exhibiting social, emotional, and behavioral problems. A comparatively short
broadband rating scale is then completed for the students who advance to the second
gate. A third gate could either consist of a systematic direct observation of a small pool of
students or a more comprehensive rating scale.

1.3. Measurement Efficiency of Universal Behavior Screenings

Following Glover and Albers (2007) and Volpe and Briesch (2018), universal behavior
screening procedures should meet three essential requirements: (1) Appropriateness for
the intended use (i.e., alignment with constructs of interests and theoretical and empirical
support); (2) Technical adequacy of the tool (i.e., psychometric properties); and (3) Usability
of the tool (i.e., cost–benefit ratio, acceptability, and utility of outcomes). With regard to
school-based universal screening, the appropriateness for the intended use is given if the
tool provides timely and useful information regarding the levels of risk for all students
(Daniels et al. 2014). In the school context, the constructs of interest are not clinically
relevant symptom scales, but rather behavioral scales that capture problems in social,
emotional, and behavioral dimensions (see Volpe et al. 2018). Technical adequacy indicates
that the screener demonstrates acceptable reliability, validity, and accuracy in the early
identification of at-risk children (i.e., classification accuracy). Usability implies that: (a) The
tool is feasible and acceptable to stakeholders; and (b) The results of the screener guide the
selection of interventions (Glover and Albers 2007).

This third category of usability also includes the aspect of measurement efficiency
(e.g., Anthony et al. 2016). By measurement efficiency we mean that the preparation,
implementation, and interpretation of the measurement instrument are carried out with
the least possible time effort while obtaining the best possible psychometric information
(Anthony et al. 2016). With reference to behavior rating scales, this means that the number
of items to be completed is minimized, but these items are still representative for the
underlying latent constructs, and thus, the results can be used meaningfully to identify
at-risk students (Glover and Albers 2007). If these psychometric requirements are met, the
results of the screening can be used to distinguish between students with and without
social, emotional, and behavioral risk.

In order to make the best selection of items for these purposes from a test theory
perspective, it is important to obtain the most comprehensive and accurate information
possible. Item response theory (IRT; e.g., Wilson 2004) is suitable for this purpose. In the
context of IRT, the difficulty of the items (as manifest variables) is examined in relation
to the actual trait expression of the subjects (as latent variables). For universal screening,
this means the social, emotional, and behavioral problems of a student (latent trait) and
the specific items (manifest traits) correspond accordingly (Anthony et al. 2016). IRT
analyses could be used to map how well the items differentiate between different levels
of competence (in this case, between students with and without risk). This approach also
allows an analysis of which items are particularly salient and meaningful in classifying
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between at-risk and non-at-risk students, so that the results can be used for optimal item
selection and reduction (Hambleton 2000).

1.4. The Current Study

The current study represents a re-analysis of data published by Volpe et al. (2020)
with results from using the integrated teacher reporting form (ITRF; Volpe and Fabiano
2013) to improve measurement efficiency for social, emotional, and behavioral risk. The
instrument is considered a well-established universal screening for primary school students
that includes 35 items related to internalizing and externalizing classroom behaviors, such
as depressive behavior (AD), socially withdrawn behavior (SW), oppositional/disruptive
behavior (OPD) and academic productivity behavioral problems (APP). The aim of the
present study is to increase the measurement efficiency of the scale by reducing the number
of items to a minimum level required to accurately discriminate between at-risk and non-
at-risk students. More specifically, we were interested in retaining the items of the full ITRF
that:

(a) Discriminate best between children with low and high levels of behavioral prob-
lems; and

(b) Are sensitive to students with above-average behavioral problems, but not neces-
sarily very high problems. As students with very high levels of behavioral problems are the
most likely to be identified by teachers (even without an assessment tool), early universal
screening should detect even mild-to-moderate behavioral problems (Kendziora 2004).

While meeting the above-mentioned criteria, we seek to delineate a shortened version
of the ITRF, which is comparable to the full-length version in regard to its ability to
discriminate students with and without significant behavioral problems.

2. Materials and Methods
2.1. Participants and Setting

A total of 10 inclusive primary schools, 2 inclusive secondary schools, and 3 special
schools from one school district in the federal state North Rhine Westphalia (NRW; West-
ern Germany) participated in the study. In sum, 139 classroom teachers completed the
questionnaires for 2566 students (48.2% female). The mean age of the teachers was 43.00
years (SD = 9.28), with a mean teaching experience of 15.84 years (SD = 8.96). The mean
age of the student sample was 8.96 years (SD = 1.61), with a range from 6 to 15 years. The
majority of the students was from Grades 1 to 4 (91.2%), 8.8% were from Grades 5 and 6.
Regarding gender, 90.4% of the teachers were female. Information about the study and
the data collection processes were provided by a member of the research team at a school
principal meeting and additional personal communication (e.g., phone calls and mailing)
before the data collection started. All schools received a packet containing ITRF forms,
and an additional form to record the sociodemographic characteristics of students. Each
individual classroom teacher completed both forms for all the students in the classroom
and sent them back to the investigators.

2.2. Instrument—The Integrated Teacher Report Form (ITRF)

The ITRF was initially developed to assess the externalizing behavioral problems of
primary school students in the classroom (Volpe and Fabiano 2013). The English-language
ITRF was translated into German and adapted and validated for use in both a long and
a short version (Casale et al. 2018; Volpe et al. 2018). In addition, the instrument was
expanded and validated with items referring to internalizing classroom behaviors (Volpe
et al. 2020). This version assesses student externalizing and internalizing classroom behav-
iors that indicate a social, emotional, and behavioral risk (Volpe et al. 2020). It consists of
35 items (see Appendix A) measuring academic productivity problems (8 items), opposi-
tional/disruptive behavior (8 items), anxious/depressive behavior (11 items), and social
withdrawal (8 items). The ITRF is part of the Integrated Screening and Intervention Sys-
tem (Volpe and Fabiano 2013), which incorporates universal screening, intervention, and
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behavioral progress monitoring. Numerous studies support its factorial validity, internal
consistency, retest reliability (Daniels et al. 2014; Volpe et al. 2018, 2020), construct validity
(Casale et al. 2019), and cross-cultural equivalence (Casale et al. 2018). In particular, those
studies examined how the ITRF relates to other established behavioral screening measures.
However, those studies only included the externalizing scales of the ITRF. Daniels et al.
(2014) tested convergent and discriminant validity and used a symptom-based behav-
ioral assessment for teachers in addition to the ITRF (brief problem monitor; Achenbach
et al. 2011). High correlations between content-like constructs and low correlations be-
tween content-distant constructs underscore the construct validity of the ITRF. For the
German-language version, the classification accuracy and predictive validity for identifying
a problem of the ITRF was analyzed (Volpe et al. 2018). For this purpose, the Teacher Report
Form of the Child Behavior Checklist (TRF-CBCL; Achenbach et al. 2008) was used as the
criterion measure. The calculation of receiver operating curves (ROC) and positive as well
as negative predictive values (PPV & NPV) indicated a high diagnostic accuracy for all
scales of the externalizing ITRF (AUC .85–.94). For all scales, NPVs were substantially
higher than PPVs, which is acceptable for a screening procedure because more students
are selected for intervention than are actually prevalent psychosocial problems (Volpe
et al. 2018). Finally, in another study with the German-language ITRF, convergent and
discriminant validity were analyzed using a multitrait–multimethod correlation matrix
and a correlated trait–correlated method minus 1 model to separately analyze the influence
of the constructs (learning-related/attentive behavioral problems, oppositional/disruptive
behavioral problems) and the methods (ITRF, additional assessment procedure) on the
resulting scores (Casale et al. 2019). The additional screenings were the strengths and diffi-
culties questionnaire (SDQ; Goodman 1997), the TRF-CBCL, and the Lehrereinschätzliste für
Sozial- und Lernverhalten (LSL; Petermann and Petermann 2013; teacher assessment schedule
for social and learning behavior). The results demonstrate that the theoretically postulated
correlations can be mapped to the empirical data, in line with expectations, indicating
convergent and discriminant validity. The variance of the ITRF values can be explained to
a greater extent by the construct being measured than by method-specific influences, which
also supports the construct validity of the ITRF. In addition, Volpe et al. (2018) conducted a
systematic comparison of the externalizing ITRF with established German-language screen-
ing procedures (SDQ, TRF-CBCL, LSL) in terms of their usability for school-based use. The
results demonstrate that except for the ITRF, none of the instruments are fully suitable for
use in schools because they are either too symptom-orientated (TRF-CBCL), too compre-
hensive (TRF-CBCL, LSL), or not systematically linked to school-based interventions (SDQ,
TRF-CBCL) (Volpe et al. 2018).

In this study, the participating classroom teachers completed the full-length ITRF for
all the students in their classroom in order to precisely identify the problematic classroom
behaviors raising most of the concern for the students. The teachers completed the ITRF
items on a 4-point Likert scale (0 = behavior is not of concern, 1 = behavior is of slight
concern, 2 = behavior is of moderate concern, and 3 = behavior is of strong concern).

2.3. Analysis Design

To identify the items of the full ITRF that discriminate well between students with low
and with high levels of behavioral problems, and that measure especially slightly above
the population mean, we applied item response theory (IRT) models, in particular the
generalized partial credit model (GPCM). IRT models measure a latent trait (e.g., behavioral
problems) on the same scale as the corresponding items (the theta (θ) continuum). That
means that for each item, a location on the theta continuum can be estimated (Parameter
β). In terms of questionnaires, this parameter can be interpreted as the likelihood with
which raters will rate a higher score at this item (or “agreeability”). Given that IRT models
are probabilistic models, the location on the theta continuum is defined as the level of the
underlying trait at which the probability of being scored higher increases the most (P(θ)).
Given a limited amount of answer options (e.g., on a Likert-type scale), when items are
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dichotomous (e.g., yes or no), IRT models only report one parameter of “agreeability”;
however, when items are polytomous (e.g., never, sometimes, often, and very often), there
are several thresholds estimated that indicate the level of the underlying trait at which
the most probable answer changes (e.g., from never to sometimes). As these parameters
(τi) indicate the borders between the most probable answers, there is one parameter less
than for the answer options. The GPCM has the advantage that the steepness in which
the probability of being scored higher increases can be differentiated between the items
(Parameter α) (Muraki 1997). This parameter indicates how strongly the item discriminates
between persons with a high trait and a low trait. The probability of multiple answers
(e.g., in a Likert scale) across the theta range can be illustrated in the item characteristic
curve (ICC). While dichotomous items only have on curve (e.g., for the category “right”),
polytomous items have several curves—one for each answer option. Figure 1 shows a
typical ICC for an item with four answer options and also illustrates the item parameters α
and τi.
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The IRT analyses are structured in two sections. First, the items of the full version of
the ITRF were reduced. Based on the parameters of the GPCM, items showing the highest
discrimination (values of α) and a comparably low “agreeability” (values of β and τi) were
selected for retention. Since IRT models require that the items under investigation measure
a unidimensional construct, items of the ITRF were divided into four subscales (AD, SW,
OPD, and APP), as indicated by Volpe et al. (2020). The selected items for each subscale
were taken as potential shortened versions of the full-length ITRF subscales. Second, the
internal and external validity of the new versions was investigated. Internal validity was
checked by Crombach’s α. To investigate to what extent the full version and the shortened
versions of the ITRF correspond, correlations between the sum scores were calculated.

All analyses were conducted in R (R Core Team 2022) using the packages TAM (Test
Analysis Modules; Robitzsch et al. 2022) and psych (Procedures for Psychological, Psycho-
metric, and Personality Research; Revelle 2022).

3. Results

In total, four GPCMs were employed, one for each subscale of the ITRF. Two main
assumptions have to be fulfilled before applying IRT models to the data. First, the data
has to be unidimensional. This means that the items included in the model cover the same
construct. Usually, unidimensionality is investigated via factor analysis. Given the factor
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analysis provided by Volpe et al. (2020), the four subscales of the ITRF are unidimensional
and distinct from each other.

Second, the data have to be locally independent. That means that there are rarely
covariations among the items. Typically, Q3 statistics between the item pairs of a data set
are used to check for local dependency (LD). There are different critical values of the Q3
statistic discussed in the literature. However, 0.2 and 0.3 appear to be often used as critical
values for LD (Christensen et al. 2017). To test for LD, item pairs were formed within the
subscales of the ITRF. Of a total of 139 item pairs, 103 (74%) showed a Q3 statistic below
0.2, 28 item pairs (20%) had a moderate Q3 between 0.2 and 0.3, and eight item pairs (6%)
had a considerable LD with a Q3 statistic above 0.3.

LD is a common problem in data that were rated by several individuals (Anthony et al.
2016; Wu 2017). LD in such cases is often caused by general tendencies (e.g., trend to the
middle) and individual tendencies (e.g., leniency) in rating behavior (Wu 2017). Song (2019)
showed that LD compromises the results of a GPCM only to a small degree. As the aim of
this study was not to assess individuals’ traits in detail, but to compare item characteristics,
GPCMs still appear adequate.

The main basis for the item reduction in the four subscales of the ITRF was the degree
of discrimination (α) and the item location (i.e., the range of the underlying trait where the
item measures best; β). Based on the item characteristics, three items from each subscale
were selected for the shortened version of the ITRF. Three selection criteria were applied:
First, high discrimination between persons with low and high behavioral problems (high
parameter α). Second, low item location within the latent trait continuum (low parameter
β). Additionally, third, a small theta range in which “no difficulties” was the most probable
answer category (low parameter τ1). Table 1 comprises the information on discrimination,
item location, and theta range for τ1. Finally, in terms of content, we examined whether
the items that met the aforementioned psychometric criteria also matched the underlying
constructs in terms of content and were not too similar in content or redundant.

To check to what extent the shortened version of the ITRF is more sensitive in the mid-
dle theta range, test information curves (TICs) were plotted. TICs display the information
an item (collection) provides across the theta range. The shape of a TIC can inform, in
which theta range (e.g., little or severe behavioral problems) the focus of test information of
an item collection lies. Figure 2 shows the TICs of the subscales and the full scale of the
original ITRF and the shortened version. The TICs illustrate that the information focus of
the shortened subscales AD, SW, and APP had shifted to the theta range of between 0 and 1
compared to the full versions. In the subscale OPD, the information focus had only slightly
shifted to the theta range between 0 and 1. However, as in the subscale OPD, as the items
that had the lowest localization on the theta range (parameter β) had already been selected,
no further optimization would be possible. Regarding the full ITRF, the test information of
the shortened version had slightly shifted to the theta range between 0 and 1.

To check if the shortened version of the ITRF has the same factor structure as the
original version—and thus, if the subscales of the shortened version can be used to assess
children’s differential behavioral problems—a confirmatory factor analysis was employed
(see Table 2). A model fit of the confirmatory factor analysis was acceptable (CFI = .954,
TLI = .937, RMSEA = .075, C.I.RSMEA = [.70–.80]) and all factor loadings were significant
(p < .001). Factor loadings ranged from .65 to .86, and thus, confirmed the four-factor
structure of the shortened version of the ITRF. The scale intercorrelations between both
externalizing factors (r = .457, CI: .451–.464) and between both internalizing scales (r = .425,
CI: .418–.432) were moderate (Table 3). The intercorrelations between the externalizing
and internalizing factors were low to moderate (r = .160–.346). The internal consistency of
the full scales and the subscales SW, OPD, and APP of the shortened version of the ITRF
were good (Cronbach’s α between .85 and .87). Additionally, the internal consistency of the
subscale AD was acceptable (Cronbach’s α = .73).
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Table 1. Item parameters of the GPCMs for each subscale of the ITRF.

Item α β τ1 τ2 τ3

Subscale AD
I_2 1.665 1.669 −.648 .019 .629
I_7 1.745 1.522 −.692 .108 .584
I_8 1.665 1.623 −.553 .045 .509
I_9 1.774 1.468 −.773 .132 .641
I_10 1.282 1.859 −.080 −.082 .162
I_11 1.167 1.809 −.364 .117 .247
I_12 1.263 1.766 −.594 .077 .517
I_15 1.894 1.591 −.606 −.005 .611
I_17 1.345 1.789 −.613 .050 .562
I_19 1.848 1.833 −.333 .090 .243
I_23 2.357 1.549 −.647 .157 .490

Subscale SW
I_1 2.635 1.543 −.657 .064 .593
I_4 4.289 1.568 −.757 .096 .661
I_5 3.998 1.671 −.662 .162 .500
I_6 3.440 1.929 −.836 .094 .741
I_13 1.198 1.807 −.789 .063 .593
I_14 1.155 1.843 −.477 .112 .365
I_16 1.679 1.526 −.638 .019 .619
I_24 1.323 1.822 −.644 .189 .455

Subscale OPD
E_7 3.263 1.339 −.390 .043 .348
E_8 2.365 1.143 −.305 −.009 .314
E_9 2.136 .754 −.764 .098 .666
E_10 3.060 1.261 −.406 .026 .380
E_11 2.972 .823 −.715 .090 .625
E_12 1.879 .1292 −.491 −.035 .526
E_13 3.608 1.133 −.500 .059 .441
E_16 1.983 1.459 −.461 −.073 .534

Subscale APP
E_1 2.007 .632 −.642 .047 .595
E_2 2.203 .866 −.613 .067 .546
E_3 2.518 1.062 −.522 .023 .498
E_4 3.034 1.054 −.693 .061 .632
E_5 2.167 .654 −.844 .258 .685
E_6 1.849 1.198 −.477 −.029 .505
E_14 2.576 1.351 −.519 .045 .475
E_15 .920 1.174 −.649 .075 .573

Note. AD = anxious/depressed behavior; SW = social withdrawal; OPD = oppositional/defiant problems; APP =
academic productivity problems; bold items were selected for the shortened version.
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Table 2. Item factor loadings and reliability of the shortened ITRF.

Item α β

Anxious/Depressive .73

Appears unhappy or sad .76
Complains or whines .65

Spends a lot of time worrying .65

Social Withdrawal .87

Avoids social interactions .86
Prefers to play alone .84

Does not respond to others’
attempts to socialize .80

Oppositional/Defiant
Behavior .85

Disrupts others .83
Has conflicts with peers .81

Makes irrelevant comments .80

Academic Productivity
Problems .86

Does not complete classwork
on time .84

Does not start assignments
independently .91

Does not turn in class
assignments .74

Model Fit
χ2 = 739.748, df = 48, p = .000; CFI = .954, TLI = .937, RMSEA = .075, C.I.RSMEA = [.70–.80]

Note. α = Cronbach’s alpha; β = standardized factor loadings; df = degrees of freedom; CFI = comparative fit
index; TLI = Tucker–Lewis index; RMSEA = root mean square error of approximation; CI = confidence interval.

Table 3. Factor correlations of the full and the short ITRF.

Short ITRF Full ITRF

AD SW ODP APP AD SW ODP APP

Short ITRF

AD .56 .43 .41 .91 .59 .36 .34

SW .18 .34 .47 .78 .16 .32

ODP .52 .33 .27 .96 .50

APP .34 .54 .42 .94

Full ITRF

AD .69 .37 .38

SW .26 .52

ODP .51
Note. AD = anxious/depressed behavior; SW = social withdrawal; OPD = oppositional/defiant problems; APP =
academic productivity problems; all correlations were significant (p < .001).

In a final step, the concordance of the full scale and the subscales of the original and
the shortened version of the ITRF were investigated. For all subscales and the full scale, the
shortened and the original version correlated strongly (r > .78).

4. Discussion

The aim of this study was to maximize the measurement efficiency of a teacher rating
scale for the school-based assessment of social, emotional, and behavioral risk in students.
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IRT models were applied in order to analyze the potential to reduce the number of items
of a well-established universal screening scale, the ITRF (Volpe and Fabiano 2013). The
test information of the shortened version was supposed to be more focused on the theta
range between 0 and 1 in order to be more sensitive to children with moderate social,
emotional, or behavior problems. Finally, the shortened version had to measure similarly
to the original version of the ITRF, including the factor structure. The shortened version
proposed in this study meets all these criteria.

Our analyses indicate that the social, emotional, and behavioral risk of students can
be assessed with 12 items only (three items per construct), which is a reduction of almost
66% of the original scale. Speaking in terms of time, and assuming a processing time of
the original ITRF of about 5 min per student, the time required to complete the scale for a
student can be reduced to about 90 s. For a universal screening of an entire school class
of approximately 25 students, this means that the ITRF can be completed for all students
in less than 40 min. It is thus ideally suited for a first time efficient yet psychometrically
high-quality step in multiple-gating assessment. In a second gate, the longer ITRF could
then be used for a more detailed clarification of the problems. Compared to the original
ITRF, the teacher nomination step could, thus, be replaced by the systematic short screening
developed here. Given this lower effort, the shortened version of the ITRF is more likely
to be used in schools within multiple-gating procedures. Therefore, it contributes to the
implementation of the regular assessment of children’s individual social and emotional
development, as well as their specific needs.

The current study showed that reducing items and shortening questionnaires is appli-
cable without sacrificing psychometric rigor. Previous studies from different fields have
given similar examples on how a questionnaire can be reduced (Anthony et al. 2016; Becker
et al. 2007; Chiesi et al. 2018; Volpe et al. 2011; Volpe and Gadow 2010). Based on these
experiences, researchers developing questionnaires might always consider test efficiency
and—if possible—prepare a short version for screening purposes in general.

The present re-analysis is a further step in the development of a well-implementable,
school-based behavioral screening. The items identified here for the short version need
to be investigated in future studies with a different sample with regard to their factorial
validity, their external evidence (especially convergent and divergent validity in comparison
with other established scales), and their predictive power for the identification of actual
behavioral problems. This seems particularly relevant in light of the fact that the extensive
evidence on the construct validity of the longer ITRF has predominantly worked with
the externalizing scales. A more in-depth analysis of the internalizing scales is yet to be
conducted.

The results can be discussed against the background of teachers’ tendency to detect
externalizing problems more easily than internalizing problems (Dwyer et al. 2006; Hartman
et al. 2017). The focus of the test information shifted to a lower theta range (referring to
less severe behavioral problems) stronger for internalizing than externalizing problems.
Thus, the full versions of the externalizing scales, especially the OPD, were already strongly
focused on a lower theta range, whereas the full internalizing scales focused more on a
higher theta range (referring to students with severe internalizing problems). Selecting
the items most sensitive for slightly above-average behavioral problems within the theta
range of 0 to 1 affected the internalizing scales stronger than the externalizing scales.
Moreover, the mean beta parameters of the internalizing items were higher than of the
externalizing items. Lower beta parameters in the externalizing scales indicate that these
items are more likely to be scored higher by teachers even if the behavioral problems are
less severe. Conversely, higher beta parameters in the internalizing scales indicate that
students need to have more severe internalizing behavioral problems for teachers to score
the corresponding items higher. Thus, the results corroborate findings stating that teachers
can detect externalizing problems better than internalizing problems.
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Limitations

The findings of the current study should be interpreted in the context of at least four
limitations. First, the item reduction was merely based on the GPCMs and the parameters
for discrimination and location on the theta range. This procedure pays little respect to the
content of the items. For example, including an expert rating regarding the most relevant
items of the original version of the ITRF would provide a broader empirical basis for the
item selection.

Second, the revalidation of the shortened version did not examine external validity
with other measures (e.g., other questionnaires assessing social, emotional, and behavioral
problems). Investigating the external validity of the shortened version of the ITRF would
improve the interpretability of the results.

Third, predictive validity was not investigated. As the shortened version of the
ITRF is supposed to serve as a screener for social, emotional, and behavioral problems,
its predicative validity is of great interest. Information on the accuracy with which the
shortened version of the ITRF can predict social, emotional, and behavioral problems with
different severity would increase the interpretability of the instrument. Moreover, this
information might convince more teachers to implement an early assessment of risk for
social, emotional, or behavioral problems.

Fourth, in our resulting models, items showed considerable local dependencies (LD).
Even if this is a common problem in individual teacher ratings (Anthony et al. 2016; Wu
2017) and LD compromises the results of a GPCM only to a small degree (Song 2019), the
results might be caused by specific rater effects, such as general tendencies or halo effects
(Wu 2017). A potential solution might be psychometric evaluation approaches that allow
to consider rater effects in behavior rating scales such as the many-facet Rasch model (see
Anthony et al. 2022) or generalizability theory (e.g., Briesch et al. 2014). However, those
approaches attempt quite strict a priori design specifications, which were not applied in
the current study.

5. Conclusions

The results of the present study indicate that the assessment of students’ social, emo-
tional, and behavioral risk is possible even with only a few items in the teacher rating. The
scale used here is thus very well suited for the time-efficient measurement of students’
classroom behavior (90 s). This enables teachers to integrate behavioral diagnostics into
their daily school routine and to identify students’ needs at an early stage in order to
implement appropriate support services and prevent the development of psychosocial
disorders. With the shortened version of the ITRF, applying early assessment of social,
emotional, and behavioral development is facilitated in schools.
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Appendix A. Items of the ITRF (Bold Items Were Selected for the Shortened Version)

E-1. Does not complete classwork on time (APD 1)
E-2. Does not start assignments independently (APD 2)
E-3. Missing or incomplete homework (APD 3)
E-4. Does not turn in class assignments (APD 4)
E-5. Does not correct own work (APD 5)
E-6. Fails to pack needed materials for home (APD 6)
E-7. Argues with teacher (OPP 1)
E-8. Loses temper (OPP 2)
E-9. Disrupts others (OPP 3)
E-10. Uses inappropriate language (OPP 4)
E-11. Has conflicts with peers (OPP 5)
E-12. Bossy (OPP 6)
E-13. Makes irrelevant comments (OPP 7)
E-14. Comes to class unprepared (APD 7)
E-15. Does not participate in class (APD 8)
E-16. Does not respect others space (OPP 8)
I-1. Spends too much time alone (SW)
I-2. Complains about being sick or hurt (AD)
I-4. Avoids social interactions (SW)
I-5. Prefers to play alone (SW)
I-6. Does not respond to others’ attempts to socialize (SW)
I-7. Worries about unimportant details (AD)
I-8. Complains of headaches or stomach aches (AD)
I-9. Appears unhappy or sad (AD)
I-10. Clings to adults (AD)
I-11. Acts nervous (AD)
I-12. Acts fearful (AD)
I-13. Does not stick up for self (SW)
I-14. Overly shy (SW)
I-15. Complains or whines (AD)
I-16. Does not participate in group activities (SW)
I-17. Makes self-depreciating comments (AD)
I-19. Cries or is weepy (AD)
I-23. Spends a lot of time worrying (AD)
I-24. Slow to warm up to new people (SW)
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Abstract: This study investigated how one’s problem-solving style impacts his/her problem-solving
performance in technology-rich environments. Drawing upon experiential learning theory, we ex-
tracted two behavioral indicators (i.e., planning duration for problem solving and human–computer
interaction frequency) to model problem-solving styles in technology-rich environments. We em-
ployed an existing data set in which 7516 participants responded to 14 technology-based tasks of
the Programme for the International Assessment of Adult Competencies (PIAAC) 2012. Clustering
analyses revealed three problem-solving styles: Acting indicates a preference for active explorations;
Reflecting represents a tendency to observe; and Shirking shows an inclination toward scarce tryouts
and few observations. Explanatory item response modeling analyses disclosed that individuals with
the Acting style outperformed those with the Reflecting or the Shirking style, and this superiority
persisted across tasks with different difficulties.

Keywords: problem-solving style technology-rich environments; experiential learning theory;
k-means clustering; explanatory item response modeling; log file data

1. Introduction

As information and communication technologies rapidly integrate into people’s
everyday lives, the importance of being able to use technological tools to solve prob-
lems continues to grow in recent years (Hämäläinen et al. 2015; Koehler et al. 2017;
Zheng et al. 2017). As highlighted by Iñiguez-Berrozpe and Boeren (2020), being insuffi-
cient to solve technology-based problems can exclude one from the labor market. This
has been particularly true when people felt challenged to use computers or other digi-
tal devices to perform work-related activities (Hämäläinen et al. 2015; Ibieta et al. 2019;
Nygren et al. 2019; Tatnall 2014). Nonetheless, a huge amount of people seem to have in-
sufficient problem-solving performance in technology-rich environments (TRE). As pointed
out by Nygren et al. (2019), more than 50% of European aged 16–64 years old were deficient
in coping with practical tasks in TRE (e.g., communicating with others by email). Notably,
TRE incorporate diverse, versatile, and constantly evolving digital technologies, leading to
difficulties in being operated expertly. Considering feasibility reasons, TRE in the present
study are limited to settings involving the most common digital technologies (Nygren et al.
2019): computers (e.g., spreadsheet) and Internet-based services (e.g., web browser). To
boost the use of digital technologies, a bulk of research has investigated factors that might
affect humans’ problem-solving performance in TRE (e.g., Liao et al. 2019; Millar et al. 2020;
Nygren et al. 2019; Ulitzsch et al. 2021). Among those findings, problem-solving style was
regarded as one of the most prominent factors (e.g., Koć-Januchta et al. 2020; Lewis and
Smith 2008; Treffinger et al. 2008).
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Problem-solving style describes pervasive aspects of individuals’ natural disposi-
tions toward problem solving. According to Selby et al. (2004, p. 222), problem-solving
styles are “consistent individual differences in the ways people prefer to plan and carry
out generating and focusing activities, in order to gain clarity, produce ideas, and pre-
pare for action”. This broadly accepted definition indicates that problem-solving style
derives from one’s distinguishable behavioral pattern (e.g., He et al. 2021; Ulitzsch et al.
2021). In this regard, problem-solving styles in TRE reflect individuals’ dispositions re-
garding how they are inclined to interact with surrounding technology environments.
Implicit tendencies, in turn, can be partially explicated by behavioral indicators recorded in
computer-generated log files, such as timestamps, clicks, and sequence of actions (Bunder-
son et al. 1989; Eichmann et al. 2019; Oshima and Hoppe 2021). In other words, a critical
empirical avenue to profiling an individual’s problem-solving style in TRE is to analyze
log file data collected in computer-based problem-solving assessments.

This study analyzed log file data of the Programme for the International Assessment
of Adult Competencies (PIAAC) 2012 to unpack problem-solving styles in TRE and ex-
amined how problem-solving styles were associated with participants’ performance on
TRE-related tasks. In PIAAC 2012, a total of 14 tasks were administered to assess partici-
pants’ problem-solving competencies in TRE, all of which simulate real-world problems
that adults likely encounter when using computers and Internet-based technologies. The
data from assessment tasks provide rich information, such as performance and behavioral
information. However, abstracting the useful information from the log files is challeng-
ing because multiple variables with manifold types are embedded in the data structure
(Han et al. 2019). To overcome this challenge, we first applied clustering techniques to
multiple behavioral indicators derived from the 14 tasks, thereby partitioning participants
into discrepant clusters. Each cluster was further analyzed and its specific problem-solving
style was identified according to behavioral indicators. Finally, we examined how the per-
sonal features (i.e., problem-solving style) and their interaction with task features (i.e., task
difficulty level) account for participants’ task performance by explanatory item response
modeling (EIRM; De Boeck and Wilson 2004).

1.1. Problem-Solving Styles in TRE

In this study, the problem-solving style in TRE is conceptualized and operational-
ized as the consistent individual behavior in planning and carrying out problem-solving
activities in surrounding technology environments (Isaksen et al. 2016; Selby et al. 2004;
Treffinger et al. 2008). Despite the importance and the pervasiveness of problem-solving
styles, few pertinent theories have been put forward in this area. A potential theory that
may enlighten our understanding of problem-solving styles in TRE is experiential learning
theory (Kolb 2015). Experiential learning theory emphasizes the central role of experience
in human learning and development processes and has been widely accepted as a useful
framework for educational innovations (Botelho et al. 2016; Koivisto et al. 2017; Morris
2020). In his seminal works, Kolb (2015) suggests four types of learning modes to portray
individuals’ learning preferences as a combination of grasping and transforming experi-
ences: if individuals prefer an abstract grasping of information from experiences, their
inclined learning mode is abstract conceptualization (AC); in contrast, if individuals prefer
highly contextualized and hands-on experiences, their learning mode is known as concrete
experience (CE); if individuals prefer to act upon the grasped information, their preference
of transforming experience is active experimentation (AE); otherwise, their preferred way
may be reflective observation (RO). Thereafter, much research has studied learning styles
based on individuals’ relative preferences for the four learning modes and agrees upon
a nine-style typology (e.g., Eickmann et al. 2004; Kolb and Kolb 2005a; Sharma and Kolb
2010). Specifically, four learning styles emphasize one of the four learning modes; another
four represent learning style types that emphasize two learning modes; one learning style
type balances all the four learning modes. For example, learning styles of Acting and
Reflecting correspond to learning modes of AE and RO, respectively. Individuals with the
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Acting style usually possess highly developed action skills while utilizing little reflection
(AE). In contrast, those with the Reflecting style spend much time buried in their thoughts,
but have trouble putting plans into action (RO).

Learning modes are highly associated with problem-solving styles. There is an emerg-
ing consensus that learning interacts with and contributes to ongoing problem-solving
processes (Ifenthaler 2012; Wang and Chiew 2010). Research has indicated that problem
solving is not only a knowledge application process but also a knowledge acquisition
and accumulation process. In this respect, humans’ learning modes along with exploring
problem environments can be part of problem-solving styles (Kim and Hannafin 2011). For
example, Romero et al. (1992) developed the Problem-Solving Style Questionnaire based
on a hypothesized problem-solving process in which the four learning modes (i.e., CE,
RO, AC, and AE) are involved. Besides the close conceptual connections between learning
modes and problem-solving styles, learning modes are increasingly incorporated into
designing technology-enhanced learning environments given their capability to describe
users’ online learning styles. For example, Richmond and Cummings (2005) discussed the
integration of learning modes with online distance education and suggested that learning
modes should be considered for instructional design to ensure high-quality online courses
and to achieve positive student outcomes. In addition, an earlier study by Bontchev et al.
(2018) has demonstrated the usefulness of learning modes in enlightening humans’ styles in
game-based problem solving. Therefore, learning modes can potentially inform the types
of problem-solving styles in TRE.

1.2. Acting and Reflecting Styles

Among learning styles portrayed in a two-dimensional learning space defined by AC-
CE and AE-RO, the Acting and Reflecting styles are particularly representative of individual
interactive modes in TRE. For example, Hung et al. (2016) took the Acting and Reflecting
styles into account when they provided adaptive suggestions to optimize problem-solving
performance in computer-based environments. Bontchev et al. (2018) investigated problem-
solving styles within educational computer games, which correspond to the Acting and
Reflecting styles. These studies confirmed that the Acting and Reflecting styles are feasible to
describe problem-solving styles in TRE.

A distinctive feature of the Acting style is the strong motivation for goal-directed
actions that integrate people and objects (Kolb and Kolb 2005b). Individuals with the Acting
style prefer to work and try objects out (Hung et al. 2016). Within TRE, individuals with the
Acting style habitually perform actions quickly and frequently, which implies their intuitive
readiness to act. In contrast, the Reflecting style is characterized by the tendency to connect
experience and ideas through sustained reflections (Kolb and Kolb 2005b). Individuals
with the Reflecting style prefer to evaluate and think about objects (Hung et al. 2016). When
interacting with objects in TRE, they need time to observe and establish the meaning of
available operations in technological environments. They watch patiently rather than
automatic reaction and wait to act until certain of their intention.

In addition to their suitability for describing problem-solving styles in TRE, evidence
shows that the Acting and Reflecting styles are relevant to problem-solving performance.
For example, Kolb and Fry (1975, p. 54) suggested that a behaviorally complex learning
environment distinguished by “environmental responses contingent upon self-initiated
action” emphasizes actively applying knowledge or skills to practical problems, and thus
better supports the learning mode of AE. Following this view, individuals with the Acting
style are supposed to have better performance in TRE-related tasks than those with the
Reflecting style who have deficiencies in AE. However, this theoretical assumption needs to
be empirically examined.

Furthermore, it is crucial to consider the role of problem characteristics (e.g., problem
type or problem difficulty) in the relationship between individuals’ problem-solving styles
and their performance in problem solving. As stated by Treffinger et al. (2008), an indi-
vidual’s preference for a certain problem-solving style can influence his or her behavior in
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finding, defining, and solving problems. That is, a certain problem-solving style can either
hamper or facilitate problem-solving performance, depending on some characteristics of
problems. For example, Treffinger et al. (2008) found that individuals with the explorer
style deal well with ill-defined and ambiguous problems, while individuals with the devel-
oper style are adept at handling well-defined problems. Thus, studies need to examine the
role of problem characteristics when investigating the impact of problem-solving styles on
problem-solving performance.

1.3. Behavioral Indicators of Acting and Reflecting Styles in TRE

To examine the feasibility of the Acting and Reflecting styles in describing problem-
solving behaviors in TRE, two behavioral indicators were abstracted from log files: duration
of planning period at the beginning of the problem-solving process and interaction fre-
quency during the entire problem-solving process. For simplicity, the two behavioral
indicators were abbreviated as planning duration and interaction frequency, respectively.
Planning duration denotes the period from the time that a task starts to the point that people
take their first action to perform the task. It is also called first move latency (e.g., Albert and
Steinberg 2011; Eichmann et al. 2019) or timing of the first action (e.g., Goldhammer et al.
2016; Liao et al. 2019). In this study, the term “planning duration” is used to emphasize
people’s thinking and reflection on the problem at hand (Albert and Steinberg 2011). Inter-
action frequency indicates how frequently people interact with a task during the period
from the first action to the end of the task.

The two indicators formulate a two-dimensional space that could portray individuals’
problem-solving behaviors. Specifically, based on previous research (e.g., Eickmann et al.
2004; Hung et al. 2016; Kolb and Kolb 2005a), individuals with the Acting style prefer to act
on tasks with multiple trials while seldom reflecting on their behaviors during the course.
They perform like experimentalists. In contrast, those with the Reflecting style prefer to
fully reflect on situations instead of taking concrete actions. They tend to be theoreticians.
During problem solving in TRE, individuals with the Acting style usually spend less time
on planning, but interact more with objects in comparison with those with the Reflecting
style who spare more time for planning, but execute tasks less.

Although the role of planning duration and interaction frequency in problem solv-
ing has been widely studied previously (Albert and Steinberg 2011; Eichmann et al.
2019; Greiff et al. 2016), no study has explored how these two measures together inform
individual problem-solving styles in TRE. Albert and Steinberg (2011) found that planning
time, which reflects self-regulatory control, strongly and positively predicted outcomes of
problem solving. However, a longer time of first-move latency may not necessarily indicate
participants as being more thoughtful. Instead, participants may merely feel confused
about problems (Zoanetti and Griffin 2014). In fact, interaction frequency could cooperate
with planning duration in inferring participants’ inclination toward problem solving in
TRE (Eichmann et al. 2019). For example, a thoughtful individual would not only spend
more time planning at the beginning but also have relatively fewer tryouts during the
problem-solving process, indicating their accurate reasoning and confident judgments.

1.4. Current Study

Given the limited volume of research on humans’ problem-solving styles in TRE, this
study first examined Acting and Reflecting styles in TRE using two indicators: planning
duration and interaction frequency. We then compared different problem-solving styles to
identify the most desirable one for solving technology-based problems. Finally, we exam-
ined how task difficulty moderates the relationship between individual task performance
and individual problem-solving styles. The study answers three research questions:

1. Did participants demonstrate Acting or Reflecting problem-solving styles when solving
problems in TRE?

2. If so, which problem-solving style better favors participants’ performance?
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3. How did task difficulty moderate the relationship between participants’ problem-
solving styles and their performance on TRE-related tasks?

2. Materials and Methods
2.1. Participants

We employed existing data from the PIAAC 2012 conducted by the Organisation for
Economic Co-operation and Development (OECD). In total 81,744 participants aged 16 to 65
from 17 countries participated in the PIAAC test (Organisation for Economic Co-operation
and Development (OECD) 2013). The participants were randomly assigned to two of the
three cognitive modules, each of which comprised either literacy, numeracy, or problem-
solving in TRE (PSTRE) tasks (Organisation for Economic Co-operation and Development
(OECD) 2013). We analyzed 10,806 participants who responded to two PSTRE modules
from 14 of the 17 countries, as data from three countries (i.e., France, Italy, and Spain)
were not available. We cleaned the invalid data as some participants merely pressed the
next button without responding to the questions. Participants with outliers in terms of
three variables (i.e., the timing of the first action, the total number of interactions, and the
duration of the entire problem-solving process) were also excluded. Outliers were identified
by examining whether values lay outside of three standard deviations of the average value.
Eventually, N = 7516 participants with an average age of 36.29 years (SD = 13.62) were
included in the analysis, of which 47.90% were male. The demographic information of
participants included in the study was presented in Table 1 by country.

Table 1. Demographic Information of Participants in the Present Study.

Country N
Gender Age

Male Female Average SD

Austria 414 227 187 NA 1 NA 1

Belgium 503 255 248 37.29 13.74
Denmark 684 316 368 42.31 14.44
Estonia 628 283 345 35.73 13.21
Finland 501 264 237 37.44 13.22

Germany 420 206 214 NA 1 NA 1

Ireland 492 236 256 36.94 11.77
Republic of Korea 465 226 239 33.71 11.84

Netherlands 521 242 279 39.11 14.49
Norway 496 253 243 37.96 13.54
Poland 711 352 359 26.25 9.90

Slovakia 383 197 186 33.57 12.99
United Kingdom 869 338 531 38.51 12.91

United States 429 205 224 NA 1 NA 1

1 NA indicates there is no available information.

2.2. Instruments

The PSTRE domain aims to measure “abilities to solve problems for personal, work
and civic purposes by setting up appropriate goals and plans and accessing and making use
of information through computers and computer networks” (Organisation for Economic
Co-operation and Development (OECD) 2013, p. 56). Accordingly, 14 computerized tasks
were developed to mimic real-life problems that adults are likely to encounter while using
computers and Internet-based technologies (Organisation for Economic Co-operation and
Development (OECD) 2019). Organisation for Economic Co-operation and Development
(OECD) (2012, p. 48) defined three core dimensions when developing the 14 tasks. The first
dimension is problem circumstances that trigger a person’s curiosity about problem solving
and determine actions required to be taken to solve problems. The second is technologies
through which problem solving is conducted, such as computer devices, applications, and
functionalities. The third dimension is cognitive processes underlying problem solving
(e.g., goal setting and reasoning). These three dimensions played an intertwined role in
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distinguishing participants’ proficiency levels in PSTRE. For example, the “Job Search” task
(see Figure 1) creates a scenario in which participants assume that they are taking the role of
job seekers. Participants click on links or forward/back icons and then bookmark as many
web pages as possible. If participants solve this task, it is assumed that they can identify
problem goals and operate technology applications. Three proficiency levels of PSTRE
in total were distinguished in the PIAAC 2012 and 14 tasks were distributed over three
difficulty levels (Organisation for Economic Co-operation and Development (OECD) 2019).
More challenging tasks have higher difficulty levels: three, seven, and four tasks were at
difficulty levels 1, 2, and 3 correspondingly. All participants finished each PSTRE module
within 30 min. The order of tasks within each module and that of the modules were always
the same. Participants were not allowed to return to a former task after finishing it.
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Figure 1. This is an exemplary problem-solving item in TRE. From Job Search Part I, by (Organisation
for Economic Co-operation and Development (OECD) n.d.) (https://piaac-logdata.tba-hosting.de/
public/problemsolving/JobSearchPart1/pages/jsp1-home.html) (accessed on 11 August 2021).

2.3. Scoring
2.3.1. Task Rubric and Scoring

According to the PIAAC technical report (Organisation for Economic Co-operation
and Development (OECD) 2016), it is based on predefined scoring rubrics to grade par-
ticipants’ responses. As shown in Table 2, task scores are of mixed formats: eight tasks
were dichotomously scored (i.e., correct, incorrect), and six tasks were polytomously scored
(i.e., full, partial, no credit).

Table 2. Scoring Types and Scores of the 14 Tasks.

Task Type Scores

1 P 0, 1, 2, 3
2 D 0, 1
3 P 0, 1, 2, 3
4 D 0, 1
5 P 0, 1, 2, 3
6 D 0, 1
7 D 0, 1
8 D 0, 1
9 P 0, 1, 2, 3
10 D 0, 1
11 D 0, 1
12 P 0, 1, 2
13 D 0, 1
14 P 0, 1, 2, 3

Note: D indicates the task is dichotomously scored. P denotes the task is polytomously scored.
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2.3.2. Behavioral Indicators Scoring

To address our research questions, planning duration and interaction frequency were
extracted as behavioral indicators from log file data for the 14 PSTRE tasks in the PIAAC
2012. We used the time between participants’ view of the task and their first interaction
as a measure of planning duration for one task. Thus, we had 14 measures of planning
duration for each participant. Table 3 shows the descriptive statistics of these measures
ranging from 0 to 16.28 min. The mean planning duration ranges from 0.26 min (SD = 0.19)
to 0.82 min (SD = 0.49) for the 14 tasks. Planning durations of all tasks are almost normally
distributed based on skewness values ranging from 0.72 to 1.90 (George and Mallery 2010)
except for the eighth task with a skewness value of 11.72. The extremely long planning
duration (16.28 min) may explain its highly skewed distribution.

Table 3. Descriptive Statistics of Planning Duration Indicator for 14 Tasks.

Task
Planning Duration (minutes)

M SD Min Max Skewness

1 0.56 0.34 0.00 2.51 1.52
2 0.48 0.28 0.00 1.68 0.72
3 0.38 0.25 0.00 1.75 1.10
4 0.72 0.49 0.00 5.47 1.70
5 0.57 0.56 0.00 3.86 1.90
6 0.82 0.49 0.00 2.96 0.95
7 0.33 0.25 0.00 1.39 1.03
8 0.52 0.38 0.00 16.28 11.72
9 0.26 0.19 0.00 1.16 1.13
10 0.43 0.28 0.00 1.65 0.90
11 0.79 0.62 0.00 3.58 1.58
12 0.54 0.37 0.00 2.03 0.78
13 0.55 0.29 0.00 1.90 0.89
14 0.39 0.24 0.00 1.42 0.80

For the behavioral indicator of interaction frequency, we calculated the ratio of the
total number of human–computer interactions to the overall timing of interactions. The
ratio was used because it normalizes the number of interactions for the timing. In addi-
tion, the ratio corresponds to core features that can distinguish different problem-solving
styles effectively. The Appendix A displays a sample log data file that records sequences
of actions undertaken by one participant of the PIAAC 2012. The log data file contains
four variables associated with the problem-solving process in TRE. The “Item Name”
variable indicates which task it is. Both the “Event Name” and “Event Type” variables ex-
plain behavioral events, which may be either system-generated (e.g., START, NEXT_ITEM,
and END) or respondent-generated (e.g., CONFIRMATION_OPENED, MAIL_VIEWED,
FOLDER_VIEWED). The “Timestamp” variable is the behavioral event time for the task
given in milliseconds since the beginning of the assessment. We can infer that the respon-
dent spent 0.24 min planning solutions and 2.94 min interacting with the task. Note that the
overall timing of interactions is the duration from the first event to the end of the task (i.e.,
2.94 min) instead of the overall timing of solving the problem (i.e., 3.18 min). Given that
the total number of interactions was 45, the interaction frequency for this participant on
the first task was 15.31 times/min. Similarly, we had 14 measures of interaction frequency
for each respondent. As presented in Table 4, the mean interaction frequency ranged from
5.56 times/minute (SD = 3.30) to 18.53 times/minute (SD = 9.43). The skewness values
show that the interaction frequencies for all tasks are normally distributed (George and
Mallery 2010). It should be noted that the values of planning duration and interaction
frequency did not share a common measurement scale. We thus rescale both variables
using their ranges to compensate for the effect that different variations of planning du-
ration and interaction frequency had on the following analysis (i.e., k-means clustering,
(Henry et al. 2005)) results.
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Table 4. Descriptive Statistics of Interaction Frequency Indicator for the 14 Tasks.

Task
Interaction Frequency (times/minute)

M SD Min Max Skewness

1 18.53 9.43 0.00 103.65 0.19
2 16.46 8.03 0.00 42.09 −0.30
3 11.25 6.42 0.00 34.55 0.25
4 8.27 5.74 0.00 28.85 0.99
5 10.87 9.45 0.00 86.26 1.29
6 5.56 3.30 0.00 20.19 1.30
7 6.36 3.97 0.00 20.67 0.60
8 11.48 4.96 0.00 27.38 −0.28
9 17.11 10.59 0.00 58.27 0.05

10 10.96 6.67 0.00 33.27 0.47
11 18.25 10.15 0.00 50.40 0.31
12 6.75 5.12 0.00 25.43 0.72
13 8.21 3.56 0.00 19.18 −0.03
14 12.85 7.08 0.00 46.10 0.45

2.4. Data Analysis

We first conducted k-means clustering with planning durations and interaction fre-
quencies to categorize participants into different problem-solving styles groups. k-means
clustering is one of the simplest learning algorithms for sample clustering. Using k-means
clustering, one must first fix prior k-centroids and then assign each observation to the
cluster associated with its nearest centroid (Jyoti and Singh 2011). We chose this algorithm
for two reasons: first, the results of k-means clustering analysis are feasible to interpret
because clusters can be distinguished by examining what respondents in each cluster have
in common regarding their behavioral patterns; second, k-means clustering is efficient in
terms of running-time even with a large number of participants and variables, which ren-
ders applications in large-scale assessments likely (He et al. 2019). One challenge to k-means
clustering is to figure out the number of clusters in advance. We applied the average silhou-
ette method to determine the optimal number of clusters (e.g., Kaufman and Rousseeuw
1990). Specifically, the average silhouette method calibrated the silhouette width to measure
the difference between within-cluster distances and between-cluster distances. Kodinariya
and Makwana (2013) compared six methods to automatically generate the optimal number
of clusters, among which the average silhouette method had been recommended because it
best improved the validation of the analysis results (Kaufman and Rousseeuw 1990). We
thus employed the largest average silhouette width over different ks to identify the best
number of clusters. Additionally, we used the NbClust method (Charrad et al. 2014) to
validate the result from the average silhouette method. The NbClust method aims to gather
all available indices of a data set (i.e., 30 indices), as presented by Charrad et al. (2014), to
generate the optimal number of clusters. Using different combinations of cluster numbers,
distance measures, and clustering methods, the NbClust method outputs a consensus on
the best number of clusters for the data set.

k-means clustering employing the average silhouette method was first implemented
using the package factoextra (Kassambara and Mundt 2020) in R (R Core Team 2022). We
then used the NbClust package to validate the number of clusters from the average silhouette
method. Next, the average scores on planning duration (i.e., 14 indicators) and interaction
frequency (i.e., 14 indicators) were compared across clusters by one-way analysis of variance
(ANOVA) separately to verify Acting/Reflecting styles in TRE, which was conducted using
the dplyr package (Hadley Wickham et al. 2021) in R (R Core Team 2022).

EIRM was finally applied to understand the association between participants’ problem-
solving styles derived from the k-means clustering analysis and their performance on PSTRE
and how consistent the association was across multiple item difficulty levels. Unlike tradi-
tional item response theory models that solely focus on the difficulty levels of individual
items, EIRM allows task-level and person-level features as well as their interactions to be

201



J. Intell. 2022, 10, 38

incorporated into measurement models in order to explain the variation in task difficulties
(De Boeck and Wilson 2004). This study employed a series of EIRM analyses, in which
individuals’ problem-solving styles identified by the k-means clustering were the person-
level predictors, and task difficulty levels were the task-level predictors of participants’
likelihood of completing the tasks correctly. We compared model fit indices and model
variable coefficients to identify the most desired problem-solving style in TRE for partici-
pants. All EIRM analyses were implemented using the package eirm (Bulut 2021; Bulut et al.
2021) within the R computing environment (R Core Team 2022). Tasks with varying num-
bers of response categories were handled by the polyreformat function of the eirm package.
Specifically, the polyreformat function transforms dichotomous and polytomous responses
into a series of dummy-coded responses (Bulut et al. 2021). Figure 2 demonstrates how
polytomous (i.e., task 1) and dichotomous response categories (i.e., task 2) are dichotomized
in the new data set. For example, if a respondent had the response category of 3 for task 1,
then the dummy-coded responses for this polytomous response would be 1 for 2–3 and
missing (i.e., NA) for 0–1 and 1–2. If the respondent had the response category of 1 for
task 2, then the dummy-coded responses for this dichotomous response would be 1 for
0–1, 0 for 1–2, and missing (i.e., NA) for 2–3. This series of dummy-coded responses can be
performed with EIRM analyses together.
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3. Results
3.1. Are Acting and Reflecting Styles Applicable to Describe Problem-Solving Styles in TRE by
Examining Planning Duration and Interaction Frequency?

We first used the average silhouette method to find the optimal number of clusters for
the rescaled data. Figure 3 depicts the relationship between the average silhouette width
and the cluster number ranging from one to ten. The three-cluster solution had the greatest
silhouette width, suggesting that participants should be clustered into three groups based
on their planning duration and interaction frequency on the 14 PSTRE tasks.
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To validate the three-cluster solution, we employed the NbClust method to generate
a consensus on the optimal number of clusters for the data set. Figure 4 showed that the
three-cluster solution was the one that was supported by most indices (i.e., 17).

J. Intell. 2022, 10, x FOR PEER REVIEW 10 of 19 
 

 

greatest silhouette width, suggesting that participants should be clustered into three 
groups based on their planning duration and interaction frequency on the 14 PSTRE tasks. 

 
Figure 3. The optimal number of clusters by the average silhouette method for the two behavioral 
indicators. 

To validate the three-cluster solution, we employed the NbClust method to generate 
a consensus on the optimal number of clusters for the data set. Figure 4 showed that the 
three-cluster solution was the one that was supported by most indices (i.e., 17). 

 
Figure 4. The optimal number of clusters suggested by the majority rule of the NbClust package for 
the two behavioral indicators. 

To understand behavioral profiles for the three clusters, rescaled scores on planning 
duration and interaction frequency across the three clusters were shown in Figure 5. The 
larger the values were, the longer the planning duration or the higher interaction fre-
quency that participants initiated. The mean rescaled scores on planning duration are 0.45 
(SD = 0.06), −0.22 (SD = 0.08), and −0.59 (SD = 0.33) and the mean rescaled scores on inter-
action frequency are −0.24 (SD = 0.08), 0.46 (SD = 0.10), and −0.92 (SD = 0.27). Cluster 1 
suggests the highest rescaled score on planning duration, but a lower rescaled score on 

Figure 4. The optimal number of clusters suggested by the majority rule of the NbClust package for
the two behavioral indicators.

To understand behavioral profiles for the three clusters, rescaled scores on planning
duration and interaction frequency across the three clusters were shown in Figure 5. The
larger the values were, the longer the planning duration or the higher interaction fre-
quency that participants initiated. The mean rescaled scores on planning duration are
0.45 (SD = 0.06), −0.22 (SD = 0.08), and −0.59 (SD = 0.33) and the mean rescaled scores on
interaction frequency are −0.24 (SD = 0.08), 0.46 (SD = 0.10), and −0.92 (SD = 0.27). Cluster
1 suggests the highest rescaled score on planning duration, but a lower rescaled score on
interaction frequency, indicating that members of this cluster spent a particularly long
time in action planning and did not devote much to the interaction with technology-based
problems. In contrast, cluster 2 indicates the highest rescaled score on interaction frequency,
but a lower rescaled score on planning duration, revealing that participants spent less time
on setting up plans while actively interacting with TRE. Unlike clusters 1 and 2, cluster 3
suggests the lowest rescaled scores of both planning duration and interaction frequency.
That is, respondents in cluster 3 barely spent time making plans before the operations
that followed, and they were less frequently interacting with problem-solving tasks to
solve problems.
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As shown in Table 5, of the participants, 2993 (39.82%), 3522 (46.86%), and 1001
(13.32%) were in clusters 1, 2, and 3, respectively. The mean values of planning dura-
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tion and interaction frequency of the three clusters were also presented in Table 5. That
is, solvers’ planning duration for each PSTRE task was found to be 41.06 s for cluster
1 and decreased progressively to 26.70 and 19.50 s for clusters 2 and 3. The magni-
tude of interaction frequency for cluster 3 (5.14 times/min) was found to be lowest in
comparison with cluster 1 (10.04 times/min) and cluster 2 (14.84 times/min). Two one-way
ANOVAs were performed with solvers’ clusters as the independent variable. Results indi-
cated that differences in both behavioral indicators were significant across the three clusters,
F(2, 7513) = 4401, p < 0.001, eta-squared = 0.540 and F(2, 7513) = 7609, p < 0.001, eta-squared = 0.670.
Post hoc comparisons using the Tukey HSD method indicated that the planning duration
of cluster 1 was the longest and the interaction frequency of cluster 2 was the highest
among the three clusters. Thus, the behavioral patterns of clusters 1 and 2 were consistent
with how individuals with Reflecting and Acting styles are expected to perform in TRE.
We defined the problem-solving style of Cluster 3 as Shirking given its shortest planning
duration and lowest interaction frequency.

Table 5. Summary of Two Behavioral Indicators of Each PSTRE Task for Three Clusters.

Cluster ID N Planning Duration (s) Interaction Frequency (times/min)

1 2993 41.06 10.04
2 3522 26.70 14.84
3 1001 19.50 5.14

3.2. How Problem-Solving Styles Are Associated with Participants’ Performance in PSTRE and
How Does Task Difficulty Level Moderate Their Relationship?

To understand how task difficulty levels moderate the relationship between identified
problem-solving styles in TRE and individual problem-solving performance, we conducted
a series of EIRM analyses.

Model 0 represents the baseline model in which the only predictor was task difficulty
levels at the task level. Difficulty scores of the 14 tasks reported by Organisation for
Economic Co-operation and Development (OECD) (2019) were presented in Appendix B.
We noted that tasks at the same difficulty level have close difficulty scores, while tasks at
different difficulty levels differ greatly in their difficulty scores. The average difficulty score
of tasks at difficulty level 2 (i.e., 311.7) lay outside of three standard deviations of the average
difficulty score of tasks at difficulty level 1 (i.e., 274.0). It is the same when comparing
tasks at difficulty level 3 with those at difficulty level 2. These pieces of information can
corroborate Model 0. Model 1, as compared to Model 0, includes problem-solving styles
as an additional predictor at the personal level. Lastly, Model 2 further incorporated the
interaction between task difficulty and problem-solving style. The estimated parameters
of Models 0, 1, and 2 are shown in Table 6. The baseline model (Model 0) shows that
the estimated coefficients for task difficulty levels (TDL) are aligned with the PIAAC’s
categorization of task difficulty, where level 1 represents the easiest tasks (b = −0.53) and
level 3 indicates the hardest tasks (b = 1.92). The next model, Model 1, compared the three
clusters with different problem-solving styles: when compared with the Reflecting group
(reference category), participants with the problem-solving style of Shirking were less likely
to solve PSTRE tasks correctly (OR = 0.17; 83% less likely), whereas participants with
the problem-solving style of Acting had a much higher chance of conducting the PSTRE
tasks correctly (OR = 1.58; 58% more likely). The final model, Model 2, included two-way
interactions between problem-solving styles and task difficulty levels. The interaction
effects were statistically significant, but very small in magnitude, suggesting that task
difficulty did not strongly moderate the relationship between problem-solving styles and
participants’ likelihood of solving TRE-related tasks. To directly compare the Shirking and
the Acting group, we built another model (i.e., Model 1_Acting) including problem-solving
styles as a predictor at the personal level and task difficulty levels as a predictor at the task
level. Model 1_Acting is different from the current Model 1 because the control group in
Model 1_Acting is Acting rather than Reflecting. We thus obtained the contrast between the
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Shirking and the Acting style: participants with the problem-solving style of Acting were
more likely to solve PSTRE tasks correctly in comparison with those with the Shirking style
(z = 63.70, p < 0.001). Given that Model 1_Acting was built to compare the Shirking and
the Acting style, we did not include the results of Model 1_Acting in Table 6 to keep EIRM
analysis results in their current flow.

Table 6. A summary of EIRM results for Model 0, Model 1, and Model 2.

Model 0 Model 1 Model 2

b SE Z OR b SE Z OR b SE Z OR

TDL 1 −0.53 0.02 28.06 0.59 −0.59 0.02 29.12 0.55 −0.57 0.02 23.32 0.57
TDL 2 0.33 0.01 −24.25 1.39 0.34 0.01 −22.68 1.41 0.34 0.02 −21.26 1.41
TDL 3 1.92 0.02 −87.94 6.82 1.94 0.02 −86.20 6.96 1.92 0.03 −71.49 6.82

Shirking −1.75 0.03 −55.33 0.17 −1.93 0.05 −37.74 0.15
Acting 0.46 0.02 29.42 1.58 0.56 0.03 17.69 1.75

TDL 2*Shirking −0.34 0.06 5.43 0.71
TDL 3*Shirking −0.02 0.11 0.14 0.98
TDL 2*Acting 0.12 0.04 −3.32 1.13
TDL 3*Acting 0.14 0.04 −3.27 1.15

Note: TDL = task difficulty level; TDL 2 or 3 indicates tasks locating difficulty level 2 or 3; Shirking and Acting
were compared to the style of Reflecting. OR = Odds-ratio. All the estimated coefficients except for TDL 3*Shirking
were statistically significant at α = .001 or α = .01.

Table 7 shows a summary of the three explanatory item response models. The models
were compared using the relative model fit indices of the Akaike Information Criterion
(AIC; Akaike 1987) and Bayesian Information Criterion (BIC; Schwarz 1978). The model
fit indices indicated that Model 2 had the best fit with the smallest AIC and BIC values.
Since Models 0 and 1 were nested within each other, a direct comparison between the
models was made using the likelihood ratio (LR) test. Given the significant improvement in
model fit (D = 5827, p < 0.001) and a large reduction in residual variance (0.24) from Model
0 to Model 1, we could statistically infer participants’ problem-solving styles explained
their PSTRE performance. Similarly, the LR test between Model 1 and Model 2 was also
significant (D = 59.4; p < 0.001). However, residual variance did not change from Model 1
to Model 2, indicating that the interaction effects included in Model 2 did not contribute to
the model significantly. These results suggest that the advantageous effect of the Acting
style and the disadvantageous impact of the Shirking style on PSTRE performance were
consistent regardless of how difficult PSTRE tasks were.

Table 7. Overview of the estimated explanatory item response theory models.

Model
Predictors

AIC BIC Variance
LR Test

Task Person Interaction df D Comparison

Model 0 TDL 161,860 161,959 0.42
Model 1 TDL PSS 156,037 156,156 0.18 2 5827 *** with Model 0
Model 2 TDL PSS TDL * PSS 155,986 156,144 0.18 4 59.4 *** with Model 1

*** p < 0.001. Note: TDL = Task difficulty level; PSS = Problem-solving style; AIC = Akaike Information Criterion;
BIC = Bayesian Information Criterion; D = Deviance; LR = Likelihood ratio.

4. Discussion

This study aimed to develop a novel understanding of what types of problem-solving
styles humans exhibit in TRE using log file data and how the styles identified are associated
with humans’ performance in TRE. The results disclosed three types of problem-solving
styles in TRE: Acting, Reflecting, and Shirking. We also found the superiority of the Acting
style as well as the inferiority of the Shirking style for technology-based problem solving,
irrespective of problem difficulties.

Our results contribute to the current literature in several ways. First, the presence of
the Acting and Reflecting styles provides new evidence to support that learning modes are
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associated with humans’ dispositions to solve problems in TRE. We found that some partic-
ipants prefer to be involved in operations and explorations with problem environments,
while others prefer to observe rather than act in technology-based problem scenarios. These
inclinations are aligned with participants’ preference for action (i.e., Acting) or reflection
(i.e., Reflecting) when they process information (Kolb and Kolb 2009; Richmond and Cum-
mings 2005). This is likely because information processing is commonly involved in the
problem-solving process (Reed and Vallacher 2020; van Gog et al. 2020). As Simon (1978)
argued, the problem-solving process can be understood from an information-processing
perspective. Thus, learning modes could serve as a stepping stone to understanding and
profiling participants’ dispositions towards problem solving in TRE.

Second, the Shirking style expands our knowledge of humans’ dispositions towards
problem solving in TRE. The participants adhering to the style of Shirking displayed a
behavioral preference of scarcely pondering at the beginning of problem solving and barely
exploring a problem scenario during the problem-solving process. Unlike the Acting and
Reflecting styles, the Shirking style is a newly emergent style that describes participants’
avoidance of planning and actions in problem solving in TRE (D’Zurilla and Chang 1995;
Shoss et al. 2016). To construct a deeper understanding of the Shirking style, we examined
the average response time of the three style groups and found that the Shirking style group
spent less time (1.19 min) than those with the Acting style (2.95 min) or Reflecting style
(2.51 min). However, the average response time was far longer than five seconds, which
was used as a constant threshold for the minimum amount of time needed to validly
respond to a task (e.g., Goldhammer et al. 2016; Wise and Kong 2005). In this respect, the
Shirking style is different from disengaged test-taking behavior, though being disengaged
is common in low-stakes assessments, such as the PIAAC 2012 (Goldhammer et al. 2016;
Ulitzsch et al. 2021). Since various factors (e.g., cognition and personality) may impact
how people respond to technology-based problems (Feist and Barron 2003), future studies
should collect more data to explore what factors are associated with the presence of the
three problem-solving styles in TRE.

Third, by comparing the three problem-solving styles, we are able to better understand
the role of early planning and explorations in problem solving in TRE. Participants with
an Acting style outperformed the other participants in problem solving in TRE, which
confirms the assertion that actively initiating action may be a requisite for solving problems
(Kolb and Fry 1975). When participants explore problem scenarios, including intuitive
trial and error and stable routines within simulated computer platforms, they would gain
the necessary information for problem solving, and thus enhance their chances of finding
correct solutions (Liu et al. 2011). Eichmann et al. (2019) suspected that challenging tasks
may require tryouts before meaningful planning. In this study, we found that participants
with the Reflecting style were able to solve problems at difficulty levels 1 and 2, while those
with the Acting style were able to solve more challenging problems, at all difficulty levels
1–3. This finding indicates that persistent trials play a more critical role than early planning
in conducting difficult tasks. Further, in this study, the Acting style group differed from
the Reflecting style group in the rescaled interaction frequency (0.73 higher) and planning
duration (0.79 lower), indicating that high interaction frequency might make up for a short
planning duration when participants solved technology-related problems, not vice versa.

We also noted some limitations of the present study. First, we did not explore partic-
ipants excluded from this study due to outliers. Removed participants might take time
to think or plan but finally skip an item. Furthermore, excluded participants might give
up or abandon any explorations at the beginning of an item. These patterns barely reveal
individuals’ problem-solving styles in TRE, which have been defined as dispositions re-
garding how they are inclined to interact with surrounding technology environments in
this study. However, their relationship to motivation when participants performed the
low-stakes PSTRE assessment could be investigated in future studies. Second, it is actually
not known how the time between participants’ view of a task and their first interaction is
actually used for planning. Eichmann et al. (2019) used the duration of the longest interval
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between two successive interactions to define planning. However, Albert and Steinberg
(2011) argued that individuals complete their initial planning phase before taking their first
interaction with a task. Thus, additional work is needed to further explore the mapping of
implicit planning processes. Third, we only abstracted planning duration and interaction
frequency from log files corresponding to the Acting and Reflecting styles. Other learning
styles described in ELT, such as Feeling and Thinking, were not included. Thus, this study
partially confirms the applicability of ELT in describing problem-solving styles in TRE.
Future research may include additionally detailed behavioral and/or cognitive information
so that other styles and their potential link with PSTRE performance can be figured out.
Fourth, this study only examined interaction effects between problem-solving styles and
task difficulty levels on participants’ performance, so future studies could include other
critical cognitive factors, such as respondents’ literacy and numeracy ability. As suggested
by Xiao et al. (2019), cognitive factors may interact with participants’ problem-solving styles
and collectively act on individuals’ problem-solving performance in TRE. Future studies
could continue to explore potential interactions using the present research framework.

To summarize, this study provides critical evidence for the dominant role of active
explorations in solving technology-based problems. The participants were adults so the
knowledge generated in this study would help improve adult education programs, as well
as computer-assisted problem-solving practice systems. As Ibieta et al. (2019) indicated,
providing more detailed and specific cues (e.g., if you need to view emails, please click
on this button) to facilitate participants’ explorations and operations may be an effective
approach in improving adults’ problem-solving proficiency in TRE.
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Appendix A

Table A1. An Exemplary Log File Data Including Events and Timestamps.

Item Name Event Name Event Type Timestamp

U23x000S taoPIAAC START 0
U23x000S taoPIAAC NEXT_INQUIRY 14,449
U23x000S taoPIAAC NEXT_BUTTON 14,449
U23x000S stimulus CONFIRMATION_OPENED 14,452
U23x000S taoPIAAC BUTTON 14,454
U23x000S taoPIAAC DOACTION 14,454
U23x000S stimulus BUTTON 24,235
U23x000S stimulus CONFIRMATION_CLOSED 24,236
U23x000S stimulus DOACTION 24,236
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Table A1. Cont.

Item Name Event Name Event Type Timestamp

U23x000S stimulus MAIL_VIEWED 44,710
U23x000S stimulus MAIL_VIEWED 75,883
U23x000S stimulus MAIL_VIEWED 82,687
U23x000S stimulus MAIL_VIEWED 90,234
U23x000S stimulus MAIL_VIEWED 95,535
U23x000S stimulus MAIL_VIEWED 102,879
U23x000S stimulus MAIL_VIEWED 117,178
U23x000S stimulus MAIL_VIEWED 125,317
U23x000S stimulus MAIL_VIEWED 128,700
U23x000S stimulus FOLDER_VIEWED 141,563
U23x000S stimulus MAIL_DRAG 149,706
U23x000S stimulus MAIL_VIEWED 151,488
U23x000S stimulus TOOLBAR 165,881
U23x000S stimulus ENVIRONMENT 165,883
U23x000S stimulus DOACTION 165,883
U23x000S stimulus DOACTION 165,884
U23x000S stimulus DOACTION 165,884
U23x000S stimulus DOACTION 165,885
U23x000S stimulus TOOLBAR 167,934
U23x000S stimulus ENVIRONMENT 167,936
U23x000S stimulus DOACTION 167,936
U23x000S stimulus DOACTION 167,941
U23x000S stimulus DOACTION 167,942
U23x000S stimulus DOACTION 167,943
U23x000S stimulus TOOLBAR 171,676
U23x000S stimulus ENVIRONMENT 171,677
U23x000S stimulus DOACTION 171,677
U23x000S stimulus DOACTION 171,678
U23x000S stimulus DOACTION 171,679
U23x000S stimulus DOACTION 171,679
U23x000S stimulus TOOLBAR 173,631
U23x000S stimulus ENVIRONMENT 173,633
U23x000S stimulus DOACTION 173,633
U23x000S stimulus DOACTION 173,633
U23x000S stimulus DOACTION 173,634
U23x000S stimulus DOACTION 173,634
U23x000S stimulus TEXTLINK 182,570
U23x000S stimulus HISTORY_ADD 182,727
U23x000S taoPIAAC NEXT_INQUIRY 188,529
U23x000S taoPIAAC NEXT_BUTTON 188,529
U23x000S stimulus CONFIRMATION_OPENED 188,532
U23x000S taoPIAAC BUTTON 188,538
U23x000S taoPIAAC DOACTION 188,538
U23x000S stimulus BUTTON 190,901
U23x000S stimulus CONFIRMATION_CLOSED 190,902
U23x000S taoPIAAC NEXT_ITEM 190,904
U23x000S taoPIAAC END 190,905
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Appendix B

Table A2. Difficulty Scores and Difficulty Levels of the 14 Tasks (Organisation for Economic Co-
operation and Development (OECD) 2016).

Task Difficulty Score Difficulty Level Difficulty Range Average (SD)

1 286
1 268 to 286 274.0 (10.39)10 286

11 268

2 299

2 296 to 325 311.7 (11.57)

4 316
7 325
8 305

12 296
13 320
14 321

3 346

3 342 to 374 354.2 (14.24)
5 374
6 342
9 355
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Abstract: Monitoring the progress of student learning is an important part of teachers’ data-based
decision making. One such tool that can equip teachers with information about students’ learning
progress throughout the school year and thus facilitate monitoring and instructional decision making
is learning progress assessments. In practical contexts and research, estimating learning progress
has relied on approaches that seek to estimate progress either for each student separately or within
overarching model frameworks, such as latent growth modeling. Two recently emerging lines of
research for separately estimating student growth have examined robust estimation (to account
for outliers) and Bayesian approaches (as opposed to commonly used frequentist methods). The
aim of this work was to combine these approaches (i.e., robust Bayesian estimation) and extend
these lines of research to the framework of linear latent growth models. In a sample of N = 4970
second-grade students who worked on the quop-L2 test battery (to assess reading comprehension) at
eight measurement points, we compared three Bayesian linear latent growth models: (a) a Gaussian
model, (b) a model based on Student’s t-distribution (i.e., a robust model), and (c) an asymmetric
Laplace model (i.e., Bayesian quantile regression and an alternative robust model). Based on leave-
one-out cross-validation and posterior predictive model checking, we found that both robust models
outperformed the Gaussian model, and both robust models performed comparably well. While the
Student’s t model performed statistically slightly better (yet not substantially so), the asymmetric
Laplace model yielded somewhat more realistic posterior predictive samples and a higher degree
of measurement precision (i.e., for those estimates that were either associated with the lowest or
highest degree of measurement precision). The findings are discussed for the context of learning
progress assessment.

Keywords: progress monitoring; Bayesian analysis; slope; growth; robust estimation

1. Introduction

The term progress monitoring refers to systematically gathering information on stu-
dents’ learning progress to guide feedback and instructional decision making. A prominent
example of progress monitoring is curriculum-based measurement (CBM; Deno 1985),
occurring in the context of special education. In CBM, parallel weekly assessments of
core competencies such as reading are used to assess students’ responsiveness to teachers’
instructional decisions. An important feature of CBM is that assessments are indicators of
and interpreted in relation to a desired learning goal (Fuchs 2004). Another similar form
of progress monitoring is learning progress assessment (LPA), which refers to progress
monitoring in everyday classrooms. LPA as implemented by the assessment system quop
(Souvignier et al. 2021), for example, has longer time intervals between successive mea-
surement points as compared to CBM. In addition, LPA tries to balance differentiated
assessment of relevant skills (i.e., math and reading achievement) to allow differentiated
feedback and acceptable psychometric properties. For example, the quop-L2 test series
for reading assessment in second grade includes three subscales at all levels of language
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(i.e., the word, sentence, and text levels; Förster et al. 2021; Förster and Kuhn 2021). If a
student performs well at the word level but poorly at the sentence and text levels, the fit
of instruction would be high if the teacher supports the student’s sentence reading before
supporting more complex higher-order reading comprehension strategies. The success of
such progress monitoring implementations (regardless of whether CBM or LPA) can be
evaluated via estimates of learning progress (Fuchs 2004).

1.1. Estimation of Learning Progress

The idea of estimating learning progress using the slope of a student’s data plotted
in a bivariate scatterplot can be traced back to work prior to the emergence of CBM
(Deno and Mirkin 1977). Conceptually, the linear slope that occurs when plotting student
performance against measurement time points allows one to assess the student’s average
learning progress over time (Silberglitt and Hintze 2007). While numerous methods exist
for estimating slopes (Ardoin et al. 2013), in the context of progress monitoring, researchers
have most often used ordinary least squares estimation. Historically, ordinary least squares
can be understood as having replaced other methods such as quarter-intersect or split-
middle (both methods require splitting the data into two halves to identify the median
of each halve which builds the basis for drawing the slope; split-middle further requires
that the same number of points is situated below and above the line) as the default in
progress monitoring. Quarter-intersect or split-middle were considered more applicable
in early years of CBM practice when computational power was not regularly available in
school settings and growth estimates had to be calculated and drawn by hand (Ardoin
et al. 2013). In addition, it was demonstrated in simulation studies that ordinary least
squares estimates outperform estimates based on the medians of splitted data (Christ et al.
2012). Most recently, researchers have discussed and examined approaches that can be
understood as either robust methods (e.g., non-parametric Theil–Sen regression; Bulut
and Cormier 2018; Vannest et al. 2012) or Bayesian methods (Christ and Desjardins 2018;
Solomon and Forsberg 2017). The ordinary least squares estimator makes assumptions
(e.g., homoscedastic normally distributed errors) that can be violated in empirical data, and
it is prone to influencing outliers. Indeed, the non-parametric Theil–Sen estimator does
not require such strong assumptions and is robust with respect to outliers. Advantages
of Bayesian estimation methods have been nicely summarized by Solomon and Forsberg
(2017, p. 542): it can be robust, prior information can be utilized, and it has a natural
compatibility with data-based decision making (i.e., posterior probabilities inform about
intervention success).

Importantly, students may occasionally be tired or unmotivated when taking a test. In
addition, researchers have identified that particular factors related to data collection (e.g.,
the place where the assessment is conducted, the person administering and/or scoring the
test) may cause scores to fluctuate (Van Norman and Parker 2018). Hence, in the context
of progress monitoring (i.e., repeated assessment of learning progress to inform feedback
and instructional decision making), such fluctuations potentially influence performance
at single measurement points and might yield single observations that strongly deviate
from what might be expected (Bulut and Cormier 2018). Consequently, such outliers can
influence estimates of student learning, especially when they occur at the beginning or
toward the end of the period of assessment (Bulut and Cormier 2018). However, an accurate
evaluation of student learning is critically important in the context of progress monitoring
because such a data-based approach to decision making (Espin et al. 2017) relies on dynamic
loops of assessment, instructional decisions, and feedback. To avoid this problem, Christ
and Desjardins (2018) suggested using Bayesian slope estimation, which was found to be
more precise and more realistic compared to ordinary least squares regression (Christ and
Desjardins 2018).
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1.2. Factors That Influence the Quality of Learning Progress Estimates

The quality of slope estimates in the context of progress monitoring does not only
depend on the method of slope estimation. Both empirical and simulation studies have
identified several other factors affecting the psychometric integrity of slope estimates such
as measurement invariance, procedures of data collection, data collection schedules, and
the number of measurement points. For a review of these factors from the perspective of
CBM, see Ardoin et al. (2013).

Measurement invariance of the tests used is important to allow a straightforward
interpretation of learning progress. While Ardoin et al. (2013) concluded that empirical
tests of probe equivalence in CBMs are scarce in the literature, the importance of equivalent
(i.e., parallel) tests has been emphasized in progress monitoring research. As recommended
by Schurig et al. (2021, p. 2): “ . . . a good progress monitoring test should first check the
dimensions, then the invariance . . . ”. The available evidence of CBM probes in terms of
equivalence suggests that probes may not display form equivalence (Cummings et al. 2013)
and findings indicated that psychometric quality of slope estimates depends on the chosen
probe sets (Christ and Ardoin 2009). However, the quop-L2 test that was used in this work
has demonstrated its factorial validity (Förster et al. 2021) and strong evidence in terms
of practical equivalence based on a thorough item-response theory investigation focusing
on accuracy and speed (Förster and Kuhn 2021), as well as strict measurement invariance
when items are scored for efficiency of reading (Förster et al. 2021). The relevance of
procedures of data collection has been already discussed in the introduction above. Clearly,
variations in administration procedures can cause fluctuations in test performance, starting
with varying times on the testing day at which tests are administered to a simple change
of the testing room, for example. Beyond such potential influences on test performance,
Bulut and Cormier (2018) thoroughly discussed progress monitoring schedules and the
overall number of assessment points. They highlight that optimal schedules depend on the
expected rate of improvement, which in turn can depends on various student characteristics.
For example, from the perspective of CBM, a comprehensive simulation study revealed
that validity and reliability of slope estimates depend on the overall duration (i.e., in
weeks) of progress monitoring as well as the number of assessments within each week
(Christ et al. 2013). Christ et al. (2013) found that valid and reliable slope estimation
required at least four weeks of progress monitoring. While the overall duration of progress
monitoring in LPA tends to be longer (e.g., 31 weeks in this study), the overall schedule
must be considered to be clearly less dense with successive measurement timepoints being
separated by approximately three-week intervals (Souvignier et al. 2021), for example.
Beyond these aspects of the progress monitoring schedule, increasing the number of
measurement points will increase the measurement precision of slope estimates. However,
adding measurement timepoints close in time will, for most core skills, not result in huge
information gains when it comes to slope assessment.

1.3. Aim of the Current Study

In this work, we aimed at employing robust Bayesian regression based on Student’s
t-distribution (Kruschke 2015) and Bayesian quantile regression (Yu and Moyeed 2001)
to model the conditional median, as these approaches represent promising alternatives
following both Christ and Desjardins’s recommendation to use Bayesian estimation and
Bulut and Cormier’s call for robust slope estimation when outliers are present (Bulut and
Cormier 2018). Importantly, estimating learning progress has relied on approaches that
estimate progress for each student separately, but researchers have also applied overar-
ching model frameworks, such as latent growth modeling, to progress monitoring data
(Schatschneider et al. 2008; Yeo et al. 2012). Thus, the aim of this work was to combine
robust and Bayesian learning progress estimation (i.e., robust Bayesian learning progress
estimation) and extend these two recent lines of research toward the framework of linear
latent growth models.
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In this work, we explored the following research questions in the context of learning
progress assessment of reading achievement in the second grade:

Research Question 1: Do robust Bayesian latent growth models outperform a simple
Bayesian latent growth model based on the Gaussian distribution in terms of learning
progress estimation?
Research Question 2: Which robust Bayesian latent growth model performs best in terms
of learning progress estimation?

To answer these questions, we fitted Bayesian linear latent growth models based either
on a Gaussian or a Student t-distribution to model reading comprehension efficiency. In
addition, we added a Bayesian latent growth model based on an asymmetric Laplace model
(i.e., Bayesian quantile regression) with the median as a conditional quantile to the set of
candidate models.

2. Materials and Methods
2.1. Dataset

The dataset we used for this study was also used in a recent study on the reliability of
learning progress estimates (Forthmann et al. 2021). In this dataset, N = 4970 second-grade
students (age in years: M = 7.95, SD = 0.48; 53% boys and 47% girls) were assessed with
the quop-L2 test series for reading achievement (Förster et al. 2021), quop-L2 comprising
of equivalently constructed reading tests at all levels of language (i.e., the word, sentence,
and text levels). Tests were administered at eight time points throughout the school
year 2018/2019 via the assessment system quop (Souvignier et al. 2021). All tests were
administered with about three-week intervals between successive tests starting in fall
2018, with two tests prior to the Christmas break. After Christmas break, four tests were
administered prior to the Easter break in 2019 and the last two tests were administered
between Easter break and Summer break. Thus, in total, the tests were completed over a
period of 31 weeks. Initially, the cohort comprised of 6000 students. A total of 1030 students
were excluded for the following reasons: (a) 140 students from international schools,
(b) 227 students who were not in second grade but assigned to quop-L2, (c) three students
who were younger than six years, (d) 94 students who were older than twelve years,
(e) 333 students who had missing values on all measurement points, and (f) 233 identified
duplicate cases.

For each item, subscale-specific quantiles were used as cut-offs for valid response
behavior to correct for fast guessing (Wise 2017; Wise and DeMars 2010) and inacceptable
slow responding. For fast guessing we used the 5%-quantile, whereas for slow responding
we used the 99.5%-quantile. These quantiles were calculated for the complete sample com-
prising of all cohorts from 2015 to 2019 (N = 15,700) and for each subscale across all items
(word level: lower bound = 1362.98 ms, upper bound = 41,032.86 ms; sentence level: lower
bound = 1427.02 ms, upper bound = 53,742.18 ms; text level: lower bound = 877.36 ms,
upper bound = 85,836.71 ms). These cut-offs were used prior to accuracy scoring of the
items. In addition, the correct item summed residual time (CISRT) scoring was used as a
measure of efficiency (Maris and van der Maas 2012). The time cut-offs were also useful
for CISRT scoring which required item timing and quop-L2 tests are administered without
any acute time limits. Item CISRT scores were averaged for each subscale (i.e., word,
sentence, and text level) and scaled to be in the range from 0 to 10. Notably, a scoring of
efficiency was used for two reasons: (a) it is in accordance with developmental models
and empirical findings on reading skills, and (b) it allows assessing individual differences
even among highly-proficient students. Developmental models of reading suggest that
reading accuracy develops earlier, prior to automatizing the process into fluent reading (i.e.,
accurate and quick reading; Juul et al. 2014). The CISRT scoring mimics this by awarding
fast reading only when the process was accurate. In addition, ceiling effects are likely for
highly-proficient students in regular classes, when only accuracy is scored. Hence, intro-
ducing an additional speeded component or a scoring for efficiency for reading assessment
is vital to measure individual differences in regular classrooms (Forthmann et al. 2020).
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In this work, the more general construct of reading achievement was the focus (i.e.,
the higher order construct of reading at the word, sentence, and text level). Hence, scores
at the word, sentence, and text level were used as observed indicators in a latent variable
model to establish strong measurement invariance (Vandenberg and Lance 2000) prior
to growth modeling. First, we established a configural model by comparing a simple
longitudinal confirmatory factor analysis (CFA) model with one latent reading achievement
variable based on the three observed scores at word, sentence, and text level at each of the
eight timepoints. All latent covariances of the model were freely estimated, but residual
covariances of the observed scores were fixed to a value of zero (Model 1). The loading of
the word level indicator was fixed to a value of one at each timepoint to identify the model.
We compared this configural model with another model that allowed residual covariances
between scores at the same level. For example, all residual covariances between word-
level scores were freely estimated, but cross-level covariances (e.g., between word-level
and sentence-level scores) were fixed to zero (Model 2). As it turned out that residual
covariances for sentence-level scores were mostly non-significant and rather small in size,
we decided to add a more data driven and more parsimonious model that incorporated
only residual covariances for word-level and text-level scores (Model 3). All models were
estimated by the lavaan package (Rosseel 2012, version 0.6-9) for the statistical software
R (R Core Team 2021, version 4.1.2 used on a local computer). We used full information
maximum likelihood for model estimation to take missing values into account. This is
justified by the fact that for this kind of longitudinal data, missing at random is the most
likely underlying missing data mechanism (Asendorpf et al. 2014) and previous analyses of
the missing data in quop-L2 also revealed patterns in accordance with missing at random
(Förster et al. 2021). Robust maximum likelihood estimation was used to account for non-
normality of the data. For general recommendations, with respect to model fit indices, we
refer to relevant textbook chapters (West et al. 2012). For measurement invariance models
we used the established criterion that the CFI should not decrease by more than .010 and
complement change in CFI by change in RMSEA and SRMR (Chen 2007). Model 3 was
chosen as the configural model based on highly comparable findings (Model 1: CFI = .920,
RMSEA = .065, SRMR = .041; Model 2: CFI = .996, RMSEA = .019, SRMR = .010; Model
3: CFI = .994, RMSEA = .020, SRMR = .013). The decrease in CFI from this configural
model to a strong invariance model (i.e., loadings and intercepts of the scores are constraint
to be equal across time) was −.006, which was clearly smaller than the .010 criterion. In
addition, this was accompanied by an increase of .007 for the RMSEA and .022 for the
SRMR. We concluded that strong measurement invariance across time was quite reasonable
for reading achievement measured by the subscales of quop-L2.

Next, we extracted factor scores by means of the Bartlett method (DiStefano et al.
2009) from the strong invariance model. To empirically justify the use of factor scores,
we examined factor determinacy indices (FDI; Ferrando and Lorenzo-Seva 2018). FDIs
were all excellent (all FDIs > .90) and allowed usage of factor scores even for individual
assessments (Ferrando and Lorenzo-Seva 2018). These factor scores were the dependent
variable (i.e., ypt) in the latent growth models, as defined in Table 1. Hence, we have used
a scoring based on standard maximum likelihood CFA in a first step and used Bayesian
latent growth models in a second step. It should be mentioned that factor scores could be
calculated for all students at all measurement timepoints. Hence, no missing values were
present in the data when the latent growth models were estimated (see Section 2.2 below).
We further estimated reliability by means of Cronbach’s α (Cronbach 1951) and Bollen’s ω1
(Bollen 1980; Raykov 2001), as implemented in the semTools package (Jorgensen et al. 2021,
version 0.5-5). Reliability estimates across measurement points were rather homogeneous
(Cronbach’s α: range from .74 to .78; Bollen’s ω1: range from .74 to .78). Hence, reliability of
efficiency scores were clearly above the commonly cited .70 which is required for low-stakes
decisions (Christ et al. 2005).
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Table 1. Linear Latent Growth Model Definitions and Used Prior Distributions.

Model Gaussian Student’s t Asymmetric Laplace

Response Distribution ypt ∼ N
(
ηpt, σ2) ypt ∼ t

(
ηpt, σ2, ν

)
ypt ∼ ALD

(
ηpt, σ2, 0.50

)

Linear Predictor ηpt = β0,p + β1,pXt ηpt = β0,p + β1,pXt ηpt = β0,p + β1,pXt
Latent Variable Distribution βp ∼ MVN(µβ, Σβ) βp ∼ MVN(µβ, Σβ) βp ∼ MVN(µβ, Σβ)

Prior for µβ0 t(0.3, 2.5, 3) t(0.3, 2.5, 3) t(0.3, 2.5, 3)
Prior for µβ1 Improper flat prior Improper flat prior Improper flat prior
Prior for σβ0 ht(0, 2.5, 3) ht(0, 2.5, 3) ht(0, 2.5, 3)
Prior for σβ1 ht(0, 2.5, 3) ht(0, 2.5, 3) ht(0, 2.5, 3)

Prior for correlation matrices lkj(1) lkj(1) lkj(1)
Prior for σ ht(0, 2.5, 3) ht(0, 2.5, 3) ht(0, 2.5, 3)
Prior for ν - Γ(2, 0.10) -

ypt = reading efficiency factor score for person p at timepoint t. ηpt = linear predictor for person p at timepoint t.
σ2 = Residual variance. ν = degrees of freedom of Student’s t-distribution. β0,p = Intercept of person p (i.e., initial
level of reading efficiency). β1,p = Slope of person p (i.e., learning progress in reading efficiency). Xt = Coding
variable of measurement timepoint t (X1 = 0, X2 = 1, . . . , X8 = 7). βp = Matrix of latent variables β0,p and β1,p.
µβ = Vector of latent variable means µβ0 (i.e., the average intercept across all persons) and µβ1 (i.e., the average
slope across all persons). Σβ = Covariance matrix of latent variables β0,p and β1,p. N() = Normal distribution. t() =
Student’s t distribution. ALD() = Asymmetric Laplace distribution. MVN() = Multivariate normal distribution.
ht() = Half-t distribution. lkj() = Lewandowski-Kurowicka-Joe distribution. Γ() = Gamma distribution.

Finally, to make the comparisons presented in this work worthwhile, we examined if
outliers were actually present in the data. Based on Mahalanobis distance (Tabachnick and
Fidell 2005), we identified n = 229 students as multivariate outliers (i.e., approximately 5%
of the total sample).

2.2. Analytical Approach

All models were fitted with the brms package (Bürkner 2017, 2018) for the statistical
software R (R Core Team 2021). All models were estimated on the computer cluster of of the
University of Münster (https://www.uni-muenster.de/IT/services/unterstuetzungsleistung/
hpc/; accessed on 20 February 2022), and all distributions needed for the current research
(Gaussian, Student’s t, and asymmetric Laplace distributions) were implemented in brms.
For each of the distributions, a linear growth model was specified in the brms model
formula syntax. Specifically, the eight measurement points were coded using the numbers 0
to 7, which allowed for interpreting the intercept in the model as the initial value of reading
efficiency. Hence, slope estimates represent the average progress after a three-week interval.
Average reading progress between successive measurement points was represented in the
model by the parameter µβ1 . Intercept and slope were further modeled as latent variables
to allow variation of initial level and learning progress across students. The correlation
between intercepts and slopes was also estimated. The exact definitions and used priors
for all three models are provided in Table 1.

After a first round of estimating the models, we found that the scale of the factor
scores with an average close to zero was problematic for the estimation process. Specifically,
we observed non-converging chains as flagged by R̂ values around 1.50 and very, very
low Bulk-ESS and Tail-ESS measures (all values were far below the recommended cut-offs;
Vehtari et al. 2021). This was always observed for the asymmetric Laplace model and
occasionally for the Student’s t model. First, we experimented with increasing the number
of iterations, but convergence issues as well as divergent transitions were still observed.
Divergent transitions indicate that the MCMC algorithm cannot be trusted, and that the
posterior distribution has not been well sampled (see here https://mc-stan.org/docs/2_
19/reference-manual/divergent-transitions; accessed on 18 February 2022). Hence, we
decided to simply multiply all factor scores by 30 (i.e., all factor scores at all timepoints)
to update the fitted models (this value was arbitrarily increased after an initial attempt
to multiply by ten, which indicated that scaling the values this way facilitated model
estimation). In addition, we used 4000 iterations for the Gaussian growth model, whereas
for the Student’s t and asymmetric Laplace models, we needed 6000 iterations. We ran four
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chains for each model. In addition, for the Student’s t and asymmetric Laplace models, we
had to set the control parameters max_treedepth and adapt_delta to values of 15 each and
0.95 or 0.90, respectively, to prevent divergent transitions.

Researchers have argued to pay close attention to various convergence diagnostics
such as measures of potential scale reduction (PSR) and effective sample size to insure
accurate Bayesian inference (e.g., Vehtari et al. 2021; Zitzmann and Hecht 2019). In our
work, we used the improved R̂ (i.e., PSR), Bulk-ESS, and Tail-ESS convergence statistics
proposed and studied by Vehtari et al. (2021). These measures are implemented in Stan
(Carpenter et al. 2017), on which brms (Bürkner 2017) is based and is immediately available
in the model outputs. R̂ should be <1.01 and all of our obtained R̂ values were 1.00 (i.e., for
all parameters in all models). In addition, Vehtari et al. (2021) recommend the ESS measures
to be >400 when four chains are used (which we did for all models). The recommended
value of 400 was surpassed for the Gaussian model (range of Bulk-ESS: 1296 to 4141; range
of Tail-ESS: 1971 to 3470), the Student’s t model (range of Bulk-ESS: 1497 to 9841; range of
Tail-ESS: 2811 to 10,181), and the asymmetric Laplace model (range of Bulk-ESS: 1065 to
7590; range of Tail-ESS: 2264 to 8590).

Estimated model parameters were reported, along with 95% credible intervals. In
brms, these intervals are based on the respective quantiles of the posterior samples. Cross-
validation can be used for Bayesian multi-model inference (Sivula et al. 2020). Hence,
models were compared based on approximate leave-one-out cross-validation (LOO; Vehtari
et al. 2017). Approximate LOO was performed by Pareto smoothed importance sampling.
We used the expected log-pointwise predictive density (ELPD; Vehtari et al. 2017) to
evaluate the models’ predictive accuracy. The ELPD difference and its standard error
allow a profound evaluation of differences in terms of model fit (i.e., the difference can be
interpreted in relation to the standard error).

Finally, to better understand differences between the models, graphical checks and
correlational analyses were conducted. For all three models, we examined posterior predic-
tive checking (Gelman et al. 2013). In addition, we looked at the densities of the Gaussian,
Student’s t, and asymmetric Laplace distributions based on the estimates obtained for the
first measurement point of an average student; then, we checked the correlations between
the estimates for the initial level and the learning progress based on the different models,
and we compared estimates of measurement precision for the initial level and the learning
progress between both robust approaches.

3. Results
3.1. Model Comparison and Model Parameter Findings

We found that the Student’s t model performed best, as indicated by the LOO com-
parison results (i.e., as indicated by the value of zero for the ELPD difference; see Table 2).
Notably, the ELPD difference between the Student’s t and the asymmetric Laplace models
was not larger in absolute size than twice its standard error (see Table 2), showing that
both robust approaches performed equally well. The ELPD difference between the model
based on Student’s t-distribution and the simple Gaussian model was larger in absolute
size than sixteen times its standard error, which represents very strong evidence in favor of
the robust linear model. Given that the ELPD difference was immense when comparing
the Student’s t and the Gaussian models and negligible when comparing the Student’s
t and the asymmetric Laplace models, we concluded that both robust methods clearly
outperform the Gaussian model.

In addition, the latent variable results were also more comparable when comparing
both robust methods, and less similar for when each robust method was compared to the
Gaussian model. At the same time, the overall pattern of findings was quite comparable.
In terms of mean vectors, we found negative intercepts in all models (see Table 2), and the
slope estimates were highly similar across all models. For the latent variable results (i.e.,
between person variation results), we found in all models that there were larger standard
deviations for the intercepts than for the slopes. This hints at stronger interindividual dif-
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ferences in the initial level of reading efficiency as compared to interindividual differences
in average learning progress between successive measurement points. The correlation
between random intercepts and slopes was negative and large in size (see Table 2). Hence,
children with higher initial levels tended to make less learning progress over the school year
in terms of reading efficiency. Finally, the models imply different levels of within-person
variation as indicated by the residual variance estimates. Residual variance was highest for
the Gaussian model and smallest for the Asymmetric Laplace model (see Table 2).

Table 2. Model Estimates and Comparisons for the Latent Growth Curve Models.

Model Gaussian Student’s t Asymmetric
Laplace

Estimate 95% CI Estimate 95% CI Estimate 95% CI

Person Level
(Latent Variables)

σ̂β0 34.10 [33.32, 34.90] 34.28 [33.48, 35.06] 34.17 [33.38, 34.98]
σ̂β1 2.79 [2.65, 2.94] 2.41 [2.28, 2.54] 2.29 [2.15, 2.42]

Cor(β0,p, β1,p) −0.55 [−0.58, −0.52] −0.63 [−0.67, −0.60] −0.63 [−0.66, −0.59]
Population Level

µβ0 −13.98 [−15.00, −12.96] −12.79 [−13.79, −11.75] −12.70 [−13.74, −11.68]
µβ1 4.52 [4.40, 4.64] 4.59 [4.49, 4.70] 4.57 [4.46, 4.67]
σ 21.90 [21.73, 22.08] 14.55 [14.31, 14.80] 7.67 [7.59, 7.76]
ν - - 3.22 [3.08, 3.36] - -

Quantile - - - - 0.50 -

LOO Comparison
ELPD Difference −2600.60 0.00 −32.50
ELPD Difference

SE 154.00 0.00 30.40

CI = credible interval. LOO = leave-one-out cross-validation. ELPD = expected log-pointwise predictive density.
SE = standard error. Please see Table 1 for model definitions and equations.

3.2. Exploring Differences between the Models

We found that both robust modeling approaches performed similarly well in terms
of the LOO comparison results (see Table 2). However, the Student’s t and asymmetric
Laplace distributions have different properties, implying differences between both models
that deserve further exploration. For illustration and to facilitate a deeper understanding of
the reported findings, in this section we also consider results for the Gaussian distribution.

Looking at graphical posterior predictive checking results (see Figure 1), it became
apparent that both robust approaches were better able to model the peak around zero
of the distribution of reading efficiency compared to the Gaussian model (see top row
of plots in Figure 1). Upon visually inspecting the densities of observed (dark blue line)
and sampled (light blue lines) reading efficiency within the range of observed values (the
reading efficiency factor scores multiplied by 30 ranged from −286.11 to 135.88), we found
no differences between both robust approaches in terms of behavior of predictive posterior
samples (see top-middle and top-right plots in Figure 1).

Differences between both robust approaches only became visible when looking at
the full ranges of predictive posterior samples (light blue boxes and dots), as depicted in
the plots in the bottom row of Figure 1. Posterior predictive samples based on Student’s
t-distribution had ranges that well covered all outliers at the lower tail of the distribution of
reading efficiency (for some draws, the lower-tail outliers were nicely replicated). However,
the range of sampled values was clearly wider than the observed range of values; this
was particularly the case for the upper tail of the distribution (see bottom-middle plot
in Figure 1). Hence, the model based on Student’s t-distribution produced outliers that
strongly exceeded the most extreme cases of the observed data. Regarding the asymmetric
Laplace model, this model was able to cover a portion of the extreme values at the lower
tail of the distribution of reading efficiency factor scores (see bottom-right plot in Figure 1),

219



J. Intell. 2022, 10, 16

but the most extreme values were not fully covered. At the same time, posterior predictive
samples based on the asymmetric Laplace distribution did not exceed the observed values
as much as they did for Student’s t at the upper tail. Hence, one might conclude that the
asymmetric Laplace model yielded somewhat more realistic posterior predictive samples
than the Student’s t model did.

The Gaussian model (bottom-left plot in Figure 1) did not cover any of the most
extreme values at the lower tail of the distribution of reading efficiency and—compared to
both robust approaches—the box width of the original data was less well reproduced (this
fact was harder to inspect by eye when looking at the density overlay plots in the top row
of Figure 1). Consequently, posterior predictive checking provided further insights into the
question of why both robust models performed better than the Gaussian model (i.e., they
better reproduced the box width of the original data and better reproduced extreme values
at the lower tail of the distribution) and how both robust approaches actually differed (i.e.,
the Student’s t model better covered extreme values at the lower tail of the distribution,
whereas the asymmetric Laplace model seemed to produce posterior predictive samples
within the range of the observed values of reading efficiency).
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Figure 1. Graphical posterior predictive checking results. Top: Density overlay (based on ten
posterior draws for each of the models) restricted to the range of −290 to 140 on the x axis to facilitate
a comparison of model fit based on the main part of the empirical distribution (i.e., observed values of
reading efficiency y ranged from −286.11 to 135.88). Bottom: Boxplots of the original data (dark blue)
and ten draws of the posterior predictive distribution (boxes in light blue) to facilitate comparison of
the sampled values between the three models.

We further examined the densities of the distributions, as based on the models reported
in Table 2 for the first measurement point of an average student, to further understand how
both robust models were able to better model the peak (and box width) of the original data
distribution. The densities are depicted in Figure 2, where the left side of Figure 2 displays
the full densities. Both robust models had more strongly peaked densities at the center
of the distributions. In addition, the densities at the tails of the robust distributions had
more probability mass than did those of the Gaussian distribution (see the right side of
Figure 2). This explains exactly why these distributions work better when extreme values
are present in the data: Such extreme values have a higher likelihood under these models
and, hence, will have less influence on the model results as compared to the Gaussian
model. This difference at the tails was clearly more pronounced for the Student’s t model
than the asymmetric Laplace model, which again suggests that the Student’s t model was
better able to handle the observed extreme values at the lower tail of the reading efficiency
distribution (cf. Figure 1).
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Next, we examined the correlations between the initial level (i.e., the random intercept
estimates) and the learning progress estimates (i.e., the random slope estimates) between
the three models (see Figure 3). These correlations allowed us to check whether the relative
positioning of students with respect to important progress monitoring information differed
between the models. The correlations between the initial level estimates are depicted in
the top row of Figure 3; the initial level estimates based on both robust models correlated
almost perfectly with the estimates obtained from the Gaussian model. In addition, initial
level estimated based on both robust models revealed a perfect correlation (see top-right
plot in Figure 3). Thus, estimating the initial level was quite robust across the three studied
models. However, when looking at learning progress estimates, model choice clearly
mattered for the relative positioning of students. The correlation between estimates based
on the Gaussian model and both robust models was still large, but it was substantially
lower (r ≈ .89) than the correlation between learning progress estimates obtained from both
robust models (the correlation was nearly perfect; see bottom-right plot in Figure 3). Thus,
the differences between the Gaussian model and both robust models in terms of relative
positioning were more strongly pronounced for learning progress than for initial level
estimates, whereas both robust models yielded perfectly correlated estimates in this regard.

Finally, we investigated the measurement precision (i.e., the standard deviations of
the posterior samples) of the initial level and the learning progress estimates based on
both robust models. As both robust models make different distributional assumptions, the
estimates of measurement precision for the initial level and the learning progress depended
on the characteristics of these distributions (e.g., the asymmetric Laplace distribution was
more peaked, whereas Student’s t-distribution had heavier tails; see Figure 2 above). To
compare measurement precision between both robust models, we divided the standard
deviations of the posterior samples of initial level and learning progress estimates by their
respectively estimated standard deviations of the respective latent variable distributions
reported in Table 2. As depicted in Figure 4, we found that the measurement precision of
the initial level estimates was clearly higher than the measurement precision of the learning
progress estimates (compare the left and right plots in Figure 4). In addition, estimates
of the measurement precision for both models had a positive yet non-linear relationship
(see the LOESS curves depicted in red in both plots in Figure 4). At the lower and upper
tails of measurement precision estimates, we observed that the measurement precision
based on the asymmetric Laplace model was higher. Hence, in situations that allow for
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choosing an asymmetric Laplace latent growth model, learning progress parameters for
individual students (i.e., those estimates that tend to be associated with the lowest or
highest measurement precision) would be expected to have greater measurement precision
than when applying Student’s t-distribution.
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4. Discussion

In this work, we examined three Bayesian models to estimate student learning progress
to extend recent calls for using Bayesian and robust approaches (Bulut and Cormier 2018;
Christ and Desjardins 2018; Solomon and Forsberg 2017). We found that both robust
models had better model-data fit than a Gaussian linear growth model did. Christ and
Desjardins (2018) found that Bayesian Gaussian linear regression worked better than
standard ordinary least squares regression for estimating the learning progress of individual
students. Here, however, latent growth models were estimated and compared with each
other. We found that linear growth models based on the Student’s t-distribution and the
asymmetric Laplace distribution performed very similarly in terms of LOO comparison
and also in terms of relative positioning of students with respect to the initial level and
the learning progress estimates, as revealed by nearly perfect correlations between the
estimates of these two models. In addition, we showed that both robust models were
better than the Gaussian model at modeling the peak and lower tail of the distribution of
reading efficiency. Specifically, the likelihood of extreme values at the lower end of the
tail of the distribution was higher for both robust models, meaning that these values are
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not as influential on model estimation as they are for the Gaussian model (Kruschke 2015).
Indeed, this behavior was more pronounced for the Student’s t model. However, differences
between these two models were also revealed. While the Student’s t model performed
statistically slightly better (in terms of LOO comparison and posterior predictive samples
that well covered extreme values at the lower tail of the reading efficiency distribution), the
asymmetric Laplace model yielded somewhat more realistic posterior predictive samples
and gave a higher degree of measurement precision for those estimates that were associated
with either the lowest or highest degrees of measurement precision.

These findings may generalize to other core competencies (e.g., math skills; Salaschek
and Souvignier 2014; Boorse and Van Norman 2021), grade levels (e.g., reading compre-
hension in fourth grade; Förster and Souvignier 2014), and contexts (e.g., special needs
educational setting; Jenkins et al. 2009) as long as the score distribution shows signs of
being more peaked or having more extreme values at the tails of the distribution of progress
monitoring data. However, we recommend that all three models be carefully examined in
terms of model fit because the models have different distributional characteristics that im-
ply, for example, differences in the measurement precision of learning progress monitoring
estimates. Hence, the choice of model should be guided empirically, not based on favorable
model properties per se (i.e., without any evaluation of model fit). Another option with
this particular set of candidate models would be to test whether the conclusions drawn
from analyses are robust across the models.

Despite differences between CBM and LPA (see Section 1), there are common aspects
also. The estimation of learning progress (i.e., growth) by means of slopes, for example, is a
technical feature that is shared by CBM and LPA. We are well aware that the difference in
schedules has implications for the quality of slope estimates. However, we are confident
that our study has implications even for CBM growth modeling, despite these differences.
First, while CBM research on slope estimates often focuses on single-case data (e.g., Christ
and Desjardins 2018; Solomon and Forsberg 2017), there are also latent growth model
applications in the CBM literature (Keller-Margulis and Mercer 2014; Yeo et al. 2012).
Importantly, for these applications, even larger intervals between successive measurements
were allowed (e.g., testing in fall, winter, and spring) as compared to the ones used in our
sample (approximately three-week intervals). Hence, given that CBM displays quite a range
in terms of intervals between successive measurement points, our work has implications
for such latent growth model applications within the CBM framework (i.e., at least when
we consider potential differences in terms of inter-test intervals).

Beyond these potential differences (and similarities) between CBM and LPA applica-
tions of progress monitoring, however, we would like to highlight that the proof-of-concept
provided by the empirical findings in our work are most likely to generalize when outliers
are present in progress monitoring data. In our dataset we found that approximately 5%
of the students qualified as multivariate outliers (this was further evident in the visual
inspections of the data; see Figure 1). It is hard to say if this percentage of extreme cases is
representative for progress monitoring data in general. However, for datasets with a larger
number of extreme cases, it is clear that the current findings matter (perhaps even more). In
addition, even for less influential cases, our work has clear implications. That can be easily
seen when looking at slope estimation of single-case data that can be heavily influenced by
only one influencing outlier at one of the measurement points (Bulut and Cormier 2018).
Using a model based on Student’s t distribution instead of a Gaussian model will be a
much better choice in that situation as compared to a Gaussian model. In relation to this,
Christ and Desjardins (2018) have examined and discussed the role of prior choice and
concluded that choosing reasonable priors is crucial for Bayesian slope estimation to have
an advantage in terms of measurement precision and realistic estimates over ordinary
leas squares regression. Choosing reasonable priors might only result when knowledge
about the distributions of both intercept and slope is available to inform Bayesian slope
estimation of single-case data. Specifically, knowledge that is obtained from latent growth
models applied to a large progress monitoring dataset, such as the one studied in this work,
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seems to be particularly useful to construct reasonable priors for single-case estimation.
Otherwise, it has been shown that such type of knowledge is not always needed to construct
advantageous priors (Finch and Miller 2019; Zitzmann et al. 2021). For instance, Zitzmann
et al. (2021) showed analytically that priors for variability parameters can perform well
even when they are incorrect and do not represent the “true” parameter. Future research is
needed to investigate such phenomena for robust Bayesian growth models in the context
of progress monitoring.

This research was limited to reading comprehension in second-grade regular class-
rooms. In addition, we operationalized reading comprehension as a higher-order construct,
but the quop-L2 test series also allows for a more detailed look at reading comprehension
at the word, sentence, and text levels. Given that these subdimensions of quop-L2 might
have different empirical distributions, it is not clear whether the findings generalize to each
of the test’s subdimensions. It should further be mentioned that we considered only linear
growth models, as they fit nicely with the traditional conception of learning progress in
the CBM literature (Silberglitt and Hintze 2007). However, researchers have also examined
more complex growth models such as quadratic growth (Schatschneider et al. 2008). Hence,
beyond the distribution of the used growth model, we consider it a promising path for
future research to further compare different functional forms of the growth trajectory.

Notably, we used a scoring based on standard maximum likelihood CFA in a first step
and used Bayesian latent growth models in a second step. While this might appear overly
pragmatic in the sense that we did not hesitate to cross two different statistical philosophies
within one and the same analysis, we are convinced that there are good reasons to believe
that choosing this two-step approach has not undermined our aims. First, this initial step
was undertaken to control for potential differences with respect to psychometric properties
across timepoints (e.g., differences in intercepts of word, sentence, and text level scores
could have influenced learning progress estimates within the latent growth curve model).
The alternative would have been to use sum scores of observed scores, for example, which
cannot be assumed to be of the same psychometric quality. Second, approximately 5% of
the participants were identified as multivariate outliers which emphasizes the general need
for robust modeling. Third, in the tradition of progress monitoring research, outliers are
considered at the level of scores at each of the measurement timepoints (e.g., Bulut and
Cormier 2018). The outliers in our work were also considered and taken into account by
robust Bayesian latent growth models at the level of scores at different timepoints. One-step
approaches in which latent variables are modeled at each measurement point and growth
is modeled by means of higher-order latent variables would have shifted the question of
outliers to the level of indicators of reading efficiency at each timepoint (one could even
think of models in which the focus is shifted to item-level outliers). We argue that such
a shift of the focus of outlier treatment would be worth future investigations, but it was
beyond the aims of our current investigation.

Moreover, it should be discussed that we needed to fit all models on a high-performance
computer cluster. A simple desktop or laptop would not have succeeded in this task within
the same amount of time. Hence, while Bayesian model syntax building and model speci-
fication is clearly facilitated by the user-friendly implementation of brms (Bürkner 2017),
special knowledge to run these models on a computer cluster is needed to make this
workable for a large progress monitoring dataset, as studied in this work.

To conclude, the current work adds to the literature on learning progress estima-
tion by combining the ideas of robust and Bayesian estimation into an overarching latent
growth modeling framework. Here we showed that robust latent growth models outper-
form standard Gaussian models, and we found that these models were better capable
of modeling a stronger peaked distribution and more extreme values at the lower tail
of the distribution. We further found that the asymmetric Laplace model had, for some
estimates, a higher degree of measurement precision, and yielded more realistic posterior
predictive samples. These findings look promising for future applications, and we hope
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that the outlined methods in this work will be tested and extended in the field of progress
monitoring research.
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Abstract: We analyze a 12-item version of Raven’s Standard Progressive Matrices test, traditionally
scored with the sum score. We discuss some important differences between assessment in practice and
psychometric modelling. We demonstrate some advanced diagnostic tools in the freely available R
package, dexter. We find that the first item in the test functions badly—at a guess, because the subjects
were not given exercise items before the live test.

Keywords: intelligence tests; classical test theory; IRT; interaction model; test-item regression

1. Introduction

Myszkowski and Storme Myszkowski and Storme (2018) have applied a number of binary and
polytomous item-response theory (IRT) Lord (1980) models to the last series of Raven’s Standard
Progressive Matrices (SPM) test Raven (1941), further referred to as the SPM-LS test. They have made
their dataset publicly available, and the Journal of Intelligence has proposed a special issue where other
researchers are encouraged to present their own analyses.

The idea is not entirely new. Back in 1976, David Thissen Thissen (1976) tried to apply Bock’s nominal
response model Bock (1972) to Raven’s matrices as an attempt to throw light on the functioning of the
distractors and improve scoring in the lower ability range. It is easy to overlook this publication as it
came so incredibly early, some five years before Bock and Aitkin Bock and Aitkin (1981) proposed a really
practicable way to estimate the model.

To start with the big question of whether applying complex IRT models to an old, venerable test of
intelligence should be an improvement: I have not one but two answers. One is “possibly”, the other
“certainly not”. The duplicity arises from the fact that it is not possible to have methods and criteria
that would be equally appropriate to summative assessment, formative assessment, survey research,
methodological research, or substantive research.

Consider assessment. Computer-assisted learning has developed at staggering rates, becoming
essentially intertwined with formative assessment. Operating within the effort to increase ability, we can
even enjoy the luxury of being able to ask the same item multiple times and observe learning happen.
Summative assessment has remained more traditional: We tend to interrupt the learning process for a
while, hoping that ability will remain unchanged during testing, and praying that the items have not
been compromised by disclosure. The two modes are not simply different—they are more like opposites.
Hence, there is no methodological one-size-fits-all—not even within assessment practice.

On the other hand, not everybody who analyzes test data is busy grading exams. Some might be
studying populations, as is the case with PISA, TIMSS and friends. Others might be interested in the
way people behave when answering educational or intelligence tests. They will come up with ideas and
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Abstract: Local structural equation models (LSEM) are structural equation models that study model
parameters as a function of a moderator. This article reviews and extends LSEM estimation methods
and discusses the implementation in the R package sirt. In previous studies, LSEM was fitted
as a sequence of models separately evaluated as each value of the moderator variables. In this
article, a joint estimation approach is proposed that is a simultaneous estimation method across
all moderator values and also allows some model parameters to be invariant with respect to the
moderator. Moreover, sufficient details on the main estimation functions in the R package sirt are
provided. The practical implementation of LSEM is demonstrated using illustrative datasets and
an empirical example. Moreover, two simulation studies investigate the statistical properties of
parameter estimation and significance testing in LSEM.
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1. Introduction

A structural equation model (SEM) is a statistical approach for analyzing multivariate
data (Bartholomew et al. 2011; Bollen 1989; Browne and Arminger 1995; Jöreskog et al.
2016; Shapiro 2012; Yuan and Bentler 2007). These models relate a multivariate vector
X = (X1, . . . , XI) of observed I variables (also referred to as items or indicators) to a vector
of latent variables (i.e., factors) η of a dimension smaller than I. SEMs constrain the mean
vector µ and the covariance matrix Σ of the random variable X as a function of an unknown
parameter vector θ. By doing so, the mean vector is constrained as µ(θ), and the covariance
matrix is constrained as Σ(θ).

Local structural equation models (LSEM) study SEMs as a function of a univariate
moderator variable Hildebrandt et al. (2009, 2016). The moderator variable is the age or
time variable in most applications. LSEM has been mentioned as a general tool for assessing
measurement invariance across age or other continuous indicators in social sciences (Dong
and Dumas 2020; Han et al. 2019; Leitgöb et al. 2023). Note that LSEM has also been
abbreviated as LOSEM Briley et al. (2015a, 2015b).

The LSEM method is particularly suited for studying differentiation or dedifferenti-
ation hypotheses (see Hildebrandt et al. 2009 or Molenaar et al. 2010b). Differentiation
hypotheses of intelligence and general scholastic abilities describe changes in the relation-
ship between different cognitive abilities (i.e., their structural organization) depending on
the level of general ability (ability differentiation), age (differentiation in children and ado-
lescents; dedifferentiation in older adults), and their interaction. Breit et al. (2022) presented
a systematic review of 33 reports with data from 51 studies with over 260,000 participants
that examined differentiation effects. The findings indicated practically significant ability
differentiation in children and adults, and significant age dedifferentiation in older adults,
with effect sizes that implicate a practical significance of the effects. However, Breit et al.
(2022) also showed that age differentiation in children and adolescents was not supported.
Instead, small but negligible effect sizes were found for age dedifferentiation in adolescents.
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The LSEM method has been extended to two moderator variables by Hartung et al.
(2018). Molenaar (2021) proposed a semiparametric moderated factor modeling approach
in which no assumption concerning the functional form between the moderator and the
model parameters are imposed. In contrast to the original definition of LSEM (Hildebrandt
et al. 2009), some model parameters are allowed to be invariant across the continuous
moderator variable.

LSEM is closely related to moderated nonlinear factor analysis (MNFA; Bauer 2017;
Curran et al. 2014; Molenaar and Dolan 2012). In MNFA, a functional form of SEM model
parameters as a function of a single moderator (or multiple moderators) is imposed. In
this sense, MNFA is often more confirmatory than LSEM. Nevertheless, differentiation
hypotheses were also investigated by means of MNFA (Molenaar et al. (2010a, 2010b,
2011, 2017)). A tutorial on how to apply MNFA using the R package OpenMx (Boker et al.
2011) was given by Kolbe et al. (2022). LSEM also bears a similarity to the approach of
individual parameter change (Oberski 2013; Arnold et al. (2020, 2021). Variation in SEM
model parameters can also be tested with score-based invariance tests (Huth et al. 2022;
Merkle and Zeileis 2013; Wang et al. 2014).

LSEM has been implemented in the R package sirt (Robitzsch 2023b) as a wrapper to
the popular SEM package lavaan (Rosseel 2012). Moreover, the R package umx (Bates et al.
2019) can also be utilized for LSEM estimation.

This article reviews and extends LSEM estimation methods and discusses the imple-
mentation in the R package sirt. In previous literature, LSEM was fitted as a sequence of
models that are separately evaluated as each value of the moderator variables. In this article,
a joint estimation approach is proposed that is a simultaneous estimation method across
all moderator values and also allows some model parameters to be invariant with respect
to the moderator. Sufficient detail on the core estimation functions in the sirt package is
provided. The article also evaluates two significance testing approaches to assess whether
the moderator values are related to a model parameter in two simulation studies. Finally,
an empirical example demonstrates the usefulness of the LSEM methodology.

The remainder of this article is structured as follows. Section 2 overviews the most
important LSEM applications in the literature. In Section 3, different LSEM estimation
and significance testing approaches are presented. Details about LSEM implementation
in the sirt package can be found in Section 4. Section 5 discusses R input code and R
output of an LSEM analysis involving illustrative datasets. Section 6 includes a simulation
study investigating parameter recovery in LSEM regarding bias and root mean square error.
Section 7 includes a simulation study that investigates different estimators of variability in
parameter curves and the statistical properties of significance tests of parameter variation.
In Section 8, an empirical example is presented that reanalyzes SON-R intelligence data for
children aged between 21/2 and 7 years. Finally, Section 9 closes with a discussion.

2. Review of LSEM Applications

We now review important LSEM applications to demonstrate that this method is
widely applied in substantive research. The original LSEM publication of Hildebrandt et al.
(2009) (“Complementary and competing factor analytic approaches for the investigation of
measurement invariance”) has been cited 93 times and 80 times, according to Google Scholar
and ResearchGate (accessed on 18 July 2023), respectively. The second methodological
LSEM publication by Hildebrandt et al. (2016) (“Exploring factor model parameters across
continuous variables with local structural equation models”) has been cited 111 times,
89 times, and 77 times, according to Google Scholar, ResearchGate, and Web of Science
(accessed on 18 July 2023), respectively. Hence, one could say that LSEM fills some niche in
the researcher’s methodological toolbox.

In the following, some LSEM applications are briefly described. The studies are loosely
organized according to the fields of application.

Olaru and Allemand (2022) examined differential and correlated change in personality
across the adult lifespan using LSEM. Brandt et al. (2022) applied LSEM to four waves
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of data obtained with the full NEO Personality Inventory collected over 11 years from
1667 adults in a US sample using age as a continuous moderator. Hartung et al. (2021)
investigated the age-moderated covariance structure of the satisfaction with life scale
(SWLS) and the domains of health satisfaction and financial satisfaction using LSEM. Olaru
et al. (2019) analyzed NEO personality indicators across ages between 16 and 66 years
by means of LSEM. They selected items for short scales that had the greatest extent of
measurement invariance across age. Seifert et al. (2022) studied whether the rank-order
stability of personality increases until midlife and declines later in old age and found that
this inverted U-shaped pattern was not consistently observed in two reanalyzes utilizing
LSEM. Loneliness across different age levels was investigated by LSEM in Entringer and
Gosling (2022) and Panayiotou et al. (2022). Van den Akker et al. (2021) applied LSEM for
students aged between 8 and 18 years to investigate whether levels of conscientiousness and
agreeableness decrease when levels of neuroticism increase, indicating a dip in personality
maturation. Gnambs (2013) applied LSEM in a multitrait multi-informant meta-analysis
for the big five factors.

Hartung et al. (2022) investigated the structure of the “dark personality factor” across
age and gender using LSEM. Krasko and Kaiser (2023) investigated measurement invari-
ance across age for the dark triad by means of LSEM.

Bratt et al. (2018) investigated levels of perceived age discrimination across early to
late adulthood by employing LSEM, using data from the European social survey (ESS)
collected in 29 countries. Dutton and Kirkegaard (2022) applied LSEM to investigate a
particular question about the association between religiousness and intelligence. Allemand
et al. (2022) used LSEM to investigate the effects of continuous age and COVID-19 virus
worry on mean levels and correlations between gratitude and remaining opportunities
and time. Allemand et al. (2021) examined age-related psychometrics and differences in
the measurement, mean-levels, variances, and correlations of gratitude and future time
perspective across adulthood using data in a representative Swiss sample for participants
aged between 19 and 98 years.

Schroeders et al. (2015) studied the differentiation fluid and crystallized intelligence
in German students of grades 5 to 12. Watrin et al. (2022) studied the age differentiation
hypothesis of declarative knowledge, as proposed in Cattell’s investment theory. Hülür
et al. (2011) studied with LSEM whether cognitive abilities become more differentiated with
increasing age during childhood for children from age 2.5 to 7. Hartung et al. (2020) tested
whether associations among executive functions strengthened from middle childhood to
adolescence using cross-sectional data from a sample of children aged between 7 and 15
years. Gnambs and Schroeders (2020) examined the effects of cognitive abilities on the
factor structure of the Rosenberg self-esteem scale across age by means of LSEM. Whitley
et al. (2016) explored cross-sectional associations of age with five cognitive tests (word
recall, verbal fluency, subtraction, number sequence, and numerical problem solving) in a
large representative sample aged between 16 and 100 living in the UK. Breit et al. (2020)
investigated ability differentiation, developmental differentiation, and their interaction
with LSEM in two studies. Breit et al. (2021) provided a review of the literature on ability
and developmental differentiation effects in children and youths. Breit et al. (2023) studied
ability differentiation, including creativity measures, through LSEM for German students
aged between 12 and 16 years.

Hildebrandt et al. (2010) employed LSEM to investigate structural invariance and
age-related performance differences in face cognition. Hildebrandt et al. (2013) studied the
specificity of face cognition compared with object cognition from individual differences
and aging perspective by determining the amount of overlap between these abilities at
the level of latent constructs across age. By utilizing LSEM, Liu et al. (2022) found that
individual differences in white matter microstructure of the face processing brain network
were more differentiated from global fibers with increasing ability.

LSEM was also applied in behavioral neurosciences Kaltwasser et al. (2017). Jokić-
Begić et al. (2019) used LSEM for assessing measurement invariance across age for cyper-
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chondria, a process of increased anxiety over one’s health as a result of excessive online
searching. Lodi-Smith et al. (2021) found that autism characteristics measured by the
autism-spectrum quotient scale were not strongly associated with age by utilizing LSEM.
Cox et al. (2016) used LSEM to quantify microstructural properties of the human brain’s
connections for understanding normal ageing and disease (see also Briley et al. (2015b)).
Researchers de Mooij et al. (2018) used LSEM to study differences within and between brain
and cognition across the adult life span. Zheng et al. (2019) investigated whether genetic
and environmental influences on achievement goal orientations shift were moderated with
age. Madole et al. (2019) applied LSEM in network analysis as a method for investigating
symptom-level associations that underlie comorbidity connecting diagnostic syndromes.

Olaru et al. (2019) utilized LSEM in combination with ant colony optimization (see
also Olaru and Jankowsky 2022) to resample and weight subjects to study differences in
the measurement model across age as a continuous moderator variable.

An overview of different modeling strategies of LSEM for longitudinal data is pre-
sented in Olaru et al. (2020). Wagner et al. (2019) investigated through LSEM whether
personality becomes more stable with age. They disentangled state and trait effects for the
big five across the life span by applying LSEM to trait-state-occasion models. Gana et al.
(2023) applied trait-state-occasion models in tandem with LSEM to investigate whether the
characteristics of the depression EURO-D scale were associated with age.

LSEM was also applied to moderator variables different from age. Klieme and Schmidt-
Borcherding (2023) employed LSEM to explore whether there is noninvariance for indicators
of research self-efficacy regarding different training levels of students operationalized as
the number of studied semesters. Weiss et al. (2020) investigated the threshold hypothesis
of creativity by handling intelligence as a continuous moderator in LSEM. Schroeders and
Jansen (2022) studied by means of LSEM whether the multidimensional structure of the
science self-concept is moderated by levels of the cognitive ability in science. Basarkod
et al. (2023) investigated whether reading self-concept dimensions vary across reading
achievement levels in the PISA study. Olaru et al. (2022) examined the effects of family
background on children’s receptive vocabulary using LSEM with latent growth curve
models. Bolsinova and Molenaar (2019) (see also Bolsinova and Molenaar 2018) used
LSEM for indicator-specific covariates and extended LSEM to the study of cognitive tests
involving reaction times.

3. Estimating and Testing Local Structural Equation Models
3.1. Single-Group Structural Equation Model

In SEM, a measurement model is imposed that relates the observed variables X to
latent variables η

X = ν + Λη+ ϵ . (1)

In addition, the covariance matrix of ϵ is denoted by V ; that is, Var(ϵ) = Ψ. Moreover,
η and ϵ are multivariate normally distributed random variables. In addition, η and ϵ
are assumed to be uncorrelated. In CFA, the multivariate normal (MVN) distribution is
represented as η ∼ MVN(α, Φ) and ϵ ∼ MVN(0, Ψ). As we are only concerned with the
covariance structure in SEM in this paper, we assume α = 0 and E(X) = ν. Then, the
covariance matrix of X in CFA can be computed as:

Var(X) = Σ(θ) = ΛΦΛ⊤ + Ψ . (2)

The parameter vector θ contains parameters in Λ, Φ, and Ψ that are estimated. Typically,
the covariance matrix Σ is a constrained matrix determined by the specification (2).

In a general SEM, relationships among the latent variables η are modeled in path
models. A matrix B of regression coefficients is specified such that:

η = Bη+ ζ , (3)

231



J. Intell. 2023, 11, 175

where η denotes an endogeneous and ζ an exogeneous multivariate normally distributed
latent variables. Note that (3) can be written as:

η = (I − B)−1ζ , (4)

where I denotes the identity matrix. In this case, the covariance matrix of X are represented
in SEM as:

Var(X) = Σ(θ) = Λ(I − B)−1Φ[(I − B)−1]⊤Λ⊤ + Ψ . (5)

Some identification constraints must be imposed when estimating the covariance
structure of the SEM in (2) or (5) (Bollen 1989; Bollen and Davis 2009). The purpose of
identifying constraints primarily lies in a convenient interpretation of latent variables η
and is not primarily driven by improving the efficiency of estimating Σ.

When modeling multivariate normally distributed data without missing data, the
empirical covariance matrix S is a sufficient statistic for the unknown covariance matrix Σ.
Hence, S is also sufficient for the parameter vector θ of the SEM in (2) or (5).

3.2. Multiple-Group Structural Equation Model

We now describe the general estimation of a multiple-group SEM. There exist G known
groups g = 1, . . . , G. The allocation of a group to a subject is known in this case. Assume
that group g has Ng subjects and an empirical covariance matrix Sg. The population
covariance matrices are denoted by Σg (g = 1, . . . , G). The model-implied covariance
matrices are denoted by Σg(θ) (g = 1, . . . , G). The unknown parameter vector θ can have
common parameters across groups and parameters that are group-specific. For example, in
a CFA, equal factor loadings and item intercepts across groups are frequently imposed (i.e.,
measurement invariance holds; Meredith 1993; Putnick and Bornstein 2016) by assuming
the same loading matrix Λ across groups, while covariance matrices of latent variables or
the matrix B of regression coefficients are allowed to differ across groups.

Up to constants, the maximum likelihood (ML) fitting function of the unknown
parameter θ for the covariance structure in the multiple-group SEM is given by (see Bollen
1989 and Jöreskog et al. 2016):

F(θ; {Sg}g) =
G

∑
g=1

Ng

(
log|Σg(θ)|+ tr(SgΣg(θ)

−1)− log|Sg| − I
)

. (6)

Note that I refers to the number of observed variables; that is, the dimension of X. The
set {Sg}g denotes the set of G empirical covariance matrices that are sufficient statistics in
multiple-group SEM estimation. The parameter vector θ is estimated by minimizing F in
(6) and is denoted as the ML estimate. The estimated parameter is denoted by θ̂.

In practice, the model-implied covariance matrix can be misspecified (Boos and Ste-
fanski 2013; Gourieroux et al. 1984; Kolenikov 2011; White 1982), and θ is a pseudo-true
parameter defined as the minimizer of the fitting function F in (6). Importantly, θ does not
refer to a parameter of the data-generating model in this case. In contrast, it should be
interpreted as a summary of the data that are of central interest to the researcher.

The ML fitting function (6) can be considered a special case of discrepancy function. To
this end, we define a general discrepancy function D(S, Σ) between an empirical covariance
matrix S and a population covariance matrix Σ. The real-valued nonnegative function D
should only attain the value zero if S = Σ (i.e., for correctly specified models). For the ML
fitting function, the discrepancy function D is defined as:

D(S, Σ(θ)) = log|Σ(θ)|+ tr(SΣ(θ)−1)− log|S| − I . (7)

Using definition (7), we can rewrite (6) as:
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F(θ; {Sg}g) =
G

∑
g=1

NgD(Sg, Σg(θ)) , (8)

and θ̂ is the minimizer of F(θ; {Sg}g).
If an age moderator variable A is available, an SEM can, in principle, be estimated for

all subgroups of subjects for different values of the age variable. In practice, sample sizes
for concrete age values might be too small for separate estimation of the SEM. Moreover,
discretizing the values of a continuous moderator variable A into G distinct groups of
subjects might not be preferred due to loss of information (Hildebrandt et al. 2009). To
circumvent these issues, LSEM has been proposed. We discuss LSEM estimation methods
in the next subsections.

3.3. Local Weighting

Instead of grouping subjects that fall within a given range of the moderator, as in
multiple-group SEMs, observations are locally weighted around focal points (i.e., specific
values of the continuous moderator variable) in LSEM. In previous studies, SEMs are
sequentially estimated on the basis of weighted samples of observations at all focal points
(i.e., the pointwise LSEM estimation approach, see Section 3.5).

In LSEM, researchers are interested in investigating moderator-specific covariance
structures. That is, they aim to model conditional covariances:

Var(X|A = a) = Σ(a) (9)

As argued in the previous section, sample sizes might be too small for estimating Σ(a)
only for subjects with A = a. To this end, subjects with moderator values a sufficiently
close to a focal point at (i.e., a chosen value of the moderator variable A) should also enter
the estimation. For each focal point at and each subject n, weights wnt are computed that
reflect the distance of the moderator value (e.g., a value of age) of person n (i.e., an) and the
focal point at. If an = at, the weight should be one, and it should be zero for age values an
that strongly differ from at.

The computation of weights relies on a kernel function K that is chosen by the re-
searcher (Hildebrandt et al. (2009, 2016). The real-valued kernel function fulfills the
properties K(0) = 1, K(x) = K(−x) (i.e., it is a symmetry function), K(x) ≥ 0 for all x ∈ R,
and K is a decreasing function for x ≥ 0. The subject-specific weight wnt for subject n at a
focal point at with a pre-specified bandwidth bw is computed as:

wnt = K
(

an − at

bw

)
. (10)

By the definition of K, weights are bounded within the interval [0, 1].
Typical choices of the weight function in the literature of nonparametric regression

or density estimation are the Gaussian kernel, the Epanechnikov kernel, and the uniform
kernel function. The Gaussian kernel function is defined as:

K(x) = exp(−x2/2) . (11)

In density estimation involving the Gaussian kernel function, an optimal bandwidth
is given by bw = hN−1/5σA with h = 1.1, and σA is the standard deviation of the age
moderator variable (Silverman 1986). The parameter h is referred to as the bandwidth
factor in this article. The Epanechnikov kernel function is defined as:

K(x) =
{ 3

4 (1 − x2) for |x| ≤ 1
0 for |x| > 1

. (12)

For age values an with |an − at| > bw, weights wnt are zero. Finally, the uniform kernel
function is defined as:
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K(x) =
{

1 for |x| ≤ 1
0 for |x| > 1

. (13)

The uniform kernel can be used to define weights so that they reflect the discretization
of the continuous age variable A into G distinct groups. The estimated LSEM will provide
parameter results that are identical to the multiple-group SEM if the same identification
constraints are utilized.

3.4. Estimation of Conditional Means and Conditional Covariances

We now describe the estimation conditional covariances Σ(a). In a practical imple-
mentation of the LSEM, researchers define a discrete grid of moderator values a1, a2, . . . , aT
(i.e., the focal points) of the age variable A. In most applications, a grid of equidistant focal
points is chosen (Hildebrandt et al. 2016). However, the grid of focal points could also be
chosen in such a way that it mimics the empirical distribution of the moderator variable.
For example, researchers might use empirical percentiles of the moderator variable (e.g., a
grid of 10 focal points using the pth percentile for p = 5, 15, . . . , 95).

To estimate conditional covariances at a focal point at, we first compute the conditional
mean function E(X|A = a) for X = (X1, . . . , XI). For a variable Xi for i = 1, . . . , I, a local
quadratic regression model is specified to estimate the conditional mean at focal point at.
That is, one minimizes:

(γ̂it0, γ̂it1, γ̂it2) = arg min
(γit0,γit1,γit2)

{
N

∑
n=1

wnt

(
xin − γit0 − γit1(ant − at)− γit2(ant − at)

2
)2

}
(14)

The conditional mean estimate of µi(at) = E(Xi|A = at)is given by µ̂i(at) = γ̂it0. Note
that the minimization in (14) is a weighted least squares estimation problem for a linear
regression (i.e., it is linear in model parameters) and closed formulae are available for
estimating (γit0, γit1, γit2) (see Fox 2016).

We now describe the estimation of conditional covariances σij(at) = Cov(Xi, Xj|A =
at). First, residuals enit are computed using local quadratic regression parameters defined
in (14) as:

enit = xin − γ̂it0 − γ̂it1(ant − at)− γ̂it2(ant − at)
2 . (15)

The estimate of the conditional covariances σij(at) can be obtained by simple weighting or
a local regression model.

In the weighting approach, one estimates:

σ̂ij(at) = W−1
t

N

∑
n=1

wntenitenjt , (16)

where Wt = ∑N
n=1 wnt. This approach was advocated in Hildebrandt et al. (2009) and

Hildebrandt et al. (2016).
In recently proposed local regression modeling (see Olaru et al. 2020), one also specifies

a local quadratic regression estimation problem for the computation of the conditional
covariance:

(δ̂ijt0, δ̂ijt1, δ̂ijt2) = arg min
(δijt0,δijt1,δijt2)

{
N

∑
n=1

wnt

(
enitenjt − δijt0 − δijt1(ant − at)− δijt2(ant − at)

2
)2

}
. (17)

The estimate of the conditional covariance is given as σ̂ij(at) = δ̂ijt0.
Note that the estimation of the conditional mean function in (14) and the conditional

covariance function in (17) is essentially equivalent, except for the case that the former
uses the values xni as the dependent variable xni (i.e., indicator i), while the latter uses
the product residual enitenjt of variables for indicators i and j for the computation of the
moderator-specific conditional covariance.
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The steps can be repeated for all pairs of variables i and j (i, j = 1, . . . , I) and all focal
points at (t = 1, . . . , T). The resulting estimated conditional covariance matrices at focal
points at are denoted by Σ̂t (t = 1, . . . , T). The estimated covariance matrices Σ̂t are not
guaranteed to be positive definite. Therefore, the estimate might be slightly modified to
determine a close matrix to Σ̂t that fulfills the positive definiteness property (Bentler and
Yuan 2011).

LSEM estimation methods rely on the estimated conditional covariances. Three
different estimation approaches are described in Sections 3.5, 3.6 and 3.8.

3.5. Pointwise LSEM Estimation

Pointwise LSEM estimation relies on the idea that a separate SEM is fitted to each focal
point at. The resulting parameter estimates θ̂t are plotted or analyzed as a function of the
age variable A. More formally, based on the conditional covariance estimate Σ̂t, at each
focal point at, the following fitting function is minimized:

F(θt; Σ̂t) = D
(
Σ̂t, Σt(θt)

)
, (18)

where θ̂t denotes the minimizer of F(θt; Σ̂t). Note that in (18), the distance between the
empirical conditional covariance Σ̂t and the model-implied conditional covariance Σt(θt)
at the focal point at is minimized. This approach was proposed by Hildebrandt et al.
(2009, 2016). The minimization in (18) is not restricted to ML estimation and can also
be applied to weighted least estimation in SEM (Browne 1974) or model-robust fitting
functions (Robitzsch 2023a).

Model fit statistics, such as RMSEA, SRMR, or TLI, are computed at each value of
the focal point. Note that pointwise LSEM estimation provides parameter curves across
different values of the moderator variable.

The pointwise LSEM estimation method allows the parameter vector θ(a) to vary
freely across a. However, this flexibility sometimes hinders interpretation. Moreover, some
researchers might prefer to impose invariance constraints for some of the model parameters
(Leitgöb et al. 2023). For this reason, a joint LSEM estimation approach is proposed that is
described in the next Section 3.6.

3.6. Joint LSEM Estimation with Invariance Constraints

While pointwise LSEM estimation tackles the estimation problem by successively and
separately estimating an SEM at each of the focal points, joint LSEM estimation defines a
single estimation function that involves conditional covariance matrices of all focal points.
By doing so, the parameter vector θ can contain parameters that are specific to each focal
point and parameters that do not vary for different values of age. The fitting function is
defined as:

F(θ; {Σ̂t}t) =
T

∑
t=1

WtD(Σ̂t, Σt(θ)) , (19)

where θ̂ is the minimizer of F(θ; {Σ̂t}t) and Wt = ∑N
n=1 wnt is the sum of weights specific

to each focal point at. Note that (19) looks like a fitting function in multiple-group SEM
estimation. However, subjects can enter multiple groups (i.e., focal points) because they
enter the estimated conditional covariances multiple times according to the weights wnt.
Hence, the fitting function F in (19) will not be an ML fitting function and falls in the
general class of M-estimation problems (Stefanski and Boos 2002).

The parameter vector θ can be decomposed into components θ = (θ0, θ1, . . . , θT),
where θ0 contains parameters that are invariant across age, and θt for t ≥ 1 contain the
parameters that vary across age values. The fitting function in (19) can then be rewritten as:

F(θ0, θ1, . . . , θT ; {Σ̂t}t) =
T

∑
t=1

WtD(Σ̂t, Σt(θ0, θt)) . (20)
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Note that the originally proposed pointwise estimation of the fitting function in (18)
is equivalent to joint LSEM estimation in (20) if there does not exist invariant model
parameters θ0.

In joint LSEM estimation, global model fit statistics are computed. These fit statistics
can be interpreted similarly as in multiple-group SEMs.

3.7. Estimation of DIF Effects

In joint LSEM estimation defined by the fitting function F in (20), some parameters
(i.e., the parameter vector θ0) have invariance constraints across the age moderator variable.
These invariance constraints ease interpretation and have the advantage of specifying
parsimonious SEMs. However, researchers might be interested in what would happen if
these invariance constraints were freed.

Violations of measurement invariance are referred to as differential item functioning
(DIF) in item response theory literature (Mellenbergh 1989; Holland and Wainer 1993;
Millsap 2011). Noninvariant parameters are referred to as DIF effects in this literature. We
also use this notation and now discuss the estimation of DIF effects. DIF effects emerge
if all estimated age-specific parameters θ̂t (t ≥ 1) are held fixed in (20), and the entries of
the parameter vector θ0 are allowed to vary across age. We denote the focal-point-specific
estimates of DIF effects by δt. To this end, invariant parameters θ0 are replaced with
δ1, . . . , δT , and the following fitting function F is minimized to obtain DIF effect estimates
δ̂t (t = 1, . . . , T):

F(δ1, . . . , δT , θ̂1, . . . , θ̂T ; {Σ̂t}t) =
T

∑
t=1

WtD(Σ̂t, Σt(δt, θ̂t)) . (21)

Note that there are no invariant model parameters in (21), and the DIF effects δt at the
focal point at could alternatively be obtained by pointwise minimization of:

F(δt, θ̂t; Σ̂t) = D(Σ̂t, Σt(δt, θ̂t)) . (22)

The estimated DIF effects can be plotted or analyzed as a function of the age moderator
to investigate whether the invariance constraints are substantially violated.

3.8. Joint LSEM Estimation with More General Parameter Constraints and Relation to Moderated
Nonlinear Factor Analysis

In this subsection, joint LSEM estimation is slightly generalized. The fitting function
is the same as in (20), but constrains across focal-point-specific parameters θt are allowed.
In particular, we discuss the implementation of linear, quadratic, and piecewise linear or
quadratic parameter constraints.

Assume a parameter curve θ(at) for a particular parameter. Furthermore, assume that
the focal points are equidistant; that is, at+1 − at = ∆ are equal for t = 1, . . . , T − 1.

We first describe a linear parameter constraint. A linear function of a parameter θ
for age values a is given by f (a) = α0 + α1a. The first derivative of f is constant, and it
holds that f ′(at+1) = f ′(at) = α1. Hence, the equality in derivatives can be translated into
equalities in first-order differences in model parameters:

θ(at+2)− θ(at+1) = θ(at+1)− θ(at) . (23)

These constraints can be added in multiple-group SEM in typical SEM software such as
lavaan (Rosseel 2012).

A quadratic function of a parameter is given by f (a) = α0 + α1a + α2a2. This function
has constant second-order derivatives; that is, f ′′(at+1) = f ′′(at) = 2α2. Hence, second-
order differences in parameter values are constant, which translates into:

θ(at+3)− 2θ(at+2) + θ(at+1) = θ(at+2)− 2θ(at+1) + θ(at) . (24)
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Similarly, cubic parameter constrains can be implemented by recognizing that the
third-order differences in parameter values are constant. A slightly more tedious constraint
than (24) can be derived.

The linearity and quadratic constraints in (23) and (24) can also be applied if parameter
curves are broken into segments. Hence, piecewise linear or quadratic functions can be
applied.

Applying (piecewise) quadratic parameter functions in joint LSEM estimation can be
interpreted as a kind of smoothing procedure to stabilize parameter estimation. Further-
more, the raw data are smoothed when computing the estimated conditional covariance
matrices Σ̂t. Hence, researchers have two choices for how stabilizing parameter estimation
in LSEM.

Notably, parameter constraints in joint LSEM estimation are estimates of MNFA in a
particular case. If the age moderator values A has only values at the grid of equidistant
focal points a1, . . . , aT , then using the uniform kernel with bw = (a2 − a1)/2 is equivalent
to MNFA with appropriate parameter constraints. Such an approach is described in Tucker-
Drob (2009).

3.9. Parameter Curve Summaries and Significance Testing

Finally, we discuss the definition of summary statistics and the test of significant
parameter variation across age. Let θ(at) be a parameter curve of some model parameter
estimated at focal points at (t = 1, . . . , T). The parameter curve θ(a) can be summarized by
the mean and the standard deviation. Let f (at) be the discrete density of the age variable
A at focal point at and assume that ∑T

t=1 f (at) = 1. The (weighted) average value of the
parameter curve (i.e., the mean) is given as:

Mθ(a) =
T

∑
t=1

f (at)θ(at) . (25)

In practice, an estimate of (25) is obtained by

M̂θ(a) =
T

∑
t=1

f̂ (at)θ̂(at) . (26)

The standard deviation of a parameter curve quantifies the variability of a parameter
curve across age and is given by:

SDθ(a) =

√√√√ T

∑
t=1

f (at)
(

θ(at)− Mθ(a)

)2
. (27)

An estimate of the standard deviation defined in (27) is given by:

ŜDθ(a) =

√√√√ T

∑
t=1

f̂ (at)
(

θ̂(at)− M̂θ(a)

)2
. (28)

The sample estimate ŜDθ(a) is always positive in finite samples if no invariance constraints
are imposed. Hence, the naive standard deviation estimate in (28) will be positively biased.
The bootstrap resampling procedure (Efron and Tibshirani 1994) can be used to reduce the
bias in an estimate of SDθ(a). For LSEM, nonparametric bootstrap is implemented, which
resamples subjects with replacement. The pointwise standard deviation of a parameter
value across bootstrap samples can be used as a standard error estimate. A bias-corrected
estimate of the standard deviation is obtained by:

ŜDθ(a),bc = sqrt+
(

ŜD
2
θ(a) −Bθ(a)

)
, (29)
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where sqrt+(x) =
√

max(x, 0) and Bθ(a) is the finite-sample bias of ŜD
2
θ(a) that can be

determined by bootstrap resampling (Efron and Tibshirani 1994). A t-statistic for significant
variation in an estimated parameter curve can be computed as:

t = ŜDθ(a),bc/SE , (30)

where SE is the standard deviation of ŜDθ(a) values defined in (28) across different bootstrap
samples. Note that this test procedure relies on a normal distribution assumption for the
test statistic t, although it is probably an incorrect null distribution.

An alternative test for parameter variation is based on a Wald test. A covariance
matrix estimate V for the vector ξ = (θ(a1), . . . , θ(aT)) can be obtained from bootstrap.
It is assumed that ξ̂ is multivariate normally distributed. Let H be a (T − 1)× T matrix
that implements equality constraints across the values of the parameter curve. The null
hypothesis of no parameter variation is given by Hξ = 0. Consider the Wald test statistic:

χ2 = ξ̂⊤H⊤
(

H⊤V H
)−1

H ξ̂ (31)

This statistic is chi-square distributed with T − 1 degrees of freedom.
In previous work, a permutation test has been proposed for testing parameter variation

(Hartung et al. 2022; Hildebrandt et al. (2009, 2016)). A permutation test simultaneously
assesses the effects on all parameters. In contrast, the test based on the standard deviation
(30) and the Wald test (31) relies on a fitted model without modifying all other model
parameters. Hence, we tend to favor the latter statistics over the permutation test.

4. Implementation of Local Structural Equation Models in the Sirt Package

In this section, we discuss the implementation of LSEM in the R (R Core Team
2023) package sirt (Robitzsch 2023b). The CRAN version can be installed within R us-
ing utils::install.packages(’sirt’), while the most recent GitHub version can be in-
stalled employing devtools::install_github(’alexanderrobitzsch/sirt’). The four pri-
mary LSEM functions are sirt::lsem.estimate(), sirt::lsem.bootstrap(), sirt::lsem.test()
and sirt::lsem.permutationTest(), which will be discussed below. The new CRAN release
of sirt from August 2023 (sirt 3.13-228; https://cran.r-project.org/web/packages/sirt/
accessed on 11 August 2023) includes the functionality described in this article.

LSEM estimation in sirt provides a wrapper to the SEM package lavaan (Rosseel 2012).
The model specification follows the lavaan syntax, which eases the familiarity with R
code for LSEM estimation because lavaan seems to be the most popular open-source SEM
software.

In Listing 1, the main function sirt::lsem.estimate() is displayed. This function is
the main LSEM estimation function. We now discuss the most important arguments in
detail.

Listing 1. LSEM function sirt::lsem.estimate().

1 s i r t : : lsem . es t imate ( data , moderator , moderator . grid , lavmodel , type="LSEM" , h = 1 . 1 , bw=NULL,
2 r e s i d u a l i z e =TRUE, f i t _measures=c ( " rmsea " , " c f i " , " t l i " , " g f i " , " srmr " ) ,
3 standardized=FALSE , standardized _ type=" std . a l l " , lavaan _ f c t ="sem" ,
4 s u f f i c i e n t _ s t a t i s t i c s =TRUE, pseudo_weights =0 , sampling_weights=NULL,
5 l o c _ l i n e a r _smooth=TRUE, e s t _ j o i n t =FALSE ,
6 par_ i n v a r i a n t =NULL, par_ l i n e a r =NULL, par_ quadrat ic=NULL,
7 p a r t a b l e _ j o i n t =NULL, pw_ l i n e a r =1 , pw_ quadrat ic =1 , pd=TRUE, e s t _DIF=FALSE ,
8 se=NULL, kernel=" gaussian " , eps=1E−8 , verbose=TRUE, . . . )

In data, a data frame must be provided by the user. The data frame should also include
the moderator variable, whose variable name must be specified in moderator. The set of
focal points can be defined as a vector moderator.grid. In lavmodel, lavaan syntax must be
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provided for estimating the LSEM. The default of the argument type is “LSEM”; that is, an
LSEM is estimated. By choosing type=”MGM”, a multiple-group model with a discretized
moderator variable is estimated. The bandwidth in sirt::lsem.estimate() can be specified
by h or bw. The arguments are related through the formula:

bw = hN−1/5σ̂A , (32)

where σ̂A denotes the estimated standard deviation of the moderator variable A (i.e., the
argument moderator). The logical argument residualize indicates whether local regres-
sion smoothing of the mean structure should be applied before estimating conditional
covariances. The argument fit_measures defines fit statistics available in lavaan that should
be included in the LSEM output. The logical argument standardized defines whether
standardized parameters should appear in the LSEM output. The type of standardiza-
tion is specified in standardized_type whose conventions follow the lavaan package. In
lavaan_fct, the lavaan function is specified that is used for LSEM estimation. The default
lavaan_fct="sem" refers to lavaan::sem(). Other options are "cfa" (for lavaan::cfa()) and
"lavaan" (for lavaan::lavaan()). The logical argument sufficient_statistics indicates
whether sufficient statistics (i.e., conditional mean and conditional covariances) should
be used in estimation. Without missing data, ML can always rely on sufficient statistics.
However, in the presence of missing data, conditional covariance matrices are estimated
based on pairwise deletion. However, if full information maximum likelihood was utilized,
the mean structure cannot be properly residualized. Hence, researchers are advised either
to believe in missing data mechanisms close to missing completely at random that justify
the usage of pairwise deletion or to apply an appropriate multiple imputation procedure
prior to LSEM analysis if there are missing values in the dataset.

Users can also input a vector of sampling weights in sampling_weights. The logical
argument loc_linear_smooth defines whether local quadratic regression (see (17)) should be
applied in the estimation of conditional covariances. If the default loc_linear_smooth=TRUE
is changed into loc_linear_smooth=FALSE, the weighting formula (16) is utilized. The log-
ical argument est_joint indicates whether joint LSEM estimation (i.e., the default; see
Sections 3.6 or 3.8) or pairwise LSEM estimation (see Section 3.5) is applied. Invariant
model parameters can be specified in the vector argument par_invariant. If there are some
invariant parameters, joint LSEM estimation is automatically chosen (i.e., est_joint=TRUE).
Linear or quadratic parameter constraints on model parameters (see Section 3.8) can be
specified with par_linear and par_quadratic, respectively. The number of segments in
piecewise linear or piecewise quadratic parameter constrained estimation can be specified
with pw_linear or pw_quadratic. The default is that the constrains should be applied across
all moderator values (i.e., there is only one segment of a piecewise linear or quadratic func-
tion). The argument partable_joint allows the input of a lavaan parameter table in joint
estimation. This argument has the advantage that arbitrary parameter constraints can be
specified by the user (e.g., additional equality constraints in piecewise quadratic functions).
The logical argument pd indicates whether non-positive definite conditional covariance
matrices should be smoothed to ensure positive definiteness. The logical argument est_DIF
defines whether DIF effects should be estimated (see Section 3.7). Note that DIF effects
can only be estimated if the LSEM model contains some invariant model parameters. The
argument kernel allows the choice of the kernel function. Possible options are “gaussian”,
“epanechnikov”, and “uniform”. Finally, the logical argument verbose indicates whether
some output should be displayed in the R console when estimating the LSEM model.

Listing 2 displays the LSEM bootstrapping function in the sirt package. An object
object must be provided that is the output of the sirt::lsem.estimate() function. The
number of bootstrap samples can be specified by the argument R. Bootstrap can also
be applied at the level of higher-order units. For example, school classes, schools, or
organizations can be bootstrapped instead of bootstrapping subjects. Such a kind of cluster
bootstrap is required if there is an additional dependency structure in the data. In this
case, users can define a vector of cluster units in cluster. The sirt::lsem.bootstrap() also
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allows more general replication designs such as jackknife, balanced repeated replication, or
half sampling (Kolenikov 2010) by providing an N × R matrix of resampling weights in the
argument repl_design. In the case of more complex designs, a scale factor repl_factor must
be defined by the user for a correct standard error computation. In the case of jackknife,
it is 1 (or (R − 1)/R), while it is 1/R in the case of bootstrap resampling. The bootstrap
function sirt::lsem.bootstrap() is needed for computing the standard deviation statistic of
parameter curves and its statistical inference (see Section 3.9). The sirt::lsem.bootstrap()
function also allows an option for parallel computing. The number of employed cores can
be specified by the argument n.core. The default is the use of one core which means that
no parallel computing is applied in LSEM bootstrap estimation.

Listing 2. LSEM function sirt::lsem.bootstrap().

1 s i r t : : lsem . boots t rap ( o b j e c t , R=100 , verbose=TRUE, c l u s t e r =NULL,
2 r e p l _ design=NULL, r e p l _ f a c t o r =NULL, use_ s t a r t i n g _ values=TRUE,
3 n . core =1 , c l . type="PSOCK" )

Listing 3 displays the LSEM function sirt::lsem.test() that performs the Wald tests
for parameter variation (see Section 3.9). Instead of applying a test of the equality of a
parameter curve on T focal points a1, . . . , aT , the specification in models allows the test of
significant regression parameters for a particular function. For example, a specification
"FX=∼X1"=y∼m+I(mˆ2) tests whether the vector of the linear and the quadratic regression
coefficient of the factor loading FX=∼X1 differs from (0, 0). Note that sirt::lsem.test()
requires the output of sirt::lsem.estimate() in mod and the output of the application of
the bootstrap (or general resampling) of sirt::lsem.bootstrap() in bmod.

Listing 3. LSEM function sirt::lsem.test().

1 s i r t : : lsem . t e s t (mod, bmod, models=NULL )

Listing 4 displays the LSEM function sirt::lsem.permutationTest() that carries out
the permutation test for a statistical significance test for variation in parameter curves of
the LSEM model Hildebrandt et al. (2009, 2016). In the permutation test, the values of the
moderator variables are randomly resampled in the dataset to create a null distribution
of parameter curves under the assumption of no relation to the moderator. The number
of permutation samples can be specified in the argument B. As in sirt::lsem.bootstrap(),
parallel computing can be requested by the number of cores in the argument n.core.

Listing 4. LSEM function sirt::lsem.permutationTest().

1 s i r t : : lsem . permutationTest ( lsem . o b j e c t , B=1000 , r e s i d u a l i z e =TRUE, verbose=TRUE,
2 n . core =1 , c l . type="PSOCK" )

5. Illustrative Datasets

In this section, we illustrate LSEM estimation with the R package sirt. Three simulated
datasets involving six variables X1, X2, X3, Y1, Y2, and Y3 are used for illustration. The
analysis model is a two-dimensional factor model with a simple loading structure, where
the first factor FX is measured by X1, X2, and X3, and the second factor FY is measured by Y1,
Y2, and Y3. The moderator variable age was assessed at 13 time points, referring to ages
6, 7, . . . , 18. An anonymous reviewer pointed out that using 13 time points would look like
longitudinal data. However, we only used the 13 time points for illustratory purposes. For
example, there could be 13 cross-sectional age groups that are assessed.

The population parameters of the factor model for each age a = 6, 7, . . . , 18 and
each of the three datasets DATA1 , DATA2 , and DATA3 can be found in the directory
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“POPPARS” at https://osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793 (accessed
on 3 June 2023). From these population parameters, 10,000 subjects were simulated at
each of the 13 age points. The distribution at each age point exactly coincides with the
specified conditional mean vector and the conditional covariance matrix (see, e.g., the
lavaan::simulateData() function with the argument empirical=FALSE for a similar func-
tionality). Data were simulated from a multivariate normal distribution. This simulation
ensures that the population data involving 130,000 subjects (i.e., = 13 × 10, 000 subjects)
exactly follows the specified covariance structure. In DATA1 , all model parameters ex-
cept for residual variances were assumed noninvariant. In DATA2 , only the structural
parameters (i.e., factor correlation and factor variances) were noninvariant, while fac-
tor loadings and residual variances were assumed invariant. In DATA3 , all measure-
ment and structural model parameters were assumed invariant. The population datasets
and the data-generating model parameters can be found in the directory “POPDATA” at
https://osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793 (accessed on 3 June 2023).
The illustrative datasets used in this section were subsamples of 2000 subjects from datasets
DATA1 , DATA2 , and DATA3 . The main motivation for using a subsample of the data
is to show that LSEM produces some variability in model parameter estimates even if
the model parameter is invariant across the moderator values in the data-generating
model. The subsamples were created by random sampling without replacement from
the population datasets. These datasets can be found in the directory “ILLUSDATA” at
https://osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793 (accessed on 3 June 2023).

Listing 5 contains the specification of the LSEM model involving two factors FX and FY.
In lines 5–10 in Listing 5, the lavaan syntax for the factor model is specified in the string
lavmodel. Line 13 in Listing 5 defines the parameter names (i.e., the factor loadings of X2, X3,
Y2, and Y3) that are assumed invariant across the values of the moderator variable age. Line
16 in Listing 5 specifies the vector of focal points at which the LSEM model should be esti-
mated. Lines 19–21 in Listing 5 contain the R command for applying sirt::lsem.estimate().
Note that the invariant model parameters are provided with the argument par_invariant,
DIF effects were estimated due to est_DIF=TRUE, and the bandwidth factor h was chosen as
1.1. Joint LSEM estimation was applied because invariance constraints among parameters
were imposed. In line 25 in Listing 5, the random seed is fixed, which ensures that bootstrap
resampling will not change when applying code at a different time. Line 26 in Listing 5
specifies bootstrapping using sirt::lsem.bootstrap(). In total, R = 200 bootstrap samples
were utilized. Note that the specified factor model in Listing 5 is misspecified for the dataset
DATA1 , but correctly specified for the datasets DATA2 and DATA3 .
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Listing 5. Illustrative datasets: Specification of LSEM with invariant factor loadings in
sirt::lsem.estimate() and subsequent bootstrap in sirt::lsem.bootstrap().

1 l i b r a r y ( lavaan )
2 l i b r a r y ( s i r t )
3
4 # s p e c i f y model us ing l a v a a n sy n t a x
5 lavmodel <− "
6 FX=~ 1 *X1+X2+X3
7 FY=~ 1 *Y1+Y2+Y3
8 FX ~~ FX
9 FY ~~ FY

10 FX ~~ FY"
11
12 #− d e f i n e i n v a r i a n t p a r a m e t e r s
13 par_ i n v a r i a n t <− c ( "FX=~X2 " , "FX=~X3 " , "FY=~Y2 " , "FY=~Y3 " )
14
15 #− d e f i n e g r i d o f m o d e r a t o r v a l u e s
16 moderator . grid <− seq ( 6 , 1 8 , 1 )
17
18 # e s t i m a t e LSEM model
19 mod <− s i r t : : lsem . es t imate ( dat , moderator=" age " , moderator . grid=moderator . grid ,
20 s u f f i c i e n t _ s t a t i s t i c s =TRUE, lavmodel=lavmodel , h = 1 . 1 ,
21 par_ i n v a r i a n t =par _ inva r ia nt , s tandardized=TRUE, e s t _DIF=TRUE)
22 summary (mod) # p r i n t summary
23
24 # p e r f o r m b o o t s t r a p with R=200 b o o t s t r a p s a m p l e s
25 s e t . seed ( 7 8 9 )
26 rmod <− s i r t : : lsem . boots t rap (mod, R=200)
27 summary ( rmod )

A part of R output of the sirt::lsem.bootstrap() function can be found in Listing 5.
A slight misfit is detected in fit statistics RMSEA and SRMR. The CFI and TLI fit statistics
are not indicative of the incorrect invariance assumption of factor loadings.

Figure 1 displays parameter curves for the two factor variances (i.e., FX∼∼FX and
FY∼∼FY) and the factor correlation (i.e., std FX∼∼FY) for the illustrative dataset DATA1 .
From Listing 5, we see that the variance of FX had an average of 0.396 with significant
parameter variation (SDbc = 0.083, p < 0.001), and FY had an average of 0.473 with
significant parameter variation (SDbc = 0.111, p < 0.001). Moreover, the factor correlation
had an average of 0.584 and also showed a significant parameter variation (SDbc = 0.059,
p = 0.003).

Figure 2 displays parameter curves for the two factor variances and the factor cor-
relation for the illustrative dataset DATA3 , which had no simulated parameter variation
in these parameters. By comparing Figures 1 and 2, it is evident that there is negligible
parameter variation for the dataset DATA3 compared to the dataset DATA1 .

The parameter curves for DIF effects for factor loadings for datasets DATA1 and DATA2
are displayed in Figures 3 and 4, respectively. For DATA1 , factor loadings were simulated
as noninvariant, while they were assumed invariant across age for DATA2 . This fact is
visible when comparing Figures 3 and 4.

It can be seen from Listing 6 that DIF effects for factor loadings X1 (SDbc = 0.024,
p = 0.020), X3 (SDbc = 0.038, p = 0.002), Y1 (SDbc = 0.024, p = 0.022), and Y2 (SDbc = 0.030,
p = 0.001) had significant parameter variation for dataset DATA1 , while they were not
significant for loadings of X2 and Y3.
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Listing 6. Illustrative datasets: Part of the output of sirt::lsem.bootstrap() for the illustrative
dataset DATA1 .

1 Global Fit Statistics for Joint Estimation
2
3 stat value value_bc se
4 1 rmsea 0.017 -0.017 0.007
5 2 cfi 0.999 1.008 0.003
6 3 tli 0.998 1.011 0.004
7 4 gfi 0.988 0.996 0.003
8 5 srmr 0.028 0.016 0.003
9

10 Parameter Estimate Summary
11
12 par parindex M SD SD_bc SD_se SD_t SD_p MAD Min Max
13 1 FX=~X1 1 1.000 0.000 0.000 0.000 0.000 0.500 0.000 1.000 1.000
14 2 FX=~X2 2 1.099 0.000 0.000 0.000 0.000 0.500 0.000 1.099 1.099
15 3 FX=~X3 3 0.984 0.000 0.000 0.000 0.000 0.500 0.000 0.984 0.984
16 4 FY=~Y1 4 1.000 0.000 0.000 0.000 0.000 0.500 0.000 1.000 1.000
17 5 FY=~Y2 5 0.866 0.000 0.000 0.000 0.000 0.500 0.000 0.866 0.866
18 6 FY=~Y3 6 0.924 0.000 0.000 0.000 0.000 0.500 0.000 0.924 0.924
19 7 FX~~FX 7 0.396 0.086 0.083 0.011 7.635 0.000 0.064 0.148 0.478
20 8 FY~~FY 8 0.473 0.115 0.111 0.021 5.182 0.000 0.089 0.313 0.760
21 9 FX~~FY 9 0.258 0.077 0.073 0.011 6.538 0.000 0.059 0.083 0.400
22 [...]
23 32 std__FX~~FY 32 0.584 0.072 0.059 0.022 2.736 0.003 0.054 0.387 0.664
24 [...]
25 47 dif__FX=~X1 47 0.996 0.040 0.024 0.012 2.052 0.020 0.032 0.943 1.089
26 48 dif__FX=~X2 48 1.094 0.025 0.000 0.012 0.000 0.500 0.018 1.023 1.127
27 49 dif__FX=~X3 49 0.995 0.043 0.038 0.013 2.812 0.002 0.029 0.946 1.125
28 50 dif__FY=~Y1 50 1.011 0.038 0.024 0.012 2.013 0.022 0.031 0.947 1.076
29 51 dif__FY=~Y2 51 0.860 0.038 0.030 0.010 3.052 0.001 0.032 0.794 0.917
30 52 dif__FY=~Y3 52 0.925 0.024 0.000 0.011 0.000 0.500 0.021 0.882 0.970

Figure 1. Illustrative datasets: Parameter curves for variances of the two factors (i.e., FX∼∼FX and
FX∼∼FX) and the correlation of the two factors (std FX∼∼FY) for the illustrative dataset DATA1 .

243



J. Intell. 2023, 11, 175

Figure 2. Illustrative datasets: Parameter curves for variances of the two factors (i.e., FX∼∼FX and
FX∼∼FX) and the correlation of the two factors (std FX∼∼FY) for the illustrative dataset DATA3 .

Figure 3. Illustrative datasets: Parameter curves for DIF effects of factor loadings for the illustrative
dataset DATA1 .
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Figure 4. Illustrative datasets: Parameter curves for DIF effects of factor loadings for the illustrative
dataset DATA2 .

Finally, part of the R output of sirt::lsem.bootstrap() for dataset DATA3 is displayed
in Listing 7. In accordance with the data-generating model, both factor variances, the factor
correlation, and the DIF effects for factor loadings did not show significant parameter
variation across age.

Listing 7. Illustrative datasets: Part of the output of sirt::lsem.bootstrap() for the illustrative
dataset DATA3 .

1 Parameter Estimate Summary
2
3 par parindex M SD SD_bc SD_se SD_t SD_p MAD Min Max
4 [...]
5 7 FX~~FX 7 0.402 0.023 0.000 0.011 0.000 0.500 0.018 0.368 0.454
6 8 FY~~FY 8 0.517 0.032 0.000 0.014 0.000 0.500 0.027 0.469 0.577
7 9 FX~~FY 9 0.282 0.021 0.000 0.009 0.000 0.500 0.017 0.253 0.329
8 [...]
9 32 std__FX~~FY 32 0.619 0.028 0.000 0.012 0.000 0.500 0.024 0.577 0.662

10 [...]
11 47 dif__FX=~X1 47 1.000 0.019 0.000 0.011 0.000 0.500 0.016 0.948 1.022
12 48 dif__FX=~X2 48 1.106 0.027 0.000 0.012 0.000 0.500 0.021 1.069 1.175
13 49 dif__FX=~X3 49 0.987 0.014 0.000 0.006 0.000 0.500 0.011 0.965 1.013
14 50 dif__FY=~Y1 50 1.001 0.019 0.000 0.009 0.000 0.500 0.015 0.967 1.037
15 51 dif__FY=~Y2 51 0.842 0.012 0.000 0.007 0.000 0.500 0.010 0.822 0.863
16 52 dif__FY=~Y3 52 0.862 0.034 0.014 0.012 1.161 0.123 0.030 0.805 0.914

245



J. Intell. 2023, 11, 175

Note that a researcher will only have one dataset available for analysis. This section
shows that LSEM model parameter output and figures are able to distinguish between
situations of noninvariant and invariant model parameters. The standard deviation of a
model parameter quantifies the variability of a model parameter across the values of the
moderator.

For identification and interpretation reasons, it is useful to specify LSEM models
with (some) invariant factor loadings. DIF effects reported in the LSEM output provide a
post hoc assessment of the variability of parameter curves across the moderator values if
parameter invariance was specified in the LSEM.

6. Simulation Study 1: Bias and RMSE
6.1. Method

In Simulation Study 1, the bias and the root mean square error (RMSE) of LSEM
estimates of parameter curves were investigated. A one-factor model for three indicators,
X1, X2, and X3, with a latent factor variable FX was specified. The data-generating model
coincided with those from the illustrative datasets presented in Section 5. In contrast to
Section 5, we only used the first three observed variables and considered a one-factor
instead of a two-factor model in Simulation Study 1.

The population parameters can be found in the directory “POPPARS” at https://osf.
io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793 (accessed on 3 June 2023). In this
simulation, sample sizes N were chosen as 250, 500, 1000, 2000, and 4000. Instead of
simulating data, random samples without replacement of sample size N were drawn from
population datasets DATA1 (noninvariant factor loadings, noninvariant factor variances
and correlations), resulting in the data-generating model (DGM) DGM1, DATA2 (invariant
factor loadings, noninvariant factor variances and correlations) resulting in DGM2, and
DATA3 (invariant factor loadings, invariant factor variances and correlations), resulting in
DGM3. The population datasets that included 130,000 subjects each can be found in the
directory “POPDATA” at https://osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793
(accessed on 3 June 2023).

Joint LSEM estimation was carried out using invariant item loadings and bandwidth
factor h = 1.1, 2, and 3, where the bandwidth bw was defined as bw = hN−1/5σ̂A. The
Gaussian kernel function was used. We also compared the two choices of computing
conditional covariances with local smoothing (SM; see (17)) and the weighting approach (16)
(no smoothing; NSM). Moreover, we applied LSEM with a quadratic parameter constraint
(“quad”) using a bandwidth factor h = 1.1. A grid of 13 focal points was chosen as
6, 7, . . . , 18.

We investigated the accuracy of the estimated parameter curves of the variance of
the latent factor FX , the invariant factor loading of the indicator X2, and the DIF effect for
factor loading of X2. Parameter accuracy was assessed by summarizing bias and RMSE of
estimated parameter curves across the different age values. The bias of a parameter θ(at) at
a focal point at is given by:

Bias(θ̂(at)) =
1
R

R

∑
r=1

(
θ̂r(at)− θ(at)

)
, (33)

where θ̂r(at) is the parameter estimate of θ(at) in the rth replication. The weighted absolute
bias can then be defined as:

wBias(θ̂) =
T

∑
t=1

f (at)|Bias(θ̂(at))| , (34)
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where f (at) denotes the proportion of values of the moderator variable that equal at. The
weighted root mean square error (weighted RMSE) is defined as:

wRMSE(θ̂) =
T

∑
t=1

f (at)

√√√√ 1
R

R

∑
r=1

(
θ̂r(at)− θ(at)

)2
, (35)

which is a weighted point-wise RMSE summary statistic.
In total, 2500 replications (i.e., 2500 datasets were generated and analyzed in each

condition of the simulation) were conducted. We used the R (R Core Team 2023) software
for the entire analysis of the simulation and the sirt (Robitzsch 2023b) package for LSEM
estimation.

6.2. Results

In Table 1, weighted absolute bias and weighted RMSE for the factor variance, the
invariant factor loading of X2, and the DIF effect of factor loading of X2 are presented.

It turned out that all three model parameters resulted in unbiased estimation for
moderate or large sample sizes. For DGM1 or DGM2, the quadratic parameter constraint
introduced some misspecification, which led to slight biases. Moreover, using the local
quadratic smoothing approach SM for estimating conditional covariances instead of the
weighted approach NM (e.g., no smoothing) resulted in a small error bias. Finally, biases
increased with increasing the bandwidth factor h.

Notably, using local smoothing SM for conditional covariances added variability in
terms of RMSE compared to NM. Regarding RMSE, one could conclude that h = 2 seems
preferable to h = 1.1 or h = 3 (see also Hildebrandt et al. 2016).

Overall, the findings of Simulation Study 1 demonstrated that joint LSEM estimation
resulted in approximately unbiased parameter estimates. The decrease in RMSE values
for increasing sample sizes also indicated that parameter estimates are consistent. Notably,
the recommendation of using the bandwidth factor h = 2 in pointwise LSEM (Hildebrandt
et al. 2016) also transfers to the joint LSEM estimation method.

Table 1. Simulation Study 1: Weighted absolute bias and weighted root mean square error (RMSE)
for the parameter curve θ(a) for different model parameters as a function of sample size N and three
data-generating models DGM1, DGM2 and DGM3.

Weighted Absolute Bias Weighted RMSE

h = 1.1 h = 2 h = 3 h = 1.1 h = 2 h = 3

DGM N SM NSM SM NSM SM NSM Quad SM NSM SM NSM SM NSM Quad

Variance of latent factor F

1

250 0.022 0.022 0.021 0.028 0.025 0.039 0.023 0.088 0.083 0.078 0.076 0.077 0.079 0.076
500 0.013 0.014 0.015 0.022 0.020 0.033 0.016 0.064 0.061 0.057 0.056 0.056 0.060 0.054

1000 0.007 0.009 0.010 0.018 0.016 0.029 0.011 0.048 0.046 0.042 0.043 0.042 0.048 0.039
2000 0.006 0.008 0.008 0.015 0.013 0.025 0.010 0.035 0.034 0.031 0.033 0.032 0.038 0.029
4000 0.003 0.005 0.005 0.012 0.010 0.021 0.008 0.026 0.026 0.023 0.025 0.023 0.030 0.021

2

250 0.023 0.019 0.021 0.022 0.022 0.030 0.018 0.086 0.080 0.076 0.070 0.073 0.070 0.073
500 0.013 0.011 0.014 0.017 0.017 0.026 0.011 0.063 0.059 0.055 0.053 0.054 0.054 0.052

1000 0.008 0.008 0.010 0.015 0.014 0.023 0.008 0.046 0.044 0.040 0.040 0.040 0.042 0.038
2000 0.005 0.006 0.007 0.012 0.012 0.020 0.006 0.034 0.033 0.030 0.030 0.029 0.032 0.027
4000 0.003 0.004 0.005 0.009 0.009 0.017 0.005 0.025 0.025 0.022 0.023 0.022 0.026 0.020

3

250 0.018 0.017 0.012 0.010 0.009 0.007 0.017 0.087 0.080 0.076 0.067 0.071 0.061 0.073
500 0.010 0.009 0.006 0.005 0.004 0.004 0.009 0.063 0.059 0.055 0.049 0.051 0.044 0.052

1000 0.006 0.006 0.004 0.004 0.003 0.003 0.006 0.047 0.044 0.040 0.036 0.037 0.033 0.038
2000 0.002 0.002 0.001 0.001 0.001 0.001 0.002 0.034 0.032 0.029 0.026 0.026 0.023 0.026
4000 0.002 0.002 0.001 0.001 0.001 0.001 0.002 0.025 0.024 0.021 0.020 0.019 0.017 0.019
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Table 1. Cont.

Weighted Absolute Bias Weighted RMSE

h = 1.1 h = 2 h = 3 h = 1.1 h = 2 h = 3

DGM N SM NSM SM NSM SM NSM Quad SM NSM SM NSM SM NSM Quad

Invariant factor loading of X2

1

250 0.003 0.005 0.006 0.004 0.008 0.004 0.005 0.089 0.090 0.089 0.089 0.090 0.088 0.089
500 0.001 0.001 0.000 0.000 0.002 0.000 0.001 0.063 0.063 0.062 0.063 0.063 0.062 0.063

1000 0.001 0.000 0.001 0.000 0.001 0.000 0.000 0.043 0.043 0.043 0.043 0.044 0.043 0.043
2000 0.001 0.002 0.000 0.002 0.002 0.001 0.001 0.031 0.031 0.030 0.031 0.031 0.031 0.031
4000 0.000 0.001 0.001 0.001 0.000 0.000 0.000 0.022 0.022 0.022 0.022 0.022 0.022 0.022

2

250 0.005 0.005 0.004 0.004 0.004 0.004 0.005 0.091 0.091 0.091 0.090 0.091 0.090 0.091
500 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.062 0.062 0.062 0.062 0.062 0.061 0.062

1000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.045 0.045 0.045 0.045 0.045 0.045 0.045
2000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.031 0.031 0.031 0.031 0.031 0.031 0.031
4000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.022 0.022 0.022 0.022 0.022 0.022 0.022

3

250 0.003 0.003 0.002 0.003 0.002 0.003 0.003 0.090 0.090 0.090 0.090 0.090 0.090 0.090
500 0.003 0.003 0.003 0.003 0.003 0.002 0.003 0.064 0.064 0.063 0.064 0.064 0.064 0.064

1000 0.000 0.001 0.000 0.001 0.000 0.001 0.001 0.043 0.043 0.043 0.043 0.043 0.044 0.043
2000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.032 0.032 0.032 0.032 0.032 0.032 0.032
4000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.022 0.022 0.022 0.022 0.022 0.022 0.022

DIF for factor loading of X2

1

250 0.007 0.007 0.010 0.012 0.013 0.015 0.013 0.123 0.109 0.111 0.098 0.105 0.094 0.123
500 0.004 0.006 0.008 0.011 0.012 0.014 0.013 0.085 0.079 0.078 0.071 0.075 0.068 0.092

1000 0.003 0.004 0.006 0.009 0.010 0.013 0.012 0.061 0.057 0.055 0.051 0.053 0.049 0.069
2000 0.002 0.004 0.005 0.008 0.008 0.012 0.012 0.044 0.041 0.040 0.037 0.038 0.036 0.053
4000 0.002 0.003 0.004 0.007 0.007 0.010 0.012 0.032 0.031 0.029 0.027 0.028 0.027 0.041

2

250 0.005 0.005 0.005 0.004 0.004 0.004 0.009 0.121 0.110 0.109 0.098 0.105 0.094 0.122
500 0.002 0.002 0.002 0.002 0.002 0.002 0.008 0.083 0.077 0.075 0.069 0.072 0.065 0.089

1000 0.001 0.001 0.001 0.001 0.001 0.001 0.008 0.061 0.058 0.055 0.051 0.053 0.048 0.068
2000 0.001 0.001 0.001 0.001 0.001 0.001 0.007 0.043 0.041 0.039 0.036 0.037 0.034 0.051
4000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.032 0.030 0.028 0.026 0.027 0.025 0.039

3

250 0.003 0.003 0.003 0.003 0.002 0.003 0.002 0.118 0.109 0.106 0.098 0.102 0.094 0.120
500 0.003 0.003 0.003 0.003 0.003 0.003 0.002 0.083 0.079 0.076 0.071 0.073 0.067 0.090

1000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.059 0.056 0.053 0.050 0.050 0.047 0.066
2000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.044 0.042 0.039 0.037 0.037 0.035 0.051
4000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.031 0.030 0.028 0.026 0.026 0.025 0.038

7. Simulation Study 2: Estimation of Variability of Model Parameters and Statistical
Significance Tests
7.1. Method

In Simulation Study 2, the bias of standard deviation statistics for parameter variation
and the properties of significance tests for parameter variation are investigated. The same
three data-generating models DGM1, DGM2, and DGM3 as in Simulation Study 1 (see
Section 6.1) were utilized.

The chosen sample sizes in this simulation were N = 500, 1000, 2000, and 4000.
As in Simulation Study 1, samples of sample size N were drawn without replacement
from population datasets DATA1 , DATA2 , and DATA3 for DGM1, DGM2, and DGM3,
respectively. The population datasets that included 130,000 subjects can be found in the
directory “POPDATA” at https://osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793
(accessed on 3 June 2023).

As in Simulation Study 1, a one-factor model with indicators X1, X2, and X3 was
specified. Throughout all simulation conditions, a bandwidth factor of h = 2 was chosen.
The bias of the two standard deviation estimators ŜDθ(a) and ŜDθ(a),bc defined in (28) and
(29) was assessed. Significance testing for parameter variation was based on the standard
deviation (see (30)), which uses a normal distribution approximation and the Wald test
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(see (31)), which uses a chi-square distribution as a null distribution. Statistical significance
tests were performed with significance levels of 0.05 and 0.01. The bias of the standard
deviation variability statistics and significance tests of parameter variation was computed
for the variance of the latent factor, the three DIF effects of the factor loadings, and the three
residual variances.

In total, 2500 replications were conducted in all simulation conditions. The R software
(R Core Team 2023) was used for analyzing this simulation study, and the R package sirt
(Robitzsch 2023b) was employed for LSEM estimation and significance testing.

7.2. Results

In Table 2, the bias of raw and bias-corrected (“bc”) estimates of the standard deviation
variability measure SDθ(a) are presented. In DGM1, all parameters have nonvanishing
SDθ(a) values for the population dataset DATA1 . In this case, the raw SD estimate showed
some slight positive bias for sample sizes N = 500 and 1000. The bias-corrected estimates
were generally negatively biased, although the biases were not very large. In DGM2, only
the variance of the latent factor F had a true parameter variation larger than 0. In this
situation, raw estimates were approximately unbiased, while the bias-corrected estimates
were negatively biased. If there was no true parameter variation, such as for DIF effects or
residual variances in DGM2 or all parameters in DGM3, the bias-corrected estimates were
less biased than the raw standard deviation estimate.

Table 2. Simulation Study 2: Bias of raw and bias-corrected estimators of the standard deviation SDθ(a)
for the parameter curve θ(a) for different model parameters as a function of sample size N and three
data-generating models DGM1, DGM2 and DGM3.

DGM 1 DGM 2 DGM 3

SDθ(a) SDθ(a) SDθ(a)

N true raw bc true raw bc true raw bc

Variance of latent factor F
500 0.081 −0.002 −0.012 0.054 0.002 −0.013 0 0.035 0.013

1000 0.081 −0.003 −0.009 0.054 −0.001 −0.009 0 0.027 0.010
2000 0.081 −0.003 −0.006 0.054 −0.002 −0.006 0 0.020 0.007
4000 0.081 −0.003 −0.005 0.054 −0.002 −0.004 0 0.015 0.005

DIF for factor loading of X1
500 0.047 0.007 −0.021 0 0.041 0.013 0 0.039 0.013

1000 0.047 0.001 −0.017 0 0.031 0.010 0 0.029 0.010
2000 0.047 −0.002 −0.012 0 0.023 0.007 0 0.022 0.007
4000 0.047 −0.002 −0.008 0 0.017 0.005 0 0.017 0.005

DIF for factor loading of X2
500 0.021 0.021 −0.007 0 0.038 0.012 0 0.036 0.012

1000 0.021 0.013 −0.007 0 0.029 0.009 0 0.027 0.009
2000 0.021 0.006 −0.008 0 0.022 0.007 0 0.021 0.007
4000 0.021 0.003 −0.007 0 0.017 0.005 0 0.016 0.005

DIF for factor loading of X3
500 0.022 0.009 −0.008 0 0.022 0.006 0 0.021 0.006

1000 0.022 0.005 −0.006 0 0.017 0.005 0 0.016 0.005
2000 0.022 0.002 −0.004 0 0.013 0.004 0 0.012 0.004
4000 0.022 0.001 −0.002 0 0.009 0.003 0 0.009 0.003

Residual variance of X1
500 0.012 0.014 −0.001 0 0.024 0.009 0 0.024 0.009

1000 0.012 0.009 −0.003 0 0.018 0.006 0 0.018 0.006
2000 0.012 0.005 −0.003 0 0.014 0.005 0 0.014 0.005
4000 0.012 0.003 −0.003 0 0.011 0.003 0 0.011 0.003
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Table 2. Cont.

DGM 1 DGM 2 DGM 3

SDθ(a) SDθ(a) SDθ(a)

N true raw bc true raw bc true raw bc

Residual variance of X2
500 0.007 0.020 0.003 0 0.027 0.010 0 0.027 0.010

1000 0.007 0.014 0.001 0 0.021 0.007 0 0.020 0.007
2000 0.007 0.010 −0.001 0 0.016 0.005 0 0.016 0.005
4000 0.007 0.006 −0.002 0 0.012 0.004 0 0.012 0.004

Residual variance of X3
500 0.011 0.009 −0.002 0 0.018 0.007 0 0.018 0.007

1000 0.011 0.006 −0.002 0 0.014 0.005 0 0.014 0.005
2000 0.011 0.003 −0.003 0 0.010 0.003 0 0.011 0.004
4000 0.011 0.002 −0.002 0 0.008 0.002 0 0.008 0.003

true = true value of SDθ(a) in infinite sample size (i.e., at the population level); raw = raw estimate ŜDθ(a) of SDθ(a)

(see Equation (28)); bc = bias-corrected estimate ŜDθ(a),bc of SDθ(a) (see Equation (29)).

Overall, one could say that for smaller values of true variability, the positive bias in
the raw SD estimate was larger than the underestimation of the bias-corrected SD estimate.
An improved SD statistic might be obtained by computing some weighted average of the
raw and the bias-corrected estimate.

Table 3 presents type I error and power rates for the different LSEM model parameters.
Significance testing based on the SD statistics had inflated type I error rates. If the nominal
level was chosen as 1%, the empirical error rate was about 5%. Moreover, the Wald
statistic had type I error rates lower than the nominal level in many simulation conditions.
Nevertheless, significance testing based on the standard deviation has substantially more
statistical power. If a target nominal significance level for the SD test statistic were 5%, it is
advised to use a significance level of 0.01.

Table 3. Simulation Study 2: Type I and power rates for the significance test for variability in a
parameter curve θ(a) for the two test statistics based on SDθ(a) (SD) and the Wald test (WA) as a
function of sample size N and three data-generating models DGM1, DGM2 and DGM3.

DGM1 DGM2 DGM3

N SD5 WA5 SD1 WA1 SD5 WA5 SD1 WA1 SD5 WA5 SD1 WA1

Variance of latent factor F
500 92.4 46.9 79.8 29.6 66.0 17.8 44.2 8.6 16.3 1.6 4.9 0.5

1000 99.7 88.1 98.5 75.4 90.0 45.7 76.1 26.5 17.4 2.8 5.9 0.8
2000 100.0 99.8 100.0 99.1 99.1 83.0 97.0 65.8 17.7 3.6 5.8 0.9
4000 100.0 100.0 100.0 100.0 100.0 99.5 100.0 98.1 18.3 6.4 7.7 2.0

DIF for factor loading of X1
500 23.7 1.3 8.2 0.4 12.9 0.3 3.4 0.1 13.2 0.4 3.4 0.0

1000 46.1 6.0 22.8 1.2 14.8 0.8 5.2 0.2 14.7 0.5 5.1 0.1
2000 75.2 25.2 52.1 10.7 14.4 1.6 4.9 0.3 15.9 1.7 5.5 0.2
4000 96.2 70.6 89.6 48.7 17.5 4.0 6.1 1.1 17.9 4.1 7.1 1.1

DIF for factor loading of X2
500 12.3 0.4 3.3 0.1 12.4 0.3 3.5 0.0 12.3 0.3 3.3 0.0

1000 21.7 2.2 8.6 0.5 13.1 0.7 4.1 0.1 13.9 0.8 4.7 0.1
2000 31.2 5.3 14.9 1.5 16.7 1.8 5.8 0.4 16.3 1.4 5.3 0.4
4000 52.4 19.1 32.1 8.2 16.2 3.6 6.9 0.7 18.1 4.2 7.1 1.3
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Table 3. Cont.

DGM1 DGM2 DGM3

N SD5 WA5 SD1 WA1 SD5 WA5 SD1 WA1 SD5 WA5 SD1 WA1

DIF for factor loading of X3
500 18.4 0.4 5.4 0.1 7.5 0.2 1.6 0.0 8.3 0.1 1.8 0.0

1000 38.6 2.0 16.5 0.4 10.5 0.4 2.5 0.0 12.1 0.3 2.9 0.0
2000 66.1 13.7 42.5 4.6 14.2 0.8 4.6 0.0 13.8 1.0 4.6 0.2
4000 92.3 52.0 81.0 28.8 16.1 2.3 5.8 0.5 17.7 2.8 6.2 0.4

Residual variance of X1
500 20.7 2.3 7.5 0.9 18.2 2.2 6.8 0.5 16.6 2.0 6.2 0.7

1000 25.3 4.0 10.4 1.6 16.6 2.8 5.6 0.9 17.8 3.1 6.5 0.8
2000 34.7 8.4 17.4 2.6 18.3 4.4 6.4 1.2 18.0 4.3 7.1 1.0
4000 49.1 17.7 29.1 7.1 17.3 5.7 7.0 1.5 19.0 6.0 7.2 1.6

Residual variance of X2
500 16.9 1.9 5.9 0.4 17.7 1.9 6.4 0.4 17.1 1.8 6.3 0.6

1000 18.7 2.5 7.0 0.7 17.6 2.8 6.2 0.7 17.8 2.8 5.7 0.9
2000 22.1 4.8 8.4 1.3 18.5 4.4 7.1 1.3 16.7 3.6 5.9 1.0
4000 29.6 8.8 13.3 3.0 18.0 5.9 7.4 1.6 19.0 6.5 7.1 1.6

Residual variance of X3
500 25.4 2.9 11.2 0.8 16.7 1.4 5.6 0.5 17.7 2.0 6.1 0.5

1000 34.1 5.5 15.9 1.5 17.9 2.7 6.2 0.7 18.1 2.7 6.4 0.8
2000 47.3 12.0 26.6 4.8 17.2 3.3 6.4 0.8 18.3 4.0 6.7 1.1
4000 68.6 26.3 47.4 12.7 17.9 5.3 7.0 1.4 19.2 6.5 7.7 1.7

Note. SD5 = test statistic based on bias-corrected SDθ(a) estimate at 5% confidence level; WA5 = Wald test
statistic at 5% confidence level; SD1 = test statistic based on bias-corrected SDθ(a) estimate at 1% confidence level;

WA1 = Wald test statistic at 1% confidence level; Cells with yellow-gray colored background correspond to type
I error rates, while cells with white background color correspond to power rates.

8. Empirical Example: A Reanalysis of SON-R
8.1. Data

According to the age differentiation hypothesis, cognitive abilities become more
differentiated with increasing age during childhood. Hülür et al. (2011) used data from
the German standardization of the SON-R 21/2−7 intelligence test to examine age-related
differentiation of cognitive abilities from age 21/2 to age 7. The SON-R 21/2−7 intelligence
test is a nonverbal intelligence test for children and consists of six indicators (i.e., six
subtests). The SON-R 21/2−7 test contains two subscales measured by three indicators each.
The performance subscale (with factor Fp) contains indicators mosaics (p1), puzzles (p2),
and patterns (p3). The reasoning subscale (with factor Fr) contains the indicators categories
(r1), analogies (r2), and situations (r3).

Unfortunately, the SON-R dataset is not publicly available, and the authors of this
paper cannot publicly share the dataset on the internet. To replicate the LSEM analysis
of this example, we generated a synthetic dataset of the SON-R 21/2−7 data based on the
original dataset used in Hülür et al. (2011). The same sample size of N = 1027 children
was simulated. In the synthetic data generation, we relied on a recently proposed method
by Jiang et al. (2021) (see also Grund et al. 2022, Nowok et al. 2016 or Reiter 2023) that
combines the distinct approaches of simulating a dataset based on a known distribution
and the approach of adding to noise to original data to prevent data disclosure or person
identification. The noisy versions of the original dataset were simulated with a reliability
of 0.95 (Grund et al. 2022), and quadratic relations among variables were allowed. The data
synthesis model was separately carried out in 18 groups of children (i.e., in 9 age groups
for male and female children, respectively). The values of the age and gender variables
were held fixed in the analysis meaning that these demographic variables had the same
distribution in the synthetic data as in the original data. In total, 50.8% of the children in the
sample was male. The synthetic data and syntax for synthetic data generation can be found
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in the directory “SON-R” at https://osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793
(accessed on 3 June 2023).

The indicator variables were linearly transformed such that the mean equaled zero
and the standard deviation equaled one for children aged between 4.0 and 6.0 years. This
is an arbitrary choice and only affects the scaling of the variables. The assessment of model
parameter heterogeneity in the LSEM is independent of this choice. Alternatively, one
might also standardize the indicator variables for children in the total sample with ages
between 2.5 and 7.5 years.

A two-dimensional CFA model involving the performance and the reasoning factor
was specified in an LSEM analysis. The mean structure remained unmodeled because the
primary goal of this analysis was to investigate the age differentiation hypothesis. For
model identification, the factor loadings were assumed as invariant across age, and the
first loading of both scales (i.e., loadings of p1 and r1) were fixed at one. In accordance
with Hildebrandt et al. (2016) and the findings of Simulation Study 1, the bandwidth
factor of h = 2 was chosen, resulting in a bandwidth bw = 2N−1/5σ̂A, where σ̂A = 1.23 is
the estimated standard deviation of the age variable. Because the LSEM model involved
invariance constraints among parameters, a joint estimation approach was employed.
For statistical inference and the test of parameter variation, R = 200 bootstrap samples
were drawn. Replication syntax can also be found in the directory “SON-R” at https:
//osf.io/puaz9/?view_only=63ffb2fd30f5400e89c59d03366bf793 (accessed on 3 June 2023).

8.2. Results

Figure 5 displays the histogram of the age variable. The age of children ranged
between 2.44 and 7.72 years, with a mean of 4.89 and a standard deviation of 1.23. The
histogram indicated that the intended age range between 2.5 and 7 years of the SON-R
21/2−7 test was approximately uniformly distributed.

Figure 5. SON-R example: Histogram for moderator age.

The estimated LSEM model had an acceptable model fit regarding typical model fit
effect sizes. The fit statistics without bias correction were RMSEA = 0.061, CFI = 0.952,
TLI = 0.960, GFI = 0.963, and SRMR = 0.055.

In Listing 8, parts of the LSEM output of lsem.bootstrap() are displayed. According
to the specified model, the parameter variation (i.e., SD and SD_bc) for factor loadings (i.e.,
Fp=∼p1, . . . , F3=∼r3) was zero because the parameters were assumed invariant across age.
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Listing 8. SON-R example: Part of the output of lsem.bootstrap() function.

1 Parameter Estimate Summary
2
3 par parindex M SD SD_bc SD_se SD_t SD_p MAD Min Max
4 1 Fp=~p1 1 1.000 0.000 0.000 0.000 0.000 0.500 0.000 1.000 1.000
5 2 Fp=~p2 2 0.854 0.000 0.000 0.000 0.000 0.500 0.000 0.854 0.854
6 3 Fp=~p3 3 0.803 0.000 0.000 0.000 0.000 0.500 0.000 0.803 0.803
7 4 Fr=~r1 4 1.000 0.000 0.000 0.000 0.000 0.500 0.000 1.000 1.000
8 5 Fr=~r2 5 1.041 0.000 0.000 0.000 0.000 0.500 0.000 1.041 1.041
9 6 Fr=~r3 6 1.160 0.000 0.000 0.000 0.000 0.500 0.000 1.160 1.160

10 7 Fp~~Fp 7 0.445 0.038 0.000 0.016 0.000 0.500 0.033 0.323 0.504
11 8 Fr~~Fr 8 0.232 0.019 0.000 0.013 0.000 0.500 0.017 0.181 0.260
12 9 Fp~~Fr 9 0.282 0.033 0.017 0.011 1.530 0.063 0.021 0.095 0.334
13 10 p1~~p1 10 0.347 0.082 0.076 0.020 3.777 0.000 0.057 0.032 0.532
14 11 p2~~p2 11 0.498 0.074 0.060 0.021 2.828 0.002 0.064 0.365 0.611
15 12 p3~~p3 12 0.411 0.046 0.030 0.015 2.057 0.020 0.031 0.122 0.573
16 13 r1~~r1 13 0.510 0.120 0.114 0.024 4.734 0.000 0.098 0.172 0.636
17 14 r2~~r2 14 0.510 0.110 0.103 0.024 4.206 0.000 0.096 0.333 0.675
18 15 r3~~r3 15 0.571 0.055 0.019 0.022 0.887 0.188 0.046 0.431 0.677
19 [...]
20 32 std__Fp~~Fr 32 0.878 0.071 0.019 0.041 0.480 0.316 0.041 0.395 0.949
21 [...]
22 47 dif__Fp=~p1 47 1.005 0.038 0.013 0.016 0.833 0.202 0.029 0.936 1.157
23 48 dif__Fp=~p2 48 0.868 0.089 0.077 0.029 2.662 0.004 0.077 0.400 0.985
24 49 dif__Fp=~p3 49 0.808 0.097 0.093 0.020 4.749 0.000 0.082 0.673 1.195
25 50 dif__Fr=~r1 50 0.994 0.068 0.000 0.043 0.000 0.500 0.054 0.770 1.233
26 51 dif__Fr=~r2 51 1.053 0.105 0.078 0.043 1.803 0.036 0.082 0.809 1.560
27 52 dif__Fr=~r3 52 1.159 0.126 0.092 0.045 2.056 0.020 0.107 0.567 1.338

The age differentiation hypothesis refers to the variances of the performance scale (i.e.,
Fp∼∼Fp), the variance of the reasoning scale (i.e., Fr∼∼Fr), and the correlation of both factors
(i.e., std Fp∼∼Fr). Figure 6 displays the parameter curves with confidence intervals for
the two variances and the correlation. From the R output presented in Listing 8, it can be
seen that the variances parameter curves did not show significant parameter variation, and
the bias-corrected standard deviation estimate SD_bc was 0.000. The correlation between
the performance and the reasoning scale was 0.878 on average, with a small bias-corrected
standard deviation estimate of 0.019 that turned out to be nonsignificant (p = 0.316). Hence,
there was no evidence for the age differentiation hypothesis in the SON-R dataset.

Figure 7 displays the parameter curves of the DIF effects of the factor loadings. The
corresponding parameters for DIF effects can be found in lines 47 to 52 in Listing 8 (i.e.,
parameters dif Fp=∼p1, . . . , dif Fr=∼r3). There was substantial parameter variation in
terms of the bias-corrected standard deviation SD_ bc for the loadings of p2 (SDbc = 0.077,
p = 0.004), p3 (SDbc = 0.077, p < 0.001), r2 (SDbc = 0.078, p = 0.036), and r3 (SDbc = 0.092,
p = 0.020).
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Figure 6. SON-R example: Parameter curves for variances of performance (Fp∼∼Fp) and reasoning
(Fr∼∼Fr) and the correlation of performance and reasoning (std Fp∼∼Fr).

Figure 7. SON-R example: Parameter curves for DIF effects of factor loadings for performance (latent
variable Fp) and reasoning (latent variable Fr).

Finally, residual variances are displayed in Figure 8. From the results from Listing 8,
it is evident that residual variances of p1 (SDbc = 0.076, p < 0.001), p2 (SDbc = 0.060,
p = 0.002), r1 (SDbc = 0.114, p < 0.001), and r2 (SDbc = 0.103, p < 0.001) were statistically
significant at the 0.01 significance level.
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Figure 8. SON-R example: Parameter curves for residual variances.

Note that Hülür et al. (2011) used a pointwise LSEM approach instead a joint LSEM
estimation approach. The identification of parameters in the covariance structure of factors
was achieved in Hülür et al. (2011) by the constraint that the pointwise average of factor
loadings equaled 1. Due to the different estimation approaches, it is expected that there are
slight differences between our joint LSEM estimation approach and the original analysis in
Hülür et al. (2011). The parameter curve of the correlation between the performance and the
reasoning factors was similar in both analyses, with the exception that the factor correlation
for small age values was much lower in the joint estimation approach, as displayed in
Figure 6.

An anonymous reviewer wondered whether the factor correlation could be meaning-
fully interpreted if factor loadings did not show invariance across the moderator values.
We argued elsewhere that measurement invariance would be a helpful but not a necessary
condition for a meaningful interpretation of a factor correlation or a factor variance (see
Robitzsch and Lüdtke 2023). In fact, a violation of measurement invariance only implies
that results would change if a subset of indicators was used in the factor model. Because the
SON-R instrument is held fixed in test administration and statistical analysis, this property
of item selection invariance is not required. Of course, any identification constraint on
factor loadings must be imposed to identify a factor correlation. The choice of identification
constraint is somehow arbitrary. It could be invariance of all factor loadings, invariance of
loadings of a subset of indicators, or a pointwise constraint of the average loadings (i.e., the
average loading should be 1 for all indicators of a factor).
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9. Discussion

In this article, we discussed the implementation of LSEM in the R package sirt. Joint
LSEM estimation and two different significance tests for a test of parameter variation were
introduced and evaluated through two simulation studies.

Simulation Study 1 demonstrated that the joint LSEM estimation method can be
successfully applied to structural equation models whose parameters vary across different
values of the moderator variable. It turned out that the bandwidth factor h = 2 can
generally be recommended as a default choice. Notably, LSEM model parameters can be
quite variable for small (N = 250) or moderate sample sizes (N = 500). In Simulation Study
2, two significance testing approaches for constant parameter curves were investigated: a
test statistic based on the standard deviation of a parameter curve and a Wald-type test
statistic. Both testing approaches rely on bootstrap samples for statistical inference. The
standard-deviation-based test statistics had a higher power than the Wald test-type test
statistic, but also came with an inflated type-I error rate. It is recommended to use the
significance test based on the standard deviation with a significance level of 1% if a nominal
significance level of 5% is required.

The application of LSEM in applied research can be regarded more as an exploratory
than a confirmatory statistical method (Jacobucci 2022). Functional forms of parameter
curves obtained with LSEM can be validated in other samples or future studies with
more confirmatory approaches, such as moderated nonlinear factor analysis. We would
like to emphasize that sufficiently large sample sizes are required in LSEM in order to
allow a reliable interpretation of the obtained nonlinear parameter curves. Moreover, the
true variability in parameter curves must be sufficiently large to have enough power to
statistically detect the significant parameter variability. A statistical significance test on
parameter curve regression coefficients in a moderated nonlinear factor analysis might have
more power than a test based on the nonparametric LSEM method. Finally, moderated
nonlinear factor analysis, if estimated by maximum likelihood, allows likelihood ratio tests
for testing among nested models or using information criteria for model comparisons.

In this article, the moderator variable was exclusively age and a bounded variable.
There might be applications in which the moderator differs from age, such as unbounded
self-concept factor variables or ability values obtained from item response models (Basarkod
et al. 2023). Because the metric of such variables is often arbitrary, it is advised to trans-
form such moderators into a bounded metric. For example, the percentage ranks of an
unbounded moderator variable could be utilized to obtain a bounded moderator variable.

If the moderator variable is an error-prone variable such as a factor variable or a scale
score, an expected a posteriori (EAP) factor score estimate can be used as a moderator to
obtain unbiased estimates of LSEM model parameters (Bartholomew et al. 2011).

As explained in Section 4, datasets with missing values should either be handled
with pairwise deletion methods for computing sufficient statistics (i.e., the conditional
covariance matrices) in LSEM or should be multiply imputed. The imputation model
should be flexibly specified to represent the complex associations modeled with LSEM. For
example, the moderator variable could be discretized into 5 or 10 distinct groups, and the
resulting datasets should be separately imputed in the separate subdatasets. Statistical
inference should be carried out that involves the multiply imputed datasets (Little and
Rubin 2002).

Finally, we only discussed LSEM in the case of one moderator variable. With more
than one moderator variable (Hartung et al. 2018), moderated nonlinear factor analysis
might be easier to estimate because multivariate kernel functions for LSEM are difficult to
estimate with sparse data.
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Abstract: The relation between academic achievement and various measurements of cognitive
abilities, problem-solving skills and self-managed learning has been established in the research before
the COVID-19 pandemic and distance learning. The aim of the current research was to analyze the
extent to which these aspects predicted the educational achievement of 9th grade students (mean age
15.4 years) during distance learning, when students had to do relatively more tasks independently,
organize their daily learning and deal with problems on their own. Relations between self-assessed
problem-solving skills, self-management skills, tests of reasoning abilities and the results of diagnostic
tests in Mathematics and Latvian were analyzed for n = 256 and n = 244 students, respectively. The
results show that: (1) diagnostic test results in Mathematics are best predicted by the parental
education level, fluid nonverbal reasoning and verbal reasoning; (2) the best predictors for the
results in the diagnostic test in Latvian are parental education, flexibility to change the solution,
fluid nonverbal reasoning and verbal reasoning; (3) self-management cannot significantly predict the
results of either of the two tests, although it correlates to the results of the tests in both Mathematics
and Latvian; (4) only one of the aspects of problem-solving, flexibility to change the solution, can
significantly predict results in diagnostic tests. The results confirm the significance of cognitive
abilities as an important predictor of academic achievement, as well as the role of parents’ education
level. The results also suggest that the flexibility to change the solution, an aspect of problem-solving,
might play a role in students’ success in academic tests.

Keywords: academic achievement; COVID-19; distance learning; cognitive abilities; self-assessed
skills; problem-solving; self-management skills; parental education

1. Introduction

During the COVID-19 pandemic, more than 1.6 billion children worldwide faced
disruptions in face-to-face education, and many schools continued the educational process
with distance learning (OECD 2020). To many students it was a new situation and their
first experience with distance learning, bringing new challenges that could be considered
as problems that needed to be solved daily. Different approaches to distance learning
were applied in various countries around the world (Reimers and Schleicher 2020). In
Latvia, a country among those with a high number of days of remote learning, mixed forms
of learning were implemented (both synchronous and asynchronous) with online video
lessons and with assigned tasks to be done individually at home (Ministry of Education and
Science of Latvia 2020) indicating that the ability to work independently was demanded
from students. Teachers were forced to swiftly adapt to using new technologies and using
pedagogical techniques that worked online, but not all teachers were immediately ready for
this: 25% of teachers reported that they had not organized any online lesson in the spring
of 2020, when the first remote learning period was implemented, indicating that they had
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sent materials to students that had to be learned independently. Students were forced to
learn on their own via online lessons with teachers or without direct online communication
with teachers. During the first wave of pandemic, in spring 2020, about half of the students
in Latvia reported that they lacked teachers’ explanations and motivation while at home
and not in their classroom, and they felt stressed and unsure whether they would finish all
tasks in time (Ministry of Education and Science of Latvia 2020), which indicates that an
extra effort was asked of them.

The pandemic period and the distance learning have raised questions globally about
which skills, abilities and other factors (e.g., external factors such as support from parents
or teachers) are crucial for students to maintain their academic performance and well-being
as much as possible during this time (Rosen et al. 2021; Hacatrjana 2021a), and some recent
data have indicated a decrease in students’ academic performance that is probably due to
the pandemic (Engzell et al. 2021). In this study, the focus is particularly on the individual
aspects related to the students’ own skills and abilities to deal with the new situation.
Students (most studies were performed in primary schools or in high schools) have reported
in questionnaires that their ability to plan their time has helped them during distance
learning, while also indicating feeling stress regarding the management of assignments
on time and having insufficient planning skills, self-organization and management skills,
which caused difficulties with remote learning (Scott et al. 2021; Ministry of Education and
Science of Latvia 2020; Rogers et al. 2021; Hacatrjana 2021a). This means that during the
pandemic and distance learning many students were aware that they lacked some skills
to learn effectively. In addition, the pandemic situation and the unprecedented distance
learning were essentially a new challenge for most students, and thus they needed to
adapt to the new situation and use their problem-solving skills to cope with it and to study
independently in a successful manner. In Latvia, a change in the curriculum was recently
introduced in schools, and problem-solving skills and self-regulated learning skills are
among the transversal skills that are deemed important for students in Latvia and that
should be further developed at schools (Cabinet of Ministers Republic of Latvia 2018). In
addition, previous PISA results have indicated that the results on problem-solving skills in
this country are below the OECD average (OECD 2017). During the pandemic a study with
high-school students in Latvia showed that students with higher self-reported problem-
solving skills were less stressed about distance learning (Hacatrjana 2021a). All these
previously obtained results suggest that problem-solving skills and self-management skills
are essential for students to adapt to new circumstances and to maintain their academic
achievement during distance learning in the COVID-19 pandemic.

The close link between various measurements of academic achievement and indicators
of cognitive abilities has been well established in the research literature (way before the
pandemic), proving that cognitive abilities predict academic achievement to a great extent
(e.g., Frey 2019; Kampa et al. 2021). Indicators of other skills show a relation to academic
achievement as well, both with GPA and SAT tests. For example, problem-solving tests
predict academic achievement (Greiff et al. 2014; Greiff et al. 2013). Self-management indica-
tors, mostly assessed with self-assessment type questionnaires, are also related to academic
achievement (Pintrich et al. 1993; Zimmerman and Martinez-Pons 1988; Abd-El-Fattah
2010; Veenman et al. 2014). Problem-solving skills (assessed via various methodological
approaches) and cognitive ability also show interrelationships (e.g., Chuderski and Jas-
trzębski 2018; Kretzschmar et al. 2017; Ellis et al. 2021). In general, these results indicate
that there is a set of cognitive abilities and additional skills which together can predict a
student’s learning performance in regular learning settings. Given the differences from
the usual learning environment and the format in which most research has taken place in
this field, it is important to explore the extent to which cognitive abilities and additional
skills—problem solving and self-management skills—predict student performance during
distance learning in the pandemic. The aim of the current research is to examine whether
problem-solving skills and self-management skills, in parallel with tested cognitive abilities,
can predict the results of 9th grade students’ diagnostic tests (an indicator of academic
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achievement) during the distance learning period due to the COVID-19 pandemic, as it is
discussed that both these skills are important when studying independently.

1.1. Problem-Solving Skills and Self-Management Skills: Important for Studying Independently

Assuming that problem-solving skills and self-management skills are important for
students during distance learning (Hacatrjana 2021a), it is useful to unravel them in more
detail in the context of this study. Regarding the research of problem-solving skills, there
are several approaches in Psychology that differ based on their theoretical framework and
methodology (e.g., Frensch and Funke 1995; Heppner and Petersen 1982; OECD 2013, and
others). In addition, they are also defined as important skills in the education field in many
countries, which seek to teach them to students (e.g., in Latvia, Cabinet of Ministers Repub-
lic of Latvia 2018). Most researchers in Psychology state that problem-solving consists of
several underlying processes, often similar to the original ideas of George Polya proposed
many years ago: (1) understanding the problem, (2) devising a plan, (3) carrying out the
plan and (4) looking back (Polya 1957). One of the modern approaches that focuses on
studying the abilities of complex problem solving empirically defines that there are two
main processes underlying problem-solving: (1) knowledge acquisition and (2) knowledge
application (Fischer et al. 2012). In the global PISA educational assessment problem-solving
is considered to consist of several processes: (1) exploring and understanding; (2) repre-
senting and formulating; (3) planning and executing; (4) monitoring and reflecting; and
reasoning is used during the process of problem-solving (OECD 2013). Other approaches
focus on the self-assessment of the attitudes and experience in problem-solving (for ex-
ample, Heppner and Petersen 1982), and problem-solving processes in specific fields—for
example, in Mathematics (Verschaffel and Corte 1993). What the different approaches have
in common is that the aspects of problem-solving skills are applied when facing a situation
or a task which cannot be solved by an automated action, and often a clear and good
solution is not immediately known, especially when facing new problems and situations.

Problem-solving skills in the context of the current research are defined by the author
as a set of skills, habits and operations that help individuals (e.g., students), when facing a
new task or problem, to successfully explore and understand the key concepts involved
in the problem, to be able to come up with possible solutions, to implement a solution,
to be able to realize if the solution is not appropriate and react accordingly (thus being
flexible in the process of solving the problem), and to evaluate the result and process of
problem solving. Problem-solving skills are here operationalized by the self-assessment of
two aspects of problem solving: (1) Solution development and evaluation and (2) Flexibility
to change the solution (see Methods section), indicating that during problem solving it is
important to come up with possible solutions and evaluate the result afterwards, as well
as being flexible to change the chosen solution strategy if it is not suitable. Flexibility is
a variable also studied in the field of mathematical problem solving and it is related to
academic achievement (e.g., Hästö et al. 2019). It includes the knowledge of various possible
strategies and the ability to implement the appropriate option. These ideas from the field
of mathematics could be transferred to problem solving in general, meaning that flexibility
in problem solving indicates the ability to choose between the options a person can think
of and to apply the most appropriate solution during the process of problem solving.

Self-management is a process that is involved in self-regulated learning (Zimmerman
2008), an important concept in modern educational approaches, and especially crucial
during distance learning. Self-regulated learning is a very broad concept that consists
of several important aspects. Both metacognitive processes and the ability to organize
oneself practically are important for a person to become good at self-regulated learning.
During the learning process students use their metacognition to proactively think, perform
and self-reflect (Carter et al. 2020), which is assumed to lead to good self-management.
According to the model by Garrisson (1997), self-management and self-organization are an
important part of the broader concept of self-regulated learning, and they relate to how
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the activities associated with learning are carried out and controlled, such as how all the
necessary resources are managed.

In the current research, self-management skills are defined by the author as a set of
skills and habits necessary to (1) successfully organize one’s tasks, time and resources
and (2) be able to understand conceptually and clearly what has to be done in a certain
period of time and why it has to be done (motivational aspect). Thus, self-management
is here focused mainly on one’s practical organization, during the process of learning,
also keeping the motivational aspect and focusing on the goal, as in the original ideas by
Garrisson (1997).

The rationale of the current study is that it is important to assess how problem-solving
skills and self-management skills are related to academic outcomes during unprecedented
events such as the COVID-19 pandemic to make conclusions and develop further hypothe-
ses about these skills in education (as a part of the curriculum). If these skills are shown to
be important predictors during the pandemic, then we can further assume that they are
indeed important skills to develop at schools because they might help students to adapt to
any other unprecedented events that may come in the future.

1.2. Methodological Considerations Regarding the Relation between Self-Assessed Skills and
Test Results

The analysis of the relationship between self-management, problem-solving skills,
cognitive abilities and academic achievement should consider the research methodology—
whether the skills are assessed by tests or by self-assessment methods. Researchers have
proven that computer-based problem-solving skill tests have shown high correlations with
cognitive abilities for high-school students (e.g., Kretzschmar et al. 2017) and a high ability
to predict academic performance in primary and high school (e.g., Greiff et al. 2013). Some
studies show that self-assessment measurements for problem solving also tend to show
statistically significant relationships with cognitive test scores in the high-school population
(e.g., Nota et al. 2009), and that self-assessed self-directed learning skills are related to
academic performance, measured in an undergraduate sample (Tekkol and Demirel 2018).

When assessing the suitability of the self-assessment methods in educational set-
tings in general, it becomes clear that research results on self-assessment accuracy are not
consistent (Brown and Harris 2013), with some previous research showing that students’
self-assessments correlate with the grading by teachers in schools (Sanchez et al. 2017).
However, in some research, gender and other differences are reported regarding the ac-
curacy of self-assessment—for example, the tendency for undergraduate students with
higher marks to rate themselves more precisely compared to students with lower marks
(González-Betancor et al. 2019; Kim et al. 2010). In a study with 9th grade students from
Latvia, it was found that self-efficacy in mathematics was higher for boys (Kvedere 2014).
Self-estimates of intelligence and test scores are low to moderately correlated in research
with various samples (Rammstedt and Rammsayer 2002; Furnham and Grover 2020). Re-
search also shows that undergraduate students with lower performance are more likely
to overestimate themselves but are aware of the possible inaccuracy, and students with
higher performance are more accurate in their self-evaluation (Miller and Geraci 2011). In
general, the importance of self-assessment as a means for development of skills is discussed
in the literature, and there is a tendency to increasingly include self-evaluation in the
process of learning (Andrade 2019; Vasileiadou and Karadimitriou 2021). Research results
indicate that there might be flaws in the precision of the self-assessment of one’s skills,
especially if the self-assessment affects the final mark (Andrade 2019), which was not the
case in the current study. The author of this research used several methods to minimize the
possible flaws of self-assessment: first, the participation in the study was anonymous, and
students were encouraged to answer truly to themselves, not thinking about any “right
or wrong answers”; and second, the questionnaire used in the study included indicators
of specific operations that characterize problem solving and self-management that were
clearly defined, and students had to evaluate how often they performed such activities.
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Thus, the ratings were based on the frequency of an action, not on the agreement with
a statement.

1.3. Academic Achievement Assessments during Distance Learning in the COVID-19 Pandemic

Another important issue that must be elaborated regarding the topic of this article is
the practice and challenges of measuring academic achievement during the pandemic and
the distance learning that was implemented in most countries as a response to the spread
of the SARS-CoV-2 virus (OECD 2020). During this complicated time, there were different
approaches implemented regarding students’ assessment (Kuhfeld et al. 2020; Thorn and
Vincent-Lancrin 2021). For example, summed scores by teachers were implemented in
Ireland (Doyle et al. 2021). In Latvia the traditional exams at the end of primary school after
the 9th grade have always been important and might determine one’s chance of getting
into a high school. However, during the COVID-19 pandemic a decision was made by the
government that the usual exams after the 9th grade would be replaced with “diagnostic
assessment tests” in the same taught subjects (mandatory for Mathematics and Latvian,
optional for English, Sciences and History) (Cabinet of Ministers Republic of Latvia 2021).
The diagnostic tests would not affect students’ final grading at the end of primary school
and further opportunities to join a high school or another schooling option. These tests
would be similar in their content and level of difficulty to exams, and all 9th graders in
Latvia took the same tests at the same time period, thus making this score appropriate
for directly comparing the results of students in different schools. The results of these
diagnostic tests were used in the current study as an indicator of the academic achievement
of students.

1.4. Focus of the Current Article

This paper aims to determine the best predictors of diagnostic test results and the
extent to which problem-solving skills and self-management skills were able to predict the
results of diagnostic tests during distance learning in the pandemic situation, given that
they were (in this case) determined with self-assessment methods, along with cognitive
abilities that were assessed with test tasks and parental education level. As discussed before,
academic achievement is proved to be closely related to indicators of cognitive abilities
(e.g., Frey 2019; Kampa et al. 2021), and therefore it is assumed that in the current study
the indicators of cognitive abilities should also significantly predict academic achievement.
The significant relation between parental education level and academic achievement is also
established in previous research (e.g., Idris et al. 2020). Thus, it is assumed that parental
education should be an important predictor for academic achievement also in the current
study. A recent study confirms the importance of parental education to grades, but it is
concluded that intelligence is a more important predictor than the whole socioeconomic
status measurement (Flores-Mendoza et al. 2021). It is assumed that problem-solving and
self-management skills could play an important role in how well students were able to
maintain their academic performance even during distance learning (Hacatrjana 2021a).
This means that, hypothetically, if a student has good grades and high problem-solving
skills, then he or she should also be able to deal well with studying in a new, unprecedented
problem situation—distance learning. It is similar with the self-management and self-
organization skills—if the student is doing well at school and has these skills highly
developed, then it is easier for him or her to cope with distance learning, and vice versa—if
a student has generally good grades, but he or she lacks self-management skills or problem-
solving skills, then the distance learning process could have a greater impact on a student’s
performance, and academic achievement may be lower due to the lack of the skills to
organize oneself and deal with problems.

The main question is: if we assume that problem-solving skills and self-management
skills are indeed important to successfully cope with distance learning, will it show in
the results of students’ academic outcomes during this period? The aim of the current
study is to examine this assumption, taking into account that these skills were assessed
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with self-assessment methods. The research questions posed in the current study are: (1)
What are the best predictors of the results of students’ diagnostic tests at the end of 9th
grade during the distance learning in the COVID-19 pandemic? (2) To what extent do
the self-assessed problem-solving skills and self-management skills predict the results of
diagnostic school tests of the mentioned population?

2. Materials and Methods
2.1. Sample

The data of n = 652 students in the 9th grade from general education schools in Latvia
(359 females, 293 males), aged 14 to 17 years (M = 15.41, SD = 0.53), were gathered; the
sample size used in the regression analysis is smaller due to a smaller amount of some of
the indicators obtained from schools; in such cases, the precise amount of analyzed cases is
reported within the results.

2.2. Measurements

(1) Problem-solving skills were evaluated with a problem-solving questionnaire, a self-
assessment method with 10 items comprising two scales, that were named: (1) Solution
development and evaluation (6 items) and (2) Flexibility to change the solution
(4 items), that originally showed an internal consistency of, respectively, α = 0.79
and α = 0.71 (Hacatrjana 2021b). Each item had to be rated on a scale from “Never”
to “Always” (0 to 5 points) based on how often a student performed the mentioned
activity (item examples: “When solving a situation or doing a task, I change my
solution if I understand that it is not appropriate”, “When I have finished a task, I
think about what worked well and what didn’t.”). The scale “Flexibility to change the
solution” is significantly correlated to the results of nonverbal and verbal reasoning
tests (r = 0.22 and r = 0.25, p < 0.01, respectively), indicating its validity, but statistically
significant correlations are not found with the scale “Solution development and
evaluation”. Both scales of the questionnaire are significantly correlated (r = 0.46,
p < 0.01).

(2) Self-management skills were assessed with the self-management questionnaire that
is used for the purpose of self-assessing students’ skills to manage and organize
themselves and their learning. It consists of six items (for example, “I write down
all the tasks in a certain place”, “If I lose motivation at some point, I remind myself
why it was important for me to do it”), that originally showed an internal consistency
of α = 0.77. Each item had to be rated on a scale from “Never” to “Always” (0 to
5 points) based on how often a student performed such an action (Hacatrjana 2021b).
In the current study the Self-management scale is negatively correlated to the students’
self-evaluations of their perceived difficulty to deal with distance learning (r = −0.12,
p < 0.01), indicating the validity of the scale.

(3) Fluid nonverbal reasoning was measured with a short version (10 items) of the Sandia
Matrices test (see Harris et al. 2020; Matzen et al. 2010), that assesses reasoning abilities
with typical figural matrices tasks where one has to understand the patterns in a set
of drawings and choose the most appropriate answer (a drawing that continues the
pattern) from eight answer options. The internal consistency of the test, measured
with Chronbach’s alpha, was α = 0.72. Each answer is rated with 0 or 1 point.

(4) Verbal reasoning was assessed with a short version of the Verbal analogies test
(10 items) that has been previously developed and used in the research with stu-
dents (Kretzschmar et al. 2017). In the test, one pair of words and the first word of the
second pair is given (for example, “snow—to ski” and “ice—...”), and the participant
has to understand the type of relationship for these words and write an answer to the
second pair of words. The internal consistency of the test, measured with Chronbach’s
alpha, was α = 0.81. Each answer is rated with 0 or 1 point.

(5) Academic achievement was measured by gathering several indicators from schools:
results in diagnostic tests at the end of the 9th grade in Mathematics, Latvian and
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English. The tests were taken by students online during the pandemic, and each test
was administered on a specific date set by the state. The test was exactly the same for
all students in the country. It must be noted that not all students took all of the tests
(some are optional, e.g., English), and not all schools provided the researcher with the
necessary anonymized data; thus, the amount of available data is smaller for these
test results compared to the data from other measurements. The exact amount of data
analyzed is shown further in the results section. In each test a student can get from
zero to a maximum of 100 points.

(6) Additional questions on experience and attitudes during distance learning were asked
to students: for example, to rate their perceived difficulty to deal with the distance
learning situation, to assess whether the technological means available to them were
sufficient for studying. Students had to rate these questions on a Likert scale with 0 to
5 points. It was also asked if a student had been to an individual consultation with
a teacher (individual face-to-face consultations were allowed as an exception at that
period of time for students facing difficulties).

(7) Demographic questions were asked: gender, age, the level of parental education (from
“1-Finished Primary school” to “6-Doctoral degree”). Each student wrote the individ-
ual code that was assigned by the school for each student to ensure confidentiality.

2.3. Procedure

The data collection was carried out in close collaboration with each participating
school, in two rounds: (1) Students filled out the tests and questionnaires online. Students
from each class joined a specifically scheduled online lesson on a platform typically used by
the particular school in the period of distance learning (platforms “Microsoft Teams” and
“Zoom” were most commonly used). Students were first informed about the study and
instructed, and then they went to the testing site, on the internet, where they completed
surveys and tests in 40–50 min. A link to the tests was given to the students at the beginning
of the testing. The instructor remained connected to the online lesson to answer technical
questions, if any came up. Pupils were asked to talk and ask only questions about technical
uncertainties during the test, but not to communicate for other reasons so as not to disturb
others. (2) The school representative compiled academic performance indicators: the results
of diagnostic tests that were administered as a final assessment at the end of the 9th grade
(primary school). Data were collected in an anonymized form, each student having their
own code. The codes were assigned by the school based on the system recommended by
the researcher (using letters + numbers denoting school, class and student number). The
student was informed of his or her code shortly before the online testing, and then the
student wrote this code on the testing site when starting the tests. The same code for each
student was used when the academic achievement indicators were administered and sent
to the researcher. Before the research started, each school had been informed about the
aims and procedure of the research, and an informative letter to the parents was sent out
by the school to allow for the participation in the study.

2.4. Data Analysis

To answer research questions, the following statistical analysis methods were used:
multiple regression analysis, t-test and Spearman’s correlation coefficients. The data were
analyzed with statistics package SPSS version 22.

3. Results

First, the descriptive statistics of the indicators measured are presented (see Table 1).
As we can see in Table 1, the amount of data regarding the results of the diagnostic test in
English is not sufficient to perform further analyses.
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Table 1. Descriptive statistics of the indicators measured in this study.

Measured Indicator N Min Max M SD

Parental education level 630 1 6 3.44 1.24

Age of the student 655 14 17 15.41 0.53

I have felt difficulties dealing with
studies during distance learning 659 0 5 3.11 1.32

The technological means available to me
at home are sufficient to study remotely 659 0 5 4.36 0.97

Fluid nonverbal reasoning 534 0.00 10.00 4.96 2.63

Verbal reasoning 615 0.00 10.00 5.81 2.80

Self-management scale 647 1.00 30.00 16.31 6.11

Problem-solving: scale Solution
development and evaluation 649 0.00 30.00 14.91 5.20

Problem-solving: scale Flexibility to
change the solution 649 0.00 20.00 12.85 3.45

Diagnostic test in English 77 53.00 100.00 85.64 10.52

Diagnostic test in Latvian 330 14.29 99.09 61.17 15.99

Diagnostic test in Mathematics 347 10.67 100.00 61.44 22.25

The internal consistency measured by Cronbach’s alpha was calculated for Self-
management (α = 0.76), Problem-solving: scale Solution development and evaluation
(α = 0.77) and Problem-solving: scale Flexibility to change the solution (α = 0.70), showing
appropriate levels in the current sample. The data show that students come from class-
rooms with 9 to 34 students per class (M = 22.21; SD = 4.71), and such a variety is typical in
Latvia, if students from smaller schools are compared to students from large schools.

Table 2 shows the Spearman’s correlation coefficients between the measured indicators.
The results of the diagnostic test in Latvian have a significant relation to Parental education
level, Fluid nonverbal reasoning and Verbal reasoning, the Self-management scale and
both scales of Problem solving: Solution development and evaluation and Flexibility to
change the solution. The results of the diagnostic test in Mathematics show statistically
significant correlations with Parental education level, Fluid nonverbal reasoning and Verbal
reasoning, the Self-management scale and one scale of Problem-solving: Flexibility to
change the solution, and are negatively correlated to the subjectively felt difficulties in
dealing with distance learning. Both diagnostic tests (Mathematics and Latvian) show a
significant interrelation, with r = 0.62. No significant correlation was found between the
age of participants and the result of the diagnostic test in Mathematics (r = −0.05, p = 0.39)
or the results of the diagnostic test in Latvian (r = −0.03, p = 0.64), and thus age would
not be further included in the regression analysis. No significant difference was found
between the gender of participants and the result of the diagnostic test in Mathematics
the with statistical t-test analysis (t = 0.38, p = 0.71), with M = 61.81, SD = 22.65 for girls
and M = 60.89, SD = 21.84 for boys. However statistically significant gender differences
were found in the results of the diagnostic test in Latvian (t = 4.12, p = 0.00), with higher
results for girls (M = 64.29, SD = 15.74) and lower results for boys (M = 57.15, SD = 15.43),
indicating that gender should be included in the regression analysis.
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Table 2. Correlations between the measured indicators for the students in the 9th grade.

1 2 3 4 5 6 7 8 9 10

1. Parental education
level

Correlation
Coefficient 1.00

n 630

2. I have felt difficulties
dealing with studies
during distance
learning

Correlation
Coefficient −0.11 ** 1.00

n 630 659

3. The technological
means available to me
at home are sufficient
to study remotely

Correlation
Coefficient 0.06 −0.05 1.00

n 630 659 659

4. Diagnostic test in
Latvian

Correlation
Coefficient 0.25 ** −0.09 −0.01 1.00

n 317 330 330 330

5. Diagnostic test in
Mathematics

Correlation
Coefficient 0.32 ** −0.13 * 0.04 0.62 ** 1.00

n 332 347 347 330 347

6. Fluid nonverbal
reasoning

Correlation
Coefficient 0.16 ** −0.05 0.02 0.35 ** 0.38 ** 1.00

n 510 534 534 270 282 534

7. Verbal reasoning
Correlation
Coefficient 0.17 ** −0.04 0.04 0.52 ** 0.49 ** 0.45 ** 1.00

n 588 615 615 312 326 501 615

8. Self-management
Correlation
Coefficient 0.08 −0.12 ** 0.11 ** 0.21 ** 0.13 * −0.023 0.012 1.00

n 619 647 647 329 345 526 609 647

9. Solution development
and evaluation

Correlation
Coefficient 0.09 * −0.02 0.11 ** 0.13* 0.06 −0.07 −0.01 0.45 ** 1.00

n 621 649 649 329 345 528 611 647 649

10. Flexibility to change
the solution

Correlation
Coefficient 0.18 ** −0.01 0.13 ** 0.34 ** 0.25 ** 0.22 ** 0.25 ** 0.37 ** 0.46 ** 1.00

n 621 649 649 329 345 528 611 647 649 649

* p < 0.05; ** p < 0.01.

A multiple regression analysis was performed separately for the results of the diag-
nostic tests in Mathematics and Latvian to examine which were the best predictors. First,
the regression analysis for the diagnostic test in Mathematics (DM) was performed. The
indicators that correlate to the results in DM were included as independent variables in
the hierarchical regression analysis (see Table 3). In the first step, the level of parents’
education was entered, and explains 13% of the variation in the results of DM. Further, the
problem-solving aspect Flexibility to change the solution was included and adds 4% to
the variation. Self-management is not a statistically significant predictor of the results of
DM. However, Fluid nonverbal reasoning and Verbal reasoning complement the additional
10% and 7%, respectively, to predict the variance in DM. The results indicate that higher
students’ Parental education level, Nonverbal reasoning, Verbal reasoning and Flexibility
to change the solution led to higher results in the diagnostic test in Mathematics. It can
be seen, however, that in Step 5, where all other measurements are included, both of the
self-assessed measures (Self-management and Flexibility to change the solution) do not
show statistically significant results (β = 0.11 and β = −0.04, respectively). When a simple
regression was calculated, entering only the indicator Flexibility to change the solution
as an independent variable, it showed that this indicator alone could explain 7% of the
variation in DM (R2 = 0.07, F = 24.17, p = 0.000; B = 1.60, SE = 0.33, β = 0.26, p = 0.000).
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Table 3. Regression analysis of the result of the diagnostic test in Mathematics (n = 256) with
independent variables: Parental education level, one scale of Problem-solving: Flexibility to change
the solution, Self-management, Fluid nonverbal reasoning and Verbal reasoning.

B SE β F R2 ∆R2

Diagnostic test result in Mathematics
Step 1 38.52 ** 0.13 0.13

Parental education 6.27 1.01 0.36 **
Step 2 11.96 ** 0.17 0.04

Parental education 5.67 1.00 0.33 **
Flexibility to change the solution 1.21 0.35 0.20 **

Step 3 0.05 0.17 0.00
Parental education 5.69 1.01 0.33 **
Flexibility to change the solution 1.24 0.39 0.21 **
Self-management −0.05 0.22 −0.02

Step 4 34.59 ** 0.27 0.10
Parental education 5.50 0.95 0.32 **
Flexibility to change the solution 0.80 0.37 0.13 *
Self-management −0.09 0.20 −0.03
Fluid nonverbal reasoning 2.75 0.47 0.33 **

Step 5 24.68 ** 0.34 0.07
Parental education 4.87 0.92 0.28 **
Flexibility to change the solution 0.66 0.35 0.11
Self-management −0.14 0.19 −0.04
Fluid nonverbal reasoning 1.69 0.50 0.20 **
Verbal reasoning 2.31 0.47 0.29 **

* p < 0.05; ** p < 0.01.

Secondly, the indicators related to the results of the diagnostic test in Latvian (DL)
were included as independent variables in the multiple regression analysis (see Table 4) to
find out which are the best predictors of DL.

It can be seen in Table 4 that, in the first step, gender explains 4% of the variance
in DL (higher for girls) and, in addition, parental education level explains another 7% of
this variance. Together, they explain 11% of the variance. Further, the problem-solving
aspects Solution development and evaluation and Flexibility to change add an extra 2%
and 8%, respectively. As in the regressions performed for the DM, Self-management does
not predict the results of DL in a statistically significant manner. In Step 6 and Step 7
Fluid nonverbal reasoning explains an additional 7%, and Verbal reasoning explains an
additional 10% in the variance of DL. In Step 7 the indicators Self-management and Solution
development and evaluation, as well as gender, are not statistically significant. When the
following variables were entered as independent variables in a separately performed
multiple regression analysis—Parental education level, Flexibility to change the solution
(Problem-solving), Fluid nonverbal reasoning and Verbal reasoning—it was shown that,
together, they could predict the DL test results and explained 36% of the variance (R2 = 0.36,
F = 34.05, p = 0.000).

Returning to the research questions stated in this study, it can be concluded that (1)
the best predictors for the results in DM are Parental education, Fluid nonverbal reasoning
and Verbal reasoning; (2) the best predictors for the results in DL are Parental education,
Flexibility to change the solution (an aspect of problem solving), Fluid nonverbal reasoning
and Verbal reasoning; (3) Self-management cannot significantly predict the results of
DM or DL, although it correlates to the results of both DM and DL; (4) only one of the
aspects of problem solving, Flexibility to change the solution, is predictive of the results in
diagnostic tests.

271



J. Intell. 2022, 10, 7

Table 4. Regression analysis of the result of the diagnostic test in Latvian (n = 244) with independent
variables: Gender, Parental education level, Solution development and evaluation and Flexibility to
change the solution, Self-management, Fluid nonverbal reasoning, Verbal reasoning.

B SE β F R2 ∆R2

Diagnostic test result in Latvian
Step 1 9.50 ** 0.04 0.04

Gender −6.31 2.05 −0.19 **
Step 2 20.39 ** 0.11 0.08

Gender −6.47 1.96 −0.20 **
Parental education 3.45 0.76 0.27 **

Step 3 4.18 * 0.13 0.02
Gender −6.04 1.97 −0.19 **
Parental education 3.27 0.76 0.26 **
Solution development and evaluation (Problem solving) 0.36 0.18 0.13 *

Step 4 24.03 ** 0.21 0.08
Gender −3.79 1.94 −0.12
Parental education 2.77 0.74 0.22 **
Solution development and evaluation (Problem-solving) −0.11 0.19 −0.04
Flexibility to change the solution (Problem solving) 1.53 0.31 0.34 **

Step 5 0.98 0.21 0.00
Gender −3.33 1.99 −0.10
Parental education 2.70 0.74 0.21 **
Solution development and evaluation (Problem solving) −0.18 0.21 −0.06
Flexibility to change the solution (Problem solving) 1.47 0.32 0.33 **
Self-management 0.17 0.17 0.07

Step 6 23.11 ** 0.28 0.07
Gender −3.43 1.90 −0.11
Parental education 2.56 0.71 0.20 **
Solution development and evaluation (Problem solving) 0.06 0.20 0.02
Flexibility to change the solution (Problem solving) 1.01 0.33 0.23 **
Self-management 0.09 0.16 0.04
Fluid nonverbal reasoning 1.72 0.36 0.28 **

Step 7 38.14 ** 0.38 0.10
Gender −2.96 1.77 −0.09
Parental education 1.90 0.67 0.15 **
Solution development and evaluation (Problem solving) 0.12 0.19 0.04
Flexibility to change the solution (Problem solving) 0.87 0.30 0.20 **
Self-management 0.04 0.15 0.02
Fluid nonverbal reasoning 0.76 0.37 0.13 *
Verbal reasoning 2.08 0.34 0.37 **

* p < 0.05; ** p < 0.01.

4. Discussion

One of the aims of the current research was to determine the best predictors of results
in school diagnostic tests at the end of the 9th grade (considered as important indicators
of academic achievement) during the distance learning due to the COVID-19 pandemic.
The pandemic was an unprecedented problem, during which distance learning was in-
troduced for students who had never learned in such a way. For many students, it was a
new situation, posing many new problems (e.g., planning one’s time, motivating oneself
and lack of regime) (Hacatrjana 2021a). Thus, it was assumed that problem solving and
self-management skills would be necessary to effectively learn independently and reach
academic goals during this time, in parallel to cognitive abilities and parental education
level, that have both proved to be important predictors of academic achievement (e.g.,
Flores-Mendoza et al. 2021).

The results of the current study show that there are some differences regarding the
predictors of the results of diagnostic tests in different fields of study—Mathematics and Lat-
vian. The best predictors for the diagnostic tests in Mathematics of 9th graders are their cog-
nitive abilities (in this case—fluid nonverbal reasoning and verbal reasoning) and parental
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education level, explaining altogether about a third of the variance in the Mathematics test.
Only one aspect of problem solving—the flexibility to change the solution—showed an
additional contribution that was statistically significant, when analyzed separately. As to
the results of the diagnostic test in Latvian, the level of parents’ education, the flexibility to
change the solution (one aspect of problem-solving), fluid nonverbal reasoning and verbal
reasoning have a predictive value. Together, these variables can explain more than a third
of the variance in the results of the diagnostic test in Latvian.

A conclusion which can be generalized to the tests in both subjects (Latvian and
Mathematics) is that a more important role is played by cognitive abilities (in this case
fluid nonverbal and verbal abilities) in comparison to self-assessed indicators of skills. It
is argued that students might give socially desirable answers to self-report questions or
might not be precise enough in evaluating their abilities. Moreover, previous studies have
shown that cognitive abilities assessed with tests are indeed the strongest predictor of
academic performance (e.g., Demetriou et al. 2019; Frey 2019; Kampa et al. 2021), though
the contribution is lower for older students compared to younger students. Conway and
Hao (2020) argue for the need for precise methodologies if we want to assess the relation
between non-cognitive factors and SAT scores. The authors argue that cognitive test scores
typically explain at least half of the variation in SAT tests, if cognitive measurements
have been adequately selected and cover a full range of abilities. In the current study the
cognitive abilities did not explain such a large proportion of the variance, possibly due to
this very reason.

The results presented here also showed the importance of parental education level
to the school test results. Having parents with a higher level of education predicts higher
results in academic achievement for students, and, as other research shows, it might be
even more important during the pandemic (Easterbrook 2021). The tight relation between
parental education and academic achievement is already established in previous studies
and discussed in the literature (e.g., Idris et al. 2020; O’Leary and Marks 2021). It might be
explained not only by the level of abilities, but also by higher parents’ involvement and
valuing education as important in life based on their own experience (Lara and Saracostti
2019). During distance learning, parents’ involvement might have played an even larger
role, and research shows that parental knowledge and comprehension of education, as well
as proficiency in technology, was related to several indicators, such as the encouragement
of an effective use of technology for education (Dimopoulos et al. 2021).

The second aim of the study was to examine the extent to which self-assessed problem-
solving skills and self-management skills could predict the results in diagnostic tests of
9th graders during distance learning. Two aspects of problem solving were measured: the
flexibility to change the solution and solution development and evaluation, and a total
score of self-management was obtained. Compared to cognitive abilities and parental
education level, these skills have a much smaller influence on the test results. Nevertheless,
one aspect of problem solving in particular—the flexibility to change the solution—can
explain a relatively small but statistically significant proportion of the variance of the test
results. This aspect of problem-solving is briefly discussed below.

The flexibility to change the solution is an important aspect of problem solving
(Hacatrjana 2021b) and was significantly predictive of the results in the diagnostic test
in Latvian. It was also predictive of the diagnostic test results in Mathematics when ana-
lyzed separately. But when other variables are included into the regression, the significance
of this indicator drops, and other variables—nonverbal and verbal reasoning, as well as
parental education—become the most important predictors. Why is the flexibility to change
the solution important to get better results in tests and why, in the current research, does
it turn out to be more important than the ability to come up with solutions and evaluate
them? The flexibility to change the solution might be a crucial aspect to successfully solve
problems or tasks, providing that an individual is able to, first, detect if something is wrong
in the solution; secondly, make a decision to start over or change something in the solution;
and third, come up with an alternative or a new way to do the task and execute it. It might
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be related to the ability to switch between ideas and possible solutions, and not to get stuck
on the first solution that has come to mind. In the mathematics, the term “flexibility” char-
acterizes the ability to choose between several solving options (meaning that the student is
aware of various approaches and is able to implement them when necessary) and is also
related to academic achievement (Hästö et al. 2019). The results of the current study might
also be explained by the fact that the Flexibility to change is significantly correlated to both
cognitive tasks: Fluid nonverbal reasoning and Verbal reasoning, while the other aspect
of problem solving—Solution development and evaluation—shows weaker correlations
with these tasks. The fact that the Solution development and evaluation aspect is less
related to the diagnostic test results, compared to the Flexibility to change the solution, is
worth studying further, to examine if the flexibility in one’s actions during a problem- or
task-solving process is crucial to successful problem solving in general, as these results
suggest, and to what extent flexibility is related to cognitive abilities and might be taught
as a skill and an attitude.

Another important finding in the current study is that the self-management skills failed
to show statistically significant results in regression analysis to predict the results in the
Mathematics and Latvian tests, though self-management skills were correlated significantly
to the results of these tests. This contradicts previous research showing a significant relation
between self-management or other aspects of self-regulated learning and indicators and
academic achievement (Pintrich et al. 1993; Zimmerman and Martinez-Pons 1988; Abd-El-
Fattah 2010; Veenman et al. 2014), and the results from a study where students revealed
the importance of self-management skills during distance learning (Hacatrjana 2021a).
How could these results be explained, considering the importance of self-management
(and self-regulated learning as a broader term) in education? One of the explanations is
that these studies vary in the methods used and the conceptualization of terms, such as
self-management in learning or self-regulated learning. Another explanation is that other
indicators measured in this study are just stronger predictors, having tighter correlations to
the test results, and thus statistically self-management skills are left below the line. This
could also be due to the conceptualization of the self-management construct that was
measured in the current study. It covers the actions of planning and organizing one’s
learning process and physical settings and maintaining the motivation to do the school
tasks but does not cover broader aspects of self-regulated learning, such as implementing
learning strategies. One explanation for these results might be that the skills included in
this concept are indeed important for focusing on the studies and an accurate approach to
learning on a daily basis and managing daily learning tasks, but they are not sufficient to
increase the level of performance in the academic tests.

Overall, the currently presented results reveal that a relatively little contribution is
made by the problem-solving and self-management skills, assessed with self-assessment
methods, to the results of school tests during the pandemic. Yet, an important aspect
of problem-solving skills—flexibility to change the solution—does make an additional
contribution and explain the variance of the test results, especially in the Latvian test. There
are no comparison data on students’ problem-solving or self-management skills before
the pandemic. Nevertheless, the importance of developing students’ skills and habits to
effectively deal with problems and obstacles should not be neglected, as it is previously
proven that some aspects of problem solving can be successfully developed in the classroom
(Verschaffel et al. 1999). While reasoning abilities are crucial for doing well in the diagnostic
tests, it is also important to teach students the skills and strategies to apply when facing
new or complicated tasks, so that they can think of solutions, implement them, and make
the decision to change something in the solution if it turns out to be inappropriate.

Limitations

For some measurements (scores in the diagnostic tests), the data were not fully pro-
vided by the schools, mostly due to lack of capacity of workforce resources (the data needed
to be coded to anonymize students’ names). This led to a smaller amount of data used for
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such measurements as diagnostic tasks. The study would have benefited if a wider variety
of cognitive measures had been used to examine if an even larger contribution would be
made to explaining the variance in students’ test results. The level of students’ assessment
of their skills before the pandemic is not known, and thus a conclusion on the dynamic
of these skills before and during the pandemic cannot be drawn—only conclusions on
the relation between skills and academic achievement during the pandemic. The study
involved the self-assessed measurements that were previously discussed, and it would
have benefited if the teachers’ ratings of students’ skills (for example, self-management)
had been used to enhance the validity of these measurements. However, during distance
learning, the teachers could not directly observe how a student is organizing his or her
daily learning process, and the ratings would also be based on their previous experience.

5. Conclusions

Several indicators that might have predicted the results of diagnostic tests in Math-
ematics and Latvian at the end of primary school (9th grade) during the unprecedented
COVID-19 pandemic and the corresponding distance learning were analyzed in this study:
cognitive abilities, verbal reasoning and nonverbal reasoning, self-reported problem-solving
skills and self-management skills and parental education level. The most important pre-
dictors for the test results were cognitive abilities and parental education level, and only
one aspect of problem solving: the flexibility to change the solution. Self-assessed problem-
solving skills and self-management skills did not play such an important role in predicting
the results in the diagnostic tests taken during distance learning, as would be expected.
We can speculate that self-management skills were probably important in the daily man-
agement of one’s learning during distance learning, as shown by previous research, but
they were not decisive to reach higher academic results in tests at the end of the 9th grade.
One aspect of problem-solving—the flexibility to change the solution—contributed to the
results in diagnostic tests, especially in Latvian (the native language), indicating that this
might be an important set of skills and attitudes for students to develop to successfully deal
with school tasks. Based on this analysis, conclusions can be drawn about the importance
of these skills to maintain academic achievement when students are facing new situations.
It can be further assumed that it is justified to teach problem-solving skills as part of the
curriculum, as they might help students adapt to other unprecedented events in the future.
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Abstract: Children’s emotional, behavioral, and developmental problems can be properly identified
and assessed based on observations from their teachers and parents. The Motor Behavior Checklist
(MBC) was designed to assist classroom teachers and Physical Education (PE) teachers in assessing
their students’ motor-related behaviors. The instrument has already been successfully translated
and culturally adapted into six languages and used in a number of research studies internationally.
The present study aimed to develop the Arabic version of the MBC checklist and proceed with the
necessary cross-cultural adaptations for the use of the instrument in Arabic speaking countries and
especially in United Arab Emirates (UAE) primary schools. The translation and cultural adaptation
of the MBC was based on the ten-step process: forward translation of the original instrument;
development of a synthesized version, back-translation; linguistic and semantic comparisons; back
translators evaluation of divergent items; development of a synthesized version; based on the back
translators’ suggestions; clarity assessment of the synthesized version by professionals (teachers);
additional assessment of clarity indicators by a focus group of experts; and development of the
final version. Results indicated a satisfactory level of agreement between the original and the back-
translated versions, while nine items required minor adjustments and two items needed major
adaptations and word replacements to clarify their content and be fully adapted into the UAE culture.
In the pilot use, UAE teachers confirmed the clarity of the items in an 84% percentage. The final
translated version’s overall content was found sufficiently compatible with the original version of the
instrument. The study highlights the importance of a rigorous translation process and the process of
cultural adaptation.

Keywords: Motor Behavior Checklist (MBC); cross-cultural adaptation; UAE; physical education;
behavioral problems

1. Introduction
1.1. The Manifestation of NDD in School-Aged Children

Neurodevelopmental disorders (NDD) constitute a group of disorders that commonly
emerge during childhood or adolescence and usually affect behaviors that are significant
for normal interactions, ranging from school to social occasions (American Psychiatric
Association 2013). NDD include Intellectual Disability Communication Disorders, Autism
Spectrum Disorder (ASD), Attention-Deficit/Hyperactivity Disorder (ADHD), Specific
Learning Disorder (SLD), and Motor Disorders. They manifest early in development, often
before school entry age, affecting the child’s personal, academic, and social functioning. The
range of NDD developmental deficits may vary from very specific limitations of learning
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or control of executive functions to global impairments of intelligence or social skills
(American Psychiatric Association 2013). Research indicates that Neurodevelopmental
Disorders in children may co-occur and there are some common behavioral, cognitive,
andemotional characteristics, which often lead to a challenging or invalid diagnosis or
a misdiagnosis (Jensen et al. 2001). It is often the case that many children with NDD
enter elementary school without having received a formal diagnosis. As a result, their
cognitive/learning, language, attentive, emotional, and/or behavioral difficulties (EBP)
often lead them to ‘school failure’ along with low self-esteem issues, while in certain cases,
they may face more severe psychological or psychiatric conditions as adults (Eisenberg et al.
2000).In addition, unlike learning or cognitive assessment, which can be attained through
direct assessment, children’s emotional and behavioral competencies can only be properly
identified and described mainly based on the reports of others (Efstratopoulou et al. 2015).

1.2. Students of Determination in United Arabs Emirates

The number of pupils with a disability enrolled in the emirate’s schools increased
by more than 3500 in the past year, the Knowledge and Human Development Authority
revealed. The results of the 2018–2019 inspections by Dubai’s private schools’ regulator
revealed that pupils with physical and intellectual disability account for six per cent of
the 278,794-strong school population. Inspections also revealed that 71 per cent of schools
provide a good or better quality of education for disabled pupils, also referred to as ‘people
of determination’ by the UAE government.

Early assessment is one of the most important components in the UAE education
system according to the new National Standards for Education presented by the Ministry
of Education. The new strategy of the Ministry of Education (MOE) focuses on supporting
early assessment and professional development and training for teachers. In this direction,
the translation and cultural adaptations of valid assessments tools (like the MBC for
children) that can be used by professionals (teachers/physical educators) in schools settings
is of high importance.

1.3. Teachers and Parents’ Involvement in the Assessment Process in Children

Researchers have recognized the importance of parents and teachers’ roles in obtaining
a more holistic and valid assessment of children’s emotional and behavioral functioning.
Especially, as regards the evaluation of EBP encountered by children with ADHD (e.g.,
inattention, lack of concentration, impulsivity, hyperactivity, learning problems, etc.),
teachers and parents are often considered as the principal agents of the assessment process
(Gardon 2012). More specifically, with the use of several assessment scales, they are asked
to rate their students/children’s behaviors across a variety of settings (e.g., home, school,
athletic activities, play, etc.) in common, everyday circumstances (Paiano et al. 2019).
These behaviors are often related to problems in academic achievement, social maturity
issues, and family relationships, which are usually evident in children with NDD (Haack
et al. 2019).Furthermore, teachers, in particular, are considered as the most representative
and valid source of information regarding their students’ behavioral problems, since they
interact with the children on a daily basis and within the school environment, where specific
behavioral patterns are expected (Gardon 2012).

1.4. PE Teachers’ Role in the Identification of Emotional and Behaviour Problems in Children (EBP)

A significant body of research has indicated that Physical Education (PE) teachers,
in particular, are among the most appropriate educators in the assessment process, since
they have the knowledge and skills to better identify the warning signs of abnormal,
especially motor-related behaviors. Therefore, they can provide valuable information about
the overall development and EBP manifestation of their students (Kashani et al. 1997;
Mol Lous et al. 2002). More precisely, as Kashani et al. (1997) have argued, evidence for
the presence of externalizing and/or internalizing behavioral symptoms can be better
obtained in multiple active situations during PE classes and team games. In addition,
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specific problematic behaviors (e.g., attention, contact, learning, or mood difficulties) can
be systematically observed during standardized play procedures (Mol Lous et al. 2002).
Hence, PE lessons and group play situations offer multiple opportunities for observing a
child while s/he engages with his/her classmates in various settings (e.g., inside or outside
the classroom, at the gym, during group activities or games) (Efstratopoulou et al. 2015).

1.5. School-Based Behavioural Evaluation Instruments

The majority of school-based behavioral assessment tools are structured for use by
school psychologists and/or counsellors, often use mental health terminologies, are time-
consuming, and are not intended for use by teachers or physical educators in school settings.
Data obtained through such rating scales are interpreted mainly by medical professionals
and might lead to an official diagnosis. Thus, psychotherapeutic treatments and/or psychi-
atric therapy usually follow such diagnoses. However, teachers need behavioral assessment
tools that are easy to use and interpret, to monitor the effectiveness of their supporting
strategies and educational approaches in-class or school-based behavior support plans.
School-based behavior rating scales must be valid, reliable, and concise screening tools,
which lead to the early identification of children ‘at risk’ of developing behavioral, NDD,
or other disorders. In addition, they should be available for use by classroom teachers
and school staff and should be integrated into the mainstream educational system regu-
larly (i.e., they could be administered to all students during their first years of primary
education). Furthermore, such tools should also serve as a means for additional, more
detailed assessments of students who meet the ‘at risk’ criteria, to safeguard that they will
eventually receive the appropriate intervention at an early stage, thus preventing secondary
problems, which usually accompany NDD, as the child grows older. Finally, they might
also serve as a measure of the effectiveness of the intervention programs designed for these
children, through the pre-test (prior intervention) and post-test (following intervention)
result analysis process (Efstratopoulou et al. 2015).

1.6. The Motor Behaviour Checklist (MBC)

The Motor Behavior Checklist (MBC; Efstratopoulou et al. 2012b) is a practical, easy
to administer, useful, and valid measure for observing the motor behavior of children
aged between 6 and12 years, and for screening and assessing children with EBP problems
and possible underlying disorders (e.g., motor-development problems, Autism Spectrum
disorders, ADHD, learning difficulties, etc.) in the school environment. Its first version was
standardized in the British primary school-age population (initially including 150 items).
In its final version, it includes 59 items describing observable ‘problematic’ behaviors. The
higher the total score recorded the more indicative of possible underlying problems. The
instrument can provide separate scores for each of the seven factors and total externaliz-
ing/internalizing behavior scores. Externalizing behaviors include rule-breaking (seven
items), hyperactivity and impulsivity (14 items), and lack of attention (10 items). Internaliz-
ing behaviors include low energy (four items), stereotyped behaviors (two items), lack of
social interaction (10 items), and lack of self-regulation (12 items).

The MBC can be completed by the class teacher or the physical educator (provided
that he/she knows the child well enough (i.e., more than six months)), using a 5-point
Likert scale ranging from never (0) to almost always (4) indicating the frequency of the
observed behavior (Efstratopoulou et al. 2019). The MBC does not require the physical
presence of the child during administration, and data can be collected even via online
procedures. The checklist cannot be solely used as a diagnostic tool but can be part of a
broader assessment battery and is a quick and cost-effective screening tool/measure for the
early identification of emotional–behavioral symptoms/difficulties in typical school-aged
children, who are often left unnoticed because they are underdiagnosed or misdiagnosed.
Finally, administration and completion of the MBC checklist do not require verbal skills
on the child’s part and can provide a detailed individual profile on different areas of the
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child’s development (e.g., social skills, self-regulation, aggressiveness, hyperactivity, etc.),
while assessing deviant behaviors in school settings (Efstratopoulou et al. 2015).

1.7. Psychometric Properties of MBC

Research on the psychometric properties of the instrument indicates that the MBC
for children is a content-homogeneous instrument that has a strong correlation and is
highly stable (Efstratopoulou et al. 2012a). More specifically, the internal consistency
coefficients ranged from 0.82 to 0.95, reproducibility was 0.85 to 0.90 according to intraclass
correlation coefficients (ICC), and concordance was also 0.75 to 0.91. Discriminant and
convergent validity of the MBC scale were established, and it has been proven that MBC can
provide valid ratings on externalizing and internalizing behaviors of school-aged children
(Efstratopoulou et al. 2012b).

Although the MBC for children is not a diagnostic tool itself, it can provide valid
complementary information on attentional, emotional, and developmental problems in
children when used by physical educators in school settings. It is a new practical and
useful measure for assessing externalizing and/or internalizing problems in elementary
school-age children and could be used for various educational purposes, including research
projects and intervention programs. Hence, the MBC can be considered as an effective
method for assisting teachers and physical education instructors in referring students for a
more comprehensive assessment, as well as for collecting data from children and youth as
part of the clinical investigation process. This is because the behavioral patterns of children
with ADHD and ASD can be more clearly expressed in social contact environments with
different stimuli than in the classroom environment where stimuli are closely regulated, and
students are expected to obey more strict rules of behaviors (Efstratopoulou et al. 2012b).

1.8. Previous Cross-Cultural Adaptation of MBC in Other Countries

Even though in the relevant literature there are contradictive views regarding the
procedures that are necessary for a cross-cultural adaptation of assessment scales, scholars
agree that the process must go beyond simple translation, since translation alone does not
ensure the instrument’s reliability and construct validity (International Test Commission
2017). For example, Borsa et al. (2012) have suggested a six-step process of cross-cultural
adaptation. These steps include (1) translation of the instrument from the source language
into the target language; (2) synthesis of translated versions; (3) synthesis evaluation by
expert judges; (4) evaluation of the instrument by the target groups; (5) back-translation;
and (6) a pilot study. In addition, the authors also emphasized the importance of assessing
the factorial structure of the instrument to confirm its stability concerning the original
document. Alternatively, Mondrzak et al. (2016) used the guidelines proposed by the ‘Task
Force for Translation and Cultural Adaptation of the International Society for Pharma-
coeconomics and Outcomes Research’. This 10-step process can be described as follows:
preparation, forward translation, reconciliation of different translations into a single ver-
sion, back-translation, back-translation review, harmonization, cognitive debriefing, review
of cognitive debriefing results and finalization, proofreading, and final report. Wild et al.
(2005) have also proposed a similar process.

Previous studies on the evaluation of the psychometric properties of MBC for children
have revealed that the MBC is a content-homogeneous instrument, with high temporal
stability and high interrater agreement that can provide useful and reliable ratings on
behavioral and emotional problems in children, especially when used by PE teachers in
school settings (Efstratopoulou et al. 2012a, 2012b, 2013, 2015) (Table A1).

Up to date, the Motor Behavior Checklist (MBC; Efstratopoulou et al. 2012a) has
already been translated into six languages (Greek, Polish, Urdu, Czech, Chinese, Brazil-
ian/Portuguese) and has been used in several studies (Paiano et al. 2019; Wood and
Efstratopoulou 2020; Efstratopoulou et al. 2017).
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2. The Present Study

Recognizing the need for incorporating such an innovative screening tool (MBC) in the
area of early diagnosis of neurodevelopmental, behavioral, and developmental disorders in
the Arabic population, the researchers in the present study followed the ten-step procedure
suggested by Wild et al. (2005) and Mondrzak et al. (2016), to translate and culturally adapt
the MBC to the Arabic language and UAE culture. The main aim of the study is to provide
a culturally validated version of MBC in the target language, which will assist clinicians
and multidisciplinary groups working in the field of Special Education in carrying out
more accurate, valid, and complete screening procedures and diagnoses of students, mainly
those who might be ‘at risk’ of NDD, in the United Arab Emirates.

3. Method

Research that crosses linguistic and cultural boundaries necessarily requires direct
attention to the use of language and cultural factors where verbal expressions, compre-
hension, or both are involved at any level in the systematic collection of data expected to
exhibit comparable reliability and validity across the linguistic and cultural boundaries.

Idiomatic criteria were used to assess the equivalence with the new version. The
analysis used and the estimation of contextual and cultural sensitivity was based on culture-
loaded phraseological expressions that were used to exhibit strong contextuality. The
structural equivalence of the list (and each sub-factor) was demonstrated between native
speakers of the target language. It was important to test the measurement equivalence
between native speakers of the source language and the target language. If the latter is
not supported, the underlying reasons and cultural factors causing the lack of equivalence
were further discussed.

Characteristics of the Sample

The Physical Education (PE) teachers who participated in this study were native
(Arabic) speakers with a specialization in Adapted Physical Education (APA) for children
with disabilities. The criteria used for the selection of the professionals who participated
in the Focus Group were: (a) To be native Arabic speakers, (b) To have at least four years
of teaching experience in public primary schools in UAE, (c) To have a specialization in
APA and knowledge of the characteristics of children with disabilities and of behavioral
management interventions. For our sample, the professionals were all native speakers,
had MN = 5.6 (SD = 1.2) years of teaching experience in Primary Schools in UAE and
they all had a Degree in Physical Education with a concentration in Adapted Physical
Activity (from the United Arab Emirates University). In addition, all of them had practical
experience working in public (both mainstream and special) schools in the UAE, with
children with disabilities.

The translation and cross-cultural adaptation processes used in this study, as previ-
ously mentioned, followed the major guidelines suggested in the works of Wild et al. (2005)
and Mondrzak et al. (2016). The process included ten steps, as illustrated in Figure 1 and
Table 1. The Ethics committee of United Arab Emirates University (UAEU, Protocol No
ERS_2021_7335) approved the project.
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Table 1. Detailed description of the translation and cross-cultural adaptation process of the MBC.

Steps Actions

1

Preparation: The project manager (who is also the MBC developer), recruited three key persons from the target country
to work on the project. Permission for translation was acquired. The instrument developer provided information and
clarifications on the conceptual basis of the instrument items for use by the translators.
A key person from the target country worked closely with the project manager for the preparation of the translation
process.

2

Forward Translation: Three professionals specializing in Special Education—native speakers of the target language
(Arabic), with proficiency in English, independently translated the instrument into Arabic.
The project manager worked closely with the translators to provide background information about the conceptual basis
of the instrument and/or the particular wordings to be used in the items.

3
Reconciliation of the forward translations into a single forward translation: After completion of the individual
translations, the translators compared the different versions of each item to reach a consensus, aiming at the most
appropriate cultural adjustment and resolving possible discrepancies.

4
Back translation of the reconciled translation into the source language: The instrument was back-translated into the
source language by an English teacher with proficiency in both the English and the Arabic language (i.e., an English
native speaker living in the UAE).

5

Back translation review: To ensure the conceptual equivalence of the translation, the project manager and the key
in-country person reviewed the back translation to identify any discrepancies or problematic items and to decide upon
the best linguistic and semantic match between the wordings in the two versions. A professor of Arabic Language
worked on the Arabic version during the back translation review procedure.

6
Harmonization between all translated versions and with the source version: This is an additional quality-control step
to further ensure that all linguistic or conceptual discrepancies are resolved. Thus, based on the comments of the
back-translator, the authors designed a new synthesized version (aggregation of the global data set).

7

Cognitive debriefing: to assess the level of comprehensibility and cognitive equivalence of the final translated version,
four native speakers of the target language, specializing in the target area (i.e., Physical Education (PE) teachers *,
working with school-aged children), evaluated the translated instrument. Additional issues causing confusion were
resolved during this phase.

8

Cognitive debriefing review: The project manager reviewed the results from the cognitive debriefing and identified
translation modifications necessary for improvement. Partially clear items were analyzed by a focus group composed of
three Physical Education (PE) teachers *. Following agreement on changes between the project manager and the key
in-country persons, the translation process was finalized.

9 Proofreading: The finalized translation was proofread to check and correct any remaining spelling, grammatical, or
other errors. The final suggestions and corrections were sent for approval by the author of the original version.

10
Final Report: The project’s Principal Investigator developed the final report, which included a full description of the
methodology used, along with an item-by-item representation of all translation decisions undertaken throughout the
process. Finally, the author’s comments were analyzed, and the final version of the instrument was produced.

* The PE teachers participated in this study were native (Arabic) speakers with specialization in Adapted Physical
Education (APA) for children with disabilities.

4. Results

The comparison between the back-translated version and the original version (step 4)
revealed that 44 items were translated at a satisfactory level (78%). Fifteen of the items
(22%), which were considered divergent, were forwarded to the back-translator, along with
the original version, for further consideration. The back-translator characterized nine of
these items as ‘semantically identical’—-and, therefore, acceptable—-, but commended on
the other six items, setting up step 5 (Table 2). Based on the back translators’ comments,
a further synthesized version of the instrument was developed (step 6). The next step
(cognitive debriefing) revealed that 84.7% of the items were comprehensive and cognitively
equivalent (i.e., 71% had a mean score of 2.87, while 15 items 18.6% had a mean score of
2.35). Nine items were considered partially clear (i.e., three items with a mean score of 2.5,
three items with a mean score of 2.05, and two items with a mean score of 2.01). The overall
results of the back-translated version analysis, along with the modifications proposed by
the focus group (step 8) are illustrated in Table 2.
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More specifically, most of the items were considered clear by the focus group and,
therefore, required no alterations. Items 28 and 42—-included in the hyperactivity factor—
-were characterized as ‘not clear enough’ and, therefore, the focus group and the back
translator expert proposed major adaptations. These items were modified based on the
recommendations from the focus group, to make sure that professionals in school settings
in the UAE can observe and record these specific behaviors in their students during class
activities and/or during free play situations. The rest of the items either remained the same
as in the preliminary translated version or needed minor modifications, which, in most
cases, was either the addition/replacement of a verb or the addition of an example to clarify
the meaning and make sure that the rater is satisfactorily assessing students’ externalizing
and internalizing behaviors in school settings.

5. Discussion

The present study described the processes followed during the translation and cultural
adaptation of the MBC into the Arabic language. The new Arabic version of the MBC was
developed to provide class teachers and physical education teachers in the UAE, with a
practical, easy to administer, useful, and valid assessment tool to observe and record the
motor behavior of their 6 to 12-years-old students. As aforementioned, according to Gardon
(2012), teachers are considered as the most representative and valid source of information
regarding their students’ manifestation of behavioral problems. Supported by valid and
reliable assessment instruments, professionals in education can provide detailed reports on
children’s deviant behavior observed in natural conditions of interaction and competition,
which are rarely considered in evaluation protocols.

Educational professionals can use the MBC for screening and assessment purposes of
children with emotional and/or behavioral disorders (EBP) and/or developmental disor-
ders, during class activities physical activity classes and free-play situations. As research
suggests, EBP are often highly prevalent among children and adolescents with neurodevel-
opmental disorders (e.g., autism spectrum disorder (ASD), Attention-Deficit/Hyperactivity
Disorder (ADHD), Specific Learning Disorder (SLD), etc.) (Eisenberg et al. 2000). More
specifically, it has been found that the specific behavioral patterns of children with ADHD
and ASD can be more clearly expressed in social contact environments, such as free-play or
sports, where stimuli are more closely regulated and students are expected to obey more
strict rules of behaviors, rather than in the typical classroom environment (Efstratopoulou
et al. 2012b). In addition, as Efstratopoulou et al. (2019) have pointed out, a detailed
assessment, performed by both professionals and teachers using multiple instruments, can
safeguard a proper identification of behavioral changes and/or developmental delays.

Further discussing the importance of cultural adaptations made in this study con-
cerning the Arabic version of MBC for use by PE teachers and professionals in school
settings, we need to point out that all adaptations made, were based on recommendations
from professionals in UAE who are working with students in primary school settings. The
professionals, who participated at the focus group, indicated that there was a specific need
for some of the items to reflect the cultural environment in schools, taking into considera-
tion that not all students’ deviant behaviors are easy to be observed in a structured class
environment in UAE schools. Furthermore, the significance of cross-cultural adaptation of
the MBC for use in different countries has also been demonstrated in previous studies (e.g.,
Paiano et al. 2019; Efstratopoulou et al. 2012a). Overall results are in accordance with other
studies, which have also revealed that, based on the synthesized version, the translation
and back-translation processes are adequate methods for translating and culturally adapt-
ing instruments, without major distortions (Mondrzak et al. 2016; Wild et al. 2005; Borsa
et al. 2012; Gjersing et al. 2010; Mattos et al. 2006).

Practical Implications and Recommendations for Future Research

Considering the above, the newly translated and culturally adapted version of the
MBC, as described in this article, will comprise a useful tool for the assessment of children
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at risk of EBP and/or NDD, by physical education teachers and/or classroom teachers
in the UAE. Furthermore, results revealed a satisfactory level of agreement between the
original and back-translated versions, with 78% of exact equivalence between the translated
items and 12% of terms requiring minor adjustments. In addition, clarity assessment
using reports from teachers revealed an 84% agreement with the draft version of the
MBC. The synthesized version of the instrument required modifications to ensure semantic
and cultural adequacy in relation to the original version. Minor adaptations based on
recommendations from professionals in UAE participating at the focus group, indicated
that there was a need for some items to reflect the cultural environment in schools taking
into consideration that not all students’ deviant behaviors are easy to be observed in
a structured class environment in UAE schools. For example, for the items 19 and 25
(behaviors that are connected with lack of social skills), the focus group suggested the
addition of the phrase: when asked to do so (which is missing from the original English
version of the MBC checklist) but was proposed by professionals/educators in UAE) with
the explanation that these social behaviors are not observable in UAE schools settings
unless there is a specific request from the educators (class teachers/PE teachers).

It was also mentioned that due to schools’ rules and maybe cultural components,
children in schools do not have the flexibility to express in different ways in a structure
class environment unless they were asked or motivated to do so. In general, the Arabic
version of the instrument showed adequate indicators of semantic equivalence following
the steps of initial translation, back-translation, and clarity assessment by professionals and
by the focus group.

Future research is needed to assess the psychometric properties (mainly the validity
and reliability) of the new Arabic version of the MBC using a large sample of primary
school-aged children from UAE schools rated by their teachers and physical educators in
school settings. More specifically, future studies need to collect data from typical and clinical
samples of children from UAE primary schools to assess the psychometric properties of
the checklist and to ensure that the Arabic version of MBC is a new valid and reliable
assessment instrument to support teachers, physical educators, and special educators in
their role in UAE schools. In addition, evidence of validity should be demonstrated through
multiple informants. A study currently in progress, by our group, has started to assess the
psychometric properties of the translated version of the checklist.

Hence, the new instrument fills a gap in the evaluation process of students in sports
and free-play situations. Moreover, it can help schoolteachers and physical educators to
better understand and effectively deal with their students’ behavioral profiles, especially
those with behavior problems compatible with NDD. Consequently, we highlight the
importance of the cross-cultural adaptation of instruments for use in different countries, as
demonstrated by previous works and performed in our study.

6. Conclusions

The cross-cultural adaptation and translation processes used in this article allowed
the formulation of an Arabic version of the Motor Behavior Checklist for children (MBC;
Efstratopoulou et al. 2012b) that will enable physical education teachers to evaluate their
students’ behavioral aspects in sports and free-play situations. The Arabic version of the
MBC was produced following rigorous translation and cross-cultural adaptation proce-
dures. Results from the pilot use of the MBC in the UAE indicated that there is a satisfactory
level of agreement between the original and the back-translated versions. The final trans-
lated version’s overall content was found sufficiently compatible with the original version
of the instrument and was proven to ensure a more complete and comprehensive evalua-
tion process. Teachers, PE teachers, and educational professionals will be able to provide
valid reports on students’ behaviors, observed in natural school settings of interaction and
competition, such as sports and free-play situations, which are rarely considered in evalua-
tion protocols. Moreover, it can help schoolteachers to better understand and effectively
deal with their students’ behavioral profiles, especially those with behavioral problems
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compatible with NDD. Future research is required to further assess the psychometric prop-
erties of the new Arabic version of the MBC using a larger sample of primary school-aged
children from UAE schools rated by their teachers and physical educators in school settings.
Therefore, we highlight the importance of the cross-cultural adaptation of instruments for
use in different countries, as demonstrated by previous works and performed in our study.
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Appendix A 1 
The Arabic Version of MBC after translation and cultural Adaptations 2 
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 28 
 29 

في أغلب  أحيانا  إطلاقا    
  الأحيان

في أكثر أغلب 
  الأحيان 

تقريبا 
  دائما

  4  3  2  1  0  أثناء اللعبلا يلتزم بالقواعد خاصة   1
  4  3  2  1  0  بالأنشطةلديه صعوبة في انتظار دوره عند القيام   2
  4  3  2  1  0  غير مهتم أو مهمل(مثلا في أداء الأنشطة)  3
  4  3  2  1  0  جهود بسيط.ميظَهر عليه التعب بعد   4
  4  3  2  1  0  يعرض حركات جسمية نمطية، والتي تشمل اليدين (مثل التصفيق ونقر الأصابع)  5
  4  3  2  1  0  يظُهر عجز في استخدام الإيماءات التي تنظم التفاعل الاجتماعي  6
  4  3  2  1  0  يظُْهر الانشغال المستمر بأجزاء الأشياء  7
  4  3  2  1  0  يظهر العصيان لمعلمه  8
  4  3  2  1  0  فرط الحركة أثناء الدرس يظهر  9

  4  3  2  1  0  لديه صعوبة في التركيز  10
  4  3  2  1  0  الاستقرار، أو الإغماءيشعر بالدوار، أو عدم   11
  4  3  2  1  0  يعرض أنماط متكررة من الأنشطة  12
  4  3  2  1  0  يتجنب الأنشطة الاجتماعية المناسبة لعمره  13
  4  3  2  1  0  لا يظهر أي اهتمام للدرس  14
  4  3  2  1  0  عدواني تجاه الشخصيات القيادية (المعلمين أو الزملاء)  15
  4  3  2  1  0  أثناء التحدث) سبيل المثال(على يقاطع الآخرين   16
  4  3  2  1  0  لديه صعوبة في الحفاظ على الانتباه في المهام  17
  4  3  2  1  0  يظُهر قلة الطاقة  18
  4  3  2  1  0  لا يعَْرض الأشياء التي يجدها ممتعة  19
  4  3  2  1  0  يظهر عجز ملحوظ في استخدام السلوكيات غير اللفظية مثل الاتصال البصري  20
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  4  3  2  1  0  يجد صعوبة في اللعب أو الانخراط بهدوء في الأنشطة الترفيهية  46
  4  3  2  1  0  لا يهتم بالتفاصيل  47
  4  3  2  1  0  لا يريد الاتصال الجسدي أو التقارب الجسمي  48
  4  3  2  1  0  يجد صعوبة في السيطرة على القلق  49
  4  3  2  1  0  ينزعج عندما يخسر  50
  4  3  2  1  0  اللعب الاجتماعي البسيطلا يشارك بنشاط في   51
  4  3  2  1  0  ينزعج عندما يفشل في إنجاز مهمة ما  52
  4  3  2  1  0  يبالغ في تقدير قدراته  53
  4  3  2  1  0  التي يقوم بهالديه صعوبات في تنظيم الأنشطة  54

يتجنب أو لديه كراهية شديدة للأنشطة التي تتطلب متطلبات تنظيمية أو متعلقة   55
  4  3  2  1  0  بالترتيب والتنظيم

  4  3  2  1  0  يظهر السلوك المتهور  56
  4  3  2  1  0  يلمس الأشياء التي ليس من المفترض أن يلمسها  57
  4  3  2  1  0  اللعب التخيلي المتنوعنقص في يظهر   58
  4  3  2  1  0  يفقد أعصابه  59

 53 
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Abstract: Background: Increased parental stress is strongly related to the severity of autism spectrum
disorder (ASD) symptomatology. Parents’ coping strategies and social support issues add to the
complexity of this relationship. Aim: The present study investigated the relationship between self-
regulation skills and parenting stress in parents of nonverbal children with ASD. Methods and procedure:
The Parenting Stress Index–Short Form (PSI-SF) was administered to 75 families, and self-regulation
scores on a Motor Behavior Checklist for children (MBC) were recorded by students’ class teachers
(level of functioning-behavioral problems). In addition, interviews were conducted with a focus
group of six parents (four mothers and two fathers) to explore the underline factors of parental
stressin-depth. Results: Correlation analyses revealed that parenting stress was positively correlated
with elevated scores on MBC children’s self-regulation subscale. On the other hand, parenting stress
was negatively correlated with the level of social functional support reported. Qualitative data were
analyzed using transcripts, revealing additional stressors for families and parents, and resulting
in recommendations to overcome these factors. Conclusions and implications: Aiming at developing
strategies to improve self-regulation skills in nonverbal children with ASD may be particularly
important in reducing parental stress for families having nonverbal children with autism and other
developmental disabilities. Parents’ stressors and suggestions during interviews are also discussed.

Keywords: parental stress; self-regulation; social support; coping strategies; ASD; behavioral difficul-
ties; non-verbal children

1. Introduction

Family schema is a dynamic living cell. Parents as caretakers play a vital role inmen-
toring and guiding their children’s learning journey from early childhood into adulthood.
Parental stress is an anxiety closely aligned with the significant role of being a parent.
However, when it comes to parents of children with autism spectrum disorder (ASD), this
role often starts as soon as their child is diagnosed (Foster et al. 2012). More specifically,
parents of children with ASD very often face a plethora of difficulties regarding the edu-
cational opportunities focused on developing their skills and achieving a high quality of
life (Meadan et al. 2010; Tincani et al. 2014). In this vein, parents are faced with a range of
emotional pressures as they attempt to learn about ASD and what this means for their child.
Compared with parents of children with intellectual or other developmental disabilities,
studies reveal that parents of children with ASD experience more psychological distress,
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including depression, anxiety, and components of stress, such as decreased family cohesion
and increased somatic symptomatology (Martins et al. 2015).

1.1. Autism Diagnosis and Parenting Stress

An autism diagnosis not only changes the life of the child diagnosed but also the
quality of emotional harmony of all family members. Parents describe experiencing initial
feelings of surprise, sadness, shock, and rejection following their child’s diagnosis (Martins
et al. 2015). It is an axiom to realize that the family, as a holistic schema, is facing and must
cope with the challenges of communicating with and assisting the social interactions of their
child with ASD. At this point, it is essential to underline that parents have to manage high
levels of anxiety owing to perplexing therapeutical programs, such as home-implemented
treatments and juggling job responsibilities, as well as family commitments (Hayes and
Watson 2013). Thus, the diagnosis of a child with autism spectrum disorder (ASD) can be a
time of tremendous uncertainty, agony, and a depressive journey for parents and families.
Parents must handle a maze of information and bureaucratic processes as they attempt
to find the appropriate therapeutic intervention program to strongly support their child
(Tomeny 2017).

There is a great variety of therapeutic approaches, which focus on accommodating or
remediating different challenges related to autism. The therapeutic approach is effective
only when it is individualized depending on the chronological age and developmental
level; therapies focus on all difficulties, the interactions between them, and the promotion
of growth and adaptation in the long run (Poppi et al. 2019). In Greece, around the time that
parents start to come to terms with their child’s condition, they have to decide what kind
of treatment plan they are going to follow. Children with autism are considered to be very
different from each other, and the clinical presentation of their symptoms varies along with
the outcomes following an intervention (Ben-Itzchak et al. 2014). There are many different
treatments provided to children with autism, such as the treatment and education of
autistic and related communication-handicapped children (TEACCH), cognitive behavioral
therapy, applied behavior Analysis (ABA), learning experiences: an alternative program for
preschoolers and parents (LEAP),picture exchange communication systems (PECS),speech
and language therapy, occupational therapy, etc.(Poppi et al. 2019; Ben-Itzchak et al. 2014;
CDC 2021).

Several significant factors are closely aligned with anxiety or agony in parents of
children with ASD (e.g., child characteristics, lack of emotional and social support) (Lee
et al. 2009). Although research reveals an impact on family members of individuals with
ASD, Hastings et al. (2005a) emphasize that not all family members experience similar
effects as a result of having an individual with ASD in the family. For example, Hastings
(2003) found that mothers of children with ASD reported more anxiety and negative
outcomes than fathers in the same family. In addition, researchers have found positive
outcomes (e.g., limited conflicts within the relationship, high self-esteem and self-concept)
for some typically developing siblings of individuals with ASD (Sharabi and Marom-Golan
2018), whereas some parents described the experience of having a child with ASD as being
positive (Hastings et al. 2005a).

Under the scope of evaluating parental levels of anxiety, we must underline the fact
that, although the research community has focused on subgroups referred to as “high-
functioning autism” (Baio et al. 2018), the influence of the child’s IQ (intellectual quotient)
level on family functioning has hardly been studied. Around 70% of parents of children
with Asperger syndrome score at or above the 90th percentile of the normal parental stress
scores (Matson and Kozlowski 2011). It appears that a high level of cognitive development
in children with ASD does not, in itself, influence and reduce the stress produced by
raising a child with ASD. There is a research consensus emphasizing the fact that parents of
children with high-functioning autism report significantly higher levels of long-term agony
and lower levels of adaptive coping strategies and resources when compared with parents
of children with typical development (Hayes and Watson 2013). Furthermore, concerning
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the lifelong nature of ASD, these challenges are often longstanding and extend into the sons’
and daughters’ adolescense and adulthood. Moreover, parents confirm that much of their
stress and emotional exhaustion is caused by the continued necessity of having to fight
for services, cope with complicated policies or negative societal attitudes, and constantly
having to communicate and build relationships with education and health professionals
(Yorke et al. 2018).

Undoubtedly, an increased tendency to experience negative emotions and a decreased
ability to regulate emotional responses appear common to many childhood psychiatric and
developmental disorders—although, not surprisingly, the links between other tempera-
mental traits and psychopathology vary by disorder (Nakagawa et al. 2016). The research
community has consistently identified neurodevelopmental disorders as being linked to
specific temperament configurations (Johnson H. Johnson Mark H. et al. 2014). Several
researchers also include activity level, attentional control, and impulsivity as temperament
dimensions. According to the above conceptualizations, it should come as little surprise
that the association between emotional problems and lack of self-regulatory mechanisms
in children with ASD and parental stress is strong enough to warrant speculation that the
disorder is perhaps better understood dimensionally.

In conclusion, the perplexing phenomenon of parenting stress in families of children
with ASD requires a holistic approach to thoroughly evaluate the possible influence of
multiple dimensions simultaneously. The age range and level of cognitive development of
the individuals with ASD in the samples have been quite heterogeneous (Hastings et al.
2005b; Manning et al. 2011; Pozo and Sarriá 2014a, 2014b; Zaidman-Zait et al. 2014, 2018;
Giovagnoli et al. 2015). However, so far, sporadic studies have investigated the predictors
of parental stress in school children with ASD without intellectual disability (Bundy and
Kunce 2009; Lee et al. 2009; Mori et al. 2009; Craig et al. 2016).

1.2. Hypothesis of the Present Study

Under the aegis of the above theoretical and research findings, the current study
attempts to evaluate two different objectives. The first purpose of the study was to assess
the complex relationship between parental stress and the severity of the ASD symptoms,
behavioral difficulties, coping strategies, and social support. The second objective of the
study was to evaluate the influence of behavioral difficulties within the sphere of tempera-
ment, coping strategies, and social support between ASD symptoms and parenting stress.
We hypothesized that parenting stress would be positively correlated with ASD symptom
severity, the temperament of the children, and coping strategies related to distraction and
disengagement (Hypothesis 1). In addition, parenting stress would be negatively corre-
lated with engagement and cognitive reframing coping strategies and social confidence
and affective functional support (Hypothesis 2). Additionally, a harmonic balance among
individuals and their environment is produced through a two-way interaction between
inherent and temperamental traits and external experiences and circumstances, as well
(Rothbart 2007).

2. Method
2.1. Participants

For the present study, 75 parents with at least one child with an autism diagnosis
participated in the survey (M = 36.2, SD = 8.9). All the families lived in Greece and were
recruited through special public schools and parental support groups. A member of the
research team contacted the parents to explain the objectives of the study and request
their collaboration. The children had received a clinical diagnosis of an autism spectrum
condition in the psychiatry and child neurology services of public hospitals and medical
centers in Greece, at ages ranging between 2 years and 11 months and 6 years (mean age
of diagnosis = 4.69; SD = 1.67). The diagnosis was generally made using a multi-team
approach, based on the Diagnostic and Statistical Manual of Mental Disorders (DSM-5;
APA 2013) and the Autistic Diagnostic Interview—Revised (ADI-R; Rutter et al. 2006).
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Finally, 18 class teachers with a mean age (years) M = 32.15 (SD = 3.62) working with
the children in public primary special schools completed the Motor Behavior Checklist to
rate the self-regulation skills of their students.

Inclusion criteria: (1) families with at least one child with an autism diagnosis; (2)
families that live in Greece; (3) children with an autism diagnosis, either secondary or
idiopathic autism; (4) children diagnosed from public hospitals and medical centers; (5)
children in primary special public schools; (6) children older than 6 yearsand up 12 years
(primary school); (7) parents that are participating in parental support groups.

Exclusion criteria: (1) children diagnosed with ASD from private practices and not
from public hospitals and medical centers; (2) children not in primary special public schools;
(3) children aged younger than 6 years or older than 12 years; (4) families not in parental
support groups; (5) families not living in Greece.

2.2. Assessment Instruments
2.2.1. Parenting Stress Index–Short Form

Parenting Stress Index–Short Form (PSI-SF; Abidin 1995; Adapted to Greek) was used
in this research. This scale was a self-report measure filled out by the parents. It contained
36 items distributed in three subscales of 12 items each, rated on a five-point Likert-type
response scale. The first scale, parental distress, evaluated the distress experienced by
parents due to personal factors, such as depression or conflict with a partner, or life
restrictions due to the demands of childrearing in their role as parents (i.e., “Since having
my child, I feel that I am almost never able to do things I like to do”). The second scale,
parent–child dysfunctional interaction, provided information on the parents’ feelings about
the interactions with their child and the degree of frustration of the expectations and trust
they have placed in their child (i.e., “Most times, I feel that my child does not like me
and does not want to be close to me”). The third scale, difficult child, was designed to
measure the parents’ perceptions of their child’s self-regulatory abilities (i.e., “My child
seems to cry or fuss more often than most children”). The scale also provided a measure
of total stress by adding up the scores on the 36 items, with a total score above 90 being
clinically significant. The Cronbach’s alpha internal consistency coefficients in our sample
were parental distress (a = 0.91), dysfunctional parent–child interaction (a = 0.82), and
difficult child (a = 0.90); this was similar to those obtained in other studies carried out in
Spain (Diaz-Herrero et al. 2011). It is the most widely used instrument to evaluate stress in
studies on ASD; in fact, it was utilized in 75% of the studies included in a recent systematic
review (Barroso et al. 2018).

2.2.2. Motor Behavior Checklist for Children

In the present study, the self-regulation skills of ASD children were assessed using
the Motor Behavior Checklist’ (MBC) for children (Efstratopoulou et al. 2012b). The MBC
checklist is a screening instrument designed to measure externalizing and internalizing
behavioral symptoms of primary school-aged children. The instrument has been used
in studies in Greece and has internal consistency (0.82 to 0.95), reproducibility (0.85 to
0.90), and interrater agreement (0.75 to 0.91) that have been checked in previous studies.
More specifically, the MBC includes seven scales, which assess particular emotional and/or
behavioral problems (i.e., rule breaking—7 items; hyperactivity/impulsivity—14 items;
lack of attention—10 items; low energy—4 items; stereotyped behaviors—2 items; lack
of social interaction—10 items; and lack of self-regulation—12 items). Many of these
categories of behavioral problems can be observed in the form of both deficits and excesses
in attention deficit hyperactivity disorder (ADHD) and autistic spectrum disorders (ASD)
(Efstratopoulou et al. 2012a). The MBC should be completed by observing the child in a
free-play situation or during physical education classes. The score is obtained through
a 5-point Likert scale ranging from “never” (0) to “almost always” (4). Efstratopoulou
et al. (2012a), evaluated the psychometric properties of the MBC: the coefficients of internal
consistency (α) ranged from 0.82 to 0.95, reproducibility according to intraclass correlation
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coefficients (ICC) ranged from 0.85 to 0.90, and concordance (also ICC) ranged from 0.75 to
0.91. These data suggest that the MBC for children is a homogeneous instrument in terms
of content, with high stability and correlation (Efstratopoulou et al. 2012a). In addition,
results from several studies on the psychometric properties of the checklist indicated that
the MBC is a useful tool to discriminate between the core symptoms of ADHD, conduct
disorder, and ASD (Efstratopoulou et al. 2012b). For the purposes of this study, mean scores
on self-regulation items were calculated for all ASD children by their class teachers.

2.2.3. Child Autism Symptoms ASD Clinical Criteria from the DSM-5

The severity of the ASD symptoms was assessed through an interview between the
parents and a clinical psychologist, focused on the seven diagnostic criteria for the disorder
in accordance to DSM-5 (APA 2013). The first three were to evaluate socio-communicative
impairments and the other four to rate repetitive behaviors and restricted interests. Through
the interviews, the parents evaluated the severity of each criterion, using a 4-point Likert
scale ranging from 0 to 3, where 0 represents “almost never”, 1 “sometimes”, 2 “often”, and
3 “many times”. Therefore, a higher score on the DSM-5 indicates greater severity of the
ASD symptoms.

2.3. Procedure

All parents and teachers participated in the study voluntarily. Each parent received a
file which contained: (a) the information letter concerning the objectives of the research,
as well as the contact details of the research supervisor; (b) the form for completion of the
demographic data; and (c) the Greek version of the Parenting Stress Index–Short Form
questionnaire (PSI-SF; Abidin 1995). All participants were examined individually by the
researcher who explained the procedure and conducted a small interview with them about
the confidant and affective support they have in their everyday lives. Each parent had the
opportunity to choose the place, as well as the time, to complete the questionnaires while
at the same time, there was the possibility for clarifications, where this was necessary. No
time limit was assigned for the completion of the questionnaire. Through the information
letter, parents were encouraged to respond honestly, to ensure the reliability of the results.
The participants gave written informed consent at the time of their visit, agreeing that their
participation was voluntary and that they could withdraw at any time, without giving a
reason and without cost. Due to the specific type of current research, demographic data
such as age, gender, or occupation were selected. Since these are considered personal data,
the European Union law that has existed since 28 May 2018 was applied.

According to the law, the use of sensitive personal data is allowed only due to research
reasons. Therefore, the participants were informed accordingly, and they agreed that their
personal data could be deleted from the web-database after a written request. This study
obtained ethical approval and the participants’ parents, after being informed about the
objectives, signed the consent forms to participate in the study. They were fully aware that
they could leave if they so desired. Next, an individual brief interview was administered by
an accredited psychologist to confirm the diagnosis, record the social support for the family
and complete the symptom severity list with the parent, in order to extract the necessary
data on their children to carry out this study. Finally, all teachers completed the Greek
Version of the Motor Behavior Checklist for Children (Efstratopoulou et al. 2012b).

2.4. Data Analyses

The statistical analyses for the current study were performed using the IBM SPSS
Statistics software, Version 24.0 (Statistical Package for Social Science). To examine the
relationship between self-regulation problems in ASD children and parental stress, Pearson
correlations were calculated. The bivariate Pearson correlation produces a sample correla-
tion coefficient, r, which measures the strength and direction of linear relationships between
pairs of continuous variables. By extension, the Pearson correlation evaluates whether
there is statistical evidence for a linear relationship among the same pairs of variables in
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the population, represented by a population correlation coefficient, ϱ (“rho”). The Pearson
correlation is a parametric measure.

In the second step of statistical analysis, in order to evaluate possible gender differences
on a total parental stress scores, a one-way ANOVA was applied between mothers and
fathers.

3. Results

With regard to the ASD children, most of them were boys (63%), and their ages
ranged from 7 to 11, with a mean age of 8.59 (SD = 1.38). The children attended classes
in special primary public schools, and they were receiving extra educational support of
varying degrees (20 out of the 45 children were enrolled in communication and language
classrooms).

In terms of parents and family characteristics, the parents’ mean age (years) was
40.17 (SD = 4.82). With regard to their education level, 40 of the participants (53.3%) had
obtained a university degree, 30 participants (40%) had obtained a high school diploma,
and five participants (6.7%) had studies corresponding to primary education. The majority
of the parents were employed (67%), whereas nine reported that they were unemployed
at the moment, or they had never worked outside the house/family. With regard to their
marital status, most of them were married—60 participants (80%)—and the rest (15) were
separated/divorced (20%).

All demographic characteristics of parents are presented in Table 1.

Table 1. Parents’ Demographic characteristics.

N %

Gender 75

Male 27%
Female 83%

Marital status

Married 80%
Divorced 14%

Single—No Family 6%

Educational Level

University Level 53.3%
Secondary Level 40%

Primary/No Education 6.7%

Working Status

Currently Working 67%
Unemployed or never worked in the past 33%

To test “Hypothesis 1” and “Hypothesis 2”, Pearson correlation coefficients among
research variables were estimated. The Pearson product–moment correlation analyses
revealed the existence of significant associations between the ASD symptoms from the DSM-
5, and the parenting stress total index (p < 0.001), Strengths and Difficulties Questionnaire
(SDQ) (p < 0.001), engagement (p < 0.001), confidant support (p < 0.001), and affective
support (p < 0.05). In addition, as shown in Table 2, the analyses revealed significant
correlations between the parenting stress total index and the SDQ (p < 0.001), engagement
(p = 0.04), and confidant support (p = 0.05). Self-regulation scores and scores on the separate
subscales of the Parental Stress Index scale were calculated. Intercorrelations between
variables are presented in Table 2.
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Table 2. Intercorrelations between parental stress and self-regulation problems in ASD Children
(N = 75).

Variable Mean SD Parental
Stress

Parent–
Child

Dysfunction

Difficult
Child

Defense
Responses

Total
Parental

Stress

Self-
Regulation
Scores in
Children

Parental stress 25.2 4.8 – 0.486 0.394 0.738 ** 0.704 ** 0.297

Parent–Child
Dysfunction 26.0 5.8 0.486 – 0.592 * 0.392 0.651 ** 0.292

Difficult child 25.0 5.8 0.394 0.592 * – 0.623 * 0.618 ** 0.761 **

Defense Responses 17.3 3.3 0.738 ** 0.392 0.623 * – 0.675 ** 0.661 *

Total Parental
Stress 87.0 17.2 0.704 ** 0.651* 0.618 ** 0.675 ** – 0.713 **

Self-regulation
scores in children 29.7 5.7 0.297 0.292 0.661 * 0.349 ** 0.713 ** –

Note: ASD = autism spectrum disorders, ** Correlation is significant at the 0.01 level (2-tailed), * Correlation is
significant at the 0.05 level (2-tailed).

There were significant correlations between scores on self-regulation problems re-
ported by the teachers and the total parental stress scores (r = 0.713) and the mean scores
on the subscale difficult child (r = 0.761) reported by the parent.These results mean that
the severity of self-regulation problems experienced by children with ASD influenced and
increased parental stress.

In the second step of statistical analysis, research findings revealed that there were no
statistical differences in total scores on stress between mothers and fathers for our sample
F (2,72) = 10.951, p < 0.001. However, the Pearson correlation revealed that the educa-
tional level of parents was positively correlated with the level of parent–child dysfunction
(r = 0.761) and the total stress exhibited by the parent (r = 0.654).

3.1. Interviews with Parents

A focus group of six parents (four mothers and two fathers) participated in struc-
tured interviews. A simple random sampling was used for the selection of the group, and
every individual had an equal chance of being selected. A transcendental psychological
phenomenology qualitative approach proposed by Moustakas (1994), in which each experi-
ence stands in its unique features and the phenomenon is introduced in a fresh complete
description of thoughts, perceptions, and feelings, was used. The approach derives “a
textural description of the meanings and essences of the phenomenon, the constituents that comprise
the experience in consciousness, from the vantage point of an open self ” (p. 35). This implies
the subjectivity of the researcher and his/her role in presenting the importance of the
phenomenon (Moustakas 1994). The interview recordings were transcribed and analyzed
using Moustakas’s (1994) phenomenological approach and Creswell and Poth’s (2018)
approach. First, the interview data were prepared for analysis by transcribing the audio
and videotaped interviews. Significant statements or quotes from the transcripts that were
essential for understanding the phenomenon were highlighted and coded (horizontaliza-
tion) based on the main themes exploring the participants’ experience (textural description)
and how they experienced this phenomenon (structural description providing the themes
with the retrieved quotes from the transcripts). Finally, the transcripts were sent to an
external reviewer, who examined the themes and reflected on the validity and suitability of
the themes to the purpose of the study and its questions.

3.1.1. Findings from the Interviews

The official ASD diagnosis evoked negative emotions of shock, blame, denial, and
depression, leaving parents overwhelmed by the magnitude of the situation:

“I went into . . . severe depression . . . I used to get panic attacks (Liza).”
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“I was thinking to hurt myself (John).”

Parents felt relieved as they understood their child’s behavior and could move forward.
Liza explained:

“I did feel relief. I understand. I know he is not a naughty child. The realization that
parents were not to blame was liberating.”

3.1.2. Parent’s Anxiety and Body Exhaustion

Mothers reported that they felt nervous, and had bodily exhaustion. Anna commented
that:

“He takes all my strength, efforts and make me easily nervous. I swear to God I do
everything to accommodate his needs and ignore challenging behaviors but I am so tired
to continue doing so.”

Mothers are overwhelmed with the many responsibilities; Liza commented:

“I am so stressed having three children to look after them. I have no time to relax and
think.”

Parents’ relationships with their neurotypical children were compromised, as they
were mostly involved with the autistic child. Mothers expressed guilt about spending less
time with their neurotypical children, but explained that neurotypical children understood
their commitments:

“I cannot remember him at seven . . . eight . . . nine, I remember the sadness in his face,
but I cannot remember anything [else]” (Liza). One neurotypical child reported to his
parents that he felt “left out and unloved” as Nick explained.

In addition, the demands of a young child with ASD affected spousal relationships:

“Initially, we were blaming each other later, I was blaming myself. The family becomes
dysfunctional; you blame your husband” (Hellen). A change to the couple relationship
was unavoidable due to the investment of time with the child. There is no time together
as a couple.”

Difficulties relating to self-care activities were distressing, especially as parents were
aware of their mortality:

“When he comes out of the bathroom . . . he does not care who is there. He will just run
. . . now he is bigger (Helen). How long we will live and who will take care of her?”
(Liza).

Sensory overstimulation resulted in meltdowns, which reinforced decisions to stay
home:

“I cannot let him go to parties . . . if he gets a meltdown . . . people will not understand”
(John).

Difficulties with communication were another stressor, as parents did not know what
was wrong:

“It is not easy. Sometimes you just do not know . . . if he is hungry, if he needs to go to
the toilet” (Nick).

Changes to routine generated stress for the checklist for autism spectrum disorder
(CASD):

“She goes to school with the school transport; if the transport does not come, she would
not want to go” (Nick).

Families had to ensure that routines were in place but sometimes had no control over
the situation.
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3.1.3. Using Distance Learning at Home: A Better Understanding of Children’s Abilities

Parents valued the benefit of being close to their children during online sessions at
home. They got to know their children’s strengths and weaknesses. To Liza, online learning
was:

“A blessing gift for her child to proceed to learn and be engaged with activities during the
lockdown period at home.”

In addition, some of them were surprised by the abilities they had and never knew
about before. Asma commented:

“He surprised me. My husband came to the room saw him interacting with the teacher on
the screen and communicating on activities and he asked me surprisingly: do you know
that he could do that?”

However, not all experiences were good. Helen indicated that her child’s behavior
could not be controlled at home. He could not sit for more than 10 min in front of the
computer or a desk to do his homework. She commented:

“He moves all the time and she cannot afford him to sit and listen all the time, . . . I invent
my strategy to let him sit . . . . I sit and put him on my lap and then hug him with my
legs and hands so that he stays in place and concentrates on what he is learning . . . but I
get tired I did not pursue . . . It is difficult for the Autistic child with ADHD child to sit
at all scheduled times; he gets bored easily even crying and gains nothing.”

Helen commented:

“I feel a lot of stress, body pain, and confused brain. I always feel guilty. If I worked with
my son, I did not check on his other brothers or I did not check with the baby. I blame
myself every day and get angry if I missed one of his assignments not finished. I feel I am
running every single day from 5 a.m. to 8 p.m. I do not stop running . . . Running . . . .
no break until I fall asleep of tiredness.”

It is worthy to note how the disability itself affects the whole family; it casts shadows
of the usual stresses of accomplishing the learning process. The impulsivity of children
adds another burden to the parents’ worry and anxiety. Children with ADHD are usually
prone to accidents, as mentioned by a mother’s comment that her child fell from moving
her brothers’ Jeb car while they were on a picnic, running after his falling slippers. In
addition to this, the challenge becomes worse when it is accompanied by another disability,
such as ADHD or sensory problems. This was noticed from the replies of Helen, Liza,
and Asma. Although with Asma the difficulties were not so obvious, this may have been
because of her good economic status and level of education.

Some of the difficulties mentioned during the interviews were related to the child’s
disability, whereas others were related to school and the learning process, and others were
related to the parents themselves (Lassoued et al. 2020). Children with ASD have unique
characteristics that should be considered while learning online. These children should
be taught according to their characteristics, having a continuous break between classes.
Another suggestion by parents was that awareness workshops should be given to the
societal community about Autism and the importance of taking into consideration the
characteristics of included students. Financial aids and online learning resources such as
computers should be devoted to parents who cannot afford them, and technical guidance
should be provided to parents to improve their practical skills in supporting their children
at home.

Parents’ perceived anxiety was one of the findings of the study related to children’s
characteristics, as the severity of the behavioral problems affected the stress levels in parents.
Thus, the whole family should be supported psychologically and socially to complete their
role effectively and enjoy life. In addition, mothers with more than one child and greater
responsibilities are more in need of this support.
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4. Discussion

The study aimed to identify possible relationships between ASD children’s severity of
symptoms and several other factors known to play a significant role in the levels of stress
among parents with children with developmental disabilities.

As Miranda et al. (2019) point out, although, during the last decade, an increase in
the prevalence of parental stress in this population has been reported (Baio et al. 2018),
nonetheless, scarce research exists which thoroughly explores the relationship between
risk and protective factors and parental stress. According to Kiami and Goodgold (2017),
parental stress of children with ASD has been found to reach clinically significant levels in
77% of the cases, and is greater than the stress of parents of children with typical develop-
ment (Giovagnoli et al. 2015; Rao and Beidel 2009; Davis and Carter 2008). Moreover, it
largely exceeds the parental stress of children with other neurodevelopmental disorders
(e.g., ADHD, specific learning disorders, intellectual disabilities, etc.) (Gupta 2007; Hayes
and Watson 2013; Watson et al. 2013; Craig et al. 2016; Barroso et al. 2018). In general,
the findings of the current study were consistent with those reported among the relevant
literature (Feldman and Werner 2002; Gray 2003; Hutton and Caron 2005; Mancil et al.
2009).

According to the overall results, the significant correlation values detected among
most variables were largely expected. Data analysis indicated that the level of the child’s
functioning and his/her behavioral difficulties were significantly correlated with parental
stress. There were significant correlations between scores on self-regulation problems
reported from the teachers and the total parental stress scores and the mean scores on the
subscale difficult child reported by the parent, a research finding that confirmed both of
our hypotheses.

Additionally, most of the findings coincided with the majority of previous relevant
literature. More specifically, the significant association found between higher levels of
parental stress and the increase in the core symptomatology of ASD was in line with other
studies, which emphasized a strong correlation between the severity of autism symptoms
and higher levels of parental stress (Miranda et al. 2019; Ben-Sasson et al. 2013; Tomeny
2017; Bitsika and Sharpley 2017, etc.). The same finding validated the fact that positive and
problem-focused strategies strongly correlate with less severe symptoms of ASD, which is
also in line with the findings of Kiami and Goodgold (2017), Lai et al. (2015), Obeid and
Daou (2014), and Benson (2010).

The literature revealed that each developmental disability, due to its unique behavioral
characteristics, was itself a source of continuous anxiety for parents, as was the parent’s
perception of the actual disability (Baio et al. 2018; Barroso et al. 2018; Stanojevic et al. 2017;
Benson 2010) etc. Especially regarding ASD, problematic behaviors may include physical
aggression, self-injury, property destruction, stereotyped behaviors, tantrums, etc. As a
result, children with ASD are often highly disruptive to the classroom, home environments
and the community (Horner et al. 2002; Efstratopoulou et al. 2012a). All of these behaviors
have been directly related to parental stress (Kiami and Goodgold 2017; Barroso et al. 2018;
Mancil et al. 2009). Zaidman-Zait et al. (2017), stated that mothers experienced lower levels
of stress when they utilized more active coping strategies and relied less on disengaged
coping strategies, either at the time of diagnosis or overtime.

On the other hand, parental stress was negatively correlated with the level of social
functional support reported by the parents. This finding validates previous studies arguing
that social support can significantly reduce the anxiety and distress experienced by parents
raising a child with ASD (Lindsey and Barry 2018). In particular, Boyd (2002) found that a
common coping strategy that decreased parental stress in this subgroup was contact with
family members and parents of other children with autism. However, in the cases in which
autism symptoms were more intense, it was found that parents were more reluctant to share
their intimate feelings with other people. As a result, in these cases, the problem-focused
coping strategies tended to reduce their effectiveness. These parents also declared that they
received less empathy and caring from social sources.
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Previous literature investigating the coping strategies used by parents of children with
ASD to deal with various daily stressors has revealed conflicting findings, especially with
regard to the long-term effectiveness of specific strategies often addressed by parents (e.g.,
social withdrawal, separating the child with ASD from his/her siblings, etc.). These findings
can serve as useful guidelines to researchers and offer practical advice for intervention
planning for practitioners working with families dealing with ASD, who often exhibit
increased levels of stress (Boyd 2002).

Furthermore, correlation analyses also revealed that parental stress was positively
associated with children’s high scores on the MBC subscale (rated by their teachers), which
confirmed the high prevalence and intensity of ASD symptoms. This finding is in agree-
ment with other studies that have reported strong correlations among ASD children’s
problematic behaviors (rated with the use of several behavioral screening scales by parents
and/or teachers), and the severity of ASD symptoms and parental stress (Posserud et al.
2018; Helland and Helland 2017). The strong link between parental stress and the emo-
tional/behavioral disorder (EBD) of children with ASD found in this study has also been
highlighted in other studies (Yorke et al. 2018; Barroso et al. 2018). This positive association
of stress seems to exceed the value for the relationship between ASD symptom severity and
EBD, which was also evident in the correlation analyses of this study (Miranda et al. 2019).

The findings from this study revealed a strong correlation between parental stress
and children’s high scores on the MBC subscale. The higher the score on the MBC, the
higher the level of parental stress. In addition, this correlation was also beneficial in terms
of the issue of cross-informant agreement (i.e., the agreement between different informants’
multiple sources of information, e.g., parents, teachers, children or youth themselves) about
a child’s overall functioning in different settings for the MBC (Achenbach et al. 2017). Little
research is available in the area of cross-informant agreement (especially among parents
and teachers). More specifically, even though, in this study, children were rated with the
MBC only by their teachers, nevertheless, in this special online learning situation (due to
the lockdown), parents and teachers had the unique opportunity to simultaneously observe
children’s behaviors in exactly the same context.

As a result of the cross-informant agreement mentioned above, a unique common
view of teachers and parents of children with ASD could be used as a valuable source for a
better understanding of how to intervene to alter problematic behaviors of ASD children
in both school and home settings. This will provide parents with better, more effective
coping skills to deal with these behaviors. Likewise, the positive relationship between
ASD symptoms and behavioral problems was confirmed, as consistently reported in the
literature (Helland and Helland 2017; Posserud et al. 2018).

The ASD symptoms, as expected, were significantly and negatively associated with
engagement coping and with social support suggesting that mothers who perceive the
autism symptoms of their children with greater intensity tend to reduce their problem-
focused coping strategies think they can communicate their intimate feelings to other
people less, and receive fewer demonstrations of caring and empathy. Regarding parenting
stress, the correlations generally support our hypotheses about the expected relationships.
In addition to correlating with ASD symptoms, parenting stress presented a positive
association with behavioral problems, exceeding the value for the relationship between
ASD symptoms and behavioral problems.

Parents must receive help through family-centered supportive services that offer coun-
seling, to decrease their stress levels by using appropriate coping strategies and other
resources. Brief interventions that include stress management, details about specific be-
havioral impairments, and principles of behavior management within a set of components
(information on autism, strategies for teaching new skills, improving social interaction
and communication, service availability, family and community responses to autism) have
shown their effectiveness in reducing parenting stress and improving family life (Kasari
et al. 2015). Furthermore, according to an emerging body of research, mindfulness-based
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interventions may help reduce parenting stress in mothers who have children with ASD
(Conner and White 2014).

Limitations and Future Research

Even though the present study provided some innovative conceptualizations con-
cerning the parental stress of children with ASD and the role of ASD symptom severity,
self-regulation and coping strategies on parental stress, the study has some limitations.
Addressing those limitations may lead to further research in this field. First, since the
sample was relatively small, future studies could include larger samples to generalize
findings.

In addition, future research should include cross informant ratings with the MBC (and
other similar screening tools) of both parents and teachers of children (and adolescents)
with ASD and other developmental disorders during distance learning situations. This
would further validate the cross-informant agreement of such instruments and lead to
better intervention strategies and techniques for ASD children’s learning, which will derive
from the common experiences of parents and teachers.

Apart from parental educational levels, other factors could also be included in future
research, such as socioeconomic status, everyday life conditions, etc. Finally, findings
from similar studies can have many practical implications, in terms of awareness planning,
special education training workshops and communication skills training for parents of
children with ASD and other developmental difficulties. This could reduce the anxiety
levels reported by parents of ASD and other developmental disorders and make them feel
more confident to support their children.

5. Conclusions

As the literature suggests, the issue of parental stress and their psychological adap-
tation in the extremely difficult situation of rearing a child with ASD is a very complex
variable, which depends upon a combination of both risk and protective factors. These
include the personal characteristics and behavioral profile of the child, the severity of the
core symptomatology of ASD, the frequency and severity of emotional and behavioral
difficulties manifested, the family’s positive and negative coping strategies, as well as the
level of social and/or other types of support (e.g., educational) parents receive, especially
in stressful situations.

In line with previous research, the present study also revealed that both ASD symp-
tomatology and EBD were highly correlated with high levels of anxiety in parents, whereas
engagement coping, sufficient or high educational level and social functional support were
factors, which negatively correlated with parental stress. Likewise, findings confirmed that
the prevalence of less severe ASD symptoms and better self-regulation skills for the children
werepositively correlated with coping strategies used by parents and, consequently, with a
reduced anxiety level. In addition, results confirmed the mediating role of EBD, parents’
coping strategies and social functional support in the association between parental stress
and the symptom severity of children with ASD, also reported in previous studies.

Hence, eliminating the stressors parents face in raising children with ASD does not
seem possible. Instead, improving parental coping and resilience should be the objective in
helping family functioning when there are new and ongoing challenges.

Finally, the present study points out the need to promote parents’ coping orientation
and the application of behavioral strategies with their children to help them handle the
immense impact of stress. Suggestions to support families with children with ASD aim at
the development of strategies for the improvement of the self-regulation skills of nonverbal
children with ASD. This may be particularly important in terms of reducing parental stress
for families of children with autism and other developmental disabilities.

Author Contributions: Conceptualization, M.E., M.S., S.G., and E.B.; methodology, M.E., M.S., S.G.,
and E.B.; software, M.E., M.S., and E.B.; validation, M.E., M.S., and E.B.; formal analysis, M.E., and
M.S.; investigation, M.E., M.S., S.G., and E.B.; resources, M.E., M.S., S.G., and E.B.; data curation, M.E.,

302



J. Intell. 2022, 10, 4

and M.S.; writing—original draft preparation, M.E., M.S., S.G., and E.B.; writing—review and editing,
M.E., M.S., S.G., and E.B.; visualization, M.E., M.S., S.G., and E.B.; supervision, M.E., M.S., and E.B.;
project administration, M.E., M.S., and E.B. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: The study was conducted in accordance with the Declaration
of Helsinki, and approved by the Ethics Committee of United Arab Emirates University (UAEU)
(protocol code: ERS_2021_7335 and date of approval: 20 June 2021).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.
Written informed consent has been obtained from the patient(s) to publish this paper.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author due to privacy issues. The data are not publicly available due to privacy.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
The following abbreviations are used in this manuscript:

ABA Applied Behavior Analysis
ADHD Attention Deficit Hyperactivity Disorder
ADI-R Autistic Diagnostic Interview-Revised
ASD Autism Spectrum Disorder
CASD Checklist for Autism Spectrum Disorder
DSM-5 Diagnostic and Statistical Manual of Mental Disorder-5
EBD Emotional/Behavioral Disorder
ICC Intraclass Correlation Coefficients
IQ Intellectual Quotient
LEAP Learning Experiences: An Alternative Program for Preschoolers and Parents
MBC Motor Behaviour Checklist for children
PECS Picture Exchange Communication System
PSI-SF Parenting Stress Index–Short Form
TEACCH Treatment and Education of Autistic and related Communication handicapped Children
SDQ Strengths and Difficulties Questionnaire
SPSS Statistical Package for Social Science

References
Abidin, R. Richard. 1995. Parenting Stress Index: Professional Manual, 3rd ed. Odessa: Psychological Assessment Resources.
Achenbach, Thomas M., Masha Y. Ivanova, and Leslie A. Rescorla. 2017. Empirically based assessment and taxonomy of psychopathol-

ogy for ages 1½–90+ years: Developmental, multi-informant, and multicultural findings. Comprehensive Psychiatry 79: 4–18.
[CrossRef]

American Psychiatric Association (APA). 2013. Diagnostic and Statistical Manual of Mental Disorders, 5th ed. (DSM 5). Washington, DC:
American Psychiatric Association.

Baio, Jon, Lisa Wiggins, Deborah L. Christensen, Matthew J. Maenner, Julie Daniels, Zachary Warren, Margaret Kurzius-Spencer, Walter
Zahorodny, Cordelia Robinson Rosenberg, Tiffany White, and et al. 2018. Prevalence of autism spectrum disorder among children
aged 8 years. Autism and developmental disabilities monitoring network, 11 Sites, United States 2014. Surveillance Summaries 67:
1–23. [CrossRef] [PubMed]

Barroso, Nicole E., Lucybel Mendez, Paulo A. Graziano, and Daniel M. Bagner. 2018. Parenting stress through the lens of different
clinical groups: A systematic review & meta-analysis. Journal of Abnormal Child Psychology 46: 449–61. [CrossRef] [PubMed]

Ben-Itzchak, Esther, Linda R. Watson, and Ditza A. Zachor. 2014. Cognitive ability is associated with different outcome trajectories in
autism spectrum disorders. Journal of Autism and Developmental Disorders 44: 2221–29. [CrossRef]

Ben-Sasson, Ayelet, Timothy W. Soto, Frances de L. Martínez-Pedraza, and Alice S. Carter. 2013. Early sensory over- responsivity in
toddlers with autism spectrum disorder as a predictor of family impairment and parenting stress. Journal of Child Psychology and
Psychiatry 54: 846–53. [CrossRef] [PubMed]

Benson, Paul R. 2010. Coping, distress, and well-being in mothers of children with autism. Research in Autism Spectrum Disorders 4:
217–28. [CrossRef]

303



J. Intell. 2022, 10, 4

Bitsika, Vicki, and Christopher F. Sharpley. 2017. The association between autism spectrum disorder symptoms in high-functioning
male adolescent and their mother’s anxiety and depression. Journal of Developmental and Physical Disabilities 9: 461–73. [CrossRef]

Boyd, Brian A. 2002. Examining the relationship between stress and lack of social support in mothers of children with autism. Focus on
Autism and Other Developmental Disabilities 17: 208–15. [CrossRef]

Bundy, Myra Beth, and Linda J. Kunce. 2009. Parenting stress and high functioning children with autism. International Journal on
Disability and Human Development 8: 401–10. [CrossRef]

Centers for Disease Control and Prevention (CDC). 2021. Treatment and Intervention Services for Autism Spectrum Disorder. Available
online: https://www.cdc.gov/ncbddd/autism/treatment.html (accessed on 23 September 2021).

Conner, Caitlin M., and Susan W. White. 2014. Stress n mothers of children with autism: Trait mindfulness as a protective factor.
Research in Autism Spectrum Disorders 8: 617–24. [CrossRef]

Craig, Francesco, Francesca F. Operto, Andrea De Giacomo, Lucia Margari, Alessandro Frolli, Massimiliano Conson, Sara Ivagnes,
Marianna Monaco, and Francesco Margari. 2016. Parenting stress among parents of children with neurodevelopmental disorders.
Psychiatry Research 242: 121–29. [CrossRef]

Creswell, Josh W., and Cheryl N. Poth. 2018. Qualitative Inquiry and Research Design: Choosing among Five Approaches, 4th ed. Thousand
Oaks: Sage Publications.

Davis, Naomi O., and Alice S. Carter. 2008. Parenting stress in mothers and fathers of toddlers with autism spectrum disorders:
Associations with child characteristics. Journal of Autism and Developmental Disorders 38: 1278–91. [CrossRef] [PubMed]

Diaz-Herrero, Ángela, José Antonio López-Pina, Julio Pérez-López, Alfredo G. Brito de la Nuez, and María Teresa Martínez-Fuentes.
2011. Validity of the parenting stress index-short form in a sample of Spanish fathers. Spanish Journal of Psychology 14: 990–97.
[CrossRef] [PubMed]

Efstratopoulou, Maria, Rianne Janssen, and Johan Simons. 2012a. Agreement among physical educators, teachers and parents on
children’s behaviors: A multitrait-multimethod design approach. Research in Developmental Disabilities 33: 1343–51. [CrossRef]

Efstratopoulou, Maria, Rianne Janssen, and Johan Simons. 2012b. Differentiating children with attention- deficit/hyperactivity disorder,
conduct disorder, learning disabilities and autistic spectrum disorders by means of their motor behavior characteristics. Research
in Developmental Disabilities 33: 196–204. [CrossRef] [PubMed]

Feldman, Maurice A., and Shannon E. Werner. 2002. Collateral effects of behavioral parents training on families of children with
developmental disabilities and behavior disorders. Behavioral Interventions 17: 75–83. [CrossRef]

Foster, Anne, Debbie Rude, and Caroline Grannan. 2012. Preparing parents to advocate for a child with autism. The Phi Delta Kappan
94: 16–20. [CrossRef]

Giovagnoli, Giulia, Valentina Postorino Laura M. Fatta, Veronica Sanges, Lavinia De Peppo, Lia Vassena, Paola De Rose, Stefano Vicari,
and Luigi Mazzonea. 2015. Behavioural and emotional profile and parental stress in preschool children with autism spectrum
disorder. Research in Developmental Disabilities 45–46: 411–21. [CrossRef]

Gray, David E. 2003. Gender and coping: The parents of children with high functioning autism. Social Science & Medicine (1982) 56:
631–42. [CrossRef]

Gupta, Vidya Bhushan. 2007. Comparison of parenting stress in different developmental disabilities. Journal of Developmental and
Physical Disabilities 19: 417–25. [CrossRef]

Hastings, Richard P. 2003. Child behavior problems and partner mental health as correlates of stress in mothers and fathers of children
with autism. Journal of Intellectual Disability Research 47: 231–37. [CrossRef]

Hastings, Richard P., Hanna Kovshoff, Nicholas J. Ward, Francesca degli Espinosa, Tony Brown, and Bob Remington. 2005a. Systems
analysis of stress and positive perceptions in mothers and fathers of pre-school children with autism. Journal of Autism and
Developmental Disorders 35: 635–44. [CrossRef] [PubMed]

Hastings, Richard P., Hanna Kovshoff, Tony Brown, Nicholas J. Ward, Francesca degli Espinoza, and Bob Remington. 2005b. Coping
strategies in mothers and fathers of preschool and school-age children with autism. Autism 9: 377–91. [CrossRef] [PubMed]

Hayes, Stephanie A., and Shelley L. Watson. 2013. The impact of parenting stress: A meta-analysis of studies comparing the experience
of parenting stress in parents of children with and without autism spectrum disorder. Journal of Autism and Developmental Disorders
43: 629–42. [CrossRef] [PubMed]

Helland, Wenche Andersen, and Turid Helland. 2017. Emotional and behavioural needs in children with specific language impairment
and in children with autism spectrum disorder: The importance of pragmatic language impairment. Research in Developmental
Disabilities 70: 33–39. [CrossRef] [PubMed]

Horner, Robert H., Edward G. Carr, Phillip S. Strain, Anne W. Todd, and Holly K. Reed. 2002. Problem Behavior Interventions
for Young Children with Autism: A Research Synthesis. Journal of Autism and Developmental Disorders 32: 423–46. [CrossRef]
[PubMed]

Hutton, Adam M., and Sandra L. Caron. 2005. Experiences of Families With Children With Autism in Rural New England. Focus on
Autism and Other Developmental Disabilities 20: 180–89. [CrossRef]

Johnson H. Johnson Mark H., Teodora Gliga, Emily Jones, and Tony Charman. 2014. Annual research review: Infant development,
autism, and ADHD: Early pathways to emerging disorders. Journal of Child Psychology and Psychiatry 56: 228–47. [CrossRef]
[PubMed]

304



J. Intell. 2022, 10, 4

Kasari, Connie, Amanda Gulsrud, Tanya Paparella, Gerhard Hellemann, and Kathleen Berry. 2015. Randomized comparative
efficacy study of parent-mediated interventions for toddlers with autism. Journal of Consulting and Clinical Psychology 83: 554–63.
[CrossRef]

Kiami, Sheri R., and Shelley Goodgold. 2017. Support needs and coping strategies as predictors of stress level among mothers of
children with autism spectrum disorder. Autism Research and Treatment 2017: 1–10. [CrossRef] [PubMed]

Lai, Wei Wei, Tze Jui Goh, Tian P. S. Oei, and Min Sung. 2015. Coping and well-being in parents of children with autism spectrum
disorders (ASD). Journal of Autism and Developmental Disorders 45: 2582–93. [CrossRef] [PubMed]

Lassoued, Zohra, Mohammed Alhendawi, and Raed Bashitialshaaer. 2020. An exploratory study of the obstacles for achieving quality
in distance learning during the COVID-19 pandemic. Education Sciences 10: 232. [CrossRef]

Lee, Ching-Fang, Fang-Ming Hwang, Chwen-Jen Chen, and Li-Yin Chien. 2009. The interrelationships among parenting stress and
quality of life of the caregiver and preschool child with very low birth weight. Family Community Health 32: 228–37. [CrossRef]

Lindsey, Rebecca A., and Tammy D. Barry. 2018. Protective factors against distress for caregivers of a child with autism spectrum
disorder. Journal of Autism and Developmental Disorders 48: 1092–107. [CrossRef] [PubMed]

Mancil, Richmond G., Brian A. Boyd, and Pena Bedesem. 2009. Parental Stress and Autism: Are There Useful Coping Strategies?
Education and Training in Developmental Disabilities 44: 523–37.

Manning, Margaret M., Laurel Wainwright, and Jillian Bennett. 2011. The double ABCX model of adaptation in racially diverse families
with a school-age child with autism. Journal of Autism and Developmental Disorders 41: 320–31. [CrossRef]

Martins, Rosa, Inês Bonito, Ana Andrade, Carlos Albuquerque, and Claudia Chaves. 2015. The impact of the diagnosis of autism in
parents of children. Procedia-Social and Behavioral Sciences 171: 121–25. [CrossRef]

Matson, Johnny L., and Alison M. Kozlowski. 2011. The increasing prevalence of autism spectrum disorders. Research in Autism
Spectrum Disorders 5: 418–25. [CrossRef]

Meadan, Hedda, James W. Halle, and Aaron T. Ebata. 2010. Families with children who have autism spectrum disorders: Stress and
support. Exceptional Children 77: 7–36. [CrossRef]

Miranda, Ana, Mira Alvaro, Carmen Berenguer, Belen Rosello, and Inmaculada Baixauli. 2019. Parenting Stress in Mothers of Children
with Autism without Intellectual Disability. Mediation of Behavioral Problems and Coping Strategies. Frontiers in Psychology 10:
464. [CrossRef] [PubMed]

Mori, Kyoko, Takeshi Ujiie, Anna Smith, and Patricia Howlin. 2009. Parental stress associated with caring for children with Asperger’s
syndrome or autism. Pediatrics International 51: 364–70. [CrossRef] [PubMed]

Moustakas, Clark. 1994. Phenomenological Research Methods. Thousand Oaks: Sage.
Nakagawa, Atsuko, Masune Sukigara, Taishi Miyachi, and Akio Nakai. 2016. Relations between temperament, sensory processing,

and motor coordination in 3-year-old children. Frontier in Psychology 7: 623–34. [CrossRef] [PubMed]
Obeid, Rita, and Nidal Daou. 2014. The effects of coping style, social support, and behavioral problems on the well-being of mothers of

children with autism spectrum disorders in Lebanon. Research in Autism Spectrum Disorders 10: 59–70. [CrossRef]
Poppi, Kristi, Julia Jones, and Nicola Botting. 2019. Childhood autism in the UK and Greece: A cross-national study of progress in

different intervention contexts. International Journal of Developmental Disabilities 65: 162–74. [CrossRef]
Posserud, M., Mari Hysing, Wenche Andersen Helland, Christopher Gillberg, and Astri J. Lundervold. 2018. Autism traits: The

importance of co-morbid problems for impairment and contact with services. Data from the Bergen child study. Research in
Developmental Disabilities 72: 275–83. [CrossRef] [PubMed]

Pozo, Pilar, and Sarria Sarriá. 2014a. A global model of stress in parents of children with autism spectrum disorders (ASD). Anales de
Psicologia 30: 180–91. [CrossRef]

Pozo, Pilar, and Sarria Sarriá. 2014b. Prediction of stress in mothers of children with autism spectrum disorders. Spanish Journal of
Psychology 17: E6. [CrossRef]

Rao, Patricia A., and Deborah C. Beidel. 2009. The impact of children with high-functioning autism on parental stress, sibling
adjustment and family functioning. Behavior Modification 33: 437–51. [CrossRef] [PubMed]

Rothbart, Mary K. 2007. Temperament, development, and personality. Current Directions in Psychological Science 16: 207–12. [CrossRef]
Rutter, Michael, Ann Le Couteur, and Catherine Lord. 2006. ADI-R. EntrevistaClínica Para el Diagnóstico del Autismo-Revisada. Madrid:

TEA Ediciones.
Sharabi, Adi, and Dafna Marom-Golan. 2018. Social support, education levels, and parents’ involvement: A comparison between

mothers and fathers of young children with autism spectrum disorder. Topics in Early Childhood Special Education 38: 54–64.
[CrossRef]
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Abstract: The Mindset Assessment Profile is a popular questionnaire purportedly designed to
measure mindset—an individual’s belief in whether intelligence is malleable or stable. Despite its
widespread use, the questionnaire appears to assess an individual’s need for cognition and goal
orientation more than mindset. We assessed the reliability, construct validity, and factor structure of
the Mindset Assessment Profile in a sample of 992 undergraduates. The reliability of the Mindset
Assessment Profile was questionable (α = .63) and significantly lower than the reliability of the
Implicit Theories of Intelligence Questionnaire (α = .94), an established measure of mindset. The
Mindset Assessment Profile also lacked convergent and discriminant validity. Overall scores on
the Mindset Assessment Profile correlated significantly more strongly with need for cognition than
with mindset. Item-level analyses supported this finding: most items correlated weakly or not at all
with mindset, and correlated significantly more strongly with need for cognition and learning goal
orientation. Exploratory factor analysis indicated that three factors were underlying scores on the
Mindset Assessment Profile: need for cognition, mindset, and performance goal orientation. Based
on its questionable reliability and poor construct validity, we do not recommend that researchers and
educators use the Mindset Assessment Profile to measure mindset.

Keywords: mindset; implicit theories; mindset assessment profile; validity; reliability

1. Reconsidering the Use of the Mindset Assessment Profile in Educational Contexts

Mindset refers to people’s beliefs about the nature of their abilities. People with a
growth mindset believe that attributes such as intelligence can be developed, whereas
people with a fixed mindset believe that these attributes are stable. Some researchers
have argued that a growth mindset is beneficial for academic achievement, on the premise
that students with a growth mindset will pursue challenges and be resilient to setbacks
(Blackwell et al. 2007). However, recent empirical evaluations have revealed only weak
evidence for most of mindset’s premises, including its relationships with goal orientation,
pursuit of challenges, resilience to setbacks, and academic achievement (Burgoyne et al.
2020; Li and Bates 2019; Payne et al. 2007; Sisk et al. 2018). Nevertheless, educators
frequently use growth mindset interventions to encourage students to adopt a growth
mindset in an effort to improve their academic performance (Boaler 2013; Sisk et al. 2018).

Mindset interventions are a booming industry in the educational sector. For example,
the for-profit company Mindset Works has sold growth mindset interventions products
to parents, teachers, and schools for over a decade (https://www.mindsetworks.com/
programs/ (accessed on 6 April 2021)). Included in these intervention programs is an
eight-item measure—the Mindset Assessment Profile—which is used as a diagnostic tool
to determine whether students have a growth or fixed mindset; that is, whether they
believe intelligence is malleable or stable (Hall 2016; Thomas 2018). The Mindset Assess-
ment Profile questionnaire is also provided on the company’s website, where visitors
are encouraged to “Take the Mindset Assessment to Learn More About Your Mindset.”
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(http://blog.mindsetworks.com/what-s-my-mindset (accessed on 6 April 2021)). As a
result, researchers and educators frequently administer the Mindset Assessment Profile
to measure mindset in educational contexts (see, e.g., Bedford 2017; Cartwright and Hal-
lar 2018; Hall 2016; Lim et al. 2020; Neufville 2019; Saia 2017; Thomas 2018; Wakefield
2019; Wolferd 2020). Often, the Mindset Assessment Profile is administered before and
after an intervention to test whether it altered students’ mindsets. A change from pre- to
post-intervention is taken as evidence that the intervention was successful (Bedford 2017;
Cartwright and Hallar 2018; Saia 2017; Thomas 2018; Wolferd 2020), a point we return to in
the Discussion.

Given the Mindset Assessment Profile’s extensive use among researchers, educators,
and students, the psychometric qualities of this scale have practical significance. Although
Mindset Works describes the Mindset Assessment Profile as a “diagnostic tool drawn
from research-validated measures” (http://blog.mindsetworks.com/what-s-my-mindset
(accessed on 6 April 2021)), they do not provide any information on the reliability, construct
validity, or factor structure of the scale.

2. Present Study

We noticed that many items in the Mindset Assessment Profile appeared to be tapping
constructs other than mindset, namely goal orientation—one’s drive to master new material
and demonstrate competency (Elliot and Church 1997), and need for cognition—one’s
tendency to engage in and enjoy thinking (Cacioppo and Petty 1982). If this is the case,
students, teachers, and parents may have a misconstrued understanding of their mindset
based on their Mindset Assessment Profile scores.

According to mindset theory, goal orientations are related to one’s mindset of intelli-
gence, but they are distinct constructs (Dweck and Leggett 1988). That is, individuals with
a growth mindset are hypothesized to endorse learning goals, reflecting a desire to acquire
new skills, whereas people with a fixed mindset are hypothesized to endorse performance
goals, reflecting a desire to prove their abilities (or not demonstrate a lack of ability).
Despite these claims, however, evidence suggests that mindset is only weakly related to
goal orientation. For example, in a sample of 438 undergraduate students, Burgoyne et al.
(2020) found that mindset was weakly correlated with learning goal orientation (r = .10)
and performance goal orientation (r = −.11), and Payne et al. (2007) found correlations
of a similar magnitude in meta-analytic work. In light of their results, Payne et al. (2007)
concluded that the relationship between mindset and goal orientation had been overstated
by proponents of mindset theory: “Contrary to Dweck’s (1986) perspective, the effect sizes
were very small, providing little evidence for Dweck’s (1986) view that implicit theories
are the primary underlying antecedent of GO [goal orientation]” (p. 140).

Need for cognition, on the other hand, is a relatively unexplored construct within
mindset’s nomological network. At a conceptual level, one might expect that individuals
with more of a growth mindset would rate higher on need for cognition. That is, mindset
theory would likely predict that individuals with a growth mindset would enjoy mental
challenges, such as thinking about complex problems, on the basis that they might learn
from them. The empirical evidence for this relationship is scarce, but suggests a weak
correlation. For example, Birney et al. (2018) found that growth mindset correlated r = .12
with need for cognition in a sample of 142 experienced business managers.

A related concern is that researchers using the Mindset Assessment Profile may make
inaccurate assumptions about the relationship between mindset and measured outcomes
(e.g., academic achievement) if the Mindset Assessment Profile includes items measuring
other non-mindset constructs. For instance, if Mindset Assessment Profile scores are
contaminated by the inclusion of goal orientation items, the observed relationship between
Mindset Assessment Profile scores and goal orientation will be exaggerated. As another
example, if goal orientation and need for cognition are stronger predictors of academic
achievement than mindset is, then the relationship between Mindset Assessment Profile
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scores and academic achievement will be artificially inflated due to the inclusion of items
tapping these constructs.

Analyses

The purpose of this study was to assess the internal consistency reliability, construct
validity, and factor structure of the Mindset Assessment Profile as a measure of mindset.
We estimated the internal reliability of the Mindset Assessment Profile by computing
Cronbach’s alpha (α; Cronbach 1951; see George and Mallery 2003, for rules of thumb for
interpreting Cronbach’s alpha) and McDonald’s omega coefficient (ω; McDonald 1999;
McNeish 2018; Zinbarg et al. 2005). Cronbach’s alpha tests for consistency among items
within a measure, and McDonald’s omega indicates the proportion of variance in the scale
scores accounted for by a single factor (Zinbarg et al. 2005).

Construct validity is the degree to which a measure’s variance is attributable to
variance in the construct it is intended to measure rather than some other factor (O’Leary-
Kelly and Vokurka 1998). Construct validity is evaluated in terms of convergent and
discriminant validity. Convergent validity is the degree to which different measures
designed to assess the same construct correlate with one another (Cunningham et al. 2001):
measures of the same construct should be strongly related. We tested for convergent validity
by correlating scores on the Mindset Assessment Profile with a well-established measure
of mindset, Dweck’s (2000) Implicit Theories of Intelligence Questionnaire, which has been
shown to have sound psychometric properties (Dweck 2000). Discriminant validity, on the
other hand, refers to the extent to which measures designed to assess different constructs
correlate with one another (Campbell and Fiske 1959). Compared with two measures
assessing the same construct, measures designed to assess different constructs should be
more weakly correlated. We tested for discriminant validity by correlating scores on the
Mindset Assessment Profile with measures of need for cognition and goal orientation.

Finally, we conducted an exploratory factor analysis on the items in the Mindset
Assessment Profile to assess its factor structure. If all or most items load well onto a single
factor, this suggests the Mindset Assessment Profile is measuring a single personality
construct. If items load better on multiple factors, this suggests multiple personality
constructs are underlying scores on this measure.

3. Method

Methods were pre-registered at https://osf.io/N82F4/.

3.1. Participants

The participants were 998 undergraduate students at Michigan State University, rang-
ing in age from 18 to 31 (M = 19.73, SD = 1.48). Approximately 63% of the participants
were female. Around 38% of the participants were in their first year of college, 28% were
in their second year, 21% were in their third year, and the remaining 13% were in their
fourth or fifth year. Six participants were excluded because they did not reach the end of
the survey, leaving a final sample of 992 participants. Missing data (<1% of cases) were
handled using listwise deletion on an analysis-by-analysis basis. With 992 participants, we
had 89% power to detect significant correlations of r ≥ .10 (Faul et al. 2007). All participants
provided informed consent and received partial course credit for their participation in
the study.

3.2. Measures

Demographics. Participants were asked to report their age, year in college, and gender.
Mindset Assessment Profile. Participants responded to the eight items in the Mindset

Assessment Profile taken from the Mindset Works website (http://blog.mindsetworks.
com/what-s-my-mindset (accessed on 6 April 2021)) using a six-point Likert scale ranging
from “Disagree a lot” to “Agree a lot.” The items are listed in order of administration:
(1) “No matter how much intelligence you have, you can always change it a good deal”;
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(2) “You can learn new things, but you cannot really change your basic level of intelligence”;
(3) “I like my work best when it makes me think hard”; (4) “I like my work best when I can
do it really well without too much trouble”; (5) “I like work that I’ll learn from even if I
make a lot of mistakes”; (6) “I like my work best when I can do it perfectly without any
mistakes”; (7) “When something is hard, it just makes me want to work more on it, not
less”; and (8) “To tell the truth, when I work hard, it makes me feel as though I’m not very
smart.” Even numbered items were reverse scored. The final score was the mean response
to the items.

Mindset. Participants completed Dweck’s (2000) Implicit Theories of Intelligence
Questionnaire as a measure of mindset. Participants responded to eight items using a
seven-point Likert scale, rating the degree to which they agreed or disagreed with each
statement: (1) “You have a certain amount of intelligence, and you can’t really do much
to change it”; (2) “No matter who you are, you can significantly change your intelligence
level”; (3) “Your intelligence is something about you that you can’t change very much”;
(4) “You can always substantially change how intelligent you are”; (5) “To be honest,
you can’t really change how intelligent you are”; (6) “No matter how much intelligence
you have you can always change it quite a bit”; (7) “You can learn new things, but you
can’t really change your basic intelligence”; and (8) “You can change even your basic
intelligence level considerably.” Odd numbered items were reverse scored. The response
options ranged from “Strongly agree” to “Strongly disagree.” The final score was the mean
response to the items. Higher scores on this measure correspond to more of a growth
mindset, reflecting the belief that intelligence is malleable. Lower scores correspond to
more of a fixed mindset, reflecting the belief that intelligence is stable.

Need for Cognition. Participants completed Cacioppo et al.’s (1984) Need for Cogni-
tion Questionnaire. Participants responded to eighteen items using a seven-point Likert
scale, rating the degree to which they agreed or disagreed with statements such as “I would
prefer complex to simple problems” and “Thinking is not my idea of fun” (reverse scored).
The response options ranged from “Strongly agree” to “Strongly disagree.” The final score
was the mean response to the items. Higher scores correspond to greater need for cognition.

Goal Orientation. Participants completed an adapted version of Elliot and Church’s
(1997) Goal Orientation Questionnaire. Participants responded to sixteen items using a
seven-point Likert scale ranging from “Disagree a lot” to “Agree a lot.” This questionnaire
assesses three goal orientations: learning goal orientation, performance approach goal
orientation, and performance avoidance goal orientation. Participants rated the degree to
which they agreed or disagreed with learning goal statements such as “I want to learn as
much as possible,” performance approach goal statements such as “I strive to demonstrate
my ability relative to others,” and performance avoidance goal statements such as “I worry
about the possibility of performing poorly.” The final score for each goal orientation was
the mean response to the items. Higher scores correspond to greater endorsement of each
goal orientation.

Procedure. Participants completed the questionnaires online on Qualtrics. Partici-
pants were first presented with the three-item demographic questionnaire. The order of
the remaining questionnaires was randomized across participants to control for potential
order effects.

4. Results

Analyses were preregistered at https://osf.io/N82F4/ and were conducted using
SPSS. Data are openly available at https://osf.io/N82F4/.

4.1. Reliability of the Mindset Assessment Profile

Descriptive statistics are presented in Table 1 and distributions are presented in
Figure 1. Of the questionnaires administered to participants, the Mindset Assessment
Profile had the lowest reliability (α = .63, ω = .61). Table A1 in the Appendix A presents
the inter-item correlations for the Mindset Assessment Profile. The correlations between
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the items varied in absolute magnitude from r = .05 to r = .49. Compared to the Mindset
Assessment Profile, the Implicit Theories of Intelligence Questionnaire (“Mindset” in
Table 1) had excellent reliability (α = .94,ω = .94). Indeed, the Mindset Assessment Profile
had a significantly lower Cronbach’s alpha reliability estimate than the Implicit Theories of
Intelligence Questionnaire, t = 38.89, p < .001 (Abd-El-Fattah and Hassan 2011). The other
questionnaires had acceptable to good reliability, ranging from α = .72 to α = .87 (ω also
ranged from .72 to .87).

Table 1. Descriptive statistics.

Measure Items N M SD Skew Kurtosis α ω

Mindset Assessment Profile 8 992 3.70 0.62 0.11 −0.02 .63 .61
Mindset 8 992 4.72 1.26 −0.31 −0.28 .94 .94
Need for cognition 18 991 4.37 0.79 0.08 0.46 .87 .87
Learning goal orientation 5 991 5.48 0.84 −0.45 0.30 .78 .78
Performance approach goal orientation 6 991 4.96 1.07 −0.42 −0.07 .85 .86
Performance avoidance goal orientation 5 991 5.39 0.98 −0.62 0.15 .72 .72

Note. “Mindset” refers to the Implicit Theories of Intelligence Questionnaire.
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4.2. Construct Validity of the Mindset Assessment Profile

Correlations between measures are presented in Table 2. Scatterplots depicting the
relationships between the Mindset Assessment Profile and the other measures (upper row)
and between the Implicit Theories of Intelligence Questionnaire and the other measures
(bottom row) are presented in Figure 2. Scores on the Mindset Assessment Profile correlated
most strongly with need for cognition (r = .59, 95% CI [.55, .63], p < .001), followed by
mindset (r = .50, 95% CI [.45, .55], p < .001) and learning goal orientation (r = .48, 95% CI
[.43, .53], p < .001). Steiger’s (1980) test for the difference between dependent correlations re-
vealed that the correlation between the Mindset Assessment Profile and need for cognition
was significantly stronger than the correlation between the Mindset Assessment Profile
and mindset, z = 2.87, p = .004. This indicates that the Mindset Assessment Profile lacks
construct validity due to poor discriminant validity. Scores on the Mindset Assessment
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Profile were more closely related to need for cognition than mindset. For comparison,
mindset as measured by the Implicit Theories of Intelligence Questionnaire correlated only
weakly with need for cognition (r = .18, 95% CI [.12, .24], p < .001); see Figure 2.

As an additional test of convergent and discriminant validity, we computed correla-
tions between each of the items in the Mindset Assessment Profile and the other personality
measures.1 The purpose of this analysis was to understand which items in the Mind-
set Assessment Profile correlated more strongly with non-mindset constructs than with
mindset.

As shown in Table 3, most of the items in the Mindset Assessment Profile correlated
more strongly with need for cognition and learning goal orientation than with mindset.
Only items one and two correlated strongly with mindset (r = .70, 95% CI [.67, .73], p < .001
and r = .71, 95% CI [.68, .74], p < .001, respectively). This is not surprising, as the wording of
these items is nearly identical to the wording of items six and seven in the Implicit Theories
of Intelligence Questionnaire.

By contrast, items three, four, five, six, seven, and eight from the Mindset Assessment
Profile correlated significantly more strongly with need for cognition (average r = .38)
than with mindset (average r = .12); Steiger’s test for the difference between dependent
correlations revealed zs ranging from 3.32 to 11.96, all ps < .001. Items three, four, five,
six, seven, and eight from the Mindset Assessment Profile also correlated significantly
more strongly with learning goal orientation (average r = .29) than with mindset (average
r = .12); Steiger’s zs ranged from 2.07 to 9.90, all ps < .02. Items four and six from the
Mindset Assessment Profile did not correlate significantly with mindset (rs = −.01, 95%
CIs [−.07, .05], ps > .65).

These results indicate that most of the items in the Mindset Assessment Profile lack
both convergent and discriminant validity. Most items correlated weakly or not at all with
mindset, and correlated significantly more strongly with need for cognition and learning
goal orientation than with mindset. A correlation matrix with the items from all the
personality scales is presented on the Open Science Framework: https://osf.io/N82F4/.

Table 2. Correlation matrix.

Personality Measure 1 2 3 4 5

(1) Mindset Assessment Profile —
(2) Mindset .50 —
(3) Need for cognition .59 .18 —
(4) Learning goal orientation .48 .21 .58 —
(5) Performance approach goal orientation −.03 −.09 .06 .27 —
(6) Performance avoid goal orientation −.15 .03 −.12 .20 .38

Note. Listwise n = 990. Correlation coefficients in bold are statistically significant at p < .05.
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Table 3. Correlations between items in the Mindset Assessment Profile and personality measures.

Mindset Assessment Profile Item Mindset Need for
Cognition

Performance
Approach

Performance
Avoidance

Learning
Goal

(1) No matter how much intelligence you have, you can
always change it a good deal. .70 .10 -.02 .04 .17

(2) You can learn new things, but you cannot really
change your basic level of intelligence. .71 .14 −.06 .00 .13

(3) I like my work best when it makes me think hard. .14 .57 .13 .01 .50
(4) I like my work best when I can do it really well
without too much trouble. −.01 .32 −.04 −.13 .15

(5) I like work that I’ll learn from even if I make a lot
of mistakes. .22 .38 −.02 −.06 .34

(6) I like my work best when I can do it perfectly
without any mistakes. −.01 .22 −.14 −.21 .09

(7) When something is hard, it just makes me want to
work more on it, not less. .12 .43 .06 −.13 .39

(8) To tell the truth, when I work hard, it makes me feel
as though I’m not very smart. .20 .33 .02 −.12 .28

Note. Listwise n = 971. The correlation coefficient in bold is the strongest correlation for each item. |rs| ≥ .07 are statistically significant at
p < .05.

4.3. Factor Structure of the Mindset Assessment Profile

Finally, we conducted an exploratory factor analysis on the items in the Mindset
Assessment Profile to determine whether a single personality factor or multiple personality
factors were underlying scores on this measure. We used principal axis factoring with promax
rotation to allow extracted factors to correlate, and extracted factors with Eigenvalues ≥1.0.

As shown in Table 4, three factors emerged from the exploratory factor analysis of
the Mindset Assessment Profile. Items three, five, and seven had high loadings on the
first factor; items one and two had high loadings on the second factor; and items four and
six had high loadings on the third factor. Item eight did not load highly on any factor.
Although subject to interpretation, the first factor appears to represent need for cognition,
the second factor appears to represent mindset, and the third factor appears to represent
performance goal orientation. These results suggest that the Mindset Assessment Profile is
not a unidimensional measure of mindset, but rather that three factors underlie scores on
this measure.

Table 4. Exploratory factor analysis of the Mindset Assessment Profile.

Mindset Assessment Profile Item Factor 1 Factor 2 Factor 3

(1) No matter how much intelligence you have, you can always change it a good deal. .21 .56 −.22
(2) You can learn new things, but you cannot really change your basic level of intelligence. −.12 .87 .12
(3) I like my work best when it makes me think hard. .69 −.04 .05
(4) I like my work best when I can do it really well without too much trouble. .03 .00 .72
(5) I like work that I’ll learn from even if I make a lot of mistakes. .62 .02 −.06
(6) I like my work best when I can do it perfectly without any mistakes. .06 .00 .62
7) When something is hard, it just makes me want to work more on it, not less. .56 −.01 .09
(8) To tell the truth, when I work hard, it makes me feel as though I’m not very smart. .25 .16 .09

Eigenvalue 2.28 1.53 1.15

Note. Listwise n = 973. The coefficient in bold is the strongest factor loading for each item. Correlations between factors: Factor 1 with
Factor 2 (r = .26); Factor 1 with Factor 3 (r = .25), Factor 2 with Factor 3 (r = .00).

5. Discussion

We assessed the reliability, construct validity, and factor structure of the Mindset
Assessment Profile in a sample of 992 undergraduate students. The internal reliability of
the Mindset Assessment Profile (α = .63) was significantly lower than that of the Implicit
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Theories of Intelligence Questionnaire (α = .94), which had excellent reliability. Both of
these measures consist of eight items and were ostensibly designed to measure mindset.

Further, the Mindset Assessment Profile lacked construct validity as a measure of
mindset. Overall scores on the Mindset Assessment Profile correlated significantly more
strongly with need for cognition than with mindset. Item-level analyses supported this
finding, revealing that six of eight items in the Mindset Assessment Profile correlated
more strongly with both need for cognition (r = .38) and learning goal orientation (r = .29)
than with mindset (r = .12). Only two of eight items from the Mindset Assessment Profile
correlated strongly with mindset (rs = .70 and .71) as measured by the Implicit Theories
of Intelligence Questionnaire. These items are nearly identical to items from the Implicit
Theories of Intelligence Questionnaire. Finally, two of the eight items in the Mindset
Assessment Profile had no association with mindset as measured by the Implicit Theories
of Intelligence Questionnaire (rs = −.01, ps > .65).

Exploratory factor analysis revealed that three factors were underlying scores on
the Mindset Assessment Profile. These factors appeared to represent need for cognition,
mindset, and performance goal orientation. This corroborates the previous results by
showing that the Mindset Assessment Profile is not a unidimensional measure of mindset.

The Mindset Assessment Profile is marketed as a measure of mindset. That is, students
are encouraged to use the Mindset Assessment Profile to “assess their mindsets” on the
Mindset Works website (http://blog.mindsetworks.com/what-s-my-mindset (accessed
on 6 April 2021)). After completing the questionnaire, they are emailed a description of
their “current mindset.” Regardless of their results, they are directed to a webpage that
sells growth mindset interventions ranging in cost from $20 per student to $7500 per school
(https://www.mindsetworks.com/programs/ (accessed on 6 April 2021)).

Perhaps of greater concern, the Mindset Assessment Profile is included as a diagnostic
tool in some of Mindset Works’ growth mindset intervention programs. If the Mindset
Assessment Profile is administered before and after a mindset intervention, change scores
might be taken as evidence that an intervention successfully altered a student’s mindset,
when this effect would be more accurately described as a change in need for cognition.

This tendency to misconstrue Mindset Assessment Profile scores is not uncommon. As
a case in point, Bedford (2017) administered the Mindset Assessment Profile to secondary
school students before and after a growth mindset intervention “to evaluate the success of
the growth mindset interventions” (p. 433). When Bedford (2017) found significantly differ-
ent Mindset Assessment Profile scores following the intervention, this was interpreted as
evidence that the “interventions put in place were successful in changing mindset towards
a growth mindset” (p. 436). As another example, Wolferd (2020) recently administered the
Mindset Assessment Profile to elementary school children to evaluate the effects of Mindset
Works’ Brainology program. Based on their scores on the Mindset Assessment Profile
following the intervention, they reported that “female students in the experimental group
displayed a significant, positive change in mindset” (p. 49) suggesting that “Brainology
was an effective intervention for female students” (Wolferd 2020, p. 51). The research
presented herein suggests that the Mindset Assessment Profile is more a measure of need
for cognition than mindset, and that its description as a “mindset” assessment has led to
misunderstandings about the efficacy of mindset interventions.

Relatedly, Lim et al. (2020) recently used the Mindset Assessment Profile as a diagnos-
tic tool to assess college students in a work-study program. Based on their scores on the
Mindset Assessment Profile, students were categorized into those with a “growth mindset”
and those with a “fixed or unsure mindset” (p. 111). They found that “growth mind-
set” students’ work-study supervisors rated them more highly on problem solving and
decision-making than students not categorized as having a “growth mindset.” However,
based on our research, a more accurate conclusion would be that students with higher need
for cognition are more likely to be rated higher on problem solving and decision-making
than students lower in need for cognition.

315



J. Intell. 2021, 9, 39

In sum, despite the Mindset Assessment Profile’s stated purpose as a mindset as-
sessment and diagnostic tool, our results indicate that it is a poor measure of mindset.
We recommend researchers avoid using the Mindset Assessment Profile as a measure of
mindset or as a diagnostic tool in educational contexts.
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Appendix A

Table A1. Correlation matrix with all items from the Mindset Assessment Profile.

Mindset Assessment Profile Item 1 2 3 4 5 6 7

(1) No matter how much intelligence you have, you can always change it a
good deal. —

(2) You can learn new things, but you cannot really change your basic level of
intelligence. .49 —

(3) I like my work best when it makes me think hard. .16 .07 —
(4) I like my work best when I can do it really well without too much trouble. −.09 .07 .20 —
(5) I like work that I’ll learn from even if I make a lot of mistakes. .23 .08 .41 .05 —
(6) I like my work best when I can do it perfectly without any mistakes. −.10 .07 .15 .47 .15 —
(7) When something is hard, it just makes me want to work more on it, not less. .16 .08 .41 .20 .34 .16 —
(8) To tell the truth, when I work hard, it makes me feel as though I’m not
very smart. .12 .20 .25 .11 .20 .12 .16

Note. Listwise n = 973. Correlations in bold are statistically significant at p < .05.

Notes
1 This analysis was not pre-registered.
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