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1. Introduction

The high-pressure-related problems of materials constitute a field at the confluence
of several scientific disciplines. High pressure can be generated by die compression, high-
velocity impact, or explosions. The understanding of materials under extreme high pressure,
including flow, plastic deformation, phase transformation, fracture, temperature rise, and
chemical reactions.

This Special Issue on the “Materials under High Pressure” collected recent research
findings on the high-pressure-related problems of various materials. A collection of four-
teen peer-reviewed research articles was included in this Special Issue. The main top-
ics covered include processing technology, characterization, testing, theoretic modeling,
and simulation.

2. Dynamic Mechanical Properties and Constitutive Model of Materials

Wang et al. [1] investigated the microstructures and deformation mechanism of hetero-
structured pure Ti under various high strain rates. The results indicated that as the strain
rate increased, the dominance of the dislocation slip decreased, while deformation twinning
became more prominent. In addition, nanoscale twin lamellae were activated within the
grain with a size of 500 nm at a strain rate of 2000 s−1. The modified Hall–Petch model
was obtained, with the obtained value of Ktwin serving as an effective metric for this
relationship. Zhang et al. [2] prepared Zr/PTFE and Ti/PTFE composites via cold isostatic
pressing and vacuum sintering. They investigated the static and dynamic compressive
mechanical properties of these composites at various strain rates. The results showed that
the introduction of zirconium powder and titanium powder could increase the strength of
the material under dynamic loading. Meanwhile, a modified Johnson–Cook (J–C) model
considering strain and strain rate coupling was proposed.

3. Dispersion Characteristics of Materials Driven by Explosion

Materials would exhibit various dispersion characteristics when driven by explosion.
Sun et al. [3] presented an investigation on the dispersal characteristics of the cylindrically
packed material of dry powder particles driven by explosive load. By establishing a con-
trollable experimental system under laboratory conditions and combining with near-field
simulation, the particle dispersal process was described. The characteristic parameters of
radially propagated particles were explored under different mass ratios of particle to charge
(M/C). Results indicate that when the charge mass remains constant, an increase in M/C
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leads to a decrease in dispersed jet number, void radius, and maximum velocity, wherein
the maximum velocity correlates with calculations by the porous Gurney model. The case
of the smaller M/C always has a higher outer-boundary radius and area expansion factor.

He et al. [4] investigated the axial distribution of the initial velocity and direction
angle of double-layer prefabricated fragments after an explosion. A three-stage detonation
driving model of double-layer prefabricated fragments was proposed. It was shown that
the energy utilization rate of detonation products acting on the inner-layer and outer-layer
fragments were 69% and 56%, respectively. The deceleration effect of sparse waves on the
outer layer of fragments was weaker than that on the inner layer. The maximum initial
velocity of fragments was located near the center of the warhead where the sparse waves
intersected, located at around 0.66 times the full length of the warhead.

4. Detonation-Driven Deformation and Jet Formation

High pressure on materials could be generated by an explosion. The interaction
between explosion products and materials is very quick, and the strain rate could be ex-
tremely high. Preformed fragments can deform or even fracture when subjected to contact
blasts, which might lead to a reduction of the terminal effect [3–5]. To solve this problem,
Meng et al. [5] analyzed the effect of surface electroplating on the fragment deformation be-
havior under contact blasts. The results showed that the pressure amplitude of the uncoated
samples instantly dropped to zero after the shock wave passed through the far-exploding
surface, which resulted in the formation of a tensile zone. But the pressure amplitude of
the coated samples increased, transforming the tensile zone into the compression zone,
thereby preventing the fracture of the fragment near the far-exploding surface, which was
consistent with the test and simulated results.

In addition to deformation and fracture, materials under extreme high pressure also
undergo flow and phase changes. Ma et al. [6] analyzed the formation characteristics of the
shaped charge jet (SCJ) from the shaped charge with a trapezoid cross-section. A theoretical
model was developed to analyze the collapsing mechanism of the liner driven by the charge
with a trapezoid cross-section. The results showed that the influence of the angle of the
trapezoidal charge on the axial velocity of the SCJ was not distinct, whereas the variation
of the radial velocity of the shaped charge jet was obvious as the change in the angle of
the trapezoidal charge. Aiming at the dynamic penetration process of a shaped-charge jet,
Wang et al. [7] proposed a mathematical model for the penetration of a jet under dynamic
conditions, based on the theory of the virtual origin and the Bernoulli equation taking
into account the jet and target intensities. The dynamic penetration process of the jet was
divided according to the penetration channel. The dynamic penetration model of the jet
based on the unperturbed section and perturbed section was established. Zhang et al. [8]
studied the forming process of explosively formed projectiles (EFPs) in air and water. They
used Euler governing equations to establish numerical models of EFPs subjected to air and
underwater explosions. The fitting formulae of velocity attenuation of EFPs, which form
and move in different media, were gained.

5. Shock-Induced Chemical Reaction

Metal/fluoropolymer-based reactive materials (RMs) would undergo violent energy
release reactions under high-velocity impact and high pressure, and their impact-induced
chemical reactions have attracted extensive research. Guo et al. [9] systematically researched
the mechanical performances, fracture mechanisms, thermal behavior, energy release
behavior, and reaction energy of four types of RMs (26.5% Al/73.5% PTFE; 5.29% Al/
80% W/14.71% PTFE; 62% Hf/38% THV; 88% Hf/12% THV) by conducting compressive
tests, scanning electron microscope (SEM), differential scanning calorimeter, thermogravi-
metric (DSC/TG) tests and ballistic experiments. The results show that the THV-based
RMs have a unique strain-softening effect, whereas the PTFE-based RMs have a remark-
able strain-strengthening effect, which is mainly caused by the different glass transition
temperatures. Yuan et al. [10] studied the control of the shock-induced energy release
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characteristics of PTFE/Al-based energetic material by adding oxides (bismuth trioxide,
copper oxide, molybdenum trioxide, and iron trioxide) via experimentation and theoret-
ical analysis. Based on these experimental results, an analytical model was developed,
indicating that the apparent activation energy and impact shock pressure dominated the
energy release characteristic of PTFE/Al/oxide. This controlling mechanism indicated that
oxides enhanced the reaction after shock wave unloading, and the chemical and physical
properties of the corresponding thermites also affected the energy release characteristics.
These conclusions can guide the design of metal/fluoropolymer-based RMs [2,9,10].

Sun et al. [11] investigated the mechanical properties, constitutive behaviors, and
failure criteria of aluminum–polytetrafluoroethylene–tungsten (Al–PTFE–W) reactive ma-
terials with W content from 20% to 80%. Based on the experimental results and numerical
iteration, the J–C constitutive (A, B, n, C, and m) and failure parameters (D1~D5) were
well-determined. The research results would be useful for the numerical studies, design,
and application of reactive materials. Lu et al. [12] proposed an impact-initiated chemical
reaction model to describe the ignition and energy release behavior of Al/PTFE RM. The
hotspot formation mechanism of pore collapse was first introduced to describe the de-
composition process of PTFE. Material fragmentation and PTFE decomposition were used
as ignition criteria. Then, the reaction rate of the decomposition product with aluminum
was calculated according to the gas–solid chemical reaction model. Finally, the reaction
states of RM calculated by the model are compared and qualitatively consistent with the
experimental results. The model provided insight into the thermal–mechanical–chemical
responses and references for the numerical simulation of the impact ignition and energy
release behavior of RMs.

6. Structural Damage and Material Failure Caused by High-Velocity Impact

The deformation and failure of materials under high pressure are related to structural
optimization and equipment design [4,8,13,14]. The electronic components inside a main
battle tank (MBT) are the key components by which the tank exerts its combat effectiveness.
An explicit nonlinear dynamic analysis was performed to study the vibration features and
fault mechanism under instantaneous shock load by Li et al. [13]. They obtained the curves
of stress–frequency and strain–frequency of the CPU board under different harmonic loads,
which were applied to further identify the peak response of the structure. Validation of the
finite element model and simulation results are performed by comparing those obtained
from the model with experiments. Based on dynamic simulation and experimental analy-
sis, fault patterns of the CPU board were discussed, and some optimization suggestions
were proposed.

The space harpoon is a rigid–flexible coupled debris capture method with a simple,
reliable structure and high adaptability to the target. Zhao et al. [14] studied the process of
impacting and embedding the harpoon into the target plate, the effect of friction at a low-
velocity impact, and the criteria for the effective embedding of the harpoon. A simulation
model of the dynamics of the harpoon and the target plate considering tangential friction
was established, and the reliability of the numerical simulation model was verified by
comparing the impact test. The results showed that the frictional effect in the low-velocity
impact was more obvious for the kinetic energy consumption of the harpoon itself, and the
effective embedding of the harpoon into the anchored target ranges from 50 to ~90 mm,
corresponding to a theoretical launch initial velocity between 88.4 and ~92.5 m/s.

This Special Issue includes a small number of discrete case studies on the topic of “Mate-
rials under High Pressure”. We hope that this Special Issue will be of interest to the academic
community, and the valuable contributions from all the authors are highly appreciated.

Funding: The authors are grateful for the support from NSFC (NO. U2241285).

Acknowledgments: The contributions of all authors are gratefully acknowledged.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: This study investigates the microstructures and deformation mechanism of hetero-structured
pure Ti under different high strain rates (500 s−1, 1000 s−1, 2000 s−1). It has been observed that, in
samples subjected to deformation, the changes in texture are minimal and the rise in temperature
is relatively low. Therefore, the influence of these two factors on the deformation mechanism can
be disregarded. As the strain rate increases, the dominance of dislocation slip decreases while
deformation twinning becomes more prominent. Notably, at a strain rate of 2000 s−1, nanoscale twin
lamellae are activated within the grain with a size of 500 nm, which is a rarely observed phenomenon
in pure Ti. Additionally, martensitic phase transformation has also been identified. In order to
establish a correlation between the stress required for twinning and the grain size, a modified Hall–
Petch model is proposed, with the obtained value of Ktwin serving as an effective metric for this
relationship. These findings greatly enhance our understanding of the mechanical responses of Ti
and broaden the potential applications of Ti in dynamic deformation scenarios.

Keywords: pure Ti; hetero-structure; deformation mechanism; twinning; high strain rate

1. Introduction

The usage of pure Ti has been steadily increasing in the fields of chemical, biomedical,
and aerospace engineering. This is primarily due to its exceptional corrosion resistance,
excellent biological compatibility, and impressive high specific strength [1,2]. As a structural
material, pure Ti not only encounters static loads, but also confronts challenges from high-
speed impact loads. Structural components in industries such as aerospace and defense
industries may inevitably be involved in high-speed collision events [3]. Compared to static
loading, the mechanical properties and deformation mechanisms of titanium and its alloys
undergo significant changes under dynamic loading conditions, especially at high strain
rates [4]. Therefore, conducting a thorough investigation of the deformation mechanism of
pure Ti at high strain rates is of great significance for promoting the extensive utilization of
pure Ti.

Previous studies have indicated that the deformation mechanism of pure Ti are affected
by various factors, including its inherent characteristics (grain size, alloying elements,
texture, etc.) and experimental conditions (loading mode, strain rate, temperature, strain
level, etc.) [5–9]. In particular, strain rate plays a significant role and greatly influences
the deformation behavior of materials. It has been found that higher strain rate facilitates
the activation of twinning [10,11]. This can be attributed to the fact that a high strain rate
promotes the rapid accumulation of dislocations in localized regions, leading to severe
stress concentration. These regions of stress concentration provide effective nucleation
sites for twinning [12]. It is worth noting that at high strain rates, the heat dissipation
process in titanium is relatively slower compared to heat generation. This results in thermal

5



Materials 2023, 16, 7059

softening during the accumulation of plastic deformation [4]. Consequently, instabilities in
plastic flow and the formation of shear bands are observed, exerting a significant impact on
the deformation mechanism. In addition, the influence of crystallographic texture on the
mechanical behavior and deformation mechanism of pure Ti cannot be underestimated,
owing to its hexagonal close-packed (HCP) structure. Extensive research has revealed
that the presence of two distinctly different initial textures results in varying mechanical
responses [13].

In addition to strain rate, the deformation mechanism of pure Ti also has a strong
grain size dependency [14]. Studies have revealed that the occurrence of twinning becomes
increasingly challenging as the grain size decreases, reaching a critical threshold at 750 nm.
Below this grain size, deformation twinning is completely replaced by dislocation slip.
Nevertheless, it is important to note that this conclusion solely takes into account the
influence of static loads [15]. Currently, high-speed deformation studies of pure Ti primarily
focus on samples with large grain sizes, where deformation are mainly dominated by
dislocation slips and various types of twinning [13,16]. Unfortunately, there has been
limited experimental research conducted on the high-speed deformation of pure Ti with
hierarchical grain size, thereby impeding an in-depth investigation into grain size effect. The
reason for this predicament is the difficulty in fabricating cross-scale structures with varying
grain sizes. In recent years, an innovative approach, microstructural heterogenization,
offering a promising avenue to overcome this challenge. This strategic paradigm has
demonstrated a remarkable synergy in enhancing mechanical properties in pure Ti [17].
By incorporating heterogenization in grain size, ranging from coarse to ultra-fine regime,
this structure can be served as an ideal model for studying the mechanism change during
high-speed deformation processes.

Therefore, this study focuses on hetero-structured pure Ti samples with a hierarchical
grain size. A room temperature split Hopkinson pressure bar test was conducted to examine
the dynamic mechanical responses of the samples at different strain rates. Microstructural
evolution during deformation was characterized using electron backscattering diffraction
(EBSD) and transmission electron microscopy (TEM) techniques. Microstructures and
deformation mechanism of hetero-structured pure Ti were systematically investigated,
with a particular focus on exploring the influence of grain size on twinning under high
strain rates.

2. Experiment

In this study, a split Hopkinson pressure bar (ALT1000) compression test was con-
ducted to analyze the mechanical responses of the sample. The compression was performed
along the ND (normal direction) axis of Ti samples at room temperature, and the compres-
sion rate was controlled by adjusting the gas pressure. This allowed for data collection on
the dynamic mechanical responses of the samples at different strain rates (500 s−1, 1000 s−1,
2000 s−1). Figure 1(a-1) illustrates a schematic diagram of the Hopkinson impact test, while
Figure 1(a-2) displays the observation surface of the sample in the transverse direction (TD)
plane. Commercially pure Ti (grade 1) was selected as the material for this investigation,
and the compositions is as follows (wt%): 0.001 C, 0.005 N, 0.0015 H, 0.085 O, 0.045 Fe, and
balanced Ti. To prepare the initial hetero-structured pure Ti samples with hierarchical grain
sizes, a combination of rolling and annealing techniques was employed. The Ti samples
underwent cold rolling to an 80% reduction in thickness, followed by annealing at 480 ◦C
for 5 min under vacuum conditions. EBSD observations were carried out using a Zeiss
Auriga scanning electron microscope (SEM) with an acceleration voltage of 15 kV and
a step size of 50 nm. TEM characterization was performed using an FEI TEM at 200 kV.
Figure 1(b-1) presents the EBSD results of the hetero-structured pure Ti sample. The grain
size exhibits a bimodal distribution, with an average grain size of 580 nm for the ultrafine
grains and 2.14 µm for the coarse grains (Figure 1(b-3)). No twinning was observed in the
sample. The grain boundary orientation distribution map (Figure 1(b-2)) reveals that the
proportion of low angle grain boundaries (LAGBs) in the sample is approximately 19.5%.
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This indicates that the material has undergone significant dislocation recovery during the
annealing process.
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3. Results and Discussion

Figure 2a presents the Hopkinson impact mechanical curves of the hetero-structured
pure Ti samples deformed under strain rates of 500 s−1, 1000 s−1, 2000 s−1. It can be
observed that the dynamic compressive stress gradually increases as the strain increases,
indicating that the sample absorbs impact energy during the impact process. It is important
to note that the rapid decline in flow stress at the end of the curve is solely attributed
to the termination of the applied load on the Hopkinson bar and not due to material
failure. To obtain the true stress-strain curve, it can be calculated based on the compressive
engineering stress-strain curve, as depicted in Figure 2b. This relationship can be described
as follows:

σt = σe(1 − εe) (1)

εt = −In(1 − εe) (2)

where σt and εt represent the true stress and strain, respectively, σe and εe represent
engineering stress and strain, respectively. It can be observed that the increase in true
stress is not significant with increasing strain, but there is a noticeable oscillatory pattern.
This oscillatory pattern arises from stress vibrations, which occur when an elastic wave,
caused by an impact from a hammer in the test machine, propagates through the test
sample and is detected by the load cell [18]. Figure 2c shows the strain hardening capacity
of hetero-structured sample under different strain rates, and this is closely related to
the deformation mechanism. In Figure 2d, the variation trends of different mechanical
performance indicators with strain rate are illustrated. It can be seen that the corresponding
yield strength (YS), ultimate compressive strength (UCS), and uniform elongation (UE)
increase with the increase in strain rate.
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Figure 2. Mechanical properties of hetero-structured samples under different strain rate: (a) compres-
sive engineering stress-strain curves; (b) true stress-strain curves from compressive tests; (c) strain
hardening rate curves; (d) corresponding yield strength (YS), ultimate compressive strength (UCS)
and compression strain of the samples under different strain rate.

During high-speed deformation, a substantial amount of the energy involved in
plastic deformation is converted into heat energy. Due to insufficient heat dissipation,
a noticeable local temperature rise occurs, leading to thermal softening of the material.
The influence of temperature on the deformation mechanism of the material is crucial,
thus necessitating a thorough examination of the impact of temperature rise during high-
speed deformation. If we assume that all the energy generated from plastic deformation
is completely transformed into heat energy and not dissipated, the resulting adiabatic
temperature rise can be expressed as:

∆T =
β

ρCv

∫ ε f

0
σTdεT (3)

where ρ represents density and Cv refers to specific heat capacity, σt and εt represent the
true stress and strain, respectively, and ε f is the max strain. β is a constant known as the
Taylor–Quinney factor, which denotes the coefficient of plastic deformation work converted
into heat. The values of ρ, Cv, β are ρ = 4.51 g/cm3, Cv = 527 J/(kg·◦C), β = 0.9 [19]. The
results calculated from Equation (3) are shown in Figure 3. At a strain rate of 500 s−1,
the theoretical temperature rise is approximately 10 K. As the impact rate increases, the
total strain also increases, resulting in an increase in the plastic deformation energy of the
corresponding sample and a subsequent increase in adiabatic temperature rise. When the
strain rate reaches 2000 s−1, the corresponding theoretical temperature rise is approximately
45 K. Although the temperature rise increases obviously with the strain rate, it is still far
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from reaching the recrystallization temperature. Therefore, we believe that the temperature
rise here has little effect on the deformation mechanism, and the emphasis should be placed
on the effect of stress.
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strain rate.

Figure 4 presents the EBSD results of hetero-structured pure Ti subjected to vari-
ous strain rates. From the IPF maps depicted in Figure 4(a-1–c-1), it is evident that the
microstructure remains its hetero-structured nature, with no signs of recrystallization or
significant grain refinement within the samples. However, after the impact tests, a notice-
able occurrence of twinning is observed. Through analyzing the orientation differences
(Figure 4(a-3–c-3), it can be observed that the predominant twinning type in the three
deformed samples is {1122} compression twins [20]. For pure Ti with an HCP structure,
{1122} twinning is more readily activated when the lattice experiences stress along the
c-axis [21]. As depicted in the twin boundary map (Figure 4(a-2–c-2)), an increase in the
percentage of twin boundaries, from 5.4% to 6.2% and 8.6%, is observed when the strain
rate increases from 500 s−1 to 1000 s−1 and 2000 s−1. The percentage of twin boundaries is
determined by calculating the areal fractions of twin boundaries among all interfaces within
the EBSD maps. It is noteworthy that at relatively low strain rates (500 s−1), twinning only
occurs in coarse grains due to the notable influence of grain size on twinning behavior in
pure Ti [22,23]. When the grain size is refined to the ultrafine range, twinning is nearly
absent. However, when the strain rate is increased to 2000 s−1, twinning appears in some
smaller grains, as shown in Figure 4(c-2). This occurrence could be attributed to the unique
microstructure of hetero-structured pure Ti and the high stress induced by the ultra-high
strain rate impact, which triggers twinning [24]. Additionally, the proportion of LAGBs
does not vary significantly under different strain rates, implying a decreased dominance
of dislocations in the impact deformation process [25]. Figure 4(a-4–c-4) illustrate the
statistical distribution plots of local misorientation corresponding to impact deformation at
different strain rates. By analyzing these plots, the average Local Misorientation difference
(K) can be calculated. For strain rates of 500 s−1, 1000 s−1, and 2000 s−1, the K values
are 0.38, 0.54, and 0.59, respectively. An increase in K indicates a higher level of plastic
deformation or a higher density of defects in the sample [26]. Specifically, the sample
subjected to a strain rate of 2000 s−1 shows a similar K to the sample at a strain rate of
1000 s−1, suggesting insignificant dislocation accumulation as the strain rate increases
from 1000 s−1 to 2000 s−1. This observation is consistent with the minimal increase in the
proportion of LAGBs shown in Figure 4(b-2,c-2).
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Figure 5a–c display the pole figures that correspond to the samples deformed under
strain rates of 500 s−1, 1000 s−1, and 2000 s−1, respectively. The pole figures reveal a
bimodal basal texture, with the highest texture strengths measured at 13.5, 12.8, and 14.6,
respectively. There is no significant change in the texture type when compared to the
original sample. These results indicate that the strain rate has a minimal effect on the
texture. In other words, the influence of texture on the change in deformation mechanism
can be ignored.
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Figure 5. (0001), (1120) and (1010) pole figures of deformed hetero-structured samples under different
strain rate: (a) 500 s−1, (b) 1000s−1, (c) 2000 s−1.

Figure 6(a-1,a-2) shows a bright-field TEM image of Ti sample deformed at a strain
rate of 500 s−1. It can be observed that the deformed sample contains a high density of
dislocations, which is a typical characteristic of plastic deformation. Twin boundaries
are commonly observed within coarse grains, as illustrated by the yellow dotted lines
in Figure 6(a-1,a-2). In contrast, no twinning is observed in the ultrafine grains, where
dislocation slip serves as the primary mode of deformation [27]. When the impact strain
rate increases to 1000 s−1, the microstructure of the sample is shown in Figure 6(b-1,b-2),
revealing a typical deformed structure characterized by a significant presence of defects
such as dislocations and twins. Similarly, no twinning is observed in the ultrafine grain
region of the sample. This implies that even at a strain rate of 1000 s−1, twinning remains
suppressed in the ultrafine grains. On the other hand, within the coarse grains, a promi-
nent twin boundary is present, accompanied by a significant distribution of dislocations
that form a ring-like pattern. In the magnified region (Figure 6(b-2)), a large number of
dislocations can be seen near the twin boundary, indicating that the newly formed twin
boundary inhibits the movement of dislocations [28]. Additionally, dislocations are also
observed within the twin lamellae.
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rectangle in Figure 7b. Additionally, Figure 7(c-1,c-2) show the presence of numerous fine 
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Figure 6. TEM images of deformed hetero-structured sample with different strain rates. (a-1,a-2) 500 s−1;
(b-1,b-2) 1000 s−1, The white arrows indicate dislocations.

When the impact strain rate reaches 2000 s−1; the microstructure undergoes severe
plastic deformation, leading to significant disordering within the grains, as shown in
Figure 7. Consequently, the grains exhibit a remarkably high density of defects, making it
difficult to clearly distinguish grain boundaries and twin boundaries based solely on mor-
phology (Figure 7a,b). Although it has been verified by EBSD observation (Figure 4(c-2))
that the areal twin percentage is 8.6%, TEM bright-field images at high magnification reveal
the formation of dislocation cell structures in certain regions, as depicted by the solid
rectangle in Figure 7b. Additionally, Figure 7(c-1,c-2) show the presence of numerous fine
needle-like structures, which were not found in the deformed samples at strain rates of
500 s−1 and 1000 s−1. These structures resemble the needle-like martensitic phases found
in titanium alloys. Previous studies have indicated that under extreme deformation condi-
tions, pure Ti can undergo stress-induced martensitic phase transformation, transitioning
from the HCP phase to the face-centered cubic (FCC) phase, ultimately resulting in the
formation of fine needle-like martensitic structures [29,30].
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grain size [31,32]. On one hand, higher strain rates lead to the activation of more disloca-
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It is generally believed that twinning is unlikely to occur in ultrafine grains [22,31]. 
However, in the deformed samples under a strain rate of 2000 s−1, TEM bright-field images 
reveal the presence of small nanoscale twin lamellae within the ultrafine grains with an 
equivalent size of approximately 500 nm, as shown in Figure 8. The thickness of these twin 
lamellae is approximately 10 nm. The occurrence of twinning within the ultrafine grains 
is not widespread, but rather localized, observed in specific individual grains. This local-
ized twinning may be due to the inhomogeneous deformation during impact, which leads 
to highly localized stress levels that satisfy the nucleation conditions for twinning within 
the ultrafine grains [35,36]. The significance of this discovery lies in gaining a profound 
understanding of the fundamental reasons behind the inhibitory effect of grain refinement 

Figure 7. Microstructure of deformed hetero-structured sample with a strain rate of 2000 s−1:
(a,b) bright field TEM images; (c-1) The TEM image of martensitic phases; (c-2) close-up view of the
area marked by the white dash line box in (c-1), the white arrows indicate needle-like martensitic phases.

For the hetero-structured pure Ti investigated in this study, the grain sizes are generally
below 3 µm and contain a significant number of ultrafine grains, resulting in a relatively
small grain size (Figure 1(b-3)). Considering the influence of grain size on deformation
mechanism, dislocation slip is the most prevalent deformation carrier under this grain
size [31,32]. On one hand, higher strain rates lead to the activation of more dislocation
sources, resulting in the entanglement of dislocations and impeding their motion. This leads
to the accumulation and pile-up of a significant number of dislocations, as confirmed by
TEM images of the deformed samples. On the other hand, the hierarchical structure contains
numerous hetero-structure interfaces. These interfaces give rise to hetero-deformation-
induced (HDI) stress, which in turn leads to a significant accumulation of geometrically
necessary dislocations [33,34].

It is generally believed that twinning is unlikely to occur in ultrafine grains [22,31].
However, in the deformed samples under a strain rate of 2000 s−1, TEM bright-field images
reveal the presence of small nanoscale twin lamellae within the ultrafine grains with an
equivalent size of approximately 500 nm, as shown in Figure 8. The thickness of these twin
lamellae is approximately 10 nm. The occurrence of twinning within the ultrafine grains is
not widespread, but rather localized, observed in specific individual grains. This localized
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twinning may be due to the inhomogeneous deformation during impact, which leads to
highly localized stress levels that satisfy the nucleation conditions for twinning within
the ultrafine grains [35,36]. The significance of this discovery lies in gaining a profound
understanding of the fundamental reasons behind the inhibitory effect of grain refinement
on twinning. It uncovers that twinning is not completely absent within ultrafine grains,
but rather occurs under extremely stringent conditions.
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Numerous studies have demonstrated that dislocations play a pivotal role in the
initiation of twinning in pure Ti [37–39]. Furthermore, the Hall–Petch relationship, which is
based on the principle of dislocation obstacle at grain boundaries, has effectively explained
the origin of strength [15]. Hence, we hypothesize that the correlation between the re-
quired stress for twin activation and the grain size is similar to the Hall–Petch relationship.
Consequently, in order to gain a better understanding of the emergence of nanoscale twin
lamellae in ultrafine grain, we propose a modified Hall–Petch relationship, which takes into
account the fact that the stress required to initiate deformation twinning, σtwin, is inversely
proportional to the square root of grain size. This the relationship can be described as:

σtwin = Ktwin × d−
1
2 (4)

where d represent the average grain size and Ktwin is a constant that represents the sensitiv-
ity of twin activation to grain size. A higher Ktwin value indicates a stronger grain size effect
on twinning. The experimental results in this study demonstrate that twinning is activated
at an equivalent grain size of 500 nm (the finest observable grain size where twinning
occurs) when the strain rate reached 2000 s−1. Based on the stress–strain curve (Figure 2),
the corresponding range of flow stress is between 0.92 GPa and 1.04 GPa. According to
Equation (4), the Ktwin can be calculated to range from 0.651 MNm−3/2 to 0.735 MNm−3/2,
which is significantly larger than the K value obtained from the traditional Hall–Petch
relationship (0.24 MNm−3/2) [40]. Extensive research has indicated that the critical shear
stress for compression twinning in pure Ti falls within the range of 125 MPa to 255 MPa
when the grain size is between 10 µm and 50 µm [41–43]. To validate the equation, by
assuming values of Ktwin as 0.651 and 0.735, when Ktwin is set to 0.651, the critical shear
stress for twinning at grain sizes ranging from 10 µm to 50 µm can be calculated as 92 MPa
to 203 MPa. On the other hand, when Ktwin is set to 0.735, the critical shear stress can be
calculated as 105 MPa to 232 MPa. These values are in good agreement with previous
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studies, confirming the scientific validity of this equation. The value of Ktwin reported in
this study can be used to predict the stress required to initiate deformation twinning across
a wide range of grain sizes spanning from coarse to ultrafine.

In summary, our experimental results and empirical model greatly enhance our un-
derstanding of the twinning mechanism at ultrafine grain level, as well as establish a
correlation between grain size and critical shear stress. These findings also offer potential
avenues for strengthening mechanisms through twinning in HCP structured materials with
ultrafine grains.

4. Conclusions

This study investigates the influence of deformation rate on the microstructures and
deformation mechanism in hetero-structured pure Ti. The results can be summarized
as follows:

1. The mechanical responses and deformation mechanism of hetero-structured pure
Ti samples are closely related to the strain rate. As the strain rate increases from
500 s−1 to 2000 s−1, dislocation activities are the primary deformation carrier, but the
dominance of dislocation slipping reduces and the dislocation configurations undergo
changes. Conversely, there is an increase in the percentage of deformation twinning
with higher strain rates.

2. It has been found that under different high deformation rates (500 s−1, 1000 s−1,
2000 s−1), the changes in texture are relatively minimal, and the degree of temperature
rise is low (far lower than the recrystallization temperature). Consequently, the
alterations in these two influential factors are insufficient to induce changes in the
deformation mechanism.

3. When subjected to a strain rate of 2000 s−1, martensitic phase transformation is
identified in the deformed Ti sample. Moreover, nanoscale twin lamellae are observed
within the ultrafine grain, which can be attributed to the high flow stress. A modified
Hall–Petch model is proposed, and the obtained Ktwin can be used to effectively
establish the correlation between the stress required for twinning and the grain size.
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Abstract: Existing research on PTFE-based reactive materials (RMs) mostly focuses on Al/PTFE
RMs. To explore further possibilities of formulation, the reactive metal components in the RMs can
be replaced. In this paper, Zr/PTFE and Ti/PTFE RMs were prepared by cold isostatic pressing
and vacuum sintering. The static and dynamic compressive mechanical properties of Zr/PTFE and
Ti/PTFE RMs were investigated at different strain rates. The results show that the introduction of
zirconium powder and titanium powder can increase the strength of the material under dynamic
loading. Meanwhile, a modified J-C model considering strain and strain rate coupling was proposed.
The parameters of the modified J-C model of Zr/PTFE and Ti/PTFE RMs were determined, which
can describe and predict plastic flow stress. To characterize the impact-induced reaction behavior
of Zr/PTFE and Ti/PTFE RMs, a quasi-sealed test chamber was used to measure the over-pressure
induced by the exothermic reaction. The energy release characteristics of both materials were more
intense under the higher impact.

Keywords: reactive materials (RMs); mechanical properties; constitutive model; quasi-sealed
chamber test; shock-induced reaction

1. Introduction

Metal/polytetrafluoroethylene (PTFE) reactive materials (RMs) are usually composed
of PTFE and single or multiple reactive metal elements. It is a new type of high-efficiency
damage material different from traditional energetic materials such as explosives, propel-
lants, and pyrotechnics. Compared with traditional energetic materials, metal/PTFE RMs
have high energy density and remain inert under normal conditions [1]. When reactive
fragments hit the target, a violent redox reaction occurs under the action of high-velocity
impact, releasing a large amount of chemical energy and even deflagration or explosion,
which can cause multiple damages to the target [2,3].

Among the existing metal/PTFE RMs, Al/PTFE RMs have attracted extensive attention
from scholars. In the 1970s, M. J. Willis firstly reported that the Al/PTFE combination can
produce reactions under high-velocity impact. D. B. Nielson and V. S. Joshi et al. [4,5] proposed
the preparation method and sintering process curve of Al/PTFE RMs. W. Mock et al. [6]
studied the reaction threshold of Al/PTFE RMs by Taylor test. M. N. Raftenberg et al. [7]
determined the parameters of the Johnson–Cook constitutive model and pressure-shear damage
model of Al/PTFE RMs via the Hopkinson compression bar and universal testing machine,
which can describe the dynamic response of the materials under various strain rates. From
the perspective of energy release, R. G. Ames [8,9] conducted a secondary impact experiment
with a vented chamber device and established the relationship between the pressure change in
the quasi-sealed chamber, the impact velocity, and the energy release efficiency combined with
theoretical analysis.
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In recent years, metal/PTFE RMs have been mainly used in the manufacturing of
reactive fragments and reactive liners. However, Al/PTFE RMs have the disadvantages
of low density and strength, which restricts their further development. To explore more
possibilities of formulation, the reactive metal components in the RMs can be replaced.
Both zirconium and titanium have excellent physical and mechanical properties, and their
strength and density are higher than aluminum. They are widely used as functional or
structural materials in the industry, biomedical, aerospace, and other fields [10–12]. It
is worth noting that the energy release characteristics of zirconium-based materials and
titanium-based materials under impact have also attracted more and more attention, such as
W/Zr fragments [13,14], Zr/THV fragments [8] (the energy release is better than Al/PTFE
of the same volume), and TNTZ alloys fragments [15]. Therefore, Zr/PTFE and Ti/PTFE
RMs have potential applications as energetic materials [16,17]. It is very important to
explore the dynamic response and shock response characteristics of Zr/PTFE and Ti/PTFE
RMs for the design of their multifunctional properties. The main objectives of the work were
to investigate the compressive property under various strain rates and the impact-initiated
reaction behavior of Zr/PTFE and Ti/PTFE RMs.

2. Materials and Methods
2.1. Material Types

In this study, Zr/PTFE and Ti/PTFE RMs with mass ratios of 47.6:52.4 and 32:68 were
prepared. The mass ratio is calculated by assuming that Zr and Ti are rapidly oxidized by
fluorine in PTFE under impact conditions and the reactions have zero oxygen balance. The
reaction chemical equation is as follows:

Zr(s)+(-C 2F4 -)(s) → ZrF4(s)+2C(s) ∆H = −5769J/g, (1)

Ti (s)+(-C 2F4 -)(s) → TiF4(s)+2C(s) ∆H = −5683J/g. (2)

The particle size of the Zr powder and Ti powder was 48 µm (Zhuzhou Runfeng New
Material Co., Ltd., Zhuzhou, China) and the particle size of the PTFE was 100 µm (DuPont,
Wilmington, DE, USA). The purity of Zr, Ti, and PTFE were all above 99%.

2.2. Preparation of Specimens

The preparation process of Zr/PTFE and Ti/PTFE RMs refers to the molding and
sintering method for preparing PTFE-based RMs [4,5]. The preparation process can be
described as follows:

(a) The dried powder of Zr, Ti, and PTFE was filled into a chrome steel tank by mass ratio
and ground at room temperature;

(b) The grounded powder was placed into a uniaxially pressed mold, the pressure of 30 MPa
was held for 5 min, and a cylindrical sample of Φ10 mm × 10 mm was prepared;

(c) The pressed sample was left at room temperature for 4 h to remove any residual stress.
The sample was put into the vacuum sintering furnace for sintering. The sintering
temperature control curve has been reported by D. B. Nielson and J. Zhou [1,4].

The theoretical maximum density (TMD) of the sintered Zr/PTFE RMs is 3.21 g/cm3,
the actual density is 2.97 ± 0.08 g/cm3, and the porosity is 7.5%. The TMD of the Ti/PTFE
RMs is 2.63 g/cm3, the actual density is 2.47 ± 0.03 g/cm3, and the porosity is 6.1%.

2.3. Mechanical Property Experiment

Quasi-static compression tests were carried out on Zr/PTFE and Ti/PTFE RMs sam-
ples (Φ10 mm × 10 mm) at a strain rate of 10−3 s−1 to 10−2 s−1, and the moving speed of
the cross-head is 0.6 mm/min to 6 mm/min. During the experiment, Vaseline was coated
between the specimen and the cross-head to reduce the friction. All experiments were
performed at least three times so as to get repeatable results.
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The dynamics compression behavior of Zr/PTFE and Ti/PTFE RMs specimens were
studied via a split Hopkinson pressure bar (SHPB). The SHPB tests were conducted under
298 K and 373 K to evaluate the role of temperature softening effect. Due to the low
wave impedance of PTFE-based RMs, in order to obtain clear transmitted wave signals,
aluminum rods were used for the incident rod and transmission rod in the test. The incident
rod and transmission rod were both 1500 mm in length, the rod diameter was 14.5 mm,
and the bullet length was 300 mm. The sizes of the specimens were Φ10 mm × 10 mm and
Φ10 mm × 5 mm. The specimens of Φ10 mm × 5 mm were used for the tests at 373 K to
prevent the material from creeping at high temperature. During the test, Φ5 mm × 0.3 mm
copper discs were used to adjust the incident pulse and slow down the rising edge of the
incident wave. All experiments were performed at least three times so as to get repeatable
results. The detailed composition and layout of the SHPB device have been reported by
W. Li [18] and R. G. Zhao [19].

2.4. Quasi-Sealed Chamber Experiment

A hemispherical quasi-sealed chamber was employed in the experiment. This device
was improved according to R. G. Ames’ “Vented chamber calorimetry” [9]. The test device
is shown in Figure 1. The hemispherical quasi-sealed chamber is made of a thick steel plate
with a volume of 23 L, and the front end is sealed with a 0.5 mm thickness iron lid. An
observation window and pressure sensors are installed on the outer wall of the chamber to
monitor the entire reaction process.
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tiles, and the velocity of the projectiles was adjusted by changing the charge quantity. The 
velocity of the projectiles was measured through the speed measurement system in front 
of the ballistic gun. The projectiles passed through the iron lid and hit the impact anvil, 
causing a strong initial impact inside the RMs, triggering a violent chemical reaction and 
releasing energy. 

  

Figure 1. Schematic illustration of the quasi-sealed chamber device.

The Zr/PTFE and Ti/PTFE RMs were packed into steel shells to ensure that the materials
would not be broken when launching or hitting the iron lid. The size of Zr/PTFE and Ti/PTFE
RMs was Φ10 mm × 9 mm, the mass of cylindrical steel shells was 4.6 ± 0.1 g, and the
thickness of the steel shells was 1 mm. A ballistic gun was used to launch the projectiles,
and the velocity of the projectiles was adjusted by changing the charge quantity. The
velocity of the projectiles was measured through the speed measurement system in front
of the ballistic gun. The projectiles passed through the iron lid and hit the impact anvil,
causing a strong initial impact inside the RMs, triggering a violent chemical reaction and
releasing energy.

3. Results
3.1. Microstructure of the Composites

The mechanical property and dynamic responses of sintered materials are closely
related to their microstructure. The cross-sections of Zr/PTFE and Ti/PTFE RMs were
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scanned using a scanning electron microscope (JSM-IT500HR, JEOL Ltd., Tokyo, Japan)
under a voltage of 20 kV. It is shown in Figure 2 that the PTFE is dark gray, and the metal
particles are bright silver. The sintered PTFE forms a continuous matrix, and the two metal
particles are relatively uniformly distributed in the matrix. Both metal particles are irregular
in shape, and there are pores between metal particles and PTFE. When the pores are under
pressure, cracks will occur due to stress concentration, which will accelerate the failure of
the material.
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Figure 2. Microstructure of the Zr/PTFE, Ti/PTFE section. (a) SEM of Zr/PTFE, (b) EDS of Zr/PTFE,
(c) SEM of Ti/PTFE, (d) EDS of Ti/PTFE.

3.2. The Mechanical Property under Quasi-Static Compression

Deformed specimens and true stress-strain curves of Zr/PTFE and Ti/PTFE RMs
under quasi-static compression are shown in Figure 3. The static mechanical properties of
Zr/PTFE and Ti/PTFE RMs show obvious plastic properties, with the linear elastic response.
After reaching the yield stress, the specimen will produce lateral plastic deformation, and
the specimen after compression is in a drum shape. The test results show that when the
strain rate is 10−3 s−1 and 10−2 s−1, the true stress of Zr/PTFE RMs is 32.1 ± 0.2 MPa
and 37.0 ± 0.2 MPa, respectively, while the true stress of Ti/PTFE RMs is 27.4 ± 0.8 MPa
and 30.4 ± 0.8 MPa, respectively. Due to the good plasticity of the specimens, an obvious
upward setting effect appeared during the compression tests. Therefore, the tests were
terminated when the engineering strain reached around 0.4.
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3.3. The Mechanical Property under Dynamic Compression

During the SHPB test, the high-pressure air chamber drove the bullet to hit the incident
rod, and the generated stress wave propagated in the incident rod, the transmission rod,
and the specimen. The strain-time signal was collected by the strain gauges on the incident
rod and the transmission rod, then adjusted by the Wheatstone bridge to convert it into
a voltage pulse-time signal. Figure 4 shows the voltage pulse-time curves under various
strain rates at 298 K.
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Based on mass conservation and momentum conservation, using the one-dimensional
stress wave theory and the assumption of stress uniformity, the true stress σ(t), true strain
ε(t), and strain rate

.
ε(t) formulas in the SHPB test can be expressed as follows [20]:





.
ε(t) = −2CB

Ls
εR(t)

σ(t) = EB AB
AS

εT(t)
ε(t) = 2CB

Ls

∫ t
0 εR(t)dt

, (3)

where εR(t) and εT(t) are the reflection and transmission strains generated after the loading
pulse, AB is the cross-sectional area of the compression bar, AS is the cross-sectional area
of the specimen, CB is the longitudinal propagation velocity of the stress wave in the
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compression bar, LS is the length of the specimen, and EB is the elastic modulus of the
compression rod.

Combined with the pulse signal-time curve of the strain gauge and Equation (3), the true
stress and strain curves of Zr/PTFE and Ti/PTFE RMs in the range of strain rate 1100–2900 s−1

under 298 K and 373 K were obtained. As shown in Figure 5, the material exhibits typical
elastic-plastic mechanical behavior under dynamic loading, and the fluctuation of elastic
modulus and yield strength is small in the range of strain rate 1100–2900 s−1. In a certain
strain range, the stress of the material increases approximately linearly. Meanwhile, both
materials showed an obvious temperature softening effect.
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Figure 5. The stress-strain curves of Zr/PTFE, Ti/PTFE under dynamic loading. (a) Zr/PTFE, 298 K,
(b) Ti/PTFE, 298 K, (c) Zr/PTFE, 373 K, (d) Ti/PTFE, 373 K.

According to the true stress-strain curve, the strength of Zr/PTFE is 49± 1 MPa, 63± 1 MPa,
90 ± 3 MPa at 1100 s−1, 1800 s−1, and 2600 s−1 strain rates under 298 K, respectively. The
strength of Ti/PTFE is 41.3 ± 1 MPa, 55 ± 2 MPa, and 70 ± 1 MPa at 1100 s−1, 1900 s−1,
and 2900 s−1 strain rates under 298 K, respectively. Since both Zr/PTFE and Ti/PTFE RMs
were fabricated by the same sintering process, the distribution of metal particles in the
PTFE matrix was similar. When the metal particle detaches from the PTFE matrix, stress
concentrates on the defects in the material, which can lead to material failure [16]. The
failure behavior and mechanical properties of the two materials are similar. The Zr/PTFE
has slightly higher strength compared to the Ti/PTFE, and the reason may be the different
strengths of Zr particles and Ti particles. Under the same conditions, the static mechanical
strength of Zr is higher than those of Ti [21]. It is also not excluded that the binding force
between the two metal particles and the PTFE matrix might also be different. Similarly,
the ultimate strength of the sintered Al/PTFE specimen at a strain rate of about 3000 s−1
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was 40–62 MPa [18,22], which shows that replacing aluminum with zirconium or titanium
improves the strength of the material under dynamic loads.

3.4. Shock-Induced Reaction Characteristics

Figure 6 shows the high-velocity photographic frames of Zr/PTFE and Ti/PTFE
RMs impacting the impact anvil at 970–1340 m/s. As shown in the figure, the flash on the
observation window is bright, and the gas and reaction products in the chamber are sprayed
out from the perforation of the iron lid due to high temperature and high pressure, forming
a special venting phenomenon. At the same time, the flash intensity and venting effect
increase with the increase of the impact velocity. This shows that both materials undergo a
violent chemical reaction under high-velocity impact, and the energy release characteristics
will increase with the increase of the impact velocity. The results are consistent with an
earlier investigation on Al/PTFE [1,8].
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4. Discussion

Through the quasi-static compression test and SHPB test, it is shown that Zr/PTFE
and Ti/PTFE RMs have obvious plastic properties, and the strength under dynamic loading
is higher than that of Al/PTFE RMs. Meanwhile, similar energy release phenomenon to
Al/PTFE RMs also occurred when Zr/PTFE and Ti/PTFE RMs impacted the quasi-sealed
chamber device under high-velocity.
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4.1. Validation of SHPB Test Results

In order to ensure the validity of the SHPB test results, it is necessary to ensure that
the specimen reaches the dynamic balance of stress—that is, the stress on the front and rear
surfaces of the specimen is equal during loading. Since the material of the incident rod and
the transmission rod are the same material and have the same diameter, the stress can be
directly expressed by the pulse signal of the strain gauge. The front-end stress signal is
represented by the absolute value of the incident signal, and the back-end stress signal is
represented by the sum of the absolute value of the transmitted signal and the absolute
value of the reflected signal. Figure 7 shows the front and rear stress signals of the Ti/PTFE
RMs at 1100 s−1 strain rates under 298 K. It is shown that the stress signal curve completely
coincides with the loading rising stage and the final unloading stage. There is a difference
at the peak of the initial load rise, but the stress difference decreases with time. It shows
that the specimen reaches dynamic stress balance and deforms at a constant strain rate, and
the test results are valid.
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4.2. Constitutive Model Building
4.2.1. Johnson–Cook Constitutive Model

The constitutive model of the material can describe the mechanical properties and
predict the plastic flow stress of the material under various strain rates. The Johnson–Cook
model is a purely empirical viscoplastic constitutive model, which has the characteristics
of easy fitting of parameters and simple form. It is often used to describe the dynamic
mechanical properties of materials under impact loads. Johnson–Cook model considers
the strain hardening effect, strain rate effect, and temperature softening effect, and its
mathematical form is [23]:

σ = [A + Bεn][1 + C ln(
.
ε
∗
)][1− T∗m], (4)

where σ is the von Mises stress, ε is the equivalent plastic strain,
.
ε
∗
=

.
ε/

.
ε0 is the plastic strain

rate,
.
ε is the equivalent plastic strain rate, and

.
ε0 is the reference strain rate of the Johnson–
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Cook model, generally the quasi-static strain rate of 10−3 s−1, T∗ = (T − Tr)/(Tm − Tr) is
the dimensionless temperature parameter, Tr and Tm are the reference temperature, and
the melting point of the material, respectively, and A, B, C, n, and m are undetermined
parameters: A is the yield strength of the material at the reference strain rate and reference
temperature, B and n are the strain hardening parameters, C is the strain rate sensitive
parameter, and m is the temperature softening parameter.

4.2.2. Determination of Parameters in Constitutive Models

Since the strain, strain rate, and temperature in the Johnson–Cook model are not
coupled with each other, the parameters of the Zr/PTFE RMs constitutive model can be
obtained by using the variable separation method and the least-squares method.

Under quasi-static conditions at room temperature, the effects of strain rate strength-
ening and thermal softening on the flow stress of the materials are ignored, taking the
Zr/PTFE RMs as an example: Figure 4 shows that when

.
ε0 = 1 × 10−3 s−1, the static yield

stress of the Zr/PTFE RMs is 11.596 MPa, that is, A = 11.596. So, Equation (4) can be
transformed as:

lg(σ− 11.596) = lgB + nlgε. (5)

Using the least-squares fitting, B = 37.0508, n = 0.70609.
The parameter C in the Johnson–Cook model can be obtained from the dynamic

compression test data at different strain rates under 298 K in Figure 5a [24]. Because the
strain hardening effect of the material in the plastic stage has little effect on the flow stress,
only the strain rate strengthening effect is considered. Equation (4) can be simplified as:

σ = 11.596(1 + C ln(
.
ε/

.
ε0)). (6)

Fitted using least squares, C = 0.11457.
The parameter m can be obtained from the dynamic compression test data under 298 K

and 373 K in Figure 5a,c. At high temperature and high strain rate, Equation (4) can be
simplified as:

σ(T∗) = σ(Tr)

[
1−

(
T − Tr

Tm − Tr

)m]
, (7)

where σ(T∗) and σ(Tr) represent the yield stress of the material at high temperature (373 K)
and the yield stress of the material at the reference temperature (298 K), respectively. Tr is
298 K and Tm is 598 K.

Fitted using least squares, m = 0.9536.
In summary, the Johnson–Cook constitutive model of Zr/PTFE RMs is expressed as:

σ = (11.596 + 37.0508ε0.7061)(1 + 0.1146 ln(
.
ε/

.
ε0))[1− T∗0.9536]. (8)

Similarly, the Johnson–Cook constitutive model of Ti/PTFE RMs is expressed as:

σ = (10.227 + 35.7976ε0.8525)(1 + 0.1134 ln(
.
ε/

.
ε0))[1− T∗0.937]. (9)

4.2.3. Fitting and Modification of Johnson–Cook Constitutive Model

According to the Johnson–Cook constitutive model, the corresponding stress-strain
curves are fitted and compared with the existing test curves under dynamic loading. As
shown in Figure 8, in the initial plastic stage, the model-predicted curves of the two
materials fit well with the experimental curves. However, with the increase of strain rate
and strain, the prediction error of the Johnson–Cook constitutive model gradually increases.
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Figure 8. Comparisons of the true stress under dynamic loading for Zr/PTFE, Ti/PTFE between
two model predictions and testing data. (a) Zr/PTFE, 298 K. (b) Ti/PTFE, 298 K. (c) Zr/PTFE, 373 K.
(d) Ti/PTFE, 373 K.

According to the research results of Nagy, A [25], the strain and strain rate will have
a coupling effect on stress. Therefore, in this paper, a modification of strain and strain
rate coupling is added to the Johnson–Cook constitutive model to reduce the error. The
modified J-C model is expressed as:

σ = [A + Bεn][1 + C ln(
.
ε
∗
)][1− T∗m][(

.
ε
∗
)

aε+b
]. (10)

The parameter a, b can be obtained from the dynamic compression test data under
298 K and 373 K in Figure 5. The modified Zr/PTFE and Ti/PTFE RMs constitutive models
can be expressed as:

Zr/PTFE RMs : σ = (11.596 + 37.0508ε0.7061)(1 + 0.1146 ln(
.
ε/

.
ε0))[1− T∗0.9536][(

.
ε/

.
ε0)

0.0485ε−0.00061
], (11)

Ti/PTFE RMs : σ = (10.227 + 35.7976ε0.8525)(1 + 0.1134 ln(
.
ε/

.
ε0))[1− T∗0.937][(

.
ε/

.
ε0)

0.0147ε−0.00157
]. (12)

As shown in Figure 8, the fitting accuracy of the modified J-C model at high strain
rates is improved. At the strain rate of 2600 s−1, the fitting errors of Zr/PTFE RMs at 298 K
and 373 K decreased from 21.8% to 4.5% and 14% to 4.3%, respectively. At the strain rate of
2900 s−1, the fitting errors of Ti/PTFE RMs at 298 K and 373 K decreased from 5.7% to 4.6%
and 8.7% to 6.4%, respectively.
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4.2.4. Comparison of the Existing Johnson–Cook Constitutive Model

As shown in Table 1, the Johnson–Cook constitutive model parameters of pure PTFE
and some PTFE-based RMs are summarized. It is shown that the parameters are close to
the range of the parameters of the above constitutive model, which proves the feasibility
and universality of the model proposed in this paper.

Table 1. Summary of the Johnson–Cook constitutive model parameters for PTFE-based RMs.

Material A B n C m a b

PTFE [26] 11 44 1 0.12 1 / /
Al/PTFE [7,27] (26.5/73.5) 8.044~17 45.403~250.6 0.86659~1.8 0.4~0.4873 1 / /

AL/PTFE/W [28] (12/38/50) 23 20.26 0.67604 0.19707 / / /
Zr/PTFE (47.6/52.4) 11.596 37.0508 0.7061 0.1146 0.9536 0.0485 0.00061

Ti/PTFE (32/68) 10.227 35.7976 0.8525 0.1134 0.937 0.0147 0.00157

4.3. Shock-Induced Reaction Behavior

Figure 9a shows the quasi-static pressure-time curve of Zr/PTFE RMs in the velocity
range 640–1250 m/s. Figure 9b shows the quasi-static pressure-time of the Ti/PTFE RMs in
the velocity range 840–1340 m/s. It is shown that the pressure in the chamber rises sharply
at the initial stage of the reaction, resulting in a pressure peak, and then gradually decreases
with the ejection of reaction products and gases. At the same time, the pressure peak will
increase with the increase of the impact velocity.
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The test chamber can be regarded as a closed system before the pressure peak. The
relationship between the quasi-static pressure peak and the energy increase in the chamber
can be written as [8]:

∆P =
γ− 1

V
∆E, (13)

where γ is the air specific heat ratio and the value 1.4. V is the volume of the test chamber.
∆P is the peak pressure value and ∆E is the heat increase of the gas in the chamber, that
is, the energy release value of the RMs. Table 2 shows the energy release values of the
Zr/PTFE and Ti/PTFE RMs at different velocities. Under the same impact velocity, the
release energy of Zr/PTFE RMs is higher than that of Ti/PTFE RMs.
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Table 2. Calculation results of the energy released by RMs.

Material Velocity (m/s) ∆P (10−1 MPa) ∆E (J)

Zr/PTFE

640 0.076 ± 0.02 437
820 0.135 ± 0.03 776.25
970 0.428 ± 0.03 2461
1130 0.67 ± 0.05 3852.5
1250 1.317 ± 0.03 7572.75

Ti/PTFE

840 0.094 ± 0.02 540.5
990 0.19 ± 0.02 1092.5
1090 0.29 ± 0.03 1667.5
1140 0.347 ± 0.03 1995.25
1340 0.566 ± 0.05 3254.5

The reaction heat of Zr/PTFE RMs is −5769 J/g and the reaction heat of Ti/PTFE
RMs is −5683 J/g. The density of Zr/PTFE RMs is higher than those of Ti/PTFE RMs,
so the mass of the Zr/PTFE sample is higher. Besides, the difference in energy release
between Zr/PTFE and Ti/PTFE RMs is also closely related to the reaction threshold and the
mechanical/chemical properties of the oxide films on the two metal particles [29]. All the
above reasons could lead to difference of the reaction intensity between the two composites
under impact.

5. Conclusions

In this paper, Zr/PTFE and Ti/PTFE RMs were prepared by replacing the metal com-
ponents in RMs. The compressive mechanical properties of the two materials at different
strain rates were studied by quasi-static compression test and SHPB test. In addition, the
shock-induced reaction behavior of Zr/PTFE and Ti/PTFE RMs were investigated via the
quasi-sealed chamber test. The following conclusions can be drawn:

1. The addition of zirconium and titanium powders improves the strengths of the
materials under dynamic load compared to Al/PTFE RMs. The strengths of Zr/PTFE
RMs are higher than Ti/PTFE RMs;

2. A modified J-C model considering the strain and strain rate coupling was proposed.
The parameters of the modified J-C model of Zr/PTFE and Ti/PTFE RMs were
determined, which can describe and predict plastic flow stress;

3. The test results of the quasi-sealed chamber show that the two materials have violent
chemical reactions under the high-velocity impact, and the energy release characteris-
tics will increase with the increase of the impact velocity. At the same impact velocity,
the released energy of Zr/PTFE RMs is higher than that of Ti/PTFE RMs.
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Abstract: An investigation on the dispersal characteristics of the cylindrically packed material of dry
powder particles driven by explosive load is presented. By establishing a controllable experimental
system under laboratory conditions and combining with near-field simulation, the particle dispersal
process is described. Additionally, Kelvin–Helmholtz instability is observed during the process of jet
deceleration dispersal. The characteristic parameters of radially propagated particles are explored
under different mass ratio of particle-to-charge (M/C). Results indicate that, when the charge mass
remains constant, an increase in M/C leads to a decrease in dispersed jet number, void radius and
maximum velocity, wherein the maximum velocity correlates with calculations by the porous Gurney
model. The case of the smaller M/C always has a higher outer-boundary radius and area expansion
factor. Findings indicate that when particles detach from the jet upon reaching minimum acceleration
and entering low-speed far-field stage from high-speed near-field stage, the outer-boundary radius is
30~36 times the initial particles’ body radius under different M/C. In addition, particle concentration
distribution over time and distance is qualitatively analyzed by the grayscale image method. This
research can be referential for improving the fire-extinguishing capacity of extinguishing bombs and
the damage property of fuel air explosive (FAE).

Keywords: explosive dispersal; dry powder; mass ratio; particle jet

1. Introduction

Explosive dispersal of the granular materials is extensively applied in industrial
security and military engineering [1–5]. Dry powder fire-extinguishing bombs explode
and disperse the dry powder particles to form stable aerosols, serving for fire control and
suppression [6]. Fuel air explosive (FAE) brings about severe damage to the target by
detonating the dispersed cloud driven by explosive load [7,8]. Among these application
fields, it is of great significance to investigate the evolution law in the process of the
particle dispersal, involving relevant parameters such as dispersal velocity and cloud area,
etc. Such parameters can determine the fire-extinguishing capacity of the dry powder
fire-extinguishing bomb, as well as the secondary initiation time, dropping position, and
damage power of FAE.

In typical explosive dispersal, it is often a research challenge to obtain the detailed
temporal visualization of the interface for high-pressure gas/particle contact and the parti-
cle/air contact, because these experiments are usually conducted in outdoor environments
where the lighting and environment-related parameters are difficult to be controlled [9,10].
Zhang et al. [11] conducted a large-scale spay detonation using gasoline explosive load.
Such an outdoor dispersal experiment allows only the outer-trajectories of the clouds to
be observed, while the particles’ concentration distribution in the cloud region and the
morphology of the inner-void are difficult to be accurately observed by optical shooting.
To clearly obtain the dispersed cloud trajectory, small-scale dispersal experiments based on
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the laboratory environment have been carried out, mainly involving the use of the shock
tubes or detonation tubes to generate shockwaves and drive particle dispersal [12–14]. The
shockwave generated by shock tubes or detonation tubes belongs to weak shock load on
the order of 10−1~100 MPa, while the blast wave driven by explosive load is on the order
of 101 GPa. There is significant difference in load strength between the two [15]. Therefore,
the dispersal experiments conducted using weak shock load are difficult to simulate the
real particles’ dispersal driven by explosive loads in real situations.

The initial stage of explosive dispersal involves research problems such as the interac-
tion between shockwaves and particles, detonation products and particles, as well as the
interaction among the particles. However, this process occurs inside the particles’ body
within the microsecond level, making it hard to be recorded with high-speed shooting.
To better explore the evolution of particle dispersal driven by explosive load, it is neces-
sary to conduct studies in a synchronous method by a combination of experimental and
numerical simulation.

This paper focuses on the acquisition and research of the characteristic parameters
in a dry powder material dispersal system driven by explosive load. A particle dispersal
test system under controllable laboratory conditions is established, and the dispersal pro-
cess of the annular dry powder material driven by a central detonator is experimentally
investigated. By using a surface light source as the background light, the complete particle
dispersal morphology, including inner- and outer-trajectories, as well as the grayscale dis-
tribution are captured more visibly compared to previous tests [3] carried out under natural
light. To obtain the initial-stage particle dispersal process that cannot be measured experi-
mentally, a numerical simulation method based on the smoothed particle hydrodynamics
finite element (SPH–FEM) coupling algorithm is proposed, followed by a comparison of
the results with the porous Gurney models. The characteristic parameters, including the
number of jets and the maximum velocity in the dispersal process, are investigated under
different mass ratio (the ratio of dry powder mass-to-charge mass (M/C)). Finally, the
time-dependent laws of the characteristic parameters, including the dispersal radius, cloud
area, the radius and the area of the explosive void, are explored. Particle concentration
distribution is qualitatively analyzed by the grayscale image.

2. Materials and Methods
2.1. Dry Powder and Central Charge

Dry powder extinguishant (75% NH4H2PO4, 15% (NH4)2SO4, 9% Mg3[Si4O10](OH)2,
purchased from Zhengzhou Haichao fire agent Co., Ltd., Zhengzhou, China) is used
for dispersal experiments, with a density of 1.8 g/cm3. The particle size and sphericity
distribution, as well as the SEM (scanning electron microscope) image are shown in Figure 1.
In the selection of central charge, factors including indoor test safety, space limitation, and
the strength for fixing the device are comprehensively considered. The explosive equivalent
should be minimized on the premise of ensuring the experimental effect. Accordingly, No.
8 electric detonator with a diameter of 7 mm is adopted as the central charge. It contains
1.074 g RDX, 30 mm behind the tail of the detonator.
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Figure 1. Dry powder material properties. (a) SEM image, (b) particle size (the median diameter D50
of the whole particles is 58.4 µm) and (c) sphericity distribution.
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2.2. Experimental Setup

Considering the experimental requirements for environment stability (no wind or natu-
ral light) and a large space, an enclosed darkroom with an inner-dimension of
20 m × 10 m × 5 m and safety protection measures is selected for the test. A cylin-
drical explosive dispersal device is designed with a central electric detonator surrounded
by annular dry powder particles. To eliminate the impact of the shell debris on the particle
dispersal, A4 paper is used for the packaging of the dry powder. Each end of the shell
configures a plate with a diameter slightly larger than that of the particles’ body, so as
to constrain the axial movement of the particles at the initial explosive stage while not
affecting the optical shooting. The radial movement is research-oriented here. Specific
dimension of the dispersal device is shown in Figure 2a. The height of the particles’ body
is set to be 30 mm. To clearly observe the morphology of the dispersed particle cloud and
capture the grayscale images, a uniform, flicker-free, and brightness-adjustable surface
light source is selected as the backlight. The dimension of the surface light source is set to
2 m × 2 m, considering the particle dispersal radius.
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Figure 2. Diagram of (a) the dispersal device and (b) experimental setup.

FASTCAM NOVA S16 high-speed camera is used to record the dispersal process
driven by explosive, with a frame rate of 10,000 fps and a resolution of 1024 × 1024. A
controller is configured for the synchronous trigger of the high-speed camera and the
detonator. An absolute pixel length scale is established according to the dimension of the
surface light source.

2.3. Numerical Simulation Methodology

Explosively driven particle dispersal involves matters including large-scale displace-
ment and the deformation of the particles’ body. As for the dispersed particles, separate
finite element (FEM)-based method is not applicable due to its disadvantages of requir-
ing complex computation and a reduced reliability when referring to mesh deformation.
While for the SPH method, it employs the space-independent particle as the computational
domain as a Lagrange particle algorithm [16,17]. Particle motion is used to describe the
deformation of materials, which solves the problem of calculating large deformation in
FEM. However, compared with FEM, the SPH method is less efficient because it requires
information of other surrounding particles to calculate the physical quantity of a single
particle. FEM method has advantages such as simple structural modeling and a mature
dynamic response analysis technology. Hence, smoothed particle hydrodynamics (SPH)
algorithm coupled with FEM is adopted for numerical simulation. Thereinto, the end plate
used to constrain the axial movement of particles is simulated by FEM and defined as
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SHELL element. The paper shell that has little effect on the movement is ignored. For
charge and dry powder with large deformation, SPH-based simulation is performed in
ANSYS/LS-DYNA software. Thus, both computational efficiency and reliability of sim-
ulation results are reconciled. The coupling between SPH particles and FEM elements is
achieved through automatic nodes-to-surface contact algorithm, where SPH particles are
defined as slave bodies and FEM units are defined as main bodies. The physical information
transfer among structures is realized through the coupling algorithm of SPH and FEM.

The material model chosen to describe the RDX charge is MAT_HIGH_EXPLOSIVE_BURN
with a Jones–Wilkins–Lee (JWL) equation of state expressed as [18]:

Pc = A
(

1− ω

R1V

)
e−R1V + B

(
1− ω

R2V

)
e−R2V +

ωE
V

(1)

where Pc denotes the pressure of the detonation product, V is the relative specific volume,
and E is the internal energy per unit volume of the charge. A, B, R1, R2 and ω denote the
parameters of the JWL equation of state, as shown in Table 1 [19]. ρc is the charge density
and D is the detonation velocity.

Table 1. Detonation properties of the RDX charge and JWL equation-of-state parameters.

ρc (g/cm3) D (m/s) Pc (GPa) A (GPa) B (GPa) R1 R2 ω E (MJ/kg)

1.436 7500 17.5 100.3 22.2 6.028 1.8519 0.48 9

Dry powder is described by the MAT_SOIL_AND_FOAM model [20], whose ideal
plastic yield function can be expressed as:

φ =
SijSij

2
− (a0 + a1Pm + a2Pm

2) (2)

where a0, a1 and a2 are user-defined constants. Sij denotes the deviatoric stress component
and Pm (m = 1~10) denotes the pressure value at the corresponding points where volume
strain occurs. The main calculation parameters are listed in Table 2, where ρ0 is the density,
G denotes the shear modulus and KUN denotes the bulk modulus for unloading. PC
and VCR denote the pressure cutoff for tensile fracture and volumetric crushing option,
respectively. EPSm denotes the volume strain values.

Table 2. Dry powder material parameters.

ρ0 (g/cm3) G (GPa) KUN (GPa) a0 a1 a2 PC VCR

1.8 1.601 × 10−2 13,280 0.0033 1.31 × 10−7 0.1232 0 0

EPS1 EPS2 EPS3 EPS4 EPS5 EPS6 EPS7 EPS8 EPS9 EPS10

0 0.05 0.09 0.11 0.15 0.19 0.21 0.22 0.25 0.3

P1 (GPa) P2 (GPa) P3 (GPa) P4 (GPa) P5 (GPa) P6 (GPa) P7 (GPa) P8 (GPa) P9 (GPa) P10 (GPa)

0 3.42 4.53 6.76 12.7 20.8 27.1 39.2 56.6 123

Here, the deformation of the end plate is not considered in the simulation. In order to
improve the calculation efficiency, MAT_RIGID model is used for description of the end
plate, having a density of 7.8 g/cm3, Young’s modulus of 210 GPa and Poisson’s ratio of
0.3. The displacement and rotation in all directions are constrained. In the initial stage of
the explosive dispersal, the shockwave generated by the explosion is much greater than the
atmospheric pressure, thus ignoring the air resistance. The numerical simulation model
(M/C = 102.4) of dry powder particles driven by charge is shown in Figure 3, where dry
powder contains 787,140 SPH particles and charge contains 11,700 SPH particles. Rin0 and
Rout0 denote the initial radius of the central charge and dry powder particles, respectively.
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Figure 3. SPH–FEM coupling simulation model (M/C = 102.4).

3. Results and Discussion

The dispersal evolution law of the dry powder particles driven by RDX charge under
different mass ratio (ratio of the dry powder material mass to charge mass, M/C) was
studied experimentally and numerically. M/C was changed by adjusting Rout0, while the
bulk density, height of the dry powder particles and the central charge-related parameters
remained constant. Five operation conditions (M/C = 14.1, 28.8, 48.5, 73.0 and 102.4,
respectively) were selected for subsequent analysis. Specific parameter setup is shown in
Table 3.

Table 3. Parameters setup for the experiment and simulation.

No. Charge Mass C (g) Dry Power Mass
M (g) Mass Ratio (M/C) Inner-Radius Rin0

(mm)
Outer-Radius

Rout0 (mm)

1 1.074 15.17 14.1 3.5 12.5
2 1.074 30.98 28.8 3.5 17.5
3 1.074 52.05 48.5 3.5 22.5
4 1.074 78.39 73.0 3.5 27.5
5 1.074 110.00 102.4 3.5 32.5

3.1. Particle Dispersal Process and Morphology

Previous studies by Loiseau et al. [9] have revealed the spherical materials’ dispersal
driven by a C-4 charge. The spherical materials’ dispersal is omni-directional. Only
the morphology of the outer-layer particles’ cloud can be obtained while the inner-layer
particles’ cloud is not visible due to being surrounded by outer-layer particles. In this study,
the dry powder particles’ body in a cylindrical profile with a constrained axial movement
can clearly exhibit the particles’ morphology of both the inner- and outer-trajectories in
a radial direction. Moreover, the detachment process of the jet tip fragments at the later
dispersal process is clearly observed, which is not realized in previous studies.

A diagram of the particle dispersal driven by explosive charge is depicted in Figure 4.
The cross-section of the initial dispersal structure is shown in Figure 4a, appearing as a
cylinder with central charge surrounded by dry powder particles. After the explosive
detonation, the aroused shockwave propagates radially outward and compresses the
porous particles to be compact. Simultaneously, the detonation product drives particle
dispersal to form an inner-void (Figure 4b,c). The blast wave is then transmitted into
the surrounding air, and the rarefaction wave travels inward through the compacted
particles. The compacted particles expand under tension and then break into fragments
(Figure 4d). A radial jet structure forms as the fragments propagate radially outward and
the unconsolidated loose particles then fall off (Figure 4e,f). The velocity of the jet rapidly
decreases and begins to slowly disperse as the consolidated fragments detach from the jet
at a high speed. The lower part of Figure 4 presents the simulation (at the initial dispersal
stage) and experimental images (at the later dispersal stage) corresponding to the different
stages of the dispersal process under M/C = 102.4.
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Figure 4. Dry powder particle dispersal process driven by cylindrical charge. Top (a~f) depict the
diagram of the whole dispersal process. Bottom left presents the simulated process at the initial
dispersal stage that is unavailable to be experimentally measured (M/C = 102.4). Bottom right
displays the experimental images taken at the later dispersal stage (M/C = 102.4).

During the deceleration dispersal stage of particles jet, Kelvin–Helmholtz instabil-
ity [21] is observed, as shown in Figure 5. It is caused by the tangential velocity difference
at the jet/air contact interface, exhibiting obvious vortex profile. The emergence of Kelvin–
Helmholtz instability increases the mixing velocity and degree of the particles and air near
the jet/air contact interface.
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Figure 5. Kelvin–Helmholtz instability observed during the process of jet deceleration dispersal
(M/C = 102.4 and vt denotes the real-time velocity).

Reynolds number Re, i.e., the ratio of inertial force to the frictional force in the particles
system, is used to characterize the critical conditions for the jet formation. Re is expressed
as [22]:

Re = (ρvL)/(γscsds) (3)

where ρ, v and L denote the loading density of the particles, maximum dispersal velocity
and the thickness (L = Rou0 − Rin0) of the particles’ body. γs, cs and ds denote the mass
density, sound velocity and the average diameter of the particles. Frost et al. [22] found
that the jet number N increases with increasing Reynolds number. In this study, where
the mass ratio M/C is taken as an independent variable, v and L are two variables that
change accordingly. The experimental dependence of normalized product term vL and the
jet number N on the mass ratio M/C is shown in Figure 6. It can be seen that vL is positively
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correlated with the jet flow number N, i.e., Re is positively correlated with the jet number
N, which is consistent with Frost’s theory.
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Figure 6. Dependence of normalized vL and the jet number N on mass ratio M/C.

To obtain the trajectory radius and velocity of the dispersed particles, the experimental
image is converted into a grayscale image, followed by a binarized operation with a self-
defined grayscale threshold. The inner- and outer-boundary trajectories of the image are
accordingly extracted. Then, a ray is drawn in each image from the charge center toward
the direction of jet movement. The intersection points between the ray and the inner-/outer-
boundary of the particles are defined as the inner-void radius Rin/outer-radius Rout of
the particles cloud, as marked in Figure 4e. The cloud area is extracted by the grayscale
threshold on each image, and the inner-void area is calculated by Rin. Following this,
the characteristic parameters of the particle dispersal dependence on mass ratio M/C are
presented, including maximum velocity, dispersal radius and area, the characteristics of
the dispersed void, as well as the grayscale distribution of the dispersed particles.

3.2. Particle Dispersal Maximum Velocity

Previously, Gurney [23] proposed a model to predict the initial/maximum velocity of
spherical and cylindrical homogeneous shells driven by high explosive charge. However,
for the heterogeneous particle system in this study, there are pores among the particles.
Under high explosive load, the compaction and deformation of the particle body can
collapse and heat the pores, leading to a significant entropy dissipation of the explosive
energy in the interstitial air and particles. Therefore, the standard Gurney model is no
longer applicable for the valid prediction of the maximum velocity of granular material.
Taking into account the porosity and bulk density effect, Milne [24] empirically modified
the Gurney model, which is now expressed as:

VGurney(M/C) =
√

2E(M/C + 0.5)−0.5 (4)

V(M/C, ρ0, ϕ) = VGurney

[
M/C
a(ρ0)

]
× F(ϕ, M/C) (5)

α(ρ0) = 0.2ρ0.18
0 (6)

F(ϕ, M/C) = 1 +
(

0.162e1.127ϕ − 0.5
)

log10(M/C) (7)
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where M is the mass of the powder, C is the mass of the charge,
√

2E is the Gurney velocity
coefficient (2.93 km/s for RDX [25,26]). ρ0 is material density and ϕ is the loading density
(ϕ = ρ/ρ0 = 1.1/1.8 ≈ 0.6, where ρ denotes the bulk density).

The maximum velocity of the particles under different M/C is given in Figure 7,
including the results by experiments, numerical simulation and the porous Gurney model.
It can be seen that there is good consistency among the three, verifying the reliability of the
simulation model. In the early expansion stage of the explosive products, the process can
be considered as isentropic adiabatic expansion because there is no heat exchange between
the products and the particles due to the rapid action [27]. When M/C is increased by
increasing the particle mass M while the charge mass C remains constant, the kinetic energy
obtained by the whole particles system under different M/C is approximate. According to
the kinetic energy theorem, the maximum velocity of the particles tends to decrease.
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Figure 7. Dependence of maximum dispersal velocity on mass ratio M/C.

3.3. Particle Dispersal Radius and Area

To accurately obtain the variation of the dispersal radius and area over time, the
starting time of the dispersal process need to be firstly determined. Although the high-
speed camera shooting is controlled synchronously with the charging of the detonator,
there are detonation time differences among the electric detonators, making it difficult to
determine the starting time for every measurement. To address this problem, the simulated
Rout-time data under different M/C is referred. Taking the case of M/C = 102.4 as an
example, the starting time when the first image is taken can be determined according to the
simulated Rout-time data. As shown in Figure 8a, the outer-boundary radius Rout extracted
from the first image is 152.3 mm, then the corresponding time t = 0.862 ms is obtained
by simulation. The simulated data are then concatenated between 0 and 0.862 ms with
the experimental data after 0.862 ms, and a complete Rout–time curve for describing the
dispersal process is obtained. Accordingly, the time-dependent velocity and acceleration
are given by performing first and second derivative operations on the Rout–time curve, as
shown in Figure 8b.

Previously, the process of explosive dispersal and cloud formation is divided into
three stages [28]. As shown in Figure 8b, it is the acceleration at the near-field stage during
0~0.3 ms where the pressure from detonation products is greater than the air resistance; it
is the uniform transition stage during 0.3~5 ms where the two are roughly equal; and after
5 ms, it is the deceleration at the far-field stage where the air resistance plays a dominant role.
At the moment of minimum acceleration, the consolidated particle fragments detach from
the cloud. Prior to this, the particle jet exhibits approximate high-speed ballistic movement;
afterward, the movement velocity of the particles decreases rapidly and approaches zero.
The moment (t = 9.262 ms) of minimum acceleration is marked in Figure 8b. According to
the turning point of acceleration, the whole process can be re-divided into two stages: the
near-field stage with high-speed motion and the far-field stage with low-speed motion.
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Figure 8. Time-dependent curves of (a) the particles’ outer-boundary radius, (b) the velocity, and the
acceleration (M/C = 102.4).

The time-dependent curves of the particles’ outer-boundary radius increment
∆Rout = Rout − ∆Rout0 under different M/C are shown in Figure 9a. In the case of smaller
M/C, ∆Rout increases faster at the initial stage, but the high-growth-rate duration is shorter
than that of a larger M/C. Moreover, the initial ∆Rout is larger under a smaller M/C, but
later, it is surpassed by the case with a larger M/C. This can be explained by the kinetic
energy theorem. When the total kinetic energy obtained by the system remains constant,
the particle body with a smaller mass can obtain a higher velocity at the initially explosive
stage. However, the particles’ body is thinner, leading to the unconsolidated particles
detaching earlier from the consolidated fragments. The loose particles have a smaller
density and are subject to greater air resistance. Therefore, the particles’ body with smaller
mass will ultimately achieve a smaller radius and displacement. The opposite accounts for
particles’ body with a larger mass.
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Figure 9. Time-dependent curves of (a) the outer-radius increment ∆Rout (experimental and fitting
results, variance R2 = 0.997) and (b) radius expansion factor (experimental results) of the dispersed
particles under different M/C. The moment when the minimum acceleration occurs is marked.

As a result, to determine the outer-boundary radius ∆Rout, not only the initial velocity
but also the duration of high-speed movement should be comprehensively considered.
In order to quantitatively reveal the dependence of ∆Rout and mass ratio M/C on time,
the experimental results are fitted, as shown in Figure 9a. The fitting expression (units:
g-mm-ms) is given as follows:

∆Rout = 1500− 620 exp
{
−t/

[
0.334e(M/C)/35

]}
− 880 exp

{
−t/

[
177e−(M/C)/14

]}
(8)

The radius expansion factor, defined as Rout/Rout0, is time-dependent under different
mass ratio M/C, as shown in Figure 9b. It shows a trend of rapid growth in the initial stage
and gentle growth in the later stage. Under a smaller M/C, Rout/Rout0 increases faster at
the initial stage but does not last long. With the increase in M/C, Rout/Rout0 has a smaller
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initial growth rate but lasts longer. Unlike the ∆Rout–time curves, the Rout/Rout0–time
curves always have a larger Rout/Rout0 at low M/C than at high M/C. Moreover, the
particles under a smaller M/C possess a larger radius expansion factor than that of a larger
M/C at the same moment. Provided that the particles’ body mass remains constant, a
larger expansion factor, i.e., a larger outer-boundary dispersal distance, can be obtained
by increasing the charge mass within a certain range. When the minimum acceleration is
reached, Rout is 30~36 times that of Rout0 as is marked in the vertical coordinate in Figure 9b.

Particle dispersal radius determines the dispersal distance. However, due to the
structural morphology of particle jets, it is necessary to study the variation of cloud area
to obtain the dispersal coverage range. The initial area of the particles’ body is defined as
Sout0, and the area Sout formed after dispersal can be obtained by Sout = Sout0 + ∆Sout (∆Sout
denotes the area increment). The time-dependent curves of the dispersal cloud area under
different M/C are given in Figure 10a. The expansion factor of the cloud area, defined
as Sout/Sout0, is time-dependent under different mass ratio M/C, as shown in Figure 10b.
Sout and Sout/Sout0 exhibit a similar trend to that of the particles’ outer-boundary radius
increment ∆Rout and radius expansion factor Rout/Rout0, respectively. Provided that the
particles’ body mass remain constant, a larger expansion factor, i.e., a larger cloud coverage
area, can be obtained by increasing the charge mass within a certain range.
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Figure 10. Time-dependent curves of the (a) cloud area and (b) area expansion factor.

3.4. Characteristics of the Dispersed Void

Previous studies [29,30] are unable to clearly obtain the internal explosive void formed
by the particle dispersal. Through the experimental method here, a circular explosion void
was clearly observed as demonstrated in Figure 4, which is defined as the region within the
interface of the cloud, with a radius of Rin.

The initial radius Rin0 of the void is equal to the radius of the central charge, and
the real-time radius Rin can be obtained by Rin = Rin0 + ∆Rin (∆Rin denotes the radius
increment). The time-dependent curves of ∆Rin and void area are shown in Figure 11. The
results indicate that the variation of ∆Rin over time appears smooth without a significant
turning point. The variation of void area over time tends to be more linear. As the
pressure of the detonation products in the void gradually decreases, the resistance gradually
dominates. Accordingly, the particles disperse slower, exhibiting a decreased slope of ∆Rin–
time curves. The void is generated by the expansion of the detonation products to promote
particles dispersal. Under a larger M/C, i.e., a larger particle mass M, the resistance is larger,
leading to a slower expansion of the detonation products. Accordingly, the generated void
has a smaller radius.

The fitted results of the time-dependent ∆Rin under different M/C are shown in
Figure 11a, and the expression is given as follows:

∆Rin = 380{1− exp[−t/(1.44856 + 0.02127× (M/C))]} (9)
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3.5. Particle Dispersal Grayscale Distribution

Particles’ concentration distribution can be qualitatively analyzed by the grayscale
image. The grayscale image is obtained by subtracting the initial background image from
the cloud image, as shown in Figure 12a, with a grayscale value between 0 and 255. The
black pixels with a grayscale value of 0 represent the background, and the pixels with
grayscale values between 1 and 255 represent the particles. The larger the grayscale value,
the higher the concentration. Figure 12b–f depict the particles’ grayscale distribution
over time and distance under different M/C. Compared with research conducted by Gao
et al. [31], where an ultrasonic–electric hybrid detection method was adopted for partial-
area particle concentration acquisition, here, the overall grayscale distribution in the cloud
area can be obtained to analyze the overall concentration distribution law. The peak near
the coordinate origin of distance axis is due to the frictional force between the particles
and the end plate, causing a small portion of the particles to remain near the end plate.
The inner-boundary radius Rin and outer-boundary radius Rout of the main part of the
cloud are marked in Figure 12f. Over time, the cloud width (Rin − Rout) increases and the
concentration decreases. Radial bimodal fluctuation is presented in the main part of the
cloud from the grayscale value variation over distance. Under a larger M/C, the cloud
width and concentration are larger.

1 
 

 
Figure 12. Particles’ grayscale extraction method and distribution. (a) Grayscale extraction.
(b–f): Grayscale distribution of the dispersed particles under different M/C.
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4. Conclusions

A controllable explosively driven particles dispersal system has been established un-
der laboratory conditions for investigating the dispersal process. By conducting dispersal
experiments on cylindrical particles’ body with a charge placed in the center, both the inner-
and outer-dispersal trajectories in radial direction were clearly obtained. Through the com-
bination of experimental and numerical simulation, the characteristic parameters evolution
of dry powder particles dispersal under different mass ratio M/C was studied. Addi-
tionally, the particle concentration distribution over time and distance was qualitatively
analyzed under different M/C by the grayscale image.

The research results indicate that when the charge mass remains constant, the jet
number decreases as the mass ratio increases. Additionally, the outer-boundary radius and
area of the cloud show a tendency of rapid growth in the early stage and gentle growth
in the later stage. Moreover, the initial outer-radius and area of particles under low mass
ratio conditions are larger, but later, they are surpassed by particles under high mass ratio
conditions. The expansion factors of the outer-boundary radius and area are always higher
under the small mass ratio in the whole process. When the outer-boundary reaches the
minimum acceleration, the radius of the outer-boundary is 30~36 times the initial radius
of the particle body. From this moment on, the particles move from a high-speed near-
field stage to low-speed far-field stage. In addition, the radius of the void decreases with
increasing mass ratio.

The proposed experimental system is not only applicable to the research of explosive
dispersal for cylindrically packed granular materials, but can also be extended to the
research of liquid or solid–liquid mixed materials with other shapes. It can be referential
for improving the fire-extinguishing capacity of the extinguishing bombs and the damage
property of FAE, as well as the performance prediction of the dispersal materials. SPH or
an SPH-coupled simulation method can also be extended to other research fields involving
thr prediction of non-military explosive characteristics such as mines, tunnel and structural
demolition.
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Abstract: The axial distribution of initial velocity and direction angle of double-layer prefabricated
fragments after an explosion were investigated via an explosion detonation test. A three-stage
detonation driving model of double-layer prefabricated fragments was proposed. In the three-stage
driving model, the acceleration process of double-layer prefabricated fragments is divided into three
stages: “detonation wave acceleration stage”, “metal–medium interaction stage” and “detonation
products acceleration stage”. The initial parameters of each layer of prefabricated fragments calculated
by the three-stage detonation driving model of double-layer prefabricated fragments fit well with
the test results. It was shown that the energy utilization rate of detonation products acting on the
inner-layer and outer-layer fragments were 69% and 56%, respectively. The deceleration effect of
sparse waves on the outer layer of fragments was weaker than that on the inner layer. The maximum
initial velocity of fragments was located near the center of the warhead where the sparse waves
intersected, located at around 0.66 times of the full length of warhead. This model can provide
theoretical support and a design scheme for the initial parameter design of double-layer prefabricated
fragment warheads.

Keywords: three-stage detonation driving model; double-layer prefabricated fragments; fragment
initial parameters; explosion detonation

1. Introduction

Blasting-fragmentation warheads destroy targets by the shock wave and fragments
formed during the detonation. With the development of blast-fragmentation warhead
technology, prefabricated fragments are often used to increase the power of the warhead. It
is found that the prefabricated fragments have a high energy utilization rate and a strong
killing ability towards long-distance targets. To improve the energy utilization rate of
explosives, double-layer prefabricated fragments are designed to increase the number of
fragments. Therefore, it is important to carry out the theoretical study of the fragments’
initial parameters, including the initial velocity and the initial direction angle [1–3].

The research on the initial state of fragments mainly focuses on the initial velocity and
flying direction angle of fragments. Currently, studies are mainly focused on three aspects:
experimental research, finite element simulation calculation, and theoretical calculation.

In experimental research, various technical means are often used to record the spa-
tiotemporal parameters of prefabricated fragments, such as fragment initial velocity, frag-
ment dispersion direction angle, fragment mass, etc. The commonly used technical methods
include X-ray photography, high-speed photography, etc. These methods can simultane-
ously record data such as initial velocity of fragmentation, and direction of fragmentation.
However, as research progresses, researchers have gradually discovered that for the study
of initial parameters of fragments, a large amount of experimental data is required to obtain
universal rules. Shortcomings such as high experimental research costs, long cycle, a lack
of clearly targeted research objectives, and poor applicability of research methods have
gradually emerged [4,5].
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With the development of finite element simulation technology, a large number of
researchers have carried out finite element simulation studies on initial parameters of
fragments that can generate a large amount of data in a relatively short period of time.
However, researchers have found that finite element simulation methods have very strict
requirements for material constitutive models and calculation parameter settings, and even
slight differences in parameters can cause differences in results. Moreover, if there are minor
changes in the structure of the warhead, the finite element simulation results are unreliable,
resulting in a significant waste of time and cost. These issues have led researchers to shift
their focus towards more universal and efficient calculation methods [6,7].

The earliest theoretical calculation methods for the initial parameters of fragments were
proposed by Gunny and Taylor, who proposed the Gunny formula for calculating the initial
velocity of fragments and the Taylor formula for calculating the dispersion direction angle
of fragments, respectively [8]. Based on this initial work, later scholars conducted much
theoretical, experimental, and simulation work and devised various modification formulas
based on the above two formulas. Some started with the axial position of fragments and
proposed improved methods for calculating the axial distribution of initial velocity of
fragments. Other researchers started with lateral sparse waves and added a correction term
to the Taylor angle [9,10].

When the warhead contains a large number of prefabricated fragments placed in
multiple layers, there are strong collisions between these prefabricated fragments during
the detonation drive process, ultimately leading to changes in the fragmentation behavior.
However, such a theoretical model that considers multi-layer prefabricated fragments has
not yet been well developed.

Therefore, the main objective of the work was to introduce the “metal–medium in-
teraction stage” between the “detonation wave acceleration stage” and the “detonation
products acceleration stage”.

2. Experimental Procedures

The structure of the warhead for the static explosion test is shown in Figure 1. A double-
layer of prefabricated fragments was placed outside the steel cylinder, the fragments were
installed individually to ensure that each fragment of the outer layer was on the same
radial direction as that of the inner layer. Figure 1 shows the symmetrical structure of the
warhead, with the yellow part being the charge and the outer lining of the charge. The
inner lining separates two layers of spherical prefabricated fragments from the explosive,
with air outside the prefabricated fragments.

Figure 1. The scheme of the warhead used in the test.

In Figure 1, the charge radius of the warhead is 38 mm, the charge length is 100 mm,
the mass of the explosive is around 760 g, the thickness of steel lining is 1.3 mm, the
diameter of prefabricated tungsten fragments is 2.5 mm, and the total mass of prefabricated
fragments is 806 g. The test layout is shown in Figure 2.

45



Materials 2023, 16, 3966

Figure 2. The layout of the explosion experiment.

Prior to ignition, the warhead was placed vertically on a stand with height of 67 cm.
Three steel targets were placed at various distances perpendicular to the direction of the
warhead. A detonator was connected to the upper surface of the warhead charge. Each steel
target center was arranged at a horizontal distance of 127 cm, 190 cm, and 254 cm. Each steel
target was 150 cm high, 40 cm wide, and 1 cm thick and fixed on the target frame. In the
detonation test, the fragments impacted the steel targets and formed dimples on the targets.
The position of each dimple was recorded carefully to study the dispersion distribution
behavior of the fragments. The diameter of each dimple was recorded carefully to calculate
the corresponding depth, and these depth values were then employed to calculate the
impact velocity of the fragments.

The relationship between the penetration depth on a steel target and the velocity of
a tungsten fragment was established by ballistic gun test. The test layout is shown in
Figure 3. A ballistic gun was employed to shoot the tungsten fragments with diameter of
2.5 mm towards a steel target with thickness of 10 mm at various velocities. The velocities
of the tungsten fragments were controlled by adjusting the amount of gun powder, and the
velocity was measured by velocity measuring systems positioned in front of the steel target.
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3. Experimental Results

The warhead explosion process is shown in Figure 4. After ignition, the explosion
expanded inside the charge and drove the fragments with high velocity. The fragments in
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the middle area of the cylinder warhead had the highest velocity, while the fragments at
the end area had lower velocity due to the leakage effect.

Figure 4. High-speed photography images of the explosion process, at (a) 166 µs, (b) 332 µs, (c) 664 µs
and (d) 830 µs after ignition.

The landing position of fragments on the steel targets after the explosion is shown in
Figure 5. On the steel target 1 which was closest to the warhead, most of the fragments
were located in the center area of the target. As the targets moved further away to target 2
and 3, the distribution of fragments became more dispersed. It was also observed that the
dimples in the center area of the steel target had greater depth compared with dimples
at both ends, which demonstrates that the fragments striking the center area had higher
impact velocities compared with those striking the end areas. This is consistent with the
observations made with high-speed photography.

Figure 5. Landing position of fragments on steel targets after explosion.
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In the ballistic gun test, the tungsten fragments with various impact velocities formed
dimples of differing sizes on the steel target. The diameter of the dimples was carefully
measured and used to calculate the depth of the dimple. The results are shown in Table 1.

Table 1. Penetration depth of tungsten fragments at various impact velocities.

Test h0 (dm) vb (m/s)

1 0.0113 870
2 0.0198 1199
3 0.0262 1394
4 0.0321 1570

In Table 1, vb is the velocity of a prefabricated fragment, and h0 is the penetration
depth. Using the test results, the De Marre formula is modified to show the relationship
between the fragment velocity and the penetration depth:

vb = 4135
d0.937 · h0.563

0
m f

0.5 cos ω
(1)

where d is the prefabricated fragment diameter, and ω is the angle between the movement
direction of the prefabricated fragment and the normal direction of the target plate. The
formula also includes the mass in kilograms, length in decimeters, and velocity in meters
per second.

4. Discussion
4.1. Classic Models for Fragment Velocity and Dispersion Calculation

Gurney assumed that the axial fragments fly out at the same velocity and proposed a
famous formula based on energy conservation law [8], which can be expressed as:

v0 =
√

2E

√
C

M + 0.5C
(2)

where
√

2E is the Gurney constant, C is the charge mass, M is the shell mass, and v0 is the
Gurney velocity.

However, the Gurney formula does not consider the effect of the sparse waves in-
coming from the explosion initiation end and the explosive termination end on the initial
velocity of the fragment. Therefore, researchers established modified formulas according to
the Gurney formula. Based on experimental data, Huang [11] introduced the correction
factor into the Gurney formula to describe the axial distribution of cylindrical warhead
fragments at the endpoint, which can be expressed as:

v f (x) = v0[1− 0.361e−1.111x/(2r0)][1− 0.192e−3.03(L−x)/(2r0)] (3)

where x is the axial distance between the fragment and the explosion initiation end, r0 is
the charge radius, vf is the initial velocity of the fragment, and L is the charge length.

Since the energy released by the explosive cannot be fully utilized by the fragments, to
describe the law of distribution of explosive energy along the axial, Randers-Pehrson [12]
proposed a method dependent on the axial proportional coefficient to correct the loading
mass along the axial direction, which can be expressed as:

f (x) = 1− {1−min[x/(2r0), 1, (L− x)/r0]}2 (4)
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Taking the coefficient into Equation (1), the initial velocity of fragment is shown as:

v f (x) =
√

2E

√
C f (x)

M + 0.5C f (x)
(5)

To describe the initial direction angle of the fragments, Taylor [13] calculated the
direction angle of the cylindrical warhead based on the action law of the detonation
products on the shell, called the Taylor formula, which is shown as:

α(x) = 90◦ − arcsin[
v f (x)

2D
cos θ1] (6)

where θ1 is the angle between the detonation front and the normal to the explosive/metal
interface, D is the detonation velocity, and α is the initial direction angle of the fragment.

Neither the Gurney formula nor the Taylor formula considers the effect of the sparse
waves incoming from the explosion initiation end and the explosive termination end on
the initial velocity of the fragment. Therefore, researchers [14] introduced the warhead
structure parameters into the formula to calculate the initial direction angle, which can be
expressed as:

α(x) = 90◦ − K[
d f (x)

dx
]
2√M

C
+ 0.5− arcsin[

v f (x)
2D

cos θ1] (7)

where the coefficient K is 1.295 at the explosion initiation end and −6.315 at the explosion
termination end, respectively, of the blast-fragmentation warhead.

The above method only discusses the acceleration process of the fragment in the “deto-
nation wave acceleration stage” and the “detonation wave product acceleration stage” [15],
while the effect of the interaction between the layers on the fragments initial parameters
is ignored [16]. Meanwhile, the difference in the fragments’ initial parameters along the
axis [17] and the applicability to the initial parameters of the double-layer prefabricated
fragments [18–21] is not considered.

4.2. Three-Stage Detonation Drive Model along the Axial Distribution

In this study, the acceleration process of double-layer prefabricated fragments is di-
vided into three stages. During the “detonation wave acceleration stage”, the detonation
wave spreads in the detonation product after the explosion. The detonation wave obliquely
incident to the interface of the lining medium forms the reflection wave, and the transmis-
sion wave travels from the detonation product to the lining medium. The liner collides with
the inner layer of prefabricated fragments at high velocity. The process of the inner layer of
prefabricated fragments acting on the outer layer of prefabricated fragments is called the
“metal–medium interaction stage”. This paper only discusses the first interaction between
the various metal mediums. The “detonation product acceleration stage” is regarded as
the acceleration process of the detonation product pressure on the prefabricated fragment
based on the first two acceleration stages.

It is believed that the “detonation wave acceleration stage” and “metal–medium
interaction stage” are completed instantly as the detonation wave and shock wave transmit
in the medium with high velocity. Therefore, the “detonation wave acceleration stage” and
the “metal–medium interaction stage” are independent of each other,

The “detonation product acceleration stage” is the main stage when prefabricated
fragments are accelerated. It is believed that the “detonation product acceleration stage”
occurs after the above two acceleration stages, and the initial velocity of prefabricated
fragments is the result of the above three stages acting together. A diagram of each
acceleration stage is shown in Figure 6.
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Figure 6. Three-stage detonation driving model of double-layer prefabricated fragments.

4.2.1. Detonation Wave Acceleration Stage

The detonation wave acceleration phase can be solved via the detonation wave oblique
incidence theory. The detonation wave oblique incident model is established by taking the
coordinate origin at the point where the detonation wave contacts the medium interface,
as shown in Figure 7. U0 is the velocity component of detonation velocity D along the
direction of the metal wall; UH is the velocity difference of medium on both sides of the
OI interface; Ui is the flow velocity of medium in region (i); Uin is the velocity component
of Ui normal to the oblique reflected shock wave front; Uit is the velocity component of
Ui along the oblique reflected shock wave front; Ds is the velocity of the medium passing
through the OT interface and um is the velocity component of Ds along the metal wall.

Figure 7. Normal oblique reflection of detonation wave on lining surface.

In Figure 7, Area (0) is unexploded explosive, Area (1) is the detonation product area
behind the oblique detonation wave, Area (2) is the detonation product area behind the
reflecting shock wave, Area (m0) is the initial media area, and Area (m) is the area where
the medium is disturbed behind the oblique transmission of the shock wave. OI is an
oblique detonation wave front. The angle between OI and the contact medium is ϕ0. OR is
the wavefront of the oblique reflected shock wave in the detonation product. The angle
between OR and the initial interface of the media is ϕ2. OT is the oblique transmission
shock wave front in the medium. The angle between OT and the initial interface of the
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media is ϕ3. The medium is deformed under the action of the detonation products. The
angle between the interface and the initial boundary of the media is δ. The folding angle θ
in the model and the Mach number of the region (1) can be shown as [22]:

tan θ =
tan ϕ0

1 + k(1 + tan2 ϕ0)
(8)

M1 =

√
1 +

(
k + 1

k

)2
cot2 ϕ0 (9)

where k is the isentropic index. According to the geometric relationship of the model, C-J
theory [23], the impact compression law of material is expressed as:

sin2(ϕ2 + θ) =
1

2kM2
1

[
ρm0(k + 1)2 sin ϕ3

ρ0bm sin ϕ0
(

sin ϕ3

sin ϕ0
− am

D
) + k− 1

]
(10)

(k−1) sin(ϕ2+θ)−(k+1) cos(ϕ2+θ) tan ϕ2+
2

M2
1 sin(ϕ2+θ)

(k−1) sin(ϕ2+θ) tan ϕ2+(k+1) cos(ϕ2+θ)+
2 tan ϕ2

M2
1 sin(ϕ2+θ)

=
(1− am sin ϕ0

D sin ϕ3
) tan ϕ3

bm+(bm−1+ am sin ϕ0
D sin ϕ3

) tan2 ϕ3

(11)

where ρ0 is the charge density, ρm0 is the initial density of the lining medium, and am and
bm are the Hugoniot parameters of the lining medium. The joint solution of the above two
equations results in ϕ2 and ϕ3. The parameters of media behind the shock wave can be
shown as:

ρm =
ρm0

1− 1
bm
(1− am sin ϕ0

D sin ϕ3
)

(12)

pm =
ρm0D2 sin ϕ3

bm sin ϕ0
(

sin ϕ3

sin ϕ0
− am

D
) (13)

tg(ϕ3 − δ) =
ρm0

ρm
tgϕ3 (14)

us =
D sin ϕ3

sin ϕ0
− um

sin(ϕ3 − δ)
(15)

where um is the tangential point velocity of the mass in the lining medium, ρm is the lining
medium density behind the oblique transmission shock wave, pm is the lining medium
pressure behind the oblique transmission shock wave, and us is the lining medium velocity
of the shock wave after the oblique transmission.

4.2.2. Metal–Medium Interaction Stage

Shock waves are generated in the lining medium and all layers of the prefabricated
fragments to change the motion of the medium when the lining works with the double-
layer prefabricated fragments. The equations are obtained according to the conservation
equations of the medium before and after the collision, as well as the boundary conditions
when considering the collision of the lining with the inner layer of prefabricated fragments:

pme − pm = ρm[am + bm(us − use)](us − use) (16)

p2 − p20 = ρ20[a2 + b2(u2 + u20)](u2 − u20) (17)

pme = p2 (18)
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use = u2 (19)

where u20 is the velocity of the inner layer of prefabricated fragments before the action of
the shock wave, ρ20 is the density of the inner layer of prefabricated fragments before the
action of the shock wave, p20 is the pressure of the inner layer of prefabricated fragments
before the action of the shock wave, use is the velocity of the lining medium after the action
of the shock wave, pme is the pressure in the lining medium after the action of the shock
wave, u2 is the velocity of the inner layer of prefabricated fragments after the action of
the shock wave, p2 is the pressure of the inner layer of prefabricated fragments after the
action of the shock wave, and a2 and b2 are the Hugoniot parameters of the inner layer of
prefabricated fragments.

The action process of the inner-layer prefabricated fragments on the outer layer pre-
fabricated fragments is discussed based on u2. The velocity of each layer in the direction of
collision becomes half the velocity of the inner layer based on the conservation of momen-
tum, when the outer layer of prefabricated fragments is stationary before the collision and
the two layers have the same quality and material. The velocity status of each layer before
the collision is shown in Figure 8 when the prefabricated fragments are evenly arranged in
the radius direction and the axis direction, where the x-direction is the axial direction of
the warhead, the y-direction is the radial direction of the warhead, θ1 is the angle between
the velocity direction and the warhead axis direction after the “metal–medium interaction
stage” of the inner layer of prefabricated fragments, the value of θ1 is π/2-ϕ3, and θ1 is a
function of x.

Figure 8. Velocity status before interaction of prefabricated fragments.

The velocity component of the inner layer along the axis of the warhead is u2(x)cos θ1(x),
and the velocity component along the radial of the warhead is u2(x)sin θ1(x). The velocity
of each layer is shown in Figure 9 after the collision. Therefore, after the “metal–medium
interaction stage”, the velocity of the prefabricated fragments is indicated by Vi, and the
angle between Vi and the axial direction of the warhead is indicated by Φi.

Vi(x) =

{√
[u2(x) cos θ1(x)]2 + [0.5u2(x) sin θ1(x)]2 (i = 1)

0.5u2(x) sin θ1(x) (i = 2)
(20)

ϕi(x) =

{
atan[ tan θ1(x)

2 ] (i = 1)
π
2 (i = 2)

(21)

where i is the number of the prefabricated fragment layers.
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Figure 9. Velocity status after interaction of prefabricated fragments.

4.2.3. Detonation Products Acceleration Stage

The following assumptions are made to analyze the acceleration process of prefabri-
cated fragments: The mass loss of prefabricated fragments is not considered. The explosive
product expansion is isentropic. The change of detonation products density caused by the
leakage along the axis is ignored. The detonation products are evenly distributed in space,
and after the first sparse wave is introduced, the detonation products no longer work on
the prefabricated fragments. The model of detonating product action on the double-layer
spherical prefabricated fragments is shown in Figure 10, where OX is the symmetry axis
of the explosive, the shaded part is the explosive, and the O point is the detonation point.
The explosive has openings at both ends, and the outer layer of the explosive has a lining.
There are two layers of spherical prefabricated fragments outside the lining, and outside
the prefabricated fragments is air. There is no shell to block the outward movement of
the fragments.

Figure 10. The effect of detonation products on double-layer prefabricated fragments.

After the explosive has exploded at point O, there are sparse wave afferent detonation
products in the A1Cx direction at the explosion initiation end, and sparse wave afferent
detonation products in the B1Dx direction at the explosion termination end. The angle
between the A1Cx direction and axial direction is η1; the angle between the B1Dx direction
and axial direction is η2; A1Cx and B1Dx intersect at the point E with the abscissa x0 and
the ordinate y0. The detonation products in regions A1AxCx and B1BxDx no longer work
on the prefabricated fragments when the detonation product expands to AxBx.

After the explosion, the detonation products diffuse outward in a circumferential
direction [4,9]. The change in detonation products density caused by the leakage along
the axis is ignored. The expression of the detonation product density ρx at any time is
shown as:

ρx = ρ0(
r0

rx
)

2
(22)
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where rx is the distance between the detonation product interface and the axis of the
warhead, and according to the iso entropy equation, the detonation product pressure at
AxBx can be shown as:

px = pH

(
ρx

ρH

)k
=

ρ0D2

k + 1
[

kρx

(k + 1)ρ0
]
k
=

ρ0D2

k + 1
[

kr2
0

(k + 1)r2
x
]

k

(23)

where pH and ρH are the C-J parameters. rmax is the working radius of the detonation
product, which can be shown as:

rmax =

{
k1,ix + kr1,ir0 (x ≤ x0)

k2,i(L− x) + kr2,ir0 (x > x0)
(24)

where k1,i and k2,i represent the tangent value of the angles η1 and η2 of the sparse wave in
layer i, and kr1,i and kr2,i are the correction coefficients of the initiation end radius and the
termination end radius of the prefabricated fragments of layer i to correct the boundary
explosive dimensions [9]. Equation (24) reflects the process of the sparse wave introducing
detonation products in the three-stage mode, where coefficients k1,I and k2,i represent the
slope of the sparse wave introducing detonation products, reflecting the influence of the
sparse wave on the overall velocity of the prefabricated fragments. Their value increases
with increasing work distance of the detonation products on the prefabricated fragments,
which leads to a larger overall velocity of the prefabricated fragments. Therefore, the kinetic
energy increment of a single prefabricated fragment can be expressed as:

ek =
∫ rmax

r0

pxS f drx (25)

where ek is the kinetic energy increment of a single prefabricated fragment, and Sf is the
effective area of a single preformed fragment. Solving the integral, the kinetic energy
increment can be shown as:

ek(x) =
ρ0D2S f

(1− 2k)(k + 1)
[

r2
0k

k + 1
]

k

[r1−2k
max (x)− r1−2k

0 ] (26)

According to the laws of energy conservation, combining Equation (24) with Equation (26),
the work performed by the detonation products on the prefabricated fragments can be
obtained. Afterwards, by adding this work to the initial velocity obtained from the first two
stages of the “three-stage model”, the final initial velocity, vi, of the prefabricated fragments
can be obtained as:

vi(x) =

√
V2

i (x) +
ξiek(x)

m f
(27)

where mf is the mass of the prefabricated fragment. In the model, the influence of explosive
mass and energy leakage is taken into account in the correction coefficient ξi [24]. The axial
distribution model of the initial velocity of the double-layer prefabricated fragments can be
shown as:

vi(x) =





√
V2

i (x) + ξi
m f

ρ0D2S f
(1−2k)(k+1) [

r2
0k

k+1 ]
k
[(k1,ix + kr1,ir0)

1−2k − r1−2k
0 ] (x ≤ x0)√

V2
i (x) + ξi

m f

ρ0D2S f
(1−2k)(k+1) [

r2
0k

k+1 ]
k
[(k2,iL− k2,ix + kr2,ir0)

1−2k − r1−2k
0 ] (x > x0)

(28)

For the above derivation process, each coefficient has its own physical meaning. For
k1,i and k2,i, i represents the influence of sparse waves on the fragments at the initiation and
termination ends of the i-th layer explosion. For kr1,i and kr2,i, i represents the influence of
the explosives on the initiation and termination fragments of the i-th layer explosion, and
ξi represents the utilization of the detonation energy by the i-th layer fragments.
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4.2.4. Direction Angle of Double-Layer Prefabricated Fragments

The direction angle model of the double-layer spherical prefabricated fragment is
shown in Figure 11. The initial velocity obtained by the prefabricated fragments in the
first stage is Vi(x), and the scattering direction angle of the fragments is Φi(x). The initial
velocity obtained by the fragments after three acceleration processes is vi(x).

Figure 11. Model of dispersion angle of prefabricated fragments.

In the model, i is the direction angle of the prefabricated fragment in layer i, vi is
located along the PQ direction, and εi is the angle between the SQ direction and the axis
direction. An equation can be established by using the velocity triangle:

vi(x)
sin[π

2 − εi(x) + ϕi(x)]
=

Vi(x)
sin[π

2 − αi(x) + εi(x)]
(29)

and the direction angle is:

αi(x) = arccos{Vi(x)
vi(x)

cos[ϕi(x)− εi(x)]}+ εi(x) (30)

Therefore, the axial distribution model of the direction angle of double-layer prefabri-
cated fragments can be expressed as:

αi(x) =





arccos{[ ξ1ek(x)
m f V2

1 (x)
+ 1]

−0.5
cos[atan( tan θ1(x)

2 )− ε(x)]}+ ε(x) (i = 1)

arccos{[ ξ2ek(x)
m f V2

2 (x)
+ 1]

−0.5
sin ε(x)}+ ε(x) (i = 2)

(31)

where εi is described by using the inverse proportional function:

εi(x) =
1

k3,i
x
L + k4,i

− k5,i (32)

where εi is the radian system, and k3,i, k4,i and k5,i are the correction coefficients.

4.3. Simulation Results of the Three-Stage Detonation Drive Model

The finite element simulation results were used to obtain the correction coefficient in
Equations (28) and (31). The quarter finite element model of the double-layer prefabricated
fragments warhead was established. The mechanical properties of the lining materials are
described by the Johnson–Cook constitutive model [25], and the mechanical properties of
the prefabricated fragment material are described by the Elastic model. The loading radius
of the warhead is 38 mm; the loading length is 100 mm; the diameter of the prefabricated
fragment is 2.5 mm, and the thickness of the steel lining is 1.3 mm. The parameters of the
explosives are shown in Table 2, and the parameters of the metallic materials are shown in
Table 3.
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Table 2. Parameters of the JWL equation of state for explosives.

Explosive ρ0/(g·cm−3) D/(m·s−1) PCJ/GPa A/GPa B/GPa R1 R2 Ω E0/GPa

8701 1.695 8450 29.66 854.5 20.49 4.6 1.35 0.25 9.5

Table 3. The parameters of the metal materials.

Parameters 45 Carbon Steel Tungsten Alloy

density/(g·cm−3) 7.83 17.6
shear modulus/GPa 77.0 136

Young’s modulus/GPa 200 350
Poisson ratio 0.32 0.286

A 792 /
B 510 /
N 0.26 /
C 0.014 /
M 1.03 /

am/(m/s) 3574 /
bm 1.92 /

a2/(m/s) / 4029
b2 / 1.237

The dispersion of the double-layer prefabricated fragments obtained by finite element
simulation is shown in Figure 12. The explosive detonates, and the detonation wave
propagates from bottom to top. The fragments undergo detonation waves, interactions
between fragments, and acceleration of detonation products to obtain velocity. At 15 µs, the
detonation wave is transmitted to the upper end of the charge, and the interaction between
the fragments behind the wavefront is complete. The detonation products have performed
work on the prefabricated fragments at the lower end of the charge, and the sparse wave
has also been transmitted to the detonation products. Therefore, the initial velocity of
the upper fragment is low, while the initial velocity of the lower fragment is high. The
fragments close to the initiation point are greatly affected by the sparse wave, so the velocity
of these fragments is low. At 30 µs, the acceleration process of the detonation wave on the
prefabricated fragments and the interaction between the fragments are complete. The effect
of the detonation product on the upper fragment has just begun, so the initial velocity of
the upper fragment is smaller than that of the lower one. At 45 µs, the acceleration effect of
the detonation product on the fragments is almost complete, and at this time, the influence
of sparse waves on the velocity of the fragments at both ends is very obvious.

Figure 12. Dispersion of prefabricated fragments.

The values of the coefficients in the model (27) and model (30) fitted by the average
value of the simulation velocity of each column of prefabricated fragments are shown in
Table 4. The coefficients in the model (27) and model (30), whose values were obtained via
fitting, are listed in the table.
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Table 4. Correction coefficient in three-stage detonation driving model.

Model Parameters Values

The axial distribution model of the initial velocity of double-layer prefabricated fragments

k1,1 0.0805
k2,1 0.1450
kr1,1 1.0251
kr2,1 1.0354
ξ1 1.3887

k1,2 0.1135
k2,2 0.2510
kr1,2 1.0245
kr2,2 1.0424
ξ2 1.1207

The axial distribution model of the direction angle of double-layer prefabricated fragments

k3,1 5.9252
k4,1 0.5143
k5,1 0.2878
k3,2 5.7807
k4,2 0.6312
k5,2 0.2717

It is found that the energy utilization rate of detonation products acting on the frag-
ments from the inner layer of fragments is 69%, while the rate for the fragments from the
outer layer of fragments is 56%. Therefore, k1,1 is smaller than k1,2, and k2,1 is smaller than
k2,2. The deceleration effect of sparse waves on the outer layer of fragments is smaller than
that on the inner layer.

As shown in Table 4, the incoming angle at the initiation end of each layer is smaller
than that at the termination end. The integral radius rmax of the initiation end of each
layer is less than the termination end, indicating that the workability of explosives on
prefabricated fragments is proportional to the distance between the fragments and the
initiation end. The energy utilization rate of the inner layer is higher than that of the outer
layer after considering the mass of the explosive and the leakage of the detonation products.
Negative numbers exist for the angle εi, which indicates that as the distance between the
prefabricated fragments and the initiation point increases, εi gradually decreases to 0 and
increases afterwards.

The initial velocity of the double-layer prefabricated fragments obtained from
Equation (28) is shown in Figure 13.

Figure 13. The axial distribution of the initial velocity of prefabricated fragments.
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In Figure 13, the final initial velocities v1 and v2 are similar after the “detonation
products acceleration stage”, and the maximum value of vi is around x0/L = 0.67. As
x increases, vi shows increasing regularity with decreasing slope when x < x0, and vi
shows decreasing regularity when x > x0. The Vi of the prefabricated fragments before
the “detonation product acceleration stage” shows a first increasing and then decreasing
pattern. The ratio of vi to Vi is between 4 and 13; therefore, the energy obtained by the
prefabricated fragment in the “detonation products acceleration stage” and the energy
obtained by the prefabricated fragment in the “metal–medium interaction stage” is between
15 and 168, which indicates that the “detonation product acceleration stage” is the main
stage at which the initial velocity of the prefabricated fragments is obtained. This shows
that the acceleration ability of the detonation products to the prefabricated fragments is
much greater than that of the detonation wave and the shock wave [26].

The correction coefficient is brought into Equation (31) and the initial direction angle
of each column is obtained as shown in Figure 14.

Figure 14. The axial distribution of the divergence angle of prefabricated fragments.

In Figure 14, the values α1 and α2 of the direction angle of the two layers after the
“detonation products acceleration stage” almost coincide. As x increases, αi is quickly
reduced to x/L = 0.2 and then slowly to x/L = 1. The value of αi is greater than 90 at the
initiation end, indicating that some of the prefabricated fragments near the initiation end
disperse in the opposite direction of the detonation wave. The scatter direction Φ1 of the
inner layer is similar to the direction angle α1, and α1 > Φ1, but the difference between Φ2
and α2 decreases with increasing x, and increases inversely after decreasing to zero.

4.4. Comparison between Experimental Results and the Three-Stage Detonation Drive
Model Calculation

The penetration depth of the prefabricated fragments on the steel target was mea-
sured, and the results of the initial velocity distribution along the axis of the prefabricated
fragments are shown in Figure 15. The experiment cannot distinguish which layer of
the prefabricated fragments hits the target, so the experimental results show the average
velocity of the prefabricated fragments.

With the increase in the distance between the prefabricated fragment and the initiation
end, the initial velocity of the prefabricated fragment increases first and then decreases, and
the maximum velocity of 1557 m/s appears at around x/L = 0.66. The calculation results
of Equations (3), (4) and (28) all show a trend of initial increase followed by a decrease
with increasing distance, and the maximum value appears at around x/L = 0.67, which is
consistent with the test results. Equation (2) cannot reflect the pattern of velocity change
with the axial direction. Equation (3) has a maximum error greater than 900 m/s, and
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Equation (4) is only similar to the test results near the maximum velocity. In conclusion,
Equations (2)–(4) show large errors when used for the calculation of the initial velocity
of the double-layer prefabricated fragments. The calculation results of the three-stage
detonation driving model almost coincide with the test results.

Figure 15. Comparison diagram of the initial velocity distribution of prefabricated fragments along
the axial direction.

The results of the initial direction angle of the prefabricated fragment distribution
along the axis of the prefabricated fragments are shown in Figure 16.

Figure 16. Comparison diagram of the axial distribution of the dispersion direction angle of prefabri-
cated fragments.

With the increase in the distance between the prefabricated fragment and the initiation
end, the initial direction angle of the prefabricated fragment decreases to around 90º,
then decreases steadily. Afterwards, it shows a trend of rapid decrease again near the
termination end of the explosion. The calculation results of Equation (6) show a trend of
initial decrease and then increase, which is inconsistent with the test results. The calculation
results of Equations (7) and (31) are similar to the test results. The calculated results of
Equation (7) differ from the test results at the explosion termination end of the warhead. In
conclusion, Equations (6) and (7) cannot be used to calculate the angle of the fragments.
The calculation results of the three-stage detonation driving model have the smallest error,
and the calculation results almost coincide with the test results.
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4.5. Remarks about the Three-Stage Detonation Drive Model and Future Work

For the initial velocity model, the Gurney model did not consider the axial distribution
of velocity or the phenomenon of reduced energy utilization due to the effect of detonation
products on multi-layer fragments. Therefore, the Gurney model results in a higher velocity
and only one value. The Huang model and Randers model are models obtained from
experiments, where the values of each coefficient are fitted based on the experimental
results of a specific warhead (which are all single-layer fragments), and are not applicable
to the double-layer fragment structure of the warhead studied in this research.

Considering the scattering direction angle, the Taylor model did not consider the
effect of lateral coefficient waves on the scattering direction angle of fragments, and the
calculated results were all around 90◦, which is inconsistent with the actual situation. The
coefficients in the PJ model were obtained based on specific warhead results, and the results
of the coefficients are not applicable to the double-layer fragment structure of the warhead
studied here.

The three-stage driving model proposed in this article calculates the initial velocity
and dispersion direction angle of fragments. It is suitable for the dual-layer fragment
structure of the warhead studied in this article, and the calculation results fit well with the
experimental results.

In the derivation process, it is shown that when deriving the “metal–medium interac-
tion stage” of fragments in various arrangement modes, due to the effect of the inner-lining
medium on the inner-layer fragments, the medium state of the inner-layer fragments is
different from that of the outer-layer fragments. However, in order to simplify the calcula-
tion, this study assumes that the medium state of the inner- and outer-layer fragments is
the same at this time, which causes errors in the calculation results. In order to simplify
the calculation model, the fragment initial velocity theory calculation model introduces
coefficients for modifying the shape of the warhead, correcting the sparse wave input angle
and energy utilization rate. Although these coefficients have their own physical meanings,
their specific physical calculation methods need to be further improved.

5. Conclusions

A three-stage detonation driving model was built by considering the metal–medium
interaction stage between the layers of fragments, and a static explosion test was performed.
The following conclusions can be obtained:

(1) The energy of detonation products is enormous; therefore, the “detonation product
acceleration stage” is the main stage in the three-stage detonation driving model of
double-layer prefabricated fragments.

(2) The De Marre formula can accurately describe the relationship between the initial
velocity of prefabricated fragments and the penetration depth on the target.

(3) With the increase in the distance between the prefabricated fragments and the initi-
ation end, the initial velocity of the prefabricated fragment increases first and then
decreases, while the maximum initial velocity of the prefabricated fragment appears
at around x/L = 0.66.

(4) The obstruction of the outer-layer fragment during the flow of detonation products
reduces detonation products leaking from the inner-layer fragment area. The outer-
layer fragments are surrounded by air, and there is no obvious obstruction to the
outward flow of detonation products from the outer-layer fragments. Therefore, the
energy utilization rate of the inner-layer fragment is 69%, which is higher than the
value for the outer-layer fragments (56%).

(5) The initial parameters of double-layer prefabricated fragments calculated from the
three-stage detonation driving model are in good agreement with the test results. The
model can provide theoretical support and a design scheme for the initial parameter
design of double-layer prefabricated fragments warheads.
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Abstract: Preformed fragments can deform or even fracture when subjected to contact blasts, which
might lead to a reduction of the terminal effect. Therefore, to solve this problem, the effect of surface
electroplating on the fragment deformation behavior under contact blasts was analyzed. Firstly, blast
recovery tests were carried out on uncoated and coated fragments. After the contact blast, the two
samples produced different deformation behaviors: the uncoated fragments were fractured, while
the coated fragments maintained integrity. The tests were simulated by finite element simulation,
and the deformation behavior of the different samples matched well with the test results, which can
explain the protective effect of the coating after quantification. In order to further reveal the dynamic
behavior involved, detonation wave theory and shock wave transmission theory in solids were used
to calculate the pressure amplitude variation at the far-exploding surface of the fragments. The
theoretical results showed that the pressure amplitude of the uncoated samples instantly dropped to
zero after the shock wave passed through the far-exploding surface, which resulted in the formation
of a tensile zone. But the pressure amplitude of the coated samples increased, transforming the
tensile zone into the compression zone, thereby preventing the fracture of the fragment near the
far-exploding surface, which was consistent with the test and simulated results. The test results, finite
element simulations, and theories show that the coating can change the deformation behavior of the
fragment and prevent the fracture phenomenon of the fragment. It also prevents the material from
missing and a molten state of the fragment in the radial direction by microscopic observation and
weight statistics.

Keywords: contact blast; coatings; fragment deformation behavior; dynamic response; protection
performance

1. Introduction

The fragments had different degrees of deformation and even fracturing behavior
after blast loading, which would affect the integrity [1,2], the terminal effect [3], and the
initial velocity [4,5] of the preformed fragments. However, preformed fragments were often
considered rigid when their dispersion characteristics and terminal effect were studied
under different modes of detonation (concave [6], unsymmetrical [7], and conventional [8]).
This has led to poor agreement between many studies and test results.

The deformation and fragmentation behavior of preformed fragments under contact
blasts actually belonged to the problem of the dynamic response of the material under a
high strain rate [1]. Many scholars have studied the fracture behavior of different metallic
materials under high strain rates. The spalling phenomenon of common metals has been
studied by scholars in the last century [9]. The fracture characteristics of metals at high
strain rates could also be predicted by using simulation software [10,11]. In addition to
the macroscopic study and prediction of fracture behavior, the microstructure changes
of materials during high strain rate loading have also been studied [12,13]. Electron
microscopic analysis of the recovered preformed fragments revealed that the aggregation
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of microporosity caused the failure [1,2]. The fragments fractured when the tensile stress
generated inside the fragment was greater than the fracture stress [14].

Therefore, two methods have been used to prevent the deformation, fracture, and
even fragmentation behavior of preformed fragments under the blast: adding linings and
improving the mechanical properties of the fragments. To ensure the completeness of the
fragments during the blast loading, the lining was provided between the fragments and
the explosive to attenuate the shock wave and the load of the primary explosive [3,15]. The
presence of the lining could increase the pulse width and reduce the deformation speed
of the shock wave, but this would affect the initial velocity and terminal effect [16]. For
example, the mechanical properties of metallic materials could be enhanced by adding
different particles [17,18]. The dynamic failure of Fiber Reinforced Metal Tubes (FRMTs)
under inner blast load was experimentally investigated [19]. The mechanical properties
of metals were also improved by microstructure optimization [20]. These methods on the
dynamic mechanical properties of the material could avoid fracture failure under a high
strain rate. But these studies were hardly universal and needed to be more cost-effective.

Protective coatings, such as polyurea [21] and polymers [22], were also suggested to
reduce the deformation and fracture of metals under blast. However, this approach was still
influenced by the fracture strength of the metal material itself due to the low impedance of
the polyurea and polymers coatings themselves, which cannot change the direction of the
shock wave at the back-blast surface [23,24]. The material would still produce deformation
and even fracture at a sufficiently high strain rate. Therefore, there is an urgent need to
investigate a generalized method that can change the deformation behavior and prevent it
from fracturing at high strain rates without affecting its initial velocity and terminal effect.

This study was initiated to protect the fragments under contact blasts via an alterna-
tive approach: surface electroplating of high-impedance coatings. The effect of surface
electroplating and impedance matching on fragment deformation behavior subjected to
contact blasts was thus investigated.

2. Experimental and Simulation Methods
2.1. Preparation Methods

The uncoated test samples (UC-10L) were made with commercial purity zirconium in
the shape of a cylinder (ϕ11 mm × h13 mm). The coated sample (C-10L) was prepared by
coating a thick layer of nickel (commercial purity) on the uncoated sample. Since the matrix
in the coated sample is the uncoated sample, it is referred to as a zirconium fragment when
comparing the discussion of the matrix (in C-10L) and the uncoated sample (in UC-10L).
The procedure of coating preparation is shown in Figure 1. Nickel metal with a thickness of
~1 mm was coated outside the uncoated test samples: Firstly, the surface of the preformed
fragments was degreased and activated. Then, the preformed fragments were coated with
coating solutions A and B (Nanjing WANQING chemical Glass ware & Instrument Co.,
Ltd. Nanjing, China), in turn, repeated ~40 times until the thickness of the coating reached
~1 mm. The formulations of coating solutions A and B are shown in Table 1, with PH values
of 3.4 and 4.5, respectively. The microstructure was observed using the JSM-IT500HR
(Tokyo, Japan) scanning electron microscope with a working voltage of 20 KV.

Table 1. Coating solution formulations (g/L).

Type NiSO4 NiCl2 NaCl2 H3BO3 C7H5NO3S C12H25SO4Na C6H5SO2Na C4H6O2

Coating solution A 300 40 / 40 0.8 0.05 / /
Coating solution B 300 / 10 35 0.8 0.05 0.5 0.4
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Figure 1. Flow chart of coating preparation procedure.

Figure 2a shows the samples before and after coating (UC-10L and C-10L). Figure 2b
shows the cross-section microstructure of the C-10L. The interface between the zirconium
fragment and the Ni coating is clearly visible, and the two parts are marked in Figure 2c.
The hardness of the coating was tested by HV-1000A microhardness tester. The hardness
of the coating is 3960 ± 60 MPa, while the hardness of the zirconium fragment was
1270 ± 40 MPa.
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Figure 2. Characterization of samples (UC-10L and C-10L). (a) uncoated and coated samples, (b) cross-
section of the C-10L, (c) electron microscope images.

2.2. Experimental Method

Uncoated samples (UC-10L) and coated samples (C-10L) were used in contact explo-
sion tests. A previous study found that the Kevlar/epoxy lining material was beneficial in
reducing the fragment deformation degree, preserving the initial velocity of fragments, and
maintaining the fragments’ quality integrity [15,25]. The schematic diagram and physical
diagram of the test layout are shown in Figure 3, in which the warhead axis is parallel to
the horizontal plane, and the multilayer wood boards are placed on the right to recover
the test samples after the explosive drive. An appropriate distance was selected to ensure
that more fragments were recovered, which was set to 40 cm. The warhead structure is
shown in Figure 3b. The simulated warhead (ϕ72 mm × h50 mm) was a condensed charge
(8701). The tests were carried out using single-point detonation in the center of the end
face. The placement of fragments is shown in Figure 3c. It was sealed with adhesive tape
to ensure the tight arrangement of fragments. Because of the weak strength of the tape,
the binding force on the fragments scattering during the contact explosion drive could be
ignored. The specific method was as follows: A column booster (ϕ15 mm × h5 mm) was
built in the center of the left end of the explosive, and an electric detonator was connected
to the column booster. The charge, lining (Kevlar/epoxy composite), and the two test
samples fit snugly with each other.
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head assembly drawing, (c) The arrangement of the tests.

The lining was made as follows: First, Kevlar was cut into a square with a side length
of 72 mm and put into the box one by one. Afterward, the resin glue was applied to each
layer of Kevlar, and a heavy object was used to press it to ensure a tight fit between Kevlar
layers [25,26]. The test arrangement is listed in Table 2. The recovered fragments were then
microscopically observed by the FEI Quanta 250F.

Table 2. Test arrangement.

Test Method Fragmentation Type Lining Thickness

UC-10L uncoated samples 10 mm
C-10L coated samples 10 mm

2.3. Simulation Model

The simplified warhead simulation model is shown in Figure 4, which consists of
the charge, lining, shell, and test samples. Charge (ϕ72 mm× h50 mm) used 8701, and
lining (ϕ72 mm× h10 mm) was above the charge. The shell used nylon, wrapped in the
cylindrical surface of the explosive and the bottom; its thickness was 2 mm. This paper
used the ALE algorithm to numerically simulate the blast driving process by finite element
simulation(FEM). The calculation process ignored the impact of the column booster on
the detonation. Charge, detonation products, air, lining, and samples were used in the
multi-matter Euler grid, and Kevlar/epoxy composite material was selected as the lining.
To analyze the change of wave pressure at different locations of Kevlar/epoxy composite
media, eight reference points are set equidistantly at the intersection of the lining and
charge, as shown in Figure 4. The material parameters used in the simulation are shown in
Tables 3–8.
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Table 3. Material parameters of nylon.

ρ/g·cm−3 E/GPa v σ0/MPa Etan/MPa Fs

1.1 4.5 0.375 98 4.5 1.0

Table 4. Material parameters of explosive.

ρ/g·cm−3 D/m·s−1 PCJ/GPa a/m·s−2 b R1 R2 OMEG

1.68 8800 29.75 4818 0.213 4.602 1.653 0.5

Table 5. Material parameters of air.

ρ/g·cm−3 C0/GPa C1/GPa C2/GPa C3 C4 C5 C6

1.1845 0 0 0 0 0.4 0.4 0

Table 6. Material parameters of lining.

ρ/g·cm−3 E1/GPa E2/GPa E3/GPa V12 V13 V23

1.44 18.5 18.5 6 0.25 0.33 0.33

Table 7. Material parameters of the zirconium fragment.

ρ/g·cm−3 Cv/J·kg−1·K−1 Temit/K A/MPa B/MPa n C m

6.484 270 1473 303.8 549.12 0.65 0.027 0.827

Table 8. Material parameters of the Ni coating.

ρ/g·cm−3 Cv/J·kg−1·K−1 Temit/K A/MPa B/MPa n C m

8.9 446 1726 163 648 0.33 0.006 1.44

The macroscopic homogeneous model was used to model the Kevlar/epoxy composite
in this paper [27], and 054/055 material in the finite element material model was used to
reproduce the macroscopic orthotropic anisotropic mechanical properties, including failure
criteria for the fiber and the epoxy matrix [28,29].

As shown in Figure 4, the lining is modeled with a single-layer mesh of 40 layers, and
the number of meshes per layer in the axial direction is 1. The adjacent Kevlar layers needed
to apply bonding forces due to the presence of the epoxy medium. Similarly, in the plated
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samples, there is a bond between nickel and zirconium, so the binding contact element was
introduced in the finite (*CONTACT_AUTOMATIC_SURFACE_TO_SURFACE_TIEBREAK).
This keyword allowed the Kevlar of two adjacent layers to remain bound at the begin-
ning of the FEA [29,30]. But the binding keyword automatically degraded to face-to-face
contact when the detonation wave pressure reached the destructive forces of tension and
compression defined above.

3. Experimental and Simulation Results
3.1. Axial Deformation and Fracture

After the contact blast, the UC-10L and C-10L samples were recovered, as shown in
Figure 5a. The UC-10L samples fractured and were divided into two main pieces (long
and short) in axial length. Their fracture surfaces were not flat, and the average value was
taken when measuring the length, while the recovered C-10L samples were complete, and
no fractures were found. Comparison of simulation and test results on the morphology
of fragments are shown in Figure 5b,c. After the fracture failure of the UC-10L samples
occurred, the fracture location was selected as the benchmark for comparing the two since
the mesh in the simulation would be deleted where the blank position in the simulation is
deleted by the FEM after the mesh failure. The consistency between the test results and the
simulation of both samples was acceptable, indicating that the simulation can predict the
results of the test to some extent.
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Figure 5. Comparison of recovered samples and simulations. (a) Typical samples recovered by the
two methods, (b) Comparison of simulation and test results of UC-10L, (c) Comparison of simulation
and test results of C-10.

The axial lengths of recovered typical samples are shown in Figure 6a, and the height
of the sample is lower than its original height (13 mm for the sample before the UC-10L
samples and 15 mm for the sample before the C-10L samples). For the UC-10L samples, the
complete samples were composed of long and short samples [5]. The sum of the average
value of long samples (9.17 mm) and the average value of short samples (2.82 mm) was
11.99 mm. The sum was lower than that of the original sample (13 mm).

The average axial length of the samples recovered from the test method of C-10L
was 11.88 mm. The value was not only lower than 15 mm (before the C-10L samples)
but even lower than the sum of the axial length of the fracture samples and the short
samples after the C-10L samples. The compression ratio of the C-10L samples was around
20.8%, higher than the compression rate received by the UC-10L samples (around 7.8%).
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Combining the comparison results in Figure 5, it was speculated that the coating changed
the deformation behavior.
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Figure 6. Axial length and weight of samples after blast. (a) Axial length of samples after blast,
(b) Weight of samples after blast. (“B.T” means “before the test”, ”A.T” means “after the test”, and
“S.R” means “simulation results”).

The weights of recovered samples are shown in Figure 6b. The sum of the average
value of long samples (5.96 g) and the average value of short samples (2.07 g) was 8.03 g.
The sum was less than 8.43 ± 0.05 g (before the test), similar to the statistical results of axial
length. This was because the fragment also occurred in the radial direction. The specific
analysis will be discussed in Section 3.2.

In summary, after comparing the axial length and weight of the two sets of experiments,
it could be preliminarily inferred that due to the presence of the coating, the deformation
behavior of the fragment under the contact explosion was changed.

3.2. Radial Local Fragmentation and Melting

In order to compare the protective effect of the coating on the zirconium fragment
radially, the surface nickel coating was manually removed from the recovered samples of
C-10L. The radial local fragmentation and melting situation are shown in Figures 7a and 8a,
and there are six straight “ridges” in the circumferential axis of all recovered samples,
which correspond to the hexagonal shape of their near-explosive surface. This is because
although the samples are placed as close to each other as possible, there are still small
gaps between the fragments in the radial direction. Therefore, the adjacent fragments in
the radial direction collide to form a “ridge” when the shock wave passes through the
samples [5].
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Figure 7. Optical and electron micrograph of the sample recovered from the test method of UC-10L.
(a) Comparison of simulation and test results, (b) Electron micrograph of position A1, (c) Electron
micrograph of position B1.
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As shown in Figure 7b, the cylindrical surfaces of the recovered uncoated samples
have a lot of material missing and a molten state. This is due to the “welding effect” caused
by the collision between adjacent fragments in the test method of UC-10L, so there is a
molten state on the “ridge” [5], and due to the fragmentation caused by the detonation
action of the fragment, resulting in the separation of the fragments welded together and the
material is thus partially missing [1,5]. As shown in Figure 8b, because the samples from
the test method of C-10L have the coatings, even if the coatings come off in this condition,
the nickel replaces the impact “welding effect” of the fragments in the radial direction.
Thus, no molten state and material is missing on the surface in the radial direction, which
protects the fragments from fracture in the radial direction.

As shown in Figure 7c, the surfaces of the bottom of the “ridge” of the samples
recovered from the UC-10L samples have traces of upward flow in addition to the molten
state [1,25]. But as shown in Figure 8c, the surfaces of the bottom of the “ridge” of the C-10L
samples only have a transverse texture produced by compression. The reason is that the
surface of the UC-10L samples was not protected by the coating, and the high-temperature
gas flow (explosive detonation product) generated by the explosion caused it to be prone
to upward plastic flow [25]. The surface of the C-10L samples was coated to replace this
plastic flow.

Thus, combined with the weight statistics, it shows that the coating not only causes a
change in the deformation pattern of the zirconium fragments in the axial direction but
also prevents it from local fragmentation and melting in the radial direction. To further
illustrate the protective effect of the coating on the zirconium fragments, Figure 9 shows the
kinetic energy–time variation curves of the zirconium fragments in UC-10L and C-10L. As
shown in points A and B of Figure 9, the kinetic energy increase in C-10L lags behind that
of UC-10L. This is because Figure 9 shows the kinetic energy change curve of zirconium
fragments, and the shock wave reaches the coating first in the C-10L. The kinetic energy
change curve of zirconium fragments for UC-10L decreases sharply at point C, which is
due to the fracture of zirconium at this time. This is due to the fact that the part of the
fracture is deleted directly in the simulation, which leads to this situation. This also proves
that the presence of the coating ensures the integrity of the zirconium fragments and retains
more of their kinetic energy.
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4. Analysis and Discussion
4.1. Detonation Wave Transmitted to the Lining

The impact effect of high-speed detonation products on solids was different from that
of general static loads. Thus, it must be studied from a dynamic perspective and wave
concept [14]. The experiment in this study was the case of an axial drive fragment, so the
radial detonation wave was ignored. The wavefront of the detonation wave was spherical,
so the detonation wave was considered oblique incidence in the lining. According to the
angle of incidence and the magnitude of the wave impedance, the transmission reflection
generated by oblique incidence at the interface was divided into normal oblique incidence,
informal oblique incidence, and Prandtl–Meyer (P-M) expansion.

The wave impedance of Kevlar/epoxy lining is less than that of explosives, so it
belongs to P-M expansion at the interface between the explosive and lining. The flowing
image is shown in Figure 10, where OI is an oblique detonation wave front, the angle
between OI and the interface of the contact medium is ϕ0; OT is the oblique transmission
shock wave front in the incoming medium, and the angle between OT and the initial
interface of the medium is ϕ3; the lining medium is deformed under the action of detonation,
and the angle between the interface after the medium moves and the initial interface of the
medium is δ. In this way, the oblique detonation wave, oblique reflection expansion wave,
oblique transmission shock wave, and interface divide the entire flow into six regions:
(0) area is unexploded, (1) area is the area of detonation product after oblique detonation
wave, (2) area is the expansion area of detonation product, (3) area is the area of detonation
product after expansion, (m0) region is the initial medium, and (m) region is the area of
medium disturbance after the oblique transmission shock wave [14,25].
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This study assumed that the detonation wave was stable and self-sustaining detonation
in the explosive. The state parameters of the detonation wave generated are taken from the
parameters of the C-J point. The wavefront is a circular arc in the two-dimensional case. The
effect of circumferential blast wave transverse reflection on the axial direction is ignored.
The relationship between the parameters in the (3) region and the known parameters can
be obtained according to the conservation and flow law of the detonation wave front, as
shown in the following two equations:
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where M3 is the Mach number of the (3) zone, and M1 is the Mach number of the (1) zone;
ρ0 and ρm0 are the initial densities of the explosive and lining, respectively; k is the thermal
insulation index of the explosive detonation product; a and b are the empirical constants
of impact compression of the lining medium; D is the explosive detonation rate; ϕ0 is the
angle between the incident and the initial interface of the medium; ϕ3 is the angle between
the transmitted wave and the initial interface of the medium; and θ is the flow folding
angle.

The calculation for the Mach number M1 is shown in the following equation:

M1 =

√
1 +

(
k + 1

k

)2
ctg2 ϕ0 (3)

The calculation for the flow bending angle θ is shown in the following equation:

tgθ =
tgϕ0

1 + k(1 + tg2 ϕ0)
(4)

The calculation for the adiabatic index k of the explosive detonation product is shown
in the following equation:





k = 1.25 + k0
(
1− e−0.546ρ0

)

k0 =

i=1
∑
L

µi
Mi

i=1
∑
L

k0i Mi

(5)

where k0 is the total adiabatic index of the mixed explosive detonation product; ρ0 is the
charge density (g/cm3) of the mixed explosive; µ is the mass percentage of component i of
the explosive mixture; and Mi is the molar mass of component i of the explosive mixture.

The composition of the explosives used in the test is shown in Table 9. The adiabatic
index (k) of 8701 explosives can be calculated as 2.85 [25]. The values of the parameters
required for the above calculation are shown in Table 10.

72



Materials 2023, 16, 5464

Table 9. Explosive composition and its mass fraction.

µ (RDX)% µ (Nitrotoluene)% µ (Vinyl Acetate) % Stearic Acid

95 3 2 trace

Table 10. The material parameters used in calculations.

ρ0/g·cm−3 ρm0/g·cm−3 a/m·s−2 b D/m·s−2 k0/RDX k0/Vinyl Acetate k0/Nitrotoluene

1.68 1.273 2610 1.42 8800 2.65 2.78 2.78

Note: ρ0 is the density of the explosive; ρm0 is the density of Kevlar/epoxy composite lining; a and b are the
empirical constants of the lining’s shock compression relation; D is the detonation wave velocity; k0 is a part of k,
which is related to density [31,32].

Combining Equations (1)–(5), the parameters M3 and ϕ3 in the (3) region can
be obtained.

The (m) zone parameter can be obtained from Equations (6)–(8):

ρm0
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= 1− 1

b

(
1− asinϕ0

D sin ϕ3

)
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(
sin ϕ3

sin ϕ0
− a

D

)
(7)
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[(
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b
+
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bD sin ϕ3

)2
+ tg2 ϕ3

] 1
2

(8)

where ρm, pm, and um are the state parameters of the post-wave medium. The transmitted
wave velocity is: Dm = D sin ϕ3

sin ϕ0
.

Eight reference points were chosen based on the angle between the detonation wave
and the lining. As shown in Figure 11a, the variation of pressure amplitude for eight refer-
ences on the lining plane, the time to reach the pressure peak increases as the angle between
the shock wave and the axis becomes larger. The pressure peaks at these eight reference
points are compared with the theoretically calculated curves, as shown in Figure 11b. Finite
element simulation using macroscopic Kevlar/epoxy lining modeling method with an
error of 6% or less. The anastomosis is good and can reflect the pressure change in the
lining to a certain extent.
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Therefore, the macroscopic model established in this paper can be employed to cal-
culate the pressure value at various positions of the lining. This pressure value could be
regarded as the input pressure transmitted to the samples.

4.2. Detonation Wave Transmitted to the Samples

When the shock wave travels through the liner and reaches the samples, the shock
wave is assumed to be a plane wave when they propagate, which is based on the following:
1. The uncoated fragments and the coated fragments are in contact with the lining. 2. The
explosive core is along the axis of the samples. 3. A one-dimensional wave is used to
simplify the analysis when near the symmetry axis of complex space. 4. As shown in
Figure 11a,b, the detonation wave at different angles is introduced into the lining with little
effect at different locations.

Thus, the one-dimensional plane strain wave correlation theory is applied to ana-
lyze the propagation of shock waves in a multilayer medium to analyze the deformation
behavior of fragments in two different test samples.

Figure 12 is a schematic diagram of the different interfaces of the UC-10L and C-10L
samples. The arrows in Figure 12 indicate the propagation of the shock wave. Figure 12a is
the UC-10L samples, where the purple interface is the interface between the lining and the
zirconium fragment, and the red interface is the interface between the zirconium fragment
and air. Figure 12b shows the C-10L samples, where the yellow interface is the interface
between the lining and the nickel coating, the blue interface is the interface between the
nickel coating and the zirconium fragment, the green interface is the interface between the
zirconium fragment and nickel coating, and the orange interface is the interface between
nickel coating and air.
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As the impact impedance of the right medium of purple (yellow) is greater than the
impact impedance of the lining on its left side, when the shock wave propagates to the
interface of purple (yellow) in Figure 12, the pressure amplitude of the right medium of
the purple (yellow) interface will be higher than the initial medium pressure amplitude of
the lining.

Then, the propagation theory of shock waves between the two mediums is used to
solve the following questions [33]. For the left wave DL in the lining, taking the left wave
as the observation point, the following relationship can be obtained from the fundamental
equation of shock wave:

ua0 − ua1 =
√
(pa1 − pa0)(va0 − va1) (9)
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DL + ua0 = va0

√
pa1 − pa0

va0 − va1
(10)

Similarly, for the right wave DR in the right medium, the following relationship can be
obtained from the fundamental equation of shock wave:

ub1 − ub0 =
√
(pb1 − pb0)(vb0 − vb1) (11)

DR − ub0 = vb0

√
pb1 − pb0
vb0 − vb1

(12)

At the interface of the two mediums, it can be obtained by the continuity condition:

ua1 = ub1

pa1 = pb1
(13)

In the above equations, subscripts a and b represent the medium material on the
left and right sides of the purple (yellow) interface, respectively, and subscripts 0 and 1
represent the parameters before and after the wave, respectively. The initial parameters
(ua0, ρa0, Pa0) of the dielectric material on the left side of the purple (yellow) interface are
calculated by the previous Equations (1)–(8). The initial velocity (ub0) in the right medium
of purple (yellow) is 0, and the initial density (ρb0) is a known parameter. The following
relationship can be obtained from the Hugoniot relationship between the shock wave
velocity and the post-wave particle velocity in the condensed medium:

DL = a1 + b1ua1

DR = a2 + b2ub1
(14)

where a1 and bl are the Hugoniot parameters of the left dielectric material of the purple
(yellow) interface, and a2 and b2 are the Hugoniot parameters of the right dielectric material
of the purple (yellow) interface.

The unknown parameters of the shock wave and particle in the two mediums can be
obtained by solving Equations (6)–(14), where pbl is the initial pressure amplitude obtained
by the material under the action of the shock wave. Because this study considered the
influence of trans-reflection on the particle parameters of the medium when the shock wave
propagated in a different medium, the attenuation of the shock wave in the condensed
medium was ignored.

The solution of the parameters on both sides of the blue interface is similar to the
solution on both sides of the purple (yellow) interface. When the shock wave propagates
further to the blue interface, the right medium pressure amplitude of the blue interface is
lower than the initial medium pressure amplitude on its left side. This is because the shock
impedance of the medium on the left side of the blue interface is greater than that on the
right side.

According to the above analysis methods, it is shown that the shock propagation
expressions in the shock wave are consistent with the above expressions. The values of the
parameters represented by a1 and b1 need to be changed to the parameters of the medium
on the left side of the blue interface, and a2 and b2 need to be changed to the parameters of
the material on the right side of the blue interface. Similarly, this method is still used in the
green interface. The parameters [14,34] of the different mediums used in the equations are
shown in Table 11.
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Table 11. Parameters for different mediums.

Medium Type ρm0/g·cm−3 a/m·s−2 b

Nickel coating 8.9 4590 1.44
Zirconium fragment 6.5 4240 1.015

Thus, combined with the results obtained in Section 4.1 (Figure 11), the pressure
amplitude in the zirconium fragments can be calculated based on the above equations
and parameters.

4.3. Changes of Deformation Behavior Caused by the Ni Coating

The air is considered an incompressible medium, and the red interface (UC-10L in
Figure 12a) is regarded as a free surface [33]. Thus, the particle state should be solved
by the interaction between the shock wave and the free surface. When the shock wave
propagating along the medium reaches the free surface, the pressure of the wavefront
immediately drops to zero. Then, the medium begins to expand and move forward, and a
tensile wave is reflected in the medium compressed by the shock wave. Then, the medium
obtains another velocity increment in the original direction of motion. At this time, the
particle velocity is doubled; that is, the shock wave is twice the speed criterion of the free
surface [35]. Currently, the velocity of the left side of the red (orange) interface is twice as
large, and the mass pressure amplitude is zero.

According to the above theoretical analysis, the state parameters of the left and right
medium can be obtained when the shock wave travels through several interfaces. Figure 13a
shows the variation curves of pressure amplitude with the incident angle before and
after passing through the purple interface in the uncoated sample. Figure 13b shows the
variation curve of pressure amplitude with incident angle before and after passing through
the green interface in the coated sample. The shaded parts in both figures are the variation
values of pressure amplitude. The shaded parts in both figures are the value change of
pressure amplitude.
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Before the shock wave inside the fragments reaches the green interface (coated sam-
ples) and red interface (uncoated samples), the pressure amplitude of the mass inside the
fragments is greater than 0, as shown in the curves in Figure 13a,b. Because the sample as a
whole is subjected to the compression effect generated by the shock wave, its length will be
smaller than the length before the detonation in a one-dimensional plane perspective. The
length of the samples recovered from the test is shown in Figure 6. It is shown that for all
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the tests and simulations, the fragment length is less than its original length, which can
prove the correctness of the theory.

For the UC-10L samples, when the shock wave is transmitted to the red interface,
the pressure amplitude instantly drops to 0. The shaded part of the arrow direction of
Figure 13a indicates that it is subjected to stretching when the tensile effect is stronger
than its dynamic elastic limit. It produced the fracture phenomenon, so two samples with
different fracture lengths were recovered in the UC-10L samples.

For the C-10L samples, when the shock wave to the green interface, as shown in
Figure 13b, the pressure amplitude of the mass point on the left side of the interface
instantaneously increases. This results that the far-exploding surface will be subject to
greater compression than before and the UC-10L samples. The upward arrow in the shaded
part of Figure 13b indicates the compression effect on the green interface relative to the rest
of the fragments. Therefore, the compression rate of the recovered sample in the C-10L
samples (20.8%) was higher than that in the UC-10L samples (7.8%), which proved the
consistency between the theoretical analysis and the C-10L samples.

It is reasonable that the deformation behavior will not change when the wave
impedance of the coating is lower than that of the fragments but will only reduce the
amount of deformation [21,23]. Then, the far-exploding surface of the fragments will have
a stretching effect. But the effect of the shock wave unloading caused by stretching is
much lower than that of the fragment in the free surface. The effect of stretching gradually
increases as the impedance of the coating decreases, and the stretch area decreases.

Therefore, impedance is the key factor that leads to the change in the deformation
behavior combined with the above discussion. When there is a layer of medium with an
impedance greater than that of the fragment outside the surface of the fragment, it can
change the tensile deformation into compressive deformation.

4.4. Fracture Mechanism and Calculation of the Fracture Position

The previous section discussed qualitatively the mechanism of fracture of UC-10L
samples in terms of the compression and tension zones generated by the shock wave on
the far-exploding surface of the fragments. But in fact, the shock wave that causes the force
direction to change is a triangular pulse (pressure–time curve) with a wavelength of λ. It
takes some time for the shock wave to affect the various parameters of the mass inside the
fragment, and the time is related to wavelength. Thus, there is a process during the mass
pressure amplitude to become 0. This section explains the fracture mechanism from the
wavelength perspective and calculates the fracture position.

The process principle is shown in Figure 14. When the detonation wave acts on the
near-exploding surface, a triangular stress wave will propagate in the fragment, keeping it
in a compressed state. According to the principle of a one-way strain plane wave, as the
stress wave propagates to the right, the amplitude increases and the wavelength decreases,
but the wavefront is still triangular. When the wavefront surface of the stress wave reaches
the free surface, a stretching wave comparable to the incident compressional wave will be
reflected. The direction of this stretching wave is opposite to the direction of the incident
wave. At this time, the incident wave interferes with the reflected wave, and the pressure
amplitude gradually drops to 0. Since the tail of the incident wave is still within the free
surface, the material within the free surface is kept in compression. After that, the incident
wave continues to move outward while the reflected stretch wave moves continuously
into the fragment, and the two waves constantly interfere with each other. The material is
transferred from the original compression state to the tensile state within the free surface,
where the reflected wavefront goes. And as the distance of the tensile wave to the free
surface increases, the tensile stress also gradually increases. Fracture begins when the value
of tensile stress reaches the critical fracturing stress of the material.
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So, in order to facilitate the calculation of the location of the fracture, it is assumed
that the shock wave of the fragment is an elastic wave, the wave speed of the fragment of
material does not change with the compression, and the wavelength of the compression
wave does not change with the distance. That is, the wave speed and wavelength of
the shock wave in the fragment are invariant. Therefore, the triangular compressional
wave within the fragment propagates without attenuation at the elastic longitudinal wave
speed [36]. The peak stress is σm, and the dynamic failure stress is σT. The incident wave
interferes with the reflected wave after the triangular incident stress wave reaches the free
surface. Suppose fracture occurs at a distance h (mm) from the far-exploding surface, and
the geometric relationship can obtain according to Figure 14:

σT
σm

=
2h
λ
⇒ h =

σT
2σm

λ (15)

where λ is the wavelength of the compression wave, and h is the length of the fracture.
The value of λ in the formula is difficult to be found directly, and the empirical fitting

is mainly carried out through experiments at this stage [36]. Thus, the approximation
method is used in this paper. When the detonation wave travels along the charge to the
contact surface, the pressure (Pm) on the fragmentation surface suddenly increases to the
maximum value and then drops rapidly. Time elapsed for the pressure amplitude to drop
to zero is expressed as the diameter of explosives(d) divided by the shock wave velocity
(Dk). Thus, the equation for the wavelength (λ) is obtained:

λ =
d

Dk
C (16)

where C is the longitudinal wave velocity of the shock wave in the material.

C =

√√√√
E

3(1−2ν)
+ 2E

3(1+ν)

ρ
(17)

where v is the Poisson’s ratio, E is the modulus of elasticity, and ρ is the density.
The fracture will occur when the tensile action on pure zirconium under high pressure

exceeds the fracture strength. Therefore, the dynamic fracture stress (σT) in the equation is
used as the fracture strength of the material, and fracture occurs when the fracture strength
at this strain rate range is exceeded. However, most of the current methods to obtain
the material σT use the shock wave physics experimental technique by using a flat plate
impact test with a lightweight air cannon. The pressure range covered by the chemical
explosion contact blast is crossed with the flat plate impact test, so the required parameters
are referred to the flat plate impact test [37]. Therefore, the above formula takes parameters
as shown in Table 12.
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Table 12. Table of parameters used for calculation.

ρ/g·cm−3 E/GPa υ σT/GPa d/mm

6.5 101 0.31 1.69 72

The value of C is 4520 m/s by Equation (17). In the case of neglecting the attenuation of
the shock wave in the rupture, the variation curve of the fracture length (h) from the rupture
far-exploding surface (red) with the angle of incidence is shown in Figure 15 according to
Equation (15) and the calculation results of the pressure amplitude in the previous section.
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The results of the simulation and the experiments are represented by the green and
orange ranges, as shown in Figure 15. The theoretical results of h (2.73–2.86 mm) are
consistent with the results of experimental recovery measurements (2.74–2.88 mm) and
the results of simulated (2.71–2.78 mm), which confirms the reliability of the analysis.
According to the recovered fracture samples, it is found that the fracture surface is not a
relatively smooth surface in the height direction, and its fracture surface is uneven. This
is because the fracture of the material is a process of damage accumulation, which can be
expressed by the combination of macro–micro simulation [38,39].

Therefore, it is difficult to accurately calculate the position of different fractures for
materials during the accumulation process. Then, the approximate theoretical calculation is
used here, and the measurement method takes the average height of the recovered fracture
samples. Thus, the results of the theoretical calculations can account for a certain degree of
agreement with the simulation and test results.

5. Summary

The effect of surface electroplating on the fragment deformation behavior under
contact explosion was analyzed by the combination of theory, experiment, and simulation
in this study. The following conclusions can be drawn:

1. The coating prevents the molten state and plastic flow of the fragments in the radial
direction. In contrast to Kevlar/epoxy lining, the coating not only prevents the molten state
of fragments due to collisions between neighboring fragments but also prevents the plastic
flow of the fragments by preventing their contact with high-temperature gas;

2. The coating changes the deformation behavior. Because the wave impedance of
the nickel coating is greater than that of the fragment, it changes from the stretch zone
of the original interface with the air to the compression zone at the interface between the
fragment and the coating, which solves the problem of tensile fracture of the fragments on
the far-exploding surface (free surface);

3. By simplifying the shock wave as one-dimensional stress propagation, the axial
fracture length of the uncoated samples is between 2.73–2.86 mm. The error is less than 6%

79



Materials 2023, 16, 5464

compared with the recovered samples from the test method of UC-10L. This can prove the
applicability of the theory considering the error caused by the cumulative fracture of the
material microdamage.
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Abstract: The formation characteristics of the shaped charge jet (SCJ) from the shaped charge with
a trapezoid cross-section is analyzed in this work. A theoretical model was developed to analyze
the collapsing mechanism of the liner driven by the charge with a trapezoid cross-section. Based on
the theoretical model, the axial and radial velocities of the SCJ from different trapezoid cross-section
charges. The pressure model was employed to calculate the velocity for the subcaliber shaped charge,
which was verified through numerical simulation. The results show that the influence of the angle
of the trapezoidal charge (acute angle) on the axial velocity of the SCJ is not distinct, whereas the
variation of the radial velocity of the shaped charge jet is obvious as the change in the angle of the
trapezoidal charge. In addition, the related X-ray experiments were conducted to verify the theory.
The theoretical results correlate with the experimental results reasonably well.

Keywords: shaped charge; trapezoid cross-section; formation; X-ray

1. Introduction

As technology advances, many precision-guided weapons are emerging such as cruise
projectiles, unmanned aerial vehicles, etc., [1] which are the basis of precision striking in the
battlefield of the future. The structural characteristics of these precision-guided weapons
present largely an asymmetrical cross-section in consideration of the aerodynamics [2].
Due to these structural constraints, the kinetic warhead and fragmentation warhead are
captured extensively for these precision-guided weapons [3–5].

Shaped charge is one effective weapon against armored and concrete targets, and
it has been given great attention around the world. It is well known that the shaped
charge jet (SCJ) tip velocity can reach 6000–8000 m/s, even up to 10,000 m/s, and the tail
element can fly a velocity of approximately 2000 m/s [6]. For the traditional axisymmetric
shaped charge, the SCJ can be elongated considerably due to the existence of the strain
rate ranging from 104 to 105 s−1 [7]. However, shaped charge is very sensitive to structural
characteristics, and the asymmetry of the asymmetric section weapons is a challenge
to the design of the shaped charge. Barry Stewart et al. [8] studied the feasibility of
emerging a smear-compensated over-fly top attack SCJ. In their work, a novel side-mounted
initiation train was designed to optimize space and maintain an antistructures emplacement
capability. Experiments validated the initiation and two design variants and obtained a
smear-compensated SCJ. Li Y-D et al. [9] studied the influence of an axially asymmetric
shaped charge on the SCJ through a numerical simulation. Their conclusions showed
that the detonation radius over the longitudinal axis—restricted by the charge radius over
the same axis—as well as the detonation wave in the charge and the force acting on the
liner, were affected, eventually influencing the jet velocity and shape. Wang Y et al. [10]
obtained the morphology of the SCJ from shaped charges with square and circular cross-
sections based on X-ray experiments. The results showed that the SCJ from the square
cross-section shaped charge presented partially discrete phenomenon; they thought it
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could adjust the compaction rate of the SCJ from the square cross-section shaped charge
through changing the inscribed circle diameter of the charge cross-section. In addition,
Żochowski, Paweł et al. [11,12] researched and characterized the main parameters of the
shaped charge jet formed and the penetration capability of the more contemporary high-
hardness (500 HB) ARMSTAL 30PM steel armor based on a simulation and experiments.
They showed that their numerical model of the warhead was defined more accurately than
in previously published studies, since it was based on the real grenade dimensions and
technical documentation.

While the influence of the asymmetry factors such as asymmetrical initiation, assembly
error, etc., on the SCJ performance has been investigated extensively and some experiments
related to the shaped charge with noncircular cross-section have been carried out, there
is limited research exploring the formation characteristics of the SCJ from shaped charge
with a trapezoid cross-section. Therefore, this paper aims to improve upon this work. Here,
the X-ray experiments were carried out for the SCJ formation process of the shaped charge
with two trapezoid cross-sections. A theoretical model for calculating the axial and radial
velocities is then developed to describe the velocity characteristics of the SCJ.

2. Formation Characteristics of the SCJ from the Shaped Charge with a Trapezoid
Cross-Section
2.1. Liner Collapsed Theory for the Shaped Charge with a Trapezoid Cross-Section

The SCJ formation for the shaped charge with a trapezoid cross-section is not an
axisymmetric 2-dimensional problem, but a complex 3-dimensional problem. To explore
the SCJ formation characteristics of the shaped charge with a trapezoid cross-section,
the coordinate system as shown in Figure 1 was established, in which the rectangular
coordinate system and the cylindrical coordinate system are all involved. In Figure 1, the
highlighting represents the infinitesimal of the liner taken as the research object.
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The infinitesimal of the liner for the study is shown individually in Figure 2. In this
model, dϕ and dz are the degree and the height along z axis. For the infinitesimal element,
the mass can be expressed as:

dm = ρmπ
(

re
2 − ri

2
)

dz
dϕ

2π
(1)

where ρm is the density of liner material, and re and ri are the external radius and the inner
radius, respectively.
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where k and ρ0 are the adiabatic exponent and the initial density of the explosive, respec-
tively. 

The initial state of the detonation products on the surface of the liner can be described 
as [15]: 

0

0

0
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2 J

u

c D
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Figure 2. The infinitesimal element of the liner.

The process of the explosive driving the liner can be divided into two phases based on
the detonation products action process. In the first stage, the shaped charge is detonated,
the detonation wave propagates in the explosive with a spherical wave front, and the
detonation wave arrives at the surface of the liner at time t0. The state of the detonation
product on the surface of the liner starts static to kinetic and is accompanied by the
rarefaction wave. Furthermore, the infinitesimal element of the liner begins moving under
the combined action of the detonation product and the rarefaction wave. In the second stage,
the detonation wave propagates to the side of the charge, and a series of lateral rarefaction
waves appear and diffuse to the detonation product. At time tb, the lateral rarefaction
waves spread to the surface of the liner, in which the reflected waves are also formed on
the surface of the liner. The liner is collapsed to form the SCJ under the comprehensive
function of many factors.

During the research, the initial coordinate of the liner infinitesimal element was set as
(x0, y0, z0), and t0 and can be written:

t0 =

√
x02 + y02 + z02

DJ
(2)

where DJ is the detonation velocity of the explosive.
When the detonation wave arrives at the surface of the liner, the initial pressure on the

surface of the liner is the C-J pressure of the explosive and can be obtained as follows [13,14]:

p0 =
1

k + 1
ρ0DJ

2 (3)

where k and ρ0 are the adiabatic exponent and the initial density of the explosive, respec-
tively.

The initial state of the detonation products on the surface of the liner can be described
as [15]: {

u0 = 0
c0 = 1

2 DJ
(4)

where u0 is the initial velocity of the detonation product particle and c0 is the sound velocity
of the detonation product.

This assumes that the motion of the detonation product on the surface of the liner is
an isentropic process [16] and γ is the isentropic exponent. The pressure of the detonation
product on the surface of the liner can be derived as follows:

p(t) = p0·(
c
c0
)

2γ
γ−1 (5)

where c is the sound velocity of the detonation product on the surface of the liner at time t.
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Furthermore, the motion equation of the liner infinitesimal element can be linked to
the pressure of the detonation product on the basis of Newton’s Second Law, in which it
can be given as:

dm
dV
dt

= p(t)ds (6)

where ds is the area of the liner infinitesimal element contacting with the detonation product
and V is the velocity of the liner infinitesimal element.

2.2. Calculation Model for the State Parameters of the Detonation Product on the Liner Surface

The shaped charge with a trapezoid cross-section has a 3-dimensional structure,
and the profile of the shaped charge was selected as the research object to carry out
the theoretical analysis. In the process of the liner being collapsed, the rarefaction wave is a
critical factor.

When the detonation product is not influenced by the rarefaction wave, the distribution
of the detonation product can be expressed as in Figure 3.
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The state of the detonation product on the surface of the liner can be rewritten as:
{

u− 2
γ−1 c = − 2

γ−1 c0

x = (u + c)(t− t0) + F2(u, c)
(7)

where u is the velocity of the detonation product particle and F2(u, c) is a function related
to the motion characteristic of the liner infinitesimal element.

Considering that the velocity of the detonation product particle on the surface of the
liner is equal to the motion velocity of the corresponding liner infinitesimal element, it can
be derived as follows:

dc
dt

=
γ− 1

2
ds
dm

p0c
2γ

γ−1
0 c

2γ
γ−1 (8)

Therefore, the sound velocity of the detonation product is obtained from the time
integration of Equation (8):

c = (
γ + 1

2
ds
dm

p0c
2γ

γ−1
0 (t− ts) + c

1+γ
1−γ

0 )

1−γ
1+γ

(9)

where ts is the time of the rarefaction wave entering the detonation product.
The detonation wave propagates to the profile of the charge, and the rarefaction wave

is formed to start to spread into the detonation product. The appearance of the rarefaction
wave influences the collapsing process of the liner. The diagram of the arising moment of
the rarefaction wave is shown in Figure 4.
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The shortest path of the profile of the rarefaction wave arriving at the liner infinitesimal
element is perpendicular to the generatrix of the liner (red line in Figure 4) and the profile
rarefaction wave enters from s at time ts. This rarefaction wave arrives to the surface of the
liner at time tb. Based on the geometrical relationship from Figure 4, the coordinates of the
liner infinitesimal element at time tb can be calculated as:

{
zb = z0 +

∫ tb
t0

V(t) sin(α + δ(t))dt
rb = r0 −

∫ tb
t0

V(t) cos(α + δ(t))dt
(10)

where 2α is the cone angle of the liner, (z0, r0) is the initial coordinate of the liner infinitesimal
element in roz coordinate system, and V(t) and δ(t) are the velocity and direction angle of
the liner infinitesimal element at time t, respectively.

After derivation, tb can be expressed as:

tb =

√
[zb − (

√
R− rb) tan α]

2
+ R2

DJ
+

R− rb
cs cos α

(11)

where R is the charge radius in section and cs is the velocity of the rarefaction wave. This
can be also written as:

cs =
k

k + 1
DJ (12)

Due to the emergence of the rarefaction wave, the collapsing process of the liner is
influenced. The distribution of the detonation product with the influence of the rarefaction
wave is shown in Figure 5.
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The state of the detonation product under the action of the rarefaction wave can be
described as: {

x = (u− c)(t− ts) + xs
x = (u + c)(t− t0) + F4(u, c)

(13)

where xs is the distance between the incoming point of the rarefaction wave and the initial
position of the liner infinitesimal element, and F4(u, c) is a function related to the motion
characteristic of the liner infinitesimal element.

Combining dx
dt = u = V, the sound velocity of the detonation product on the liner

surface can be derived as follows:

c = (E(t− ts)
γ+1
γ−1 − γ + 1

2
ds
dm

p0c
2γ

γ−1
0 (t− ts))

1−γ
1+γ

(14)

where E is the integration constant, which depends on the parameters of the detonation
product from II zone.

2.3. Velocity Analysis of the SCJ from the Shaped Charge with a Trapezoid Cross-Section

Chou [17] indicated that the collapsing velocity of the liner along its generatrix was
variational, as is shown in Figure 6a. In this figure, V is the velocity value of the liner
infinitesimal element, δ is the angle between the motion direction and the normal of the
liner generatrix, and θ is the angle between the initial tangent and the current tangent on

the liner surface. In time dt, the velocity vector of the liner infinitesimal element,
→
V(t), has

an increment d
→
V, and the velocity of the liner infinitesimal element is marked as

→
V(t + dt)

at time t + dt.
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This assumes that the detonation product always acts vertically on the surface of the
liner infinitesimal element, so the increment value of the velocity can be obtained as:

dV =

∣∣∣∣d
→
V
∣∣∣∣ cos(θ − δ) (15)

The relation between θ and the velocity of the liner infinitesimal element is shown in
Figure 6b.

According to Figure 6, this can be obtained as:

dδ =

∣∣∣∣d
→
V
∣∣∣∣

V
sin(θ − δ) (16)

In the process of the research, θ(l) was defined as the angle between the tangent line at
A and the initial generatrix of the liner. According to the geometrical relationship shown in
Figure 6b, this can be derived from:

dθ

dt
= −dV

dl
cos(θ − δ) (17)

The collapsing characteristics of the liner can be described through collapsing param-
eters of the liner infinitesimal element, such as collapsing velocity V and ejection angle
δ.

Considering the pressure model, the expression can be derived as follows:
∣∣∣∣d
→
V
∣∣∣∣

dt
=

ds
dm

p (18)

This equation integrates Equation (15), and the velocity of the liner infinitesimal
element at time t can be rewritten as:

V =
∫ t

0

ds
dm

p cos(θ − δ)dt (19)

Combining Equations (16) and (18), we can obtain the expression:

dδ

dt
=

ds
dm

p
sin(θ − δ)

V
(20)

Based on the above analysis, we can calculate the parameters V, δ, and θ, through
which the collapsing process of the liner can be further defined.

For the shaped charge with the trapezoid cross-section, the collapsing velocities of
the liner infinitesimal elements at the same height of the liner are inconsistent. During
the analysis, the roz plane is a symmetry plane in a coordinate system. As is shown in
Figure 7, elements A and B are symmetrically-distributed liner infinitesimal elements about
the roz plane.
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where N = π/dφ and dφ are the angles of the liner infinitesimal element, as shown in Fig-
ure 7. 
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2.4. Numerical Simulation 

Figure 7. Symmetrically-distributed liner infinitesimal elements about the roz plane.
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This takes the annular element as the research object, and dMj and dMs represent the
mass of the SCJ and the slug from the element, respectively. Thus, the expression can be
given as:

dMj =
N
∑

i=1
dmji

dMs =
N
∑

i=1
dmsi

(21)

where N = π/dϕ and dϕ are the angles of the liner infinitesimal element, as shown in
Figure 7.

Considering the law of the conservation of momentum [18], the axial and the radial
velocities of the SCJ and the slug from the annular liner element can be derived as follows:

Vjz =

N
∑

i=1
dmjivjzi

N
∑

i=1
dmji

, Vsz =

N
∑

i=1
dmsivjsi

N
∑

i=1
dmsi

Vjx =

N
∑

i=1
2dmvxi

dMJ+
Vsz
Vjz

dMs
, Vsx =

N
∑

i=1
2dmvxi

dMJ+
Vjz
Vsz dMs

(22)

2.4. Numerical Simulation

In this work, the shaped charge with the trapezoid cross-section was different from
the cylindrical-shaped charge, so the diameter of the liner smaller than the diameter of
the charge (subcaliber) appears. During the simulation, the Φ112 mm shaped charge was
carried out to verify the correctness of the pressure model for the subcaliber shaped charge.
The structure of the Φ112 mm shaped charge is shown in Figure 8.

Materials 2022, 15, x FOR PEER REVIEW 9 of 16 
 

 

In this work, the shaped charge with the trapezoid cross-section was different from 
the cylindrical-shaped charge, so the diameter of the liner smaller than the diameter of the 
charge (subcaliber) appears. During the simulation, the Φ112 mm shaped charge was car-
ried out to verify the correctness of the pressure model for the subcaliber shaped charge. 
The structure of the Φ112 mm shaped charge is shown in Figure 8. 

 
Figure 8. Structure of the Φ112 mm shaped charge. 

According to the structure of the shaped charge from Figure 8, the simulation model 
was built through AUTODYN. In the model, the material of the liner is the oxygen-free 
high-conductivity copper (OFHC) and the charge is the CMOP B explosive. For obtaining 
the collapsing velocity in different liner infinitesimal elements, the Gaussian points (a total 
of 42) were set, as is shown in Figure 9. 

 
Figure 9. Simulation model of the Φ112 mm shaped charge. 

Based on the model built, the collapsing process of the liner at a typical moment can 
be acquired, as shown in Figure 10. These are the collapsing states of the liner at the initial 
moment, 10 μs, 20 μs and 30 μs after charge detonation. In the deformation process of the 
liner, the Gaussian points move as the material flows, and they can record the parameter 
variation of the liner infinitesimal elements.  

   
t = 0 μs t = 10 μs t = 20 μs 

 
t = 30 μs 

Figure 10. Liner collapsed process for the Φ112 mm shaped charge. 
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According to the structure of the shaped charge from Figure 8, the simulation model
was built through AUTODYN. In the model, the material of the liner is the oxygen-free
high-conductivity copper (OFHC) and the charge is the CMOP B explosive. For obtaining
the collapsing velocity in different liner infinitesimal elements, the Gaussian points (a total
of 42) were set, as is shown in Figure 9.
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Based on the model built, the collapsing process of the liner at a typical moment can
be acquired, as shown in Figure 10. These are the collapsing states of the liner at the initial
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moment, 10 µs, 20 µs and 30 µs after charge detonation. In the deformation process of the
liner, the Gaussian points move as the material flows, and they can record the parameter
variation of the liner infinitesimal elements.
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According to the simulation results, the Gaussian points numbered as 5, 15, 25, and 35
were selected to capture the collapsing velocity of the corresponding infinitesimal element,
in which the collapsing velocities from the simulation were compared with calculated
results employed by the pressure model. These the results are shown in Figure 11, which
indicates that the theoretical results correlated with the simulation results reasonably well.
Therefore, the pressure model employed to calculate the velocity for the subcaliber shaped
charge is feasible.
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consistent with the simulation results for the collision velocity of the liner, which indicates 
that the pressure model for calculating the collapsing velocity of the liner is feasible.  

The ultimately collapsing velocities from the calculation and the simulation are 
shown in Figure 12, which indicates a reasonably good correlation, especially for the first 
32 infinitesimal elements. In addition, some variation between the theoretical and the sim-
ulation results of the collapsing velocity appear after the NO. 32 infinitesimal element. 
The reasons for the discrepancies are that the influence of the rarefaction waves is not 
considered in the theoretical model, and the influence is more obvious near the liner bot-
tom. In total, the ultimately collapsing velocities from the calculation are consistent with 
those from the simulation; the pressure model was employed to calculate the ultimately 
collapsing velocities of the liner, which proved to be reasonable.  

Figure 11. Acceleration process comparison between the calculation and the simulation for different
liner infinitesimal elements.
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During the analysis, the liner infinitesimal elements numbered 5, 15, 25, and 35
were selected to compare the acceleration process from the theoretical calculation and the
simulation. The infinitesimal elements selected reflect the overall collapsing process of the
liner. As shown in Figure 11, the theoretical calculation adopting the pressure model was
consistent with the simulation results for the collision velocity of the liner, which indicates
that the pressure model for calculating the collapsing velocity of the liner is feasible.

The ultimately collapsing velocities from the calculation and the simulation are shown
in Figure 12, which indicates a reasonably good correlation, especially for the first 32 in-
finitesimal elements. In addition, some variation between the theoretical and the simulation
results of the collapsing velocity appear after the NO. 32 infinitesimal element. The reasons
for the discrepancies are that the influence of the rarefaction waves is not considered in
the theoretical model, and the influence is more obvious near the liner bottom. In total,
the ultimately collapsing velocities from the calculation are consistent with those from
the simulation; the pressure model was employed to calculate the ultimately collapsing
velocities of the liner, which proved to be reasonable.
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2.5. Results and Discussion

During the research, the shaped charge with the isosceles trapezoid cross-section was
analyzed and used to explore the influence of the non-axial symmetry of the charge on the
formation characteristics of the SCJ. In the shaped charge with the isosceles trapezoid cross-
section, the explosive employed was Comp. B and the material of the liner was oxygen-free
high-conductivity copper (OFHC). The structure of the liner is shown in Figure 13.
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For the shaped charges used in the calculation, the cross-sections are shown in Figure 14.
To research the influence of the variation of the acute angle (base angle of the trapezoid) on
the SCJ formation, the structure of the shaped charges with the different base angles of the
trapezoid was calculated.
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Figure 14. Planform of the shaped charge with different acute angles.

For the shaped charge, the inscribed circle diameter of the trapezoid cross-section is
56 mm, and the height of the charge is 73.3 mm.

Based on the theoretical model established in this work, the axial velocity of the SCJ
with different base angles of the trapezoid was calculated, and the result is shown in
Figure 15. According to the axial velocity of the shaped charge jet formed by different liner
infinitesimal elements, the distance between the original position on the liner and cone
axis is not large enough for the elements to accelerate to their final collapse velocity in the
region near the cone apex of the liner, and the inverse velocity gradient of the SCJ elements
from the apex end of the liner leads to the accumulation in SCJ tip. During the calculation,
the acute angle of the trapezoid increased in intervals of 5◦ from 60◦ to 85◦, and the SCJ
axial velocity changed from 6636 to 6533 m/s, which is not a significant change.
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Figure 15. Variation of the SCJ axial velocity with infinitesimal coordinates under different base
angles of the trapezoid.

The SCJ radial velocity is an important factor affecting the SCJ stability, so the SCJ radial
velocities were calculated based on the theoretical model for different charge structures.
The SCJ radial velocities were also obtained, as shown in Figure 16.

According to Figure 16, the variation of the SCJ radial velocity due to the effect of the
variation of the base angle of the trapezoid is obvious. The maximum of the SCJ radial
velocity was 461.6 m/s for the acute angle of the trapezoid being 60◦, which decreased
to 408.2, 347.3, 279.9, 208.3 and 105.0 m/s when the base angle increased by 5◦from 65◦

to 85◦, respectively. Figure 14 shows that as the base angle changed from 65◦ to 85◦, the
asymmetry of the charge gradually weakened, and the symmetry of the detonation waves
produced by the detonation of the explosive enhanced gradually.
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Figure 16. Variation of the SCJ radial velocity with infinitesimal coordinates under different base
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3. Experiments and Results
3.1. The Shaped Charge with a Trapezoid Cross-Section Used in the Experiments

The cross-section of the shaped charge used in the experiments was a trapezoid with
a length of 73 mm. In the experiments, the SCJ formations of the shaped charge with the
acute angles of 60◦ and 75◦ were filmed, in which the thickness of the conical copper liner
was 0.8 mm and the cone angle was 60◦. In addition, the explosive used was a Comp. B
high explosive, and a fusion cast process was adopted. The structures and the physicals are
shown in Figure 17.
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Figure 17. Shaped charge with a trapezoid cross-section.

Two 450 kV flash X-ray exposures were used to visualize the shape of the SCJ produced
by the shaped charge with a trapezoid cross-section. The four films protected by a protective
cassette were used to capture images of the SCJ. To calculate the SCJ velocity based on
the data from the film, a mark was made in the film protected cassette, which can give
a benchmark for the SCJ tip and tail at different times. The diagram of the experimental
setup is shown in Figure 18. The exposure time of the flash X-ray in experiments was set as
30 and 40 µs after the jet tip arrived at the bottom of the liner for the shaped charge with
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the acute angles of 60◦, and 40 and 50 µs for the shaped charge with the acute angle of 75◦,
respectively.
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3.2. Results and Discussion

To obtain the characteristics of the SCJ produced by the shaped charge with a trapezoid
cross-section, the X-ray experiments were carried out. The flash X-ray radiographs of the
SCJ are shown in Figure 19. In the process of the experiments, the bottom of the shaped
charge was used as a reference point, and the moment of the detonation wave reaching the
bottom of the shaped charge was time zero. For catching the morphological characteristics
and kinetic parameters, the X-ray radiographs at 27.7 and 38.2 µs were finally captured for
the SCJ produced by the shaped charge with cross-section acute angle of 60◦, and were 36.9
and 52.4 µs for the cross-section acute angle of 75◦.
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Figure 19. X-ray image of the SCJ from the shaped charge with a trapezoid cross-section. (a) SCJ
produced by the shaped charge with an acute angle of 60◦, (b) SCJ produced by the shaped charge
with an acute angle of 75◦.

It should be noted that the variation between the setting exposure time and the real
exposure time exists due to control precision of the X-ray system, in which the variations
of the exposure time present no effect on the analysis of the experimental results. During
the calculation of the related parameters, the real exposure time was used. The related
measurement parameters based on the flash X-ray radiographs are shown in Table 1.
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Table 1. Experimental results.

No. te/µs Ztip/mm Ztail/mm R/mm vtip/m·s−1 vtail/m·s−1 vR/m·s−1

1 27.7 40.53 113.11 9.52
6570 2948

343.68
466.35

2 38.2 −28.41 82.16 22.5 589.00

1 36.9 −8.23 112.62 7.39
6490 2920

213.55
229.77

2 52.4 −108.91 67.36 12.89 245.99

According to the X-ray radiographs, the axial and radial velocities were calculated.
The axial velocities of the SCJs from the shaped charge with the acute angles of 60◦ and 75◦

are 6.57 and 6.49 m/s, and the theoretical values are 6636 and 6558 m/s, respectively. The
errors between these values were 1% and 1.05%, respectively. In addition, the average radial
velocities were 466.35 and 279.9 m/s for these two angles, and the theoretical values were
461.6 and 229.77 m/s, respectively. The errors between these values are 1.02% and 17.9%,
respectively. The measurement error may contribute to the variation observed. Based
on the outcome analysis, the theoretical results correlate with the experimental results
reasonably well.

4. Conclusions

The formation characteristics of the SCJ from the shaped charge with a trapezoid
cross-section was researched on the basis of the theory and X-ray experiments. Based on
the research output presented above, the following conclusions may be drawn:

1. A theoretical model was employed to describe the formation characteristics of the
SCJ from the shaped charge with a trapezoid cross-section. Based on the model,
we analyzed the axial and radial velocities of the SCJs produced by the trapezoid
cross-section shaped charge with different acute angles.

2. The acute angle of the trapezoid increased in intervals of 5◦ from 65◦ to 85◦, and the
SCJ axial velocity changed from 6636 to 6533 m/s, which is not a significant change.

3. The maximum of the SCJ radial velocity was 461.6 m/s for the acute angle of the
trapezoid being 60◦, which decreased to 408.2, 347.3, 279.9, 208.3 and 105.0 m/s
when the base angle increased in intervals of 5◦ from 65◦ to 85◦, respectively. This
indicated that the asymmetry of the charge is gradually weakened as the acute angle
increases, and the symmetry of the detonation waves produced by the detonation of
the explosive is gradually enhanced.

4. The X-ray experiments were conducted to verify their theoretical validity. The results
showed that the axial velocities of the SCJs from the shaped charge with the acute
angles of 60◦ and 75◦ were 6570 and 6490 m/s, and the errors with the theoretical
values were 1% and 1.05%, respectively. The average radial velocities were 466.35 and
279.9 m/s for those two cases, and the errors were 1.02% and 17.9%, respectively. This
provides reasonable support for the current theory.
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Abstract: Aiming at the dynamic penetration process of a shaped-charge jet, we proposed a mathe-
matical model for the penetration of a jet under dynamical conditions based on the theory of virtual
origin and the Bernoulli equation taking into account the jet and target intensities. The dynamic
penetration process of the jet was divided according to the penetration channel of the jet into the
static target. The dynamic penetration model of the jet based on the unperturbed section and per-
turbed section was established. The penetration depth variation in the shaped-charge jet vertically
penetrating target plates with different moving speeds (150~400 m/s) was analyzed by finite element
software. The dynamic penetration model shows that with the increase in the target moving speed,
the disturbed time of the jet continuously advances, and the dynamic penetration depth continuously
decreases; as the velocity of the target increases, the penetration length of the unperturbed jet de-
creases and then becomes stable, while the penetration length of the perturbed jet decreases. The
results showed that the mathematical model is consistent with the finite element simulation, and that
the mathematical model can effectively characterize the penetration depth of the unperturbed and
disturbed jet portions, adequately explain the dynamic response behavior of the jet penetrating a
moving target, and effectively predict the dynamic penetration depth of the jet under the influence of
the target movement.

Keywords: jet; dynamic conditions; virtual origin; penetration mechanism

1. Introduction

With the development of military technology, a large number of destructive elements
with strong penetration capabilities have emerged to destroy underground military targets
reinforced by the enemy. Short- and medium-range air defense and antimissile defense
are vital methods in protecting our own targets from attack [1]. How to effectively destroy
incoming targets has been the main research direction of relevant scholars at home and
abroad. Currently, antimissile countermeasures in various countries rely primarily on
high-velocity fragmentation to intercept incoming targets, that is, using kinetic energy to
destroy the damage element to interfere with the target, directly penetrate it, destroy its
critical components or aerodynamic shape, and cause it to deviate from its established
trajectory. Alternately, its internal charge is detonated by kinetic impact, pre-detonating
the warhead and thus the antimissile. At present, it is commonly believed that directly
detonating the incoming warheads is the best [2].

In recent years, the technology of deep-penetrating warheads has been continuously
developed, and the thickness of their shells has been increasing. Meanwhile, alloyed steel
with great strength and toughness has been used to increase penetration. The internal
charge is also increasing, effectively damaging the target. Traditional fragmentation or
kinetic bar warheads produce damage elements that do not penetrate the shell effectively
due to their large velocity, thickness, and strength. Even if the shell is penetrated, its
internal charge cannot be reliably detonated. This situation has posed a serious challenge
to the protection of our strategic locations [3,4]. Therefore, it is necessary to use JET as a
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damage element to effectively damage the incoming target [5–7]. The shaped charge has
superior penetration capability, as well as the ability to induce a warhead charge, which
can be used for air defense and antimissile missions. The shaped jet uses the Monroe
effect to generate elevated temperature and a high-speed shaped jet to damage armored
targets [8,9]. As an anti-armor method that has been widely used for a long time, it is
used in a variety of anti-armor applications, and there is a relatively well-established
theoretical basis for the use of anti-armor in combat missions [10–13]. The existing research
on jet penetration under dynamic conditions mainly focuses on the interaction between
shaped-charge jets and explosive reactive armor (ERA). The thickness of the face and back
plates of the explosive reactive armor is tiny, so the effects of jet velocity decay and jet break
and deflection due to the motion of the target plates are normally ignored when the jet
penetrates this thin target dynamically. Currently, the penetration mechanism of shaped-
charge jets into a moving target with high-velocity thick walls is poorly investigated. Jia
Xin et al. established theoretical models such as the lateral drift velocity of the jet when
it is interfered with and the penetration depth of the disturbed jet based on the virtual
source point theory and the differential element method [14]. Tian Lili and others found
through finite element simulations that the higher the velocity of the moving steel target,
the larger the velocity loss after jet penetration. In order to ensure the ability to strike
high-speed moving targets, it is necessary to use high explosives as the shaped charge
and reasonably design the explosive height [15]. According to the published literature
at home and abroad, most of the researchers have conducted simulation research on a
shaped-charge jet penetrating reactive armor [16–19], while the research on the penetration
mechanism of a shaped-charge jet under dynamic conditions, especially on the penetration
mechanism of thick-walled moving targets, has barely been published. Therefore, in this
paper, based on the theory of virtual origin of shaped-charge jets and the analysis of finite
element simulations of jet penetration in static conditions, we divide the jet penetration
process into two phases: unperturbed and perturbed. A theoretical model of jet dynamical
penetration was developed based on the Bernoulli equation taking into account the target
and jet strengths. The calculation method of jet dynamic penetration depth is obtained, and
the theoretical model is verified by simulation results.

2. Typical Penetration Theory
2.1. Static Armor-Piercing Theory Based on Virtual Origin

The PER theory shows that for a metal jet, there is always a velocity gradient in the
length direction, the jet velocity decreases gradually from beginning to end, and the jet
velocity distribution is typically linear [20]. Allison and Vitali [21] proposed that it can be
assumed that there is a virtual origin, on which the velocity of each jet micro-element has a
linear change in space.

According to the virtual origin theory, the jet micro-elements start from the virtual origin,
which is the origin of all jets. The jet velocity is linearly distributed along the jet length, and
the jet micro-element velocity does not alter during the movement [22]. Thus, the slope of the
line formed by the point on the jet penetration curve and the imaginary origin as a function of
time during the jet penetration is the velocity of the microscopic element at the jet head at that
moment, as shown by the blue line in the Figure 1. The penetration curve is the red dotted
line in the figure, and the slope of a point on this line is the penetration velocity of the jet to
the target at the corresponding time, as shown in Figure 1 [23].

This theory has certain accuracy for a general single-cone-shaped liner. The formula for
calculating the static penetration depth of a jet given by Allison and Vitali [21] is as follows.

P = vjt0

(
v0

vj

)(1+γ)/γ

− z0 (1)
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or

P = v0t
(

t0

t

)γ/(1+γ)

− z0 (2)

According to Formulas (1) and (2)

vj0 =
v0 · z0

γ

(P(t) + z0)
γ (3)

where P is the penetration depth; vj0 is the velocity of the head of the jet at the intersection
of the projectile and target; v0 is the velocity of the head of the jet as it contacts the target
plate; t0 is the time at which the jet head moves from the virtual origin to the target surface;
z0 is the distance from the imaginary origin to the target surface; γ =

√
ρt
ρj

, ρt is the target

density and ρj is the jet density; and P(t) is a function of the penetration depth P of time t to
the jet.
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Regardless of the bullet/target strength, according to the Bernoulli equation:

1
2

ρj
(
vj − u

)2
=

1
2

ρtu2 (4)

where u is the penetration velocity. The penetration velocity can be expressed as:

u =
v0

1 + γ

(
t0

t

) γ
1+γ

(5)

Eichelberger thinks that the strength of the target plate and jet have an essential
influence on the late process of penetration through experimental measurement, and adds
an intensity term in Formula (4) [24]. The penetration velocity u of the jet is obtained as a
function of the target impedance.

u =
1

1 + γ

[
vj −

√
γ2vj

2 + (1− γ2)
2σ

ρj

]
(6)

where ρ = σt − σj, ρ is the difference between the plastic deformation impedance of the
target and the jet.
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2.2. Analysis of Jet Aperture under Static Conditions

In this part, the aperture of the jet penetrating the target in the quiescent state is
analyzed by numerical simulations. In this paper, a truncated cone-shaped liner with a
diameter of 100 mm and a charge length diameter ratio of two is selected, and its cone
angle is 40◦. The blast height is 100 mm, and its model is shown in Figure 2. For this finite
element simulation analysis, we used the R11 LS-DYNA solver purchased by the school
and single precision was used. The structural dimensions of the shaped charges and the
partition of the model mesh are shown in Figure 3.
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1.891 0.911 7.783 0.0707 4.2 1 0.3 

Table 2. Material Parameters of Copper and 45 Steel. 

Material ρ/(g·cm-3) A/Mbar B/Mbar N C 

copper 8.96 0.0009 0.0292 0.31 0.025 

45 steel 7.85 0.00507 0.0032 0.28 0.064 

End-side view of static target plate model grid

Side view of partial target model grid  

Figure 2. Schematic diagram of jet static penetration. Figure 2. Schematic diagram of jet static penetration.
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Figure 3. Dimension and grid diagrams of shaped jet. (a) Dimensional sketch of shaped jet; (b) grid
generation of shaped jet.

The explosives are modeled by the HIGH_EXPLOSIVE_BURN constitutive model
with a JWL equation of state. The material choice for the drug-type covers is copper and the
target plate is 45 steel, and the JOHNSON_COOK model and the GRUNEISEN equation
of state are used for the drug-type covers and target plates, with the parameters given in
Tables 1 and 2.
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Table 1. Explosive Material Parameters.

ρ/(g·cm−3) D/(m·s−1) A B R1 R2 ω

1.891 0.911 7.783 0.0707 4.2 1 0.3

Table 2. Material Parameters of Copper and 45 Steel.

Material ρ/(g·cm−3) A/Mbar B/Mbar N C

copper 8.96 0.0009 0.0292 0.31 0.025
45 steel 7.85 0.00507 0.0032 0.28 0.064

As shown in Figure 2, the static jet penetration adopts a half model, so in the simulation,
symmetrical constraints are imposed on the symmetry plane, and the flow-out boundary is
set for the air domain boundary.

In the finite element analysis of the static penetration of a jet into a semi-infinite target, to
improve computational efficiency and avoid boundary effects affecting the accuracy of the
analysis, a dense grid is partitioned for the part of the target that will be in direct contact with
the jet. The mesh is a regular hexahedral cell with an edge length of 0.8 mm, and a larger
mesh is used for the edges of the target. The two are connected by a transitional mesh.

When the jet first touches the target plate, the velocity of the micro-element at the jet
head decreases, and the particle velocity of the target plate at the contact position remains
the same. At this point, the percolating jet element has not yet consumed all the energy
and mass, and the jet channel diameter is enlarged by the subsequent jet element boost.

During the pit-opening phase, the target plate near the impact point generates high-
speed plastic deformation with a large strain rate. Therefore, in the “three high zones”,
the target plate near the jet channel has local hardening, especially in the pit-opening
stage. Later, as the jet head velocity decreases, the hardening of the target plate gradually
decreases, and the hardening of the target plate in the quasi-steady region is significantly
lower than in the pit-opening phase. For semi-infinite targets, jets accumulate at the bottom
of the hole during the termination phase. Due to the high temperature of the jet, the target
plate in contact with it is tempered, which further reduces the intensity of the target plate
in this part of the jet, and its hardness is lower than in the quasi-steady region.

At the beginning of the pit-opening phase, the diameter of the jet flowing through the
surface of the ejecta target is about 0.66 cm. The jet produces a hole in the target surface with a
diameter of about 2–2.5 times the jet diameter, which is about 1.47 cm. During the penetration
process in this phase, the energy of the jet micro-element is large and the impedance of the
target plate to the jet is relatively small. The diameter of the counterbore produced by the jet
gradually increases, as shown in Figure 4 (the scale units in the figure are centimeters and
similarly hereinafter), because the subsequent jet micro-element continuously compresses the
previous jet micro-element in the radial direction of the jet.
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After that, the energy of each jet micro-element decreases continuously with the
presence of the velocity gradient due to the decrease in the velocity of the subsequent
jet micro-element and the relative decrease in the pressure at the contact position of the
jet target plate. As a result, the remaining energy after the axial penetration of the jet is
completed becomes smaller and smaller during the penetration of the target slab.

In addition, due to the severe plastic deformation of the target plate during the hole
opening, a local hardening of the target plate is induced, which also increases the resistance
of the target plate to the radial extension of the jet. Under the combination of the above two
effects, the radial re-emission diameter of the jet decreases, as shown in Figure 5. Therefore,
there is an extreme value of the jet reaming diameter during the pit-opening phase.
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Figure 5. Schematic diagram of the jet aperture at the later stages of the pit-opening.

Since the hole digging process only accounts for a limited part of the total jet pene-
tration process, the subsequent penetration enters the quasi-steady stage, and the energy
gradient of the jet in this part is relatively slow and the residual energy of the jet micro-
element in this part mainly remains stable after the completion of the axial penetration.
Moreover, the amplitude of the material hardening in the quasi-steady region is inferior to
that in the hole-opening phase, so that the aperture opened by the hole-expanding jet is
mainly non-shifting with time and remains stable, as shown in Figure 6.
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Figure 6. Schematic diagram of the jet aperture during the quasi-stationary phase of jet penetration.

In the quasi-steady phase, the diameter of the counterbore produced by the jet pene-
trating the target plate is about 0.936 cm, and the diameter of the jet at the corresponding
position is about 0.33 mm, with an aperture about 2.5–3.0 times the diameter of the jet.

Thus, for a typical jet penetrating a homogeneous target, the reduction in the recoiling
diameter is mainly present in the intermediate to quasi-steady phase of the pit-opening
phase. Fundamentally, it first increases, then decreases and finally tends to stabilize. This is
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consistent with the equation of penetration and crater growth by a shaped-charge jet under
the influence of a shock wave [25].

3. Dynamic Penetration Analysis of Jet
3.1. Determination of Interference Time

The target slab has a velocity vt perpendicular to the penetration direction based on
the theory of virtual origin and the jet penetration hole diameter law.

For the interference of the dynamic target plate to the jet, due to the strong role of jet
reaming in the pit-opening stage, which provides favorable conditions for jet penetration,
and due to the small opening of the jet on the surface of the target plate, and that in the
early stage of the pit-opening stage the diameter of the reaming is constantly increasing,
under dynamic conditions, the interference of target plate to jet appears near the surface of
target plate. Then, the gap between the two, ∆r, can be expressed as:

∆r = Rb − rj (7)

where rb is the channel radius near the surface of the target plate, and rj is the jet radius at
the same position.

Then, the disturbed time th can be expressed as

th =
∆r
vt

(8)

where vt is the velocity of the dynamic target plate.
Under the same operating conditions, when the parameters of the liner and the charge

are in agreement, the jet formed by the liner is predominantly coherent, and the jet channel
generated by its penetration into the static target is similar. Therefore, the interference time
can be calculated based on the condition of the jet channel in static conditions.

3.2. Penetration Analysis of Disturbed Jet

Under the same operating conditions, when the parameters of the liner and the charge
are in agreement, the jet formed by the liner is predominantly coherent, and the jet channel
generated by its penetration into the static target is similar. Therefore, the interference time
can be calculated based on the condition of the jet channel in static conditions. Assuming that
the velocity distribution of the jet along the axis is linear, the velocity of the jet micro-element
near the surface of the target slab can be obtained from Equations (2) and (3) as follows.

vjh =
z0 · vj0

∣∣
t=th

P|t=th + z0
(9)

where vjh is the velocity of the jet micro-element near the surface of the target slab; vj0
∣∣
t=th

is the velocity of the jet head at the th moment; and P|t=th
is the penetration depth at the

th moment.
During the interference process, the fluid is assumed to be incompressible and inviscid.

After the interferometric time, the pre-vjh jet micro-elements have significant energy. After
the completion of axial penetration, there is still sufficient energy to expand the target
plate, so that ∆r is greater than zero to overcome the influence of target movement on jet
micro-element penetration; the micro-element of JET after vjh will be firstly affected by the
target plate movement due to its relatively little energy. The velocity of the jet itself in the
direction of motion of the target slab is negligible. It is assumed that the target slab will
collide with the jet micro-element where the vjh is located out of the jet axis as a whole, and
the post-vjh jet micro-element can be regarded as re-penetrating the target slab.

Compared to the unperturbed part of the head, the velocity of the perturbed jet profile
has less kinetic energy and the diameter of the jet profile is relatively larger. The position
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interfered by the movement of the target plate is mainly concentrated in the area from the
near-surface of the target plate to the end of the pit-opening stage δ inside.

Then, the disturbed jet part is equivalent to the head velocity vjh, and the thickness
of the jet section pair with linear velocity gradient is δ. The interference part of the hole
penetrates and then continues to flow to the bottom of the hole. After the penetration of
the jamming part is completed, the remnant jet head velocity vju of the jet in this section is:

vju =
vjh · zh

γ

(δ + zh)γ
(10)

where vju is the residual head velocity; vjh is the jet velocity at the radial interference
position of the target at th; zh is the distance from the imaginary origin to the th moment of
motion of the microscopic elements of the head of the jet; and δ is the distance from the
near surface of the target plate to the end of the pit-opening stage.

For the jet in the perturbed part, it is necessary to find the part that still contributes to
the tunneling bottom penetration. Therefore, the length of the jet section from the effective
jet velocity vjk to the residual head velocity vju of the disturbed jet ∆l can be expressed as:

∆l = (1−
vjk

vju
)[z0 + P

∣∣∣∣∣t=th + δ] (11)

where ∆l is the length of the jet section from the effective jet velocity to the residual head
velocity of the disturbed jet; vjk is the effective jet velocity threshold:

vjk = vt
1

1+γ +
γ

1 + γ
vju (12)

Considering that the energy of the perturbed jet cross section is already predominantly
consumed when it overcomes the perturbation and flows to the hole bottom, it is necessary
to consider the effect of the jet and target strengths on the jet penetration. The penetration
velocity ur of the perturbed part is written according to Equation (6):

ur =
1

1 + γ

[
vju −

√
γ2vju

2 + (1− γ2)
2σ

ρj

]
(13)

where ur is the penetration velocity of the perturbed part.
Since the velocity gradient of the jet in the disturbed section is relatively slow, vju can

be considered as the velocity of the jet in this section, then the penetration depth of the
disturbed section to the hole bottom ∆Pr is expressed as:

∆Pr =
ur · ∆l
vju − u

(14)

where ∆Pr is the penetration depth of the disturbed section.

3.3. Penetration Analysis of Undisturbed Jet

This part of the jet has already penetrated the target before the time of the perturbation.
During the penetration of the jet into the target, it is the head part of the jet that touches the
target. The energy carried by the jet is strong and the impact of the target slab on the jet is
slight. The average velocity of the head and tail of the jet in this section is taken to be the
velocity of the jet element in this section:

vjw =
vj0

∣∣∣t=th + vjh

2
(15)
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where vjw is the velocity of the undisturbed jet; vj0
∣∣
t=th

is the velocity of the jet head at the
moment of th; and vjh is the velocity of jet at disturbed location at the moment of th.

In order to better fit the actual situation, considering the influence of target plate and
jet strength on the penetration process of the undisturbed jet, the penetration velocity uw
and penetration depth ∆Pw of undisturbed jet can be obtained according to Formulas (6)
and (13)–(15):

uw =
1

1 + γ

[
vjw −

√
γ2vjw

2 + (1− γ2)
2σ

ρj

]
(16)

∆Pw =
ur · P|t=th

vju − uw
(17)

where uw is the penetration velocity of undisturbed jet; ∆Pw is the penetration depth of
undisturbed jet.

Assuming that each section of the jet is ideally attached to the hole after the completion
of radial penetration, and the accumulation of the jet at the hole bottom is negligible, the
total penetration depth P of the jet to the moving target can be considered as the sum of the
penetration depth of the disturbed section jet and the undisturbed section jet.

P = ∆Pr + ∆Pw (18)

where P is the final dynamic penetration depth of the jet.

4. Finite Element Simulation Analysis and Verification
4.1. Model Establishment

The LS-DYNA finite element analysis software was used to establish the three-dimensional
model of jet penetration into the dynamic target plate in order to obtain the parameters needed
for theoretical calculation of jet head and tail velocity, velocity gradient, and jet diameter when
the jet stretched to the surface of the target plate. The arbitrary Lagrangian Euler algorithm
was used for explosive and shaped-charge liners, and the Lagrangian algorithm for target
plates. Numerical simulations were performed between them via a fluid–solid coupling
algorithm. The element grids of each section are hexahedral elements, and the explosive,
shaped-charge liner, and air domain are common nodal Eulerian grids. The model diagram is
shown in Figure 7.
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The material model and equations of state used for the numerical simulations are the
same as those used in the analysis of the jet penetration aperture in static conditions in

105



Materials 2022, 15, 7329

Section 1. In the dynamic penetration model, the symmetry constraint is also set on the
symmetry plane of the half model, and the flow-out boundary is set on the air domain
boundary, so that all substances can flow out freely. Consistent with the grid partition of
the static penetration model, the dynamic target is also meshed with a transitional grid
structure. The portion where the possible interaction with the jet in the target plate is
divided into a regular hexahedron grid with a side length of 0.1 cm and distant portion is
meshed in 0.3 cm × 0.3 cm × 0.16 cm.

4.2. Finite Element Simulation

In order to further verify, analyze, and study the penetration mechanism of the jet
under dynamic conditions, under the condition of maintaining the blasting height and
the same material parameters, the horizontal right velocity was applied to the target plate,
which is 150 m/s, 200 m/s, 250 m/s, 300 m/s, 350 m/s, and 400 m/s. Combined with
numerical simulations, the penetration of the jet into the target slab at different moving
velocities was analyzed and the influence law of various factors was explored. The results
of the numerical simulations are shown in Figure 8.
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In this simulation, the blast height of the shaped-charge warhead is the same as the
diameter of charge, as the blast height is short. The jet does not break in the static armor-
piercing process, and the jet penetrates the target continuously. In the process of dynamical
penetration, the jet before the target interferes with the jet is also continuous, so it is also a
continuous jet penetration process. It can be seen from Figure 7 that when the target plate
speed is low, the jet will be destabilized later, and most of the jet that can penetrate has
entered the duct, but it is interfered with by the lateral movement of the target plate, and
squeezed and collided with the target plate duct, which affects the penetration ability of
the jet. The time for the jet to intervene continues to advance as the velocity of the moving
target plate increases. A growing number of armor-piercing jets are directly disrupted by
the transverse motion of the target plate and fail to enter the penetration channel from
the unperturbed jet to the target plate. Instead, the target plate needs to be re-penetrated,
bending and stacking occur near the surface of the target plate, and then fracture and
secondary collisions with the hole walls occur during the continued flow to the bottom of
the pit. The penetration depth of the jet is clearly reduced.

4.3. Comparative Analysis of Theory and Simulation

Following the theoretical model developed in Section 2, the penetration depth of the
jet under the corresponding dynamical conditions is obtained by calculating the relative
errors between five sets of numerical simulation cases. See Table 3 and Figure 9 for a
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comparison between the penetration depth from numerical simulations of jets and the
depth calculated theoretically.

Table 3. Comparison of jet penetration depth between theoretical calculations and numerical simulations.

Target Plate Speed
vt (m/s)

Theory Calculated
Value
Pj/cm

Numerical Value
Simulation Value

Pf/cm

Relative Error
er (%)

150 24.5 24.3 0.8
200 22.9 22.4 2.2
250 20.3 20.1 1.0
300 18.5 18.6 0.5
350 17.0 17.3 1.7
400 15.6 16.9 7.7
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As can be seen from Table 3, the error between the armor-breaking depth calculated
by the theoretical model and the simulation results is minor. This method can be used to
estimate the armor-breaking depth of a jet penetrating a moving target. As can be seen
from Figure 9, the dynamical penetration depth of the jet into the target decreases with
increasing velocity of the target.

In order to further study the dynamic penetration mechanism of the jet, according to
the dynamic penetration model established previously, the penetration length Pw of the
undisturbed section and the penetration length Pr of the disturbed section are extracted,
and their proportions and changing rules in the dynamic penetration of the jet are analyzed.

As can be seen in Figure 10, the decay of the penetration length Pw of the unperturbed
jet has a tendency to decrease significantly at first, and then to moderate as the velocity
of the target is increased. Combined with the dynamic penetration model and numerical
simulation analysis, the interference time keeps advancing as the velocity of the target
increases, leading to fewer and fewer jets that can penetrate the target before the interference
time. Thus, the penetration depth of the unperturbed jet profile decreases. Due to the
elevated velocity of the jet head and the tremendous amount of energy it carries, the
diameter of the target slab is relatively large during the opening phase. During the dynamic
penetration, a part of the jet can avoid being disturbed by the motion of the target plate
under the reaming of the head jet micro-element, so that it can follow the head jet micro-
element to penetrate further into the target plate. As a result, this part of the jet is able to
overcome the effect of the target motion to a certain extent and maintain the penetration
capability of the target.

The penetration depth of the perturbed jet profile initially increases slightly and then
decreases. This is because when the moving speed of the target plate is low (vt ≤ 200 m/s),
the effective jet velocity threshold vjk is also low, and the disturbed jet flowing to the bottom
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of the jet channel still has a certain penetration ability after the interference time, which
makes the penetration ability of the disturbed jet increase on the whole, but because the
penetration ability of this part is relatively weak, the penetration ability of the disturbed jet is
not significantly improved. When the target plate speed is further increased (vt ≥ 300 m/s),
because the effective jet velocity threshold vjk is increased, the jet that can effectively
penetrate the bottom of the jet crater is continuously reduced, and the penetration length of
the disturbed jet is significantly reduced.
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Combining the regularity of the penetration lengths of the perturbed and unperturbed
profiles, the ratio of the two in the total dynamical penetration depth of the jet is plotted in
Figure 11.
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Figure 11 shows that the ratio of the unperturbed jet to the overall penetration depth
definitely decreases at first and then rises as the velocity of the target is increased. The
penetration depth ratio of the perturbed jet is reversed. Based on the analysis of the
dynamic penetration mechanism, it can be seen that when the moving speed of the target
plate continues to increase, the interference time will advance, resulting in fewer and fewer
jets in the undisturbed section, which directly affects the proportion of this part of the jet in
the total penetration distance. At the same time, the penetration distance of the perturbed
jet increases proportionally to the total dynamical penetration. However, as the target
speed continues to increase, when the target speed is greater than 300 m/s, the effective
length of the disturbed section jet continues to decrease due to the increase in the random
moving speed of the effective jet velocity threshold, which makes the penetration ability of
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this part of the jet to the bottom of the jet channel begin to weaken. It can overcome the
interference of the target slab and gradually reduce the effective part of the penetration that
completes the bottom of the jet channel, such that the penetration length of the perturbed
section of the jet decreases in proportion to the total penetration length.

However, the unperturbed profile of the jet has a higher energy due to its position
at the jet head, which has the effect of expanding the jet channel. This is the reason why
the subsequent part of the jet removes the effect of the motion of the target slab within a
certain range, allowing the decay of the penetration length of the unperturbed part of the
jet to begin to slow down. In addition, the penetration length of the perturbed jet decreases
continuously, such that the fraction of the unperturbed jet in the overall fraction starts to
rise for target velocities larger than 300 m/s.

The perturbed jet cross section does not fluctuate significantly at early times, and the
unperturbed jet cross section continues to decrease in penetration length according to the
overall penetration depth variation in two sections of jets. The penetration length of the
perturbed jet profile starts to decrease, while the penetration length of the unperturbed jet
profile tends to stabilize for target slab motion velocities larger than 300 m/s. Overall, the
penetration depth of the jet into the target decreases with increasing velocity of the target.

5. Conclusions

In this paper, we established a mathematical model of the dynamic penetration mech-
anism of a shaped-charge jet based on the virtual origin theory and Bernoulli equation
considering the strength of the jet and target. Combined with the formation of the jet chan-
nel in the process of jet static penetration, the theoretical model was verified with numerical
simulation. We studied the variational law of the dynamic penetration of shaped-charged
jets based on the mathematical model developed to characterize the dynamical penetration
behavior of perturbed/undisturbed jets. The main conclusions are as follows:

1. When the velocity of the target is less than 300 m/s, the penetration ability of the
disturbed jet has no obvious shift and the penetration ability of the undisturbed jet
decreases linearly. When the speed of the target exceeds 300 m/s, the penetration length
of the disturbed jet decreases linearly while the undisturbed jet tends to be stable.

2. The contribution of the undisturbed jet to the overall penetration of the jet takes
300 m/s target velocity as the inflection point, showing a parabola pattern of decreas-
ing and then increasing; the contribution of the jet in the disturbed section takes the
same target velocity as the inflection point, but the shift is opposite to that of the jet in
the undisturbed section.

3. The relative error between the established mathematical model and the numerical
simulations is less than 10 per cent, which is in agreement with the numerical simu-
lations, compared to the simulations at six different groups of target velocities. We
verified that the established mathematical model can reliably predict the penetration
depth of the jet under dynamical conditions.

6. Discussion

Authors should discuss the results and how they can be interpreted from the perspec-
tive of previous studies and of the working hypotheses. The findings and their implications
should be discussed in the broadest context possible. Future research directions may also
be highlighted.
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Abstract: With the improvement of the antiknock performance of warships, shaped charge warheads
have been focused on and widely used to design underwater weapons. In order to cause efficient
damage to warships, it is of great significance to study the formation of shaped charge projectiles in
air and water. This paper uses Euler governing equations to establish numerical models of shaped
charges subjected to air and underwater explosions. The formation and the movement of Explosively
Formed Projectiles (EFPs) in different media for three cases: air explosion and underwater explosions
with and without air cavities are discussed. First, the velocity distributions of EFPs in the formation
process are discussed. Then, the empirical coefficient of the maximum head velocity of EFPs in air is
obtained by simulations of air explosions of shaped charges with different types of explosives. The
obtained results agree well with the practical solution, which validates the numerical model. Further,
this empirical coefficient in water is deduced. After that, the evolutions of the head velocity of EFPs
in different media for the above three cases are further compared and analyzed. The fitting formulas
of velocity attenuation of EFPs, which form and move in different media, are gained. The obtained
results can provide a theoretical basis and numerical support for the design of underwater weapons.

Keywords: shaped charge projectile; velocity attenuation law; underwater explosion; trans-media

1. Introduction

With the widespread use of cabins near shipboard [1,2] and protection materials [3–6]
for the design of warships, their explosion and shock resistance [7–9] is rapidly improved,
which makes it very difficult for blast warheads to cause destructive attacks. However,
due to the limitation of the dimensions of the warheads, the effect of increasing the charge
weight on the improvement of the warhead power is minimal. Therefore, shaped charge
warheads are gradually utilized to design the underwater weapon. In the traditional three
types of shaped charges, explosively formed projectiles (EFP) [10,11] have the advantages
of significant mass, small resistance, high velocity, and strong penetration ability, which are
more suitable for underwater shaped charge warhead design. Therefore, it is significant to
investigate the formation of EFP and its velocity attenuation in different media.

Many researchers studied the velocity attenuation law of shaped charge projectiles
in air. Berner et al. [12] carried out a theoretical analysis of the flight characteristics of
EFPs in air. Li et al. [13] made a theoretical analysis based on the EFP principle and flight
dynamics principle and found that EFP aerodynamic resistance was significantly different
when air density was different due to different temperatures. Liu et al. [14] designed a new
two-wing EFP, which improved the penetration capability of the EFP. Olivera [15] proposed
a numerical and analytical method for EFP maximum velocity performance estimation and
verified the reliability of the analytical method through numerical simulation. Wu et al. [16]
fitted the velocity attenuation equation of EFPs in air using numerical simulation. In
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addition, he experimentally verified the reliability of the fitting equation so that the flight
distance and penetration capability of EFPs could be predicted. Du et al. [17] studied the
attenuation law of the flight velocity of EFPs. However, little research about the velocity
attenuation law of EFPs in water has been published.

The formation and velocity attenuation of shaped charge projectiles in water differ
from those in air. Zhang et al. [18–25] systematically studied the underwater explosion and
analyzed the damage of shaped charge projectiles to structures underwater. The results
showed that the damage of shaped charge projectiles to structures underwater was more
severe than that in the air. Cao et al. [26] studied the forming and velocity attenuation law
of metallic jets in water but did not give the velocity attenuation law of metallic jets in
water. According to Newton’s Second Law, Lee et al. [27] introduced velocity attenuation
and resistance coefficients and presented the classical theoretical formula for fragment
entry into water. Tuo et al. [28] experimentally and numerically studied the evolution
of the cavity and the velocity attenuation of a high-speed projectile entering water. The
above studies mainly focus on velocity attenuation of the fragment without fracture, head
deformation, and mass loss. However, its shape and mass are constantly changing as it
moves in water. Therefore, it is of great significance to further study the velocity attenuation
law of projectiles with complex shapes and high velocity in different media, especially in
the water-entry process.

In order to make the projectile keep a better shape in its formation process in water,
an air cavity is utilized at the bottom of the liner. The velocity of projectile information
processes in air and water entry should be investigated. Sun et al. [29,30] analyzed the
change of the missile’s velocity across the medium from different incident angles and water
entry speeds, but their studies focused on the low-speed interval. Wang et al. [31] analyzed
the general law of EFP attenuation underwater. The effective velocity of EFP penetration in
water was analyzed, but the attenuation formula was not given. Sun et al. [32] gave the
optimal underwater torpedo air cavity length for underwater EFPs. However, they only
considered the effect of the length of the air cavity on velocity, not whether the EFP breaks.
Zhou et al. [33] studied the velocity attenuation of projectiles across the medium and
established the physical model of the conical and spherical charge under the action of an
underwater explosion. This model improved the residual velocity of EFPs in water but did
not give the velocity attenuation equation across the medium. Mukhtar Ahmed et al. [34]
recorded and calculated the velocity of the EFP by using Flash X-ray technology. The results
show that the numerical simulation could reasonably predict the performance of the EFP
to the underwater target. Most of the above scholars only analyzed the velocity attenuation
of a projectile from air to water qualitatively, while they did not give the equation form of
the velocity attenuation of projectiles.

In this paper, empirical formulas of EFPs in different media are modified or given.
First, numerical models of shaped charges in air and water with/without air cavities are
developed; and their formation processes are compared. After that, the effects of different
charges on the maximum velocity of EFPs are discussed, with the empirical coefficient
obtained in air. Based on that [35], the empirical coefficient of the maximum velocity of
EFPs in water is given. Finally, the velocity attenuation law of EFPs in different media is
studied. The velocity attenuation formulas of EFPs in water and from air to water are fitted
by combining theoretical formulas with numerical simulation.

2. Basic Theory
2.1. Formation Velocity of Projectile in Air

An approximate analytical solution can estimate the maximum velocity of an EFP in
its formation process. However, many assumptions are utilized for the analytical solution,
leading to a deviation. In order to correct the analytical solution, many researchers combine
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experimental data with their empirical formula of the maximum velocity of EFPs in air,
given by [35]:

u = 1− 1
0.016η + 0.22

√
η + 1

, (1)

where η = 16
27

ρe lp
ρmξ ; lp and ξ are charge thickness at the midpoint of the liner and liner

thickness, respectively; ρe and ρm are explosive and liner densities, respectively.
It is also pointed out that the EFP velocity calculated by the above approximate

analytical solution is generally 30% higher than the measured value [35]. Therefore, the
actual initial velocity of an EFP in the air can be obtained by:

V1−A = 0.7× D× u, (2)

where u can be solved by Equation (1) and D is the detonation velocity of the explosive.

2.2. Attenuation Velocity of Projectile in Water

When the shaped charge projectile with high velocity moves in water, its surface shall
be covered with supercavitation. Most of its surfaces do not directly contact water, and the
friction resistance is negligible. The main factor affecting the projectile’s movement is the
differential pressure resistance which affects the shape of the projectile head. After moving
in water for some time, its head develops into a “mushroom” shape. The head velocity of
the shaped charge projectile rapidly declines. According to Newton’s Second law [36]:

m
d2z
dt2 = m

dv
dt

= −1
2

ρw A0CdVt
2, (3)

where m is the mass of the shaped charge projectile; z is the distance that the shaped charge
projectile advances; Vt is the projectile velocity at any time; A0 is the projected area of
the head of the shaped charge projectile in contact with water, and Cd is the resistance
coefficient related to the cavitation number. Although the cavitation number and the
resistance coefficient changes with the movement of the projectile, they are so small that
they are set to a constant in this paper.

By integrating Equation (3), we get [36]:

Vt =
V0

1 + V0βt
, (4)

where V0 is the initial velocity when it enters into the water, and constant β is the velocity
attenuation coefficient and is defined as [36]:

β = ρw ACd/2m, (5)

where β is related to the density of seawater; ρw the head area of the projectile; A the
resistance coefficient, Cd and the mass m of the projectile. It is defined as a constant in
this paper.

2.3. Attenuation Velocity of Projectile from Air to Water

Assume that a projectile with density ρm moves with velocity ux in a Newtonian fluid
with a viscosity coefficient of µ. The resistance on the projectile is F. It is assumed that the
surface of the projectile is smooth and rotates asymmetrically, and its gravity, cavitation
resistance, and temperature are not considered. According to the momentum equation and
Newton’s Second Law, the force and the mass can be given by [37]:

Fdt = mux, (6)

F = −Mdux/dt, (7)
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M = ρmSL, m = ρSdx, (8)

where M is the mass of the projectile, and m is the liquid mass acting on the front of the
projectile head in time dt. Yang et al. [37] derived the velocity attenuation equation through
the above formula and fitted it with polynomials. However, the physical meaning of the
independent variables in the formula is ambiguous. On this basis, taking time as the
independent variable and fitting with polynomials, this approach obtains good verification,
and then the fitting formula of projectile velocity with time is expressed as [37]:

ut = u0 exp
(
−At− Bt2 + Ct3

)
, (9)

where ut is the projectile velocity at any time; u0 is the initial velocity when it goes from air
to water; t is the time, and A, B, and C are resistance constants.

2.4. Numerical Theory
2.4.1. Fluid Governing Equation

The Euler algorithm is used to simulate projectile formation in different media in
this paper. The Euler grid is fixed, with materials transported in Figure 1. The primary
calculation process is divided into three steps in AUTODYN. Conservation equations of
mass, momentum, and energy are given by [38]:

∂ρ

∂t
+

∂ρu
∂x

+
∂ρv
∂y

= 0, (10)

∂ρv
∂t + ∂ρuv

∂x +
∂(ρv2+P)

∂y = 0
∂ρu
∂t +

∂(ρu2+P)
∂x + ∂ρuv

∂y = 0
(11)

∂E
∂t

+
∂u(E + P)

∂x
+

∂v(E + P)
∂y

= 0, (12)

where x and y are coordinates, and ρ, v, u, E, and P are the density radial velocity, axial
velocity, internal energy, and pressure of the fluid, respectively.
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Figure 1. Materials transported in Euler.

2.4.2. Equation of State

(1) Equation of state for water

The shock equation of state is adopted for water, expressed as [38]:

US = C0 + S1u + S2u2, (13)

where Us is the shock wave velocity: u is the particle velocity; C0, S1 and S2 are constants,
and the specific values are set as C0 = 1647(m/s), S1 = 1.921, S2 = 0.

(2) Equation of state for air

The ideal gas equation is adopted for air, given by [38]:

pair = (γ− 1)ρair eair , (14)
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where pair is air pressure; ρair is air density, adiabatic constant γ = 1.4, specific energy
eair = 2.068× 105J/Kg.

(3) Equation of state for metal liner

Copper is used as the material of metal lining. The linear equation is used for the
equation of state, and the Johnson-Cook equation is used for the strength model, expressed
as [38]:

Y =
[

A + Bεn
p

][
1 + C ln ε∗p

]
[1− Tm

H ], (15)

where Y is equivalent stress; A is initial yield stress; B is the hardening constant; ε∗p is the
plastic strain rate; n is the hardening index; C is the strain rate constant; m is the thermal
softening index, and TH is dimensionless temperature. The detailed parameters of the
Johnson-Cook equation for copper are listed in Table 1.

Table 1. Parameters of the constitutive model of the liner [38].

A
MPa

B
MPa N C M Bulk

Modulus/KPa
Reference

Temperature/K
Specific Heat
(J·kg−1K−1)

90 292 0.31 0.025 1.09 1.29× 108 300 383

(4) Equation of state for explosives

The JWL equation is adopted for explosives, given by [38]:

pe = A
(

1− ω

R1V

)
e−R1V + B

(
1− ω

R2V

)
e−R2V +

ωE
V

, (16)

where V = ρb0/ρb, ρb, and ρb0 are the density of detonation products and their initial
density; E is the internal energy of explosive per unit volume; A, B, R1, R2, and w are
constants which are obtained by a specific experiment, and pe is explosive detonation
pressure. The detailed parameters of the JWL equation with different types of explosives
are listed in Table 2 [38].

Table 2. Parameters of the JWL equation of different types of explosives [38].

Type A
GPa

B
GPa R1 R2 ω ρ

kg·m−3
DCJ

m·s−1
E

GJ·m−3
pCJ
GPa

TNT 373.77 3.75 4.15 0.90 0.35 1630 6930 6.0 21.0
COMPB 524.23 7.68 4.20 1.10 0.34 1717 7980 8.5 29.5

C4 609.77 12.95 4.50 1.40 0.25 1601 8193 9.00 28.0
HMX 778.28 7.07 4.20 1.00 0.30 1891 9110 10.5 42.0

3. Formation Process of Shaped Charge Projectiles in Different Media
3.1. Numerical Model

In order to study the formation law of shaped charge projectiles in different media,
two-dimensional axisymmetric models of air and underwater explosions of shaped charges
with spherical-segment liners were established. Denote three cases—air explosion and
underwater explosions with and without air cavity—as Cases 1, 2, and 3, respectively. Four
types of explosives were chosen: TNT, comp B, C4, and HMX. A numerical model of the air
explosion of the shaped charge for Case 1 is shown in Figure 2. The charge had a height L of
40 mm and a diameter D of 20 mm. The liner was made of copper with variable thickness.
Its inner and outer diameters were r = 13.99 mm and R = 12.20 mm. The dimension of the
air cavity was variational. In order to avoid the reflection of shockwaves after reaching the
boundary, the flow-out boundary was applied as a fluid boundary. The sub-option and
preferred material for the flow-out boundary condition were flow-out (Euler) and all equal,
respectively. The mesh size was determined after a convergence analysis.
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Figure 2. Numerical model of the air explosion of the shaped charge.

The numerical model of the underwater explosion of the shaped charge is similar to
that of the air explosion, as shown in Figure 3.
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A light torpedo has an air cavity in its actual design. Therefore, a numerical simulation
model of the underwater explosion of a shaped charge with an air cavity is developed in
Figure 4. The length of this air cavity d dramatically affected the formation and velocity of
the projectile. Sun et al. [32] found that when its length was three times the charge radius,
the shape of the EFP in the formation process was better. In order to find out a better length
of air cavity in this paper, three cases with d from two to four times the charge radius were
chosen in Table 3.
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illustrated in Table 5 and Figure 6, respectively. The obtained results show that the head 
velocity with a grid size of 0.2mm 0.2mm×  was similar to those of 0.1mm 0.1mm×  
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2.00 × 2.00 1200 1362 

Figure 4. Numerical model of the underwater explosion of a shaped charge with air cavity.

Table 3. Cases for different numerical models.

Cases Media Air Cavity Length

1 Air -
2 Water without air cavity -
3 Water with air cavity Twice the charge radius
4 Water with air cavity Three times the charge radius
5 Water with air cavity Four times the charge radius

3.2. Convergence Analysis

To ensure the reliability of Euler’s algorithm, the velocity and morphology of the
shaped charge projectile were simulated in this section. The experimental [39] and simu-
lated values both agree well, as shown in Table 4 and Figure 5.
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Table 4. Comparison of parameters between experimental [39] and simulated values.

Results Time1
(µs)

Time2
(µs)

Head Velocity
(km/s)

Tail Velocity
(km/s)

Length
(mm)

Experiment [39] 41.25 50.65 5.23 1.13 134.20
Simulation 40.00 50.00 4.71 1.09 145.00

Error/% −3.00% −1.28% −9.94% −3.54% 8.05%

In order to obtain a reasonable mesh size, a convergence analysis was carried out.
Head X-velocities of shaped charge projectiles with different grid sizes and numbers were
illustrated in Table 5 and Figure 6, respectively. The obtained results show that the head
velocity with a grid size of 0.2 mm× 0.2 mm was similar to those of 0.1 mm× 0.1 mm and
0.12 mm× 0.12 mm. Taking calculation accuracy and efficiency fully into consideration,
the grid size of 0.2 mm× 0.2 mm is used for the simulation in this paper.
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Table 5. Simulated EFP head velocity under different grid sizes.

Grid Size (mm) Grid Numbers Head X-Velocity (m/s)

3.00 × 3.00 648 1204
2.00 × 2.00 1200 1362
1.00 × 1.00 4800 1568
0.40 × 0.40 30,000 1700
0.30 × 0.30 53,600 1713
0.20 × 0.20 120,000 1757
0.12 × 0.12 334,000 1784
0.10 × 0.10 480,000 1793
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3.3. Formation Process of Shaped Charge Projectile

Then, the formation processes of shaped charge projectiles in air and water with and
without air cavities were further analyzed.

3.3.1. Case 1: Air Explosion

Firstly, the formation process of a shaped charge projectile in the air was analyzed.
The velocity distribution of the projectile at different times is shown in Figure 7. At t = 5 µs,
the detonation wave arrived at the top of the liner, with a plastic deformation caused.
At t = 10 µs, with the shockwave effect, the liner was completely crushed, with an EFP
initially formed. At t = 15 µs, an EFP was fully formed, and its head velocity peaked at
approximately 1700 m/s. Due to the velocity gradient from the front to the back of the
EFP, it was stretched, and its head and pestle could be distinguished. The EFP could fly
smoothly in the air if its gravity and air resistance were ignored.
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3.3.2. Case 2: Water Explosion without Air Cavity

Then, the formation process of the shaped charge projectile in water was analyzed.
The velocity distribution at different times is shown in Figure 8. At t = 5 µs, the detonation
wave reached the liner top, with plastic deformation. At t = 10 µs, the liner began to turn
over. Due to the great resistance effect of water, the shape of the EFP developed into a
“crescent moon,” which is different from that of the air in Figure 7. As the EFP moved in
the water, its head shape kept stable at t = 25 µs. However, with the movement of the EFP
in water, its head was worn, which led to mass loss and velocity decrease. Penetration
performance decreased as a result.
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3.3.3. Cases 3–5: Water Explosion with Air Cavity

Finally, the formation process of the shaped charge projectile, which moves from
air to water, was analyzed. Three cases with lengths d of the air cavity of twice, three,
and four times larger of charge radius are discussed in this section, namely Cases 3–5,
respectively. Numerical results for velocity distributions of these three cases are illustrated
in Figures 8–10, respectively.
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The velocity distribution for Case 3 Is shown In Figure 9. At t = 15 µs, it can be seen
that the EFP was not completely formed while it moved from air to water. Due to the
water resistance, the head of EFP was worn. At t = 30 µs, the EFP began to break. Due to
the large velocity gradient between the front and the rear of the EFP, it was overstretched,
with multiple fractures formed. More fractures were found at t = 40 µs and 50 µs, which
decreased the penetration performance of EFP.

The velocity distribution for Case 4 is shown in Figure 10. At t = 15 µs, a short EFP
was formed stably. At t = 20 µs, the head of EFP entered the water and began to be worn,
with a cavity generated around it in the fluid. Mass loss of the EFP is also found, and the
head of the EFP is flattened. At t = 30 µs, the shape of the head of the EFP developed into
a “mushroom.” At t = 40 µs and 50 µs, the velocity gradient of the EFP was small so that
fewer fractures were formed than that of Case 3.

The velocity distribution for Case 5 is shown in Figure 11. Although the EFP had been
formed before it entered water, the velocity gradient of the EFP was more significant than
that of Case 4, which also caused more fractures at t = 40 µs and 50 µs. In conclusion, when
the length of the air cavity is three times of charge radius, a shaped charge projectile with
better velocity and shape can be formed.
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3.3.4. Results Analysis and Discussion

After analyzing the formation processes of EFPs in different media, the comparison
results show that the medium has an excellent effect on the formation of EFPs. A short
and thick EFP is formed in air. The shaped charge projectile is turned over and develops
into a “crescent moon” shape in the water. As for the case of a water explosion with an air
cavity, the initial shape of an EFP before it arrives in water is similar to that in air. However,
its shape gradually becomes a “mushroom” after its head arrives at the water. Due to the
velocity gradient, the EFP breaks into many fractures. In addition, the effect of the length
of the air cavity on the formation of EFPs is discussed. It can be found that when the length
is three times the charge radius, such variables as tensile length, fracture, and water-entry
velocity of the EFP are better than those of the other two cases.

4. Maximum Head Velocity of Projectile in Air and Water
4.1. Coefficient Modification of Head Velocity of Projectile in Air

According to the empirical formula in Section 2.1, the empirical coefficient of head
velocity is set to 0.7 when the projectile forms in the air. Based on the air explosion model of
a shaped charge in Section 3.3.1, the maximum head velocities of projectiles with four types
of charge materials are discussed in this section. The empirical coefficients are numerically
obtained in Table 6. Taking the average empirical coefficient of 0.647, the modified formula
can be obtained as follows

V1−A = 0.647× D× u, (17)

Table 6. Empirical coefficient of the head velocity of projectiles with different types of charge materials
in air.

Material D (m/s) ρe(g/cm3) ρm(g/cm3)
Simulation

Velocity (m/s)
Empirical

Coefficient
Average Empirical

Coefficient

TNT 6930 1.630 8.960 1302.58 0.653

0.647
COMP B 7980 1.717 8.960 1569.55 0.669

C4 8193 1.601 8.960 1488.81 0.635
HMX 9110 1.891 8.960 1763.94 0.634

Then, evolutions of velocity with different types of charge materials are further ana-
lyzed in Figure 12. The projectile is formed in the microsecond time scale, with its head
velocity up to the peak value. After that, due to air resistance, the velocity slightly decreases.
This decrease is affected by many factors, such as the windward area of the projectile, liner
density, air density, etc. The detailed attenuation law of EFP flight in air was analyzed by
Du et al. [17], which shall be given in Section 5.1 in detail.

4.2. Reduction Coefficient of Head Velocity of Projectile in Water

On the basis of the empirical formula of the maximum head velocity of the projectile
in air, the formula in water is numerically deduced in this section. Evolutions of head
velocity EFPs in water with different types of charges are shown in Figure 13. It can be seen
that although their maximum velocities are so different, they share a similar attenuation
law. Firstly, their velocity sharply decreases and then slowly declines. In this section, the
maximum velocity of EFPs formed in water is studied, with an empirical coefficient for
estimating the maximum velocity of EFPs given.

After validating the empirical coefficient of the head velocity of EFPs in air, similar
numerical models of shaped charges subjected to underwater explosions with different
types of charges are established. The obtained maximum velocities of EFPs and empirical
coefficients are listed in Table 7. It is found that the empirical coefficient ranges from 0.455
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to 0.476. Taking the average empirical constant of 0.462, the empirical formula of the initial
head velocity of EFPs in water is obtained by:

V1−W = 0.462× D× u, (18)
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Table 7. Empirical coefficient of the head velocity of projectiles with different types of charge materials
in water.

Material D(m/s) ρe(g/cm3) ρm(g/cm3)
Simulation

Velocity (m/s)
Empirical

Coefficient
Average Empirical

Coefficient

TNT 6930 1.630 8.960 920.428 0.461

0.462
C4 8193 1.601 8.960 1067.892 0.456

COMP B 7980 1.717 8.960 1118.419 0.477
HMX 9110 1.891 8.960 1270.936 0.457

5. Effects of Media on the Evolution of Velocity
5.1. Velocity Attenuation Law of Projectiles in Air

It is found that such factors as flight distance, shape, the density of projectiles, etc.,
affect the residual velocity of projectiles [8]. Because the flight velocity of the projectile is
much larger than the speed of sound, its weight is relatively small, and the air resistance is
far greater than its weight, and the influence of gravity on the speed of EFP is ignored in
the calculation, so the flight trajectory of the EFP can be regarded as a straight line, and its
motion equation is [17]:

q f =
dV
dt

= −CD
ρ0

2
AsH(Y)V2, (19)

where q f is the actual weight of the projectile; CD is the air resistance coefficient; AS is the
windward area of the projectile; H(Y) is the relative air density at height Y; ρ0 is the ground
air density, and V is the instantaneous flight speed of the projectile.

Among them, the resistance coefficient varies with the shape and flight velocity of the
projectile. In order to obtain the analytical expression of residual velocity with distance,
linear standardization is usually used for the solution of CD, which is based on the measured
results. At the second stage in air, the velocity attenuation formula of the projectile is given
by [17]:

V2−A = V1−A exp

[
−CD H(Y)ρAs

2q f
r

]
, (20)

where V1−A is the initial velocity in the first stage, r is the radius of the projectile, and ρ is
the density of the air at the location.

5.2. Velocity Attenuation Law of Projectile in Water

HMX is found to work best in air and water. Therefore, it is used as an explosive in
the following sections. Then, the velocity attenuation law of a projectile in water without
an air cavity is analyzed. The formation and propagation process of a projectile can be
divided into three stages: acceleration, rapid decay, and slow decay stages, as shown in
Figure 14. In the first stage, the velocity increases linearly and peaks at 1300 m/s at about
0.1 µs. After that, the velocity sharply decreases in the second stage, with an attenuation
coefficient. In the third stage, it slowly declines. Based on this, the velocity attenuation law
of a projectile under different charges is further analyzed. According to Figure 13, it can be
preliminarily judged that the underwater velocity attenuation is similar and has specific
laws. It is found that the four cases with different types of charge share a similar evolution
of velocity in Section 4.2. Next, the detailed velocity attenuation law in the second and
third stages is analyzed.

5.2.1. Velocity Attenuation Law in the Second Stage

The velocity attenuation law in the second stage is first analyzed in Table 8. With the
increase of explosive detonation velocity, both the maximum head velocity of the projectile
and the attenuation coefficient increase. This indicates that the greater the initial velocity
of the underwater projectile is, the greater its instantaneous attenuation velocity also is,
which leads to a larger attenuation coefficient. Numerical results show that the attenuation
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coefficient ranges from 0.569 to 0.630, with an average attenuation percentage of about
58.8%. Therefore, the velocity attenuation formula in the second stage can be obtained by:

V2−W = 0.588×V1−W , (21)
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locity of the underwater projectile is, the greater its instantaneous attenuation velocity 

also is, which leads to a larger attenuation coefficient. Numerical results show that the 

attenuation coefficient ranges from 0.569 to 0.630, with an average attenuation percentage 

of about 58.8%. Therefore, the velocity attenuation formula in the second stage can be 

obtained by: 
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Figure 14. Evolution of velocity of projectile in water without air cavity.

Table 8. Velocity attenuation in the second stage.

Material Simulation Maximum
Velocity (m/s)

Sharply Decrease to
Velocity (m/s) Attenuation Factor Average

Attenuation Factor

TNT 920.428 524.312 0.570

0.588
C4 1067.892 610.582 0.572

COMP B 1118.419 649.375 0.581
HMX 1270.936 800.947 0.630

5.2.2. Velocity Attenuation Law in the Third Stage

The velocity attenuation law in the third stage is analyzed in this section. Take
(0.0128 ms, 801 m/s) as the starting point of the third stage in Figure 15. The numerical
results for the evolution of velocity in the third stage are fitted according to Equation (4) in
Section 2.2, given by:

V3−W =
V2−W

1 + 0.01486V2−W t
, V2−W = 800.947 m/s (22)

The theoretical formula fits well with the numerical simulation, but the numerical results
fluctuate. The velocity attenuation coefficient β is set as a constant when fitting according to
the theoretical formula. However, the velocity attenuation coefficient β varies in the actual
process because of the fluctuation of numerical results. When a shaped charge projectile
moves in water, the mass falls off. The head gradually became a “crescent moon” shape,
and the projectile’s head-on area changed. In the process of penetration, both of them
changed simultaneously. According to Equation (5), the velocity attenuation coefficient
β also changes. This paper selected three points, A, B, and C, with large fluctuations to
further analyze the specific reasons, as shown in Figure 15 and Table 9.
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There are some differences between theoretical fitting and numerical simulation in
Figure 15. At the beginning of detonation, the projectile’s mass does not change during
0~0.1 ms in Figure 16. However, the projectile head area is the main factor affecting the
attenuation coefficient β. Detonation waves force the head area of the projectile to decrease
during the extreme time of detonation of the explosive. Subsequently, the area increases due
to the influence of water resistance. That is, the attenuation coefficient β decreases first and
then increases. However, in this paper, the attenuation coefficient β is taken as a constant,
which results in the theoretical velocity being small at first and then prominent in the range
of 0~0.1 ms. The head area of the projectile is stable, and the head gradually becomes a
“crescent moon” after t = 0.1 ms, as shown in Figure 8. At this time, the projectile mass
is the main influencing factor of the attenuation coefficient β. The increase in attenuation
coefficient β is caused by the shedding of projectile mass. However, this paper takes the
attenuation coefficient β as a constant, which results in the theoretical velocity being less
than the numerical simulation velocity. In this paper, three points with relatively large
fluctuations are marked as A, B, and C, respectively, and the recorded data are shown in
Table 9. First, the velocity fluctuation range of theoretical fitting is 20–30 m/s. Secondly, it
has basically lost its penetration ability [31] when projectile velocity drops to approximately
200. Therefore, a 20–30 m/s velocity error does not affect the evaluation of the damage
degree. The fitting formula of the third stage is reliable.

Table 9. Error analysis of head velocity.

Point A Point B Point C

Time (ms) 0.218 0.350 0.450
Numerical simulation (m/s) 256.456 134.028 153.957
Theoretical equation (m/s) 222.448 155.046 126.015

Velocity error −34.008 21.018 −27.941
Percentage error −13.260% 15.682% −18.149%
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 Figure 15. The fitting curve of underwater velocity attenuation of the EFP at the third stage.
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5.3. Velocity Attenuation Law of Projectile from Air to Water

In order to obtain a better shape and velocity of the projectile, it is more suitable to
add an air cavity inside the liner for the design of a lightweight torpedo rather than a
formation in water. The water entry of the projectile should be investigated in this process.
Therefore, the velocity attenuation law during the water entry process is further analyzed
in this section. According to the results in Section 3.3.3, the better length of the air cavity
is about three times larger than the charge radius. Thus, the evolution of the projectile’s
velocity for Case 3 is illustrated in Figure 17.
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Three stages are included: acceleration, pitting, and water entry stages. Due to the
fracture and collision of the projectile, the water entry stage is further subdivided into
fracture and collision fluctuation stages, respectively. The projectile forms in the air in the
first stage, and its velocity increases linearly. In the second pit stage in the BCD region
in Figure 17, the projectile velocity first decreases and then climbs slightly. As for the
third stage-water entry stage, the velocity decay is slow and fluctuates due to fracture and
collision of the shaped charge projectile.

5.3.1. Velocity Analysis in Pit Stage

The pitting stage is a unique phenomenon of the projectile, which forms in water. Four
points, A, B, C, and D, are marked in Figure 17, and their specific values of velocities are
shown in Table 10. Meanwhile, pressure distributions when the projectile arrives at the
above four points are shown in Figure 18. The wave load should be of concern because
it is the main energy that overwhelms the liner at the moment of the burst. At t = 5 µs,
a detonation wave is generated and propagates in water. Besides, with the effect of a
detonation wave, the velocity of the liner peaks in a very short time. At t = 10 µs, the
shockwave propagates from the water to the air cavity and begins to dissipate., so the head
velocity of the projectile decreases slightly. However, At t = 15 µs, with the continuous effect
on the projectile, its velocity increases slightly. At t = 20 µs, the projectile begins to enter
the water. After that, the shockwave has little effect on the velocity of the projectile. The pit
stage is basically over. Then, due to different media after the air cavity, the attenuation law
is different. If the projectile moves in the air, it shall fly stably, with the velocity decreasing
slightly, as in Figure 18. However, if it moves from air to water, the velocity rapidly declines.
The effect of media on the velocity of the projectile in the pit stage is discussed in the next
section. Finally, it is worth mentioning that the medium of wave load propagation in pure
air and water (cases 1 and 2) remains unchanged, so the phenomenon of the pit stage does
not occur.

Table 10. Parameters of data points in the pit stage.

Point A Point B Point C Point D

Time (µs) 5 10 15 20
Velocity (m/s) 1638.864 1786.006 1729.389 1747.401
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Three cases are listed and discussed in Table 11. Evolutions of velocity for Cases 4
and 6 are first compared. Both of them showed a slight decline and climb, resulting in a
concave phenomenon. Under the two working conditions, the time and speed are basically
the same in Figure 19. This result indicates that if the length of the air cavity is sufficient to
shape the projectile, then the water entry velocity of the projectile is essentially the same.
Even if the length of the air cavity is increased further, the velocity of the projectile will not
increase. Besides, evolutions of velocity for Cases 1 and 6 are compared. The maximum
velocity of the projectile in water with an infinite air cavity is slightly higher than that only
in air, as shown in Figure 19. The reason is that the shockwave dissipates quickly in the air,
while the shockwave propagates faster in water, and the effect is more substantial than that
in the air.

128



Materials 2022, 15, 7848

Table 11. Cases discussed in the pit stage.

Cases 1 4 6

Media air Water with air cavity Water with infinite air cavity
Lengths of air cavity - Three times the charge radius Infinite
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5.3.2. Velocity Analysis in Water Entry Stage

At the water entry stage, (0.019 ms, 1746.775 m/s) is taken as the initial point. After the
time reaches zero, the velocity of the projectile in the water entry stage is fitted according
to Equation (9) in Section 2.3, with A = 3.880, B = 127.286, C = 652.968. Therefore, the
evolution of velocity can be obtained by:

ut = 1746.775 exp
(
−3.880t− 127.286t2 + 652.968t3

)
(23)

Fluctuations are found in the numerical and fitting curves in the water entry stage.
Three fluctuation points, D, E, and F, are chosen in Figure 20, with the fracture fluctuation
stage of tD = 0.041 ms and tE = 0.071 ms collision fluctuation stages of tF = 0.085 ms.
It can be seen that the fracture begins to be caused at point D, and the curve fluctuates
accordingly. The projectile during the phase between D and E breaks, with its head worn,
and its head shape gradually develops into a “mushroom.” However, its tail does not
directly contact the water after the air cavity, with a higher velocity than the head. The
tail catches up with the head at point F and begins to impact the head, with the velocity
slightly increasing. After that, with the merge of the head and tail, the velocity gradually
stays stable and drops to about 400 m/s. As a result, the projectile basically does not have
penetration capability [31].

In order to further verify the reliability of the theoretical formula, three points, G, H,
and I, in Figure 20, with large fluctuations, are selected for error analysis in Table 12. The
maximum velocity fluctuation is 54 m/s, and the maximum error percentage is approxi-
mately 8%, validating the theoretical formula. After that, the shape of the projectile stays
stable without fractures forming anymore, which corresponds to the velocity attenuation
law in water. Finally, the residual velocity of the projectile decreases to approximately
400 m/s, and the projectile has basically lost its penetration ability.
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Table 12. Velocity error analysis.

Point G Point H Point I

Time (ms) 0.041 0.070 0.102
Numerical simulation (m/s) 1292.232 858.142 682.358
Theoretical equation (m/s) 1253.264 892.540 627.438

Velocity error −38.968 34.398 −54.920
Percentage error −3.02% 4.01% −8.05%
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6. Conclusions

Based on the theoretical formula of the head velocity of the shaped charge projectile
in the formation process, the Euler method was used to establish the air and underwater
explosion models of a shaped charge with and without air cavity, with shapes of the
projectile analyzed in different media. The empirical coefficient of head velocity attenuation
in the formation process in water is given. The variation law of the head velocity of projectile
in different media is discussed. The specific conclusions are given as follows:

1. A shaped charge projectile formed in air is short, thick, and dense while it turns over
to be a “crescent moon” in water and develops into a “mushroom” shape from the air
cavity to water. Due to the velocity gradient, fractures are found when the projectile
enters and moves in the water. When the length of the air cavity is lower or larger
than three times of charge radius, the projectile cannot be completely formed or easily
fractured. Therefore, it is suggested to make the length of the air cavity three times
larger than the charge radius;

2. Velocity attenuation laws of shaped charge projectiles with four types of explosives in
air and water are discussed. Results show that the empirical coefficients of maximum
velocity in air and water are 0.647 and 0.462, respectively. The head velocity of a
projectile in water can be divided into three stages: acceleration, rapid decay, and
slow decay. The higher the maximum head velocity of a projectile is, the greater the
percentage of velocity attenuation is in the rapid decay stage. The residual velocity is
about 60% of the maximum head velocity. The theoretical fitting formula is given in
the slow decay stage, and its results agree well with the numerical ones. The maximum
error of head velocity is only about 30 m/s, which proves the high reliability of the
theoretical fitting formula;

3. The shaped charge projectile forms in the air cavity and then enters the water. Its head
velocity includes acceleration, pit, and water entry stages. Because of the fracture and
collision of the projectile, the water-entry stage is divided into fracture and collision
stages. The pitting stage is a unique phenomenon of a projectile in water. Its velocity
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tendency shows that the velocity first declines and then increases and eventually stays
steady. The theoretical fitting formula of the head velocity of a projectile in the water-
entry stage is given. The maximum error between the theoretical and numerical results
for a projectile’s head velocity is lower than 8.1%, which validates the theoretical fitting
formula. Besides, the fluctuations are found in the numerical results caused by the
fracture and the projectile collision.
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Abstract: A polymer of tetrafluoroethylene, hexafluoropropylene, and vinylidene fluoride- (THV)
based reactive materials (RMs) was designed to improve their density and energy release efficiency.
The mechanical performances, fracture mechanisms, thermal behavior, energy release behavior, and
reaction energy of four types of RMs (26.5% Al/73.5% PTFE, 5.29% Al/80% W/14.71% PTFE, 62%
Hf/38% THV, 88% Hf/12% THV) were systematically researched by conducting compressive tests,
scanning electron microscope (SEM), differential scanning calorimeter, thermogravimetric (DSC/TG)
tests and ballistic experiments. The results show that the THV-based RMs have a unique strain
softening effect, whereas the PTFE-based RMs have a remarkable strain strengthening effect, which
is mainly caused by the different glass transition temperatures. Thermal analysis indicates that the
THV-based RMs have more than one exothermic peak because of the complex component in THV.
The energy release behavior of RMs is closely related to their mechanical properties, which could
dominate the fragmentation behavior of materials. The introduction of tungsten (W) particles to PTFE
RMs could not only enhance the density but also elevate the reaction threshold of RMs, whereas the
reaction threshold of THV-based RMs is decreased when increasing Hf particles content. As such,
under current conditions, the THV-based RMs (88% Hf/12% THV) with a high density of 7.83 g/cm3

are adapted to release a lot of energy in thin, confined spaces.

Keywords: THV-based reactive materials; mechanical performances; thermal analysis; reaction
threshold; energy release behavior

1. Introduction

In order to effectively attack light armored targets, armor-piercing projectiles are
usually filled with incendiary agents or explosives of a certain quality, forming armor-
piercing incendiary projectiles, armor-piercing incendiary explosive projectiles, and other
highly effective damage munitions [1,2]. An important feature of this kind of ammunition
is that there is generally no fuze inside the warhead, which can provide more space for
high-energy materials or fragile metals with high damage ability. Therefore, more efficient
damage elements can be loaded to achieve a more pronounced damage effect. However,
these projectiles usually explode first and then inert armor-piercing, when they impact on
the target. The problem is that the incendiary explosive reaction with high damage ability
only works in front of the target and could not produce a large damage effect inside the
target. Therefore, people began to explore new ways of damaging light armored targets.
In 2005, Daniel B. Nielson et al. [3,4] proposed, in their patent, the idea of using reactive
materials enhanced projectile to achieve efficient damage to thin wall armor. Dozens of
RMs formulations were designed and the performances such as overpressure, perforation,
and firelight size of reactive material enhanced projectiles in spacer plates were tested.
Significantly different from traditional projectiles that use inert metal to penetrate, this
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enhanced projectile uses reactive damage elements to pierce armor, which could be initiated
and releases a large amount of chemical energy during or after its penetration process,
that is, it realizes the combined effect of projectile penetration and internal explosion, thus,
greatly improving the damage effect inside the target [5–7].

As the basic formula of fluorine polymer-based reactive material, the reactive dam-
age element prepared from aluminum and polytetrafluoroethylene powder (Al/PTFE)
through mechanical mixing, molding, and sintering process has been extensively studied
by scholars and has achieved certain application results [8–13]. For example, in 2002,
E. L. Baker et al. [14,15] proposed the technical concept of a unitary terminal chemical
energetic blasting warhead and designed four different formulations of Al/PTFE reactive
liners (inert metal type, oxygen-rich type, oxygen balance type, and oxygen deficiency
type) to verify the damage effect of this unitary chemical energetic blasting warhead. The
results show that, as compared to the aluminum liner, the RMs-shaped charge can not
only penetrate the concrete target but also produces a stronger demolition effect due to the
deflagration reaction in the concrete target, which greatly improves the damage efficiency
of the shaped charge. Another example is its application in warhead fragments. Zhao
Hongwei et al. studied the terminal demolition lethality of reactive fragments through
experimental methods, and the results show that the reactive fragments have greatly im-
proved the penetration of warheads, the ignition of the fuel, and the ability to detonate
explosives [16].

However, the disadvantages of low Al/PTFE density (about 2.27 g/cm3) were ex-
posed when the reactive material was used to replace the steel core in traditional armor-
penetrating combustion projectiles to form reactive enhanced projectiles. Generally speak-
ing, high density is an important factor to ensure the depth of armor piercing. However, the
density of Al/PTFE reactive material is much lower than that of traditional steel core, result-
ing that its armor-piercing ability is greatly reduced, which seriously restricts the successful
application of the reactive material in anti-light armor ammunition. In order to effectively
improve the density of RMs, one method is to add high-density inert metal powder (such
as tungsten and tantalum, etc.), into the RMs of Al/PTFE [17–20]. Since the inert metal
hardly releases energy due to chemical reaction during the impact, this method reduces the
release of chemical energy while improving the density. The introduction of inert metal
also significantly reduces the energy release efficiency of the reactive material under the
same condition, which is not conducive to the realization of efficient damage. Another
method is to introduce metal oxides (such as CuO, MoO3, etc.), to the basic formula [21,22],
which can form thermite with the Al component. Although thermite can react chemically
and release a large amount of heat energy, almost no gaseous products are produced after
the thermite reaction, which is not beneficial to achieving efficient damage. The ideal
method is to replace the relatively light aluminum powder with higher density reactive
metals, such as titanium (Ti), zirconium (Zr), hafnium (Hf), tantalum (Ta), uranium (U),
etc. The reactive material composed of metal hafnium and fluoropolymer has the highest
formation enthalpy, but metal hafnium has a higher activity. It is easy to react with oxygen
in the air near the conventional sintering temperature of PTFE (about 380 ◦C), which may
lead to sintering accidents. To improve the safety of Hf powder in the sintering process,
fluoropolymers with lower melting and crystallization temperature can be selected, such
as polyvinylidene fluoride (PVDF), tetrafluoroethylene-hexafluoropropylene copolymer
(FEP), tetrafluoroethylene-hexafluoropropylene-vinylidene terpolymer (THV), etc. The
fluorine content of THV 220 is 72.61%, which is the closest to the fluorine content of PTFE
(76%), and it can complete melting and crystallization at about 120 ◦C, making it an ideal
replacement material for PTFE [23]. Therefore, the RMs composed of high-density active
metal powder and THV are an ideal formula for both the energy release efficiency and the
density of the damage element.

Traditional PTFE-based RMs are usually prepared by a mechanical mixing–molding–
sintering process, while THV products are generally large particles rather than ultra-fine
powder form, so it is impossible to obtain a uniform mixture of metal powder and THV
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particles by traditional mechanical mixing means, the traditional preparation process is
obviously not suitable for THV-based RMs. In this paper, the reactive material samples
composed of metal Hf and THV were prepared by solvent evaporation and hot pressing
sintering method, and the microstructure of the samples was analyzed by scanning electron
microscopy. In addition, many studies have shown that the energy release of RMs is related
to the fracture process of materials [24,25]. The formation of crack is related to the strain
energy absorbed by the material before fracture. The larger the strain energy is, the more
energy released by the material during fracture, and the easier it is to form hot spots to
ignite near the crack. The strain energy absorbed by materials before fracture is closely
related to their mechanical properties. Therefore, this paper intends to study the mechanical
properties and fracture mechanism of THV-based RMs, and the results are conducive to a
deeper understanding of the energy release mechanism of RMs.

2. Sample Preparation

The Hf/THV specimens were prepared by the process of solvent loss and hot pressing.
The raw Hf is particle powders with the size of 10 µm, and THV 220 granules are a
flexible, transparent fluoroplastic composed of tetrafluoroethylene, hexafluoropropylene,
and vinylidene fluoride in the form of melt pellets, as shown in Figure 1. The preparation
steps were as follows: (1) the Hf powders and THV 220 granules were poured into ethyl
acetate solvent, and the concentration of THV220 should be controlled at less than 0.1 g/mL.
Then, the formed solution was heated to 70–90 ◦C and stirred continuously until THV220
dissolved completely. (2) The solution temperature was kept at about 80 ◦C for distillation.
To make the metal powder uniformly dispersed, continuous stirring is required during
distillation until the solvent completely evaporated, resulting in a dry solid block consisting
of Hf and THV 220. (3) The solid block was put into the heating mold that was placed
on a universal testing machine, and the mold was heated directly to 120–160 ◦C in the
vacuum drying box and kept warm for 30 min. Then, the pressure was loaded on the mold
to 15 MPa, at a speed of 0.05 MPa/s. Finally, the sample of desired shape was obtained
after 30 min of holding pressure. The density of the RMs samples fabricated by this method
could reach more than 92% of theoretical maximum density (TMD). In addition, the basic
formula Al/PTFE specimens were also prepared for comparison, the average size of Al
powder is 10 µm as shown in Figure 1. The previous method was employed to fabricate
these Al/PTFE specimens [26]. The specimen formulas and density of PTFE, THV-based
RMs are listed in Table 1. The specimen density is the average density of five specimens.
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THV 220. In contrast, PTFE and Al are tightly aggregated in PTFE-based specimens, lead-
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Figure 1. The scanning electron microscope (SEM) images of the raw materials: (a) Hf powder; (b) THV
220 granules; (c) Al powder; (d) PTFE powder.

Table 1. The specimen formulas and theoretical energy content.

NO. Specimen Formula Theoretical Density (g/cm3) Specimen Density (g/cm3) Compactness

1 26.5% Al/73.5% PTFE 2.31 2.31 100%

2 5.29% Al/80% W/14.71%
PTFE 7.73 7.73 100%

3 62% Hf/38% THV 4.14 3.93 94.93%
4 88% Hf/12% THV 7.83 7.28 92.98%

Field emission scanning electron microscope (Phenom Pure, The Netherlands, desk-
top scanning electron microscope) was employed to investigate the microstructures of
the specimens. As shown in Figure 2, Hf powders are uniformly scattered in the THV
220 matrix, but some cavities are observed in THV-based specimens, resulting in relatively
low compactness for them. This may be caused by the poor compatibility between Hf
and THV 220. In contrast, PTFE and Al are tightly aggregated in PTFE-based specimens,
leading to high compactness of nearly 100%.
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3. Experiment
3.1. Quasi-Static Compressive Test

The cylindrical specimens with a size of Φ12 mm × 12 mm were fabricated using the
methods mentioned above. The static compressive test was carried out on the CMT 5105
electronic universal mechanical testing machine (MTS Industrial Systems Co., Ltd., Eden
Prairie, MN, USA) at room temperature, with an initial loading strain rate of 0.8 × 10−2 s−1.
The end surfaces of the specimens were polished with lubricating oil to reduce the friction
with the punch of the testing machine. Under constant strain rate, three specimens were
tested for each type of RMs to obtain quasi-static compressive performance curves, which
are illustrated in Table 2 and Figure 6. The data in Table 2 are their average value.

Table 2. Quasi-static compressive performance of RMs.

No. Elasticity Modulus (MPa) Yield Stress (MPa) Yield Strain Compressive Strength (MPa) Failure Strain

1 728 13.30 0.0322 72.57 2.14
2 661 16.89 0.0308 68.60 2.05
3 665 28.85 0.1205 55.12 2.18
4 3550 79.39 0.0257 98.17 0.06

3.2. SHPB Test

The split Hopkinson pressure bars (SHPB) system was used to investigate the dynamic
compressive mechanical performance of RMs. The test system is mainly composed of one
stage light gas gun subsystem, the bullet with the size of 250 × 12 mm, the compressive bar
and signal collecting subsystem, etc. The different strain rates were achieved by changing
the charge pressure of light gas. After the signals in the incident and transient bar are
collected, the incident, reflected, and transmitted waves (εi, εr, and εt, respectively), are
obtained when divided by an amplification that is defined as follows:

εi =
Ui

Camp
, εr =

Ur

Camp
, εi =

Ut

Camp
, where Camp =

k1k2U0

k3
(1)
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where k1, k2, k3 are sensitivity coefficient of strain gage, amplification of dynamic strain
meter, and the amplification related to the bridge circuit. U0 is the bridge voltage. Then the
strain, stress, and strain rate in the specimen could be calculated as,

εs =
c0

ls

∫
(εi − εr − εt)dt = −2c0

ls

∫
εrdt

σs =
EA
2As

(εi + εr + εt) =
EA
As

εt

(2)

where εs, σs are the strain and stress in the specimen, c0 is the material sound speed of
the bars, ls is the length of the specimen. The dynamic mechanical performance of RMs is
shown in Table 3 and Figure 7.

Table 3. Dynamic compressive performance of RMs.

Formula Strain Rate (s−1) Yield Stress (MPa) Yield Strain Compressive
Strength (MPa) Failure Strain

26.5% Al/73.5% PTFE

2269 30.14 0.0173 47.21 0.20
3905 21.44 0.0122 57.88 0.36
5685 23.04 0.0165 82.91 0.54
8081 34.65 0.0161 128.15 0.69

5.29% Al/80% W/14.71% PTFE

2725 36.05 0.0154 53.84 0.23
4534 49.30 0.0337 75.90 0.40
6318 53.52 0.0322 80.22 0.47
9069 76.12 0.0479 101.65 0.66

62% Hf/38% THV220

4325 74.03 0.0374 86.85 0.35
5353 85.56 0.0486 85.56 0.39
6645 86.49 0.0302 86.49 0.49
7201 84.32 0.0561 85.79 0.56

88% Hf/12% THV220

2411 103.49 0.0241 164.71 0.11
4633 184.20 0.0321 184.20 0.03
5610 211.79 0.0301 211.79 0.03
7535 231.94 0.0318 231.94 0.03

3.3. DSC/TG Test

The thermal decomposition behavior of the samples was investigated using a Mettler
Toledo TGA/DSC 3+ differential scanning calorimeter and thermogravimetric analyzer. The
system was programmed to heat the samples at a rate of 20 K/min from room temperature
to 800 K. Sample masses of 2 mg were loaded into the sample crucible of the TGA/DSC 3+
and the sample was slightly compacted to obtain good thermal contact between the sample
and the crucible. The DSC column was first evacuated using a turbo molecular drag pump
and then backfilled with nitrogen. The DSC/TG experimental results of four samples are
displayed in Figure 9, in which an exotherm appears as a peak while an endotherm will
appear as a valley.

3.4. Ballistic Experiment

The closed bomb vessel with the size of Φ100 mm × 500 mm was employed to
examine the energy release performance of RMs, as shown in Figure 3. The test system is
mainly composed of light gas gun, speed network target, high-speed camera, pyrometer,
overpressure transducer, and closed bomb vessel. RMs projectile was launched by light
gas gun, and the projectile velocity was adjusted by changing the charge pressure in
the gas chamber. Then, the velocity could be calculated based on the on–off signal of
speed network target. The on–off signal is also the trigger signal for high-speed camera,
overpressure transducer, and pyrometer. When impacting on the aluminum plate in the
closed bomb vessel, the RMs projectile will be broken to be debris, by which the energy
release phenomenon was induced, resulting in the abundant gas with high temperature and
pressure. The released energy by the chemical reaction of RMs is also known as reaction
enthalpy including the internal energy and pressure potential energy of the deflagration
product. When the temperature and pressure of gas products are detected by pyrometer
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and overpressure transducer, respectively, the assessment of the energy release performance
could be conducted.

H = mpCvp∆T + PV (3)

where H is the released energy by the chemical reaction of RMs, mp, Cvp, and T are the
mass, specific heat and temperature of gas product, P is overpressure, V is the volume of
the closed bomb vessel.
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3.4.1. Temperature of the Gas-Phase Product

After initiation, chemical reaction occurs in RMs sample, resulting in abundant energy
release in the form of internal energy of deflagration product and luminous emission that
could be sensed by optical fiber probe. The optical fiber probe should be calibrated by
standard light source. If the calibrated values of some wavelength were hc, then the flash
intensity could be calculated as [27,28],

I =
hexp

hcl2 ·
Nr(λ)

2π(1− cos θ)
(4)

where hexp is the signal obtained in experiments, l is the distance between the object and
optical fiber, Nr(λ) is the illuminance of the standard light source, θ is fiber aperture angle.

After the flash intensity is achieved, the temperature of the deflagration product could
be deduced based on Planck’s blackbody radiation law [29].

I(λ, T) = ε·c1·λ−5·[exp(c2/λT)− 1]−1 (5)

where c1 and c2 are Planck constants, ε is radiation coefficient, λ is the wavelength, T is the
temperature of blackbody.

Because the radiation coefficient is variational in different environments, the flash
intensity results of at least two wavelengths are required in general to achieve the defla-
gration product, by the least square method. However, the disadvantage of this method is
that it requires higher experimental equipment and measurement accuracy because small
changes in single-channel observations can cause large changes in radiation temperature,
and the obtained radiation temperature curve is not completely reasonable. As such, a
ratio method is developed to obtain more accurate results. In the current experiments, the
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flash intensity of four wavelengths (400 nm, 500 nm, 600 nm, 700 nm) was recorded, as
illustrated in Figure 4. Then, an expression is introduced to find the temperature,

S = I1 I3/(I2 I4) =

(
λ1λ3

/

λ2λ4
)
−5

[exp(
c2
/

λ2T
)− 1]·[exp(

c2
/

λ4T
)− 1]

[exp(
c2
/

λ1T
)− 1]·[exp(

c2
/

λ3T
)− 1]

(6)

where I1, I2, I3, I4 are flash intensity of the four wavelengths, respectively. The flash intensity
has been obtained in the experiments, then the only unknown variable in Equation (6)
is temperature T. From Equation (6) one can obtain the temperature of the deflagration
product by numerical method. The typical temperature curves are shown in Figure 4, the
results of low-velocity impact experiments could be found in Table 4.

Table 4. The performance of energy release by RMs projectile.

Formula Density
(g/cm3)

Velocity
(m/s)

Over-
Pressure

(Mpa)

Temperature
(K)

Pressure
Potential
Energy
(kJ/g)

Internal
Energy
(kJ/g)

Energy
Content

(kJ/g)

Efficiency
(%)

Duration
(ms)

1 2.42 635 0.128 2514 0.50 3.41 14.64 26.69 89.28
1 2.27 1880 0.0289 2169 0.50 3.15 14.64 24.90 9.44
2 7.92 464 0.089 2929 0.11 0.71 4.34 18.86 172.21
2 7.87 1150 0.106 2261 0.53 5.09 4.34 129.33 92.06
3 3.94 450 0.031 - 0.08 - 10.03 - 4.92
3 3.97 1500 0.216 4721 1.77 11.80 10.03 135.32 79.63
4 7.45 480 0.108 4664 0.13 1.99 6.97 30.42 211.30
4 7.24 1100 0.179 3140 0.88 7.57 6.97 121.15 100.67
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Figure 4. Electrical signal recorded by transient pyrometer and temperature of deflagration flame:
(a) 62% Hf/38% THV−1500 m/s (b) 88% Hf/12% THV−1100 m/s (c) 26.5% Al/73.5%
PTFE−1880 m/s (d) 5.29% Al/80% W/14.71% PTFE−1150 m/s.

3.4.2. Overpressure in the Closed Bomb Vessel

Figure 5 shows the typical overpressure curve of RMs projectile in the closed bomb
vessel. It can be seen from the figure that a pressure peak will be generated quickly after the
deflagration reaction occurs, because the abundant gaseous products generated at the initial
stage of the reaction sharply compress the air in the environment, resulting in a strong shock
wave. As the reaction continues, the gas volume continues to increase, and shock waves
continue to be generated. These shock waves undergo multiple reflections and superpositions
in the closed bomb vessel, and the gas pressure tends to equalize, eventually forming the
quasi-static pressure, which is the peak of the red dotted line in the figure. The impact of the
projectile against the front aluminum plate of the container creates a pressure relief hole, and
the pressure gradually decreases to the ambient pressure. The duration of overpressure can
reach hundred milliseconds, while the temperature rise only occurs in tens of microseconds,
which is mainly caused by the shielding of reaction products. On the other hand, the good
sealing of closed space is also the reason for the longer duration of overpressure.
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Figure 5. Typical overpressure versus time in the closed bomb vessel: (a) 26.5% Al/73.5%
PTFE−1880 m/s (b) 5.29% Al/80% W/14.71% PTFE−1150 m/s (c) 62% Hf/38% THV−1500 m/s
(d) 88% Hf/12% THV−1100 m/s.

4. Result and Discussion
4.1. Mechanical Performance of RMs

From Figure 6, one can see that the fracture compression strain of fluorine polymer-based
RMs is more than 2.05, except for 88% Hf/12% THV specimens. This may be attribute to the
low volume fraction of THV matrix in this formula. However, the fracture strength of this
formula is the highest among them, which is about 93.5 MPa. In addition, there is no distinct
yield stage in the loading process for this formula, it is to say, the 88% Hf/12% THV specimens
have the highest brittleness. In addition, significantly different from PTFE-based RMs, the strain
softening effect is observed in THV-based RMs (Figure 6c,d) immediately after the materials
yield. When the specimens are further compressed, the stress is increases with strain again, until
the final rupture. The mechanisms will be discussed in detail in the following section.

Figure 7 shows the dynamic compressive curves of RMs. All specimens exhibit a
remarkable strain rate enhancement effect. The higher the strain rate, the stronger the
materials. The stress of PTFE-based RMs is generally increasing with a strain before failure.
However, the stress of THV-based RMs shows a downward trend with strain after the
yield point, indicating that the THV-based RMs are strain-softening materials, whereas the
PTFE-based RMs are strain-hardening materials.
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4.2. The Fracture Mechanism

Field emission scanning electron microscope (Phenom Pure, desktop scanning electron
microscope) was employed to examine the micromorphology of the surface of the specimen
after compression of these RMs, as shown in Figure 8. When compression was loaded in
the vertical direction, the materials would expand in the horizontal direction because of
the Poisson effect, leading to the metal particles being separated from the fluorine polymer
matrix (Figure 8a,b). From Figure 8, one can see that the THV presents a more remarkable
orientation near the microcosmic interface with metal than PTFE. This may be mainly caused
by the different glass transition temperatures of them, which has a significant effect on the
movement of disordered chains of molecules in RMs. If the ambient temperature remains
under the glass transition temperature, the movement of the disordered chains of molecules is
restricted, and relative motion between them could be only found in a small range (Figure 8a).
In this condition, the stress is increasing with the deformation of the fluorine polymer matrix
until the fracture. The ambient temperature of the compression test is about 25 ◦C, which is
far below the glass transition temperature of PTFE (115 ◦C). Therefore, the PTFE-based RMs
are “frozen” in this case. However, the glass transition temperature of THV is 5 ◦C, which
is below the test temperature. In this case, the disordered chains of molecules in RMs will
be “unfrozen” so that the relative motion between them is promoted to a great extent under
loading. For the deformation of RMs during the period of movement of disordered chains
of molecules, the materials are apt to present the characteristics of the fluid, resulting in the
non-continuously increased stress suffered by them.
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4.3. Thermal Behavior under DSC/TG Tests

The TG/DSC curves of Al/PTFE are depicted in Figure 9a. It can be determined that
the endothermic peak A is the melting temperature of PTFE, and the endothermic peak C
is the melting temperature of Al. The endothermic peak B covers a temperature range from
530 ◦C to 601 ◦C, at the same time, the mass of the samples decreases according to the TG
curve, indicating that the small gas molecule is produced from the decomposition of the
PTFE matrix. Generally, violent exothermic reactions between the small gas molecules and
Al particles will immediately occur after the decomposition of PTFE [5,30]. However, violent
exothermic reactions were not found before the Al particles are melted in this experiment.
For mechanism consideration, the Al particles are often coated with a hard layer of alumina,
which could be broken by volume expansion from the melted Al [31]. Then, a violent
exothermic reaction occurs when small gas molecules meet fine aluminum, leading to the
formation of the exothermic peak D in the DSC curve. When W particles are introduced to
the formula, violent exothermic peak B occurs immediately after the decomposition of PTFE,
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which could be corresponding to the reaction between W particles and small gas molecules,
as shown in Figure 9b. As such, it could be inferred that the rupture of the alumina layer
outside the Al core plays an important part in the onset of the whole chemical reaction of
Al/PTFE RMs. If the alumina layer is ruptured under the impact load, the chemical reaction
will bring forward the decomposition temperature of PTFE.
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The TG/DSC curves of Hf/THV are shown in Figure 9c,d. The endothermic peak
A is the melting endothermic peak of THV. Significantly different from Al/PTFE, two
exothermic peaks (B and C) are observed in the DSC curves, both of which are accompanied
by a decrease in mass (Figure 9c). The first exothermic peak B leads to a 17.9% drop in mass,
which is consistent with the content of TFE (17.40%) in THV. The subsequent exothermic
peak may be associated with the reaction caused by the HFP and VDF. In addition, from
Figure 9b,d, one can find that the weight increase in the TG curve may be caused by the
reaction product’s desublimation in the crucible lid. A closer look shows that there is
also an uptrend in the late TG curve in Figure 9a and the middle part of the TG curve
in Figure 9c. However, due to the higher content of PTFE or THV in a and c, the weight
increased by the reaction product desublimation was much smaller than the weight lost by
the reaction, so the uptrend of the TG curve was not obvious. For Figure 9b,d, the content
of PTFE or THV was less, and the end of the reaction was earlier, so the weight increase
caused by the desublimation of reaction products was more obvious. Secondly, due to the
desublimation of exothermic heat, the formation of exothermic peaks was accompanied by
the rise of the TG curve.

145



Materials 2022, 15, 5975

The chemical reaction processes could be summarized as follows. For Al/PTFE and
Al/W/PTFE, the possible chemical reaction could be:

(−C2F4−)n→ nC2F4

4Al + 3C2F4 → 4AlF3 + 6C

W + C2F4 →WF4 + 2C

For Hf/THV, it could be:

(−C2F4−)n(−C3F6−)m(−CH2CF2−)l → nC2F4 + mC3F6 + lCH2CF

H f + C2F4 → H f F4 + 2C

3H f + 2C3F6 → 3H f F4 + 6C

H f + 2CH2CF2 → H f F4 + 4C + 2H2

4.4. The Energy Release Behavior of RMs

The energy release process in the closed vessel with the front aluminum plate of 2 mm
and the back steel plate of 10 mm captured by the high-speed camera is shown in Figure 10.
For the basic formula with the impact velocity of 635 m/s, as illustrated in Figure 10a,
violent chemical reactions in the 26.5% Al/73.5% PTFE RMs projectile were observed in the
front of the aluminum plate, whereas the chemical reactions became a little weaker in the
back of the aluminum plate. Subsequently, more violent chemical reactions were induced
by the rigid steel plate, which did not stop until 89.28 ms. When the impact velocity was
increased to 1880 m/s (Figure 10b), the basic formula RMs projectile released much more
energy at the front and back of the first aluminum plate as compared to that with the
velocity of 635 m/s, and the chemical reaction induced by the steel plate became less. This
is to say, a large part of the energy is released outside the closed vessel with a higher impact
velocity. In addition, the whole reaction time became only 9.44 ms, indicating that the rate
of a chemical reaction is highly dependent on the impact conditions, including projectile
material and velocity.

When introducing tungsten particles to the basic formula, a little chemical reaction
of RMs projectile with the impact velocity of 464 m/s was found at the front or back of
the aluminum plate, and the obvious chemical reaction was not found until it impacted
the second steel plate. Significantly different from the basic formula, the chemical reaction
duration was prolonged to 172.21 ms, which may be caused by the chemical reaction with
a low rate between tungsten or aluminum and oxygen in the air. When the impact velocity
was increased to 1150 m/s, a violent chemical reaction was observed at the front and
back of the first aluminum plate. Subsequently, the residual penetrator after the first plate
produced more reaction when impacting the second steel plate, the duration was reduced
to 92 ms.

For the 62% Hf/38% THV RMs projectile, the energy release pictures are illustrated
in Figure 10e,f. When the impact velocity is 450 m/s, a chemical reaction only occurred
before the second steel plate. When the impact velocity is increased to 1600 m/s, the
chemical reactions were at a competitive level before the aluminum and steel plate, and
the reactions were fast, with a duration of about 6.64 ms. When increasing the Hf content
to 88%, the RMs produced a remarkable chemical reaction at the back of the aluminum
plate. Extremely fragmentation of RMs projectile could be concluded according to the flame
pattern in Figure 10g. When impacting the second steel plate, a more violent chemical
reaction occurred, and the duration was about 209.86 ms, which could be caused by the
chemical reaction with a low rate between the hafnium and oxygen in the air. When the
impact velocity was increased to 1100 m/s, a certain chemical reaction occurred before the
first aluminum plate, whereas most of the energy was released inside the closed vessel,
which met the original requirement of the RMs projectile.
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From the above analysis, one can conclude that the energy release process of RMs
projectile is mainly dependent on the mechanical characteristics of RMs and the impact
condition. The mechanical characteristics of RMs are mainly reflected in the stress–strain
curve (Figures 6 and 7). The strain energy of the RMs can be obtained by integrating
the corresponding stress–strain curve. Integrating the function of curves in Figure 7, the
result of the integration with a strain rate of about 4000 S−1 is as follows: (a) 14.8588 KJ,
(b) 23.8584 KJ, (c) 32.2153 KJ, (d) 4.40197 KJ. As can be seen from the results of the inte-
gration, when increasing the Hf content to 88%, the THV-based RMs become easier to be
fragmented. The introduction of tungsten (W) particles to PTFE RMs make RMs not easy to
be fragmented. In fact, fragmentation of RMs projectile is likely the prerequisite condition
for ignition because of the general non-self-sustaining reaction in RMs. If it is the fact,
the reaction process is a particle burning process in essence. The addition of W particles
increases the density of the material and thus improves its penetration ability so that the
strain is smaller during perforating the first Al plate than that suffered by the basic formula,
leading to a smaller amount of fragmentation to release energy before and after the first
Al plate (Figure 10c). The reaction threshold of THV-based RMs is higher because of their
unique strain softening effect, which is not conducive to breakage. However, the reaction
threshold of THV-based RMs is decreased when increasing the Hf content to 88%. This is
because the high content of Hf powder improves the fracture strength of the material and
increases the energy released near the crack after the fracture of the material to generate a
hot spot at a higher temperature, thus making the RMs more prone to ignition reaction. In
conclusion, the introduction of tungsten (W) particles to PTFE RMs could not only enhance
the density but also elevate the reaction threshold of RMs, whereas the reaction threshold of
THV-based RMs is decreased when increasing Hf particle content to achieve an equivalent
density of RMs projectile. As such, the THV-based RMs with high density is adapted to
release a lot of energy in thin, confined spaces. This has important reference significance to
the design of the RMs warhead.

4.5. The Total Energy Release of THV-Based RMs

Since deflagration reaction time is very short, the heat radiated by deflagration gas
products to the environment is ignored, and it is considered that there is no heat exchange
between deflagration products and the external environment. Therefore, the temperature
of the gas in the closed bomb vessel can be considered as its radiation temperature. Then,
the final released energy by the reactive material projectile can be calculated according to
Equation (3). As listed in Table 4, for the basic formula, the energy release efficiency is
26.69% when the impact velocity is 635 m/s. When the speed was increased to 1880 m/s,
the energy release efficiency decreased to 24.90%. On one hand, the increase in velocity
will increase the friction between the projectile and the gun barrel, resulting in the obvious
temperature rising phenomenon of the projectile after leaving the muzzle. The temperature
rising phenomenon under high strain rate load will make part of the RMs react outside the
closed bomb vessel. On the other hand, when the velocity is increased, the impact stress
between the reactive projectile and the first aluminum plate is higher, so that more RMs
are broken and react in front of the aluminum plate to release energy. The result of both
actions is that the RMs release a large amount of energy outside the closed container. So,
even though the velocity is higher, the energy released inside the container is lower. When
tungsten powder is introduced to the basic formula, the density of the projectile is close to
that of steel, so the degree of breakage of the reactive projectile before the first aluminum
plate is reduced, and the energy release efficiency of the reactive projectile in the container
is improved. When the velocity level is the same, the energy release efficiency of THV-
based RMs is lower than that of PTFE-based RMs, indicating that the reaction threshold
of THV-based RMs is higher. The main reason is that the toughness of THV-based RMs
is better than that of PTFE-based RMs. Under the same impact conditions, the degree of
breakage of THV-based RMs is lower than that of PTFE-based RMs, and the reaction degree
is lower, resulting in lower energy release efficiency. After further increasing the proportion
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of hafnium powder, the strength and brittleness of THV-based RMs are improved, and the
difficulty of crushing is significantly reduced. Therefore, under the same impact conditions,
the fragmentation degree and energy release efficiency are also improved, reaching 121.15%
at high speed. At high speed, the energy release efficiency of the reactive projectile of
various formulations is more than 100%, and the highest is 135.32. The reasons for this
overestimation are twofold: (1) the kinetic energy of the projectile is not considered; (2) the
temperature in the closed bomb vessel is constantly changing as the reaction progresses;
however, the highest temperature is used to calculate the internal energy, resulting in the
overestimation for the internal energy listed in Table 4.

5. Conclusions

In this work, four types of PTFE- and THV-based RMs were prepared. The mechanical
performance and reactive characteristics of the materials were systematically investigated
through quasi-static compressive tests, SHPB tests, SEM investigations, DSC/TG tests, and
ballistic experiments. Combined with the above analysis, the impact-induced energy release
process of RMs could be summarized as follows: (1) the fragmentation of RMs samples;
(2) the product of small gas molecules by the decomposition of fluoropolymer matrix under
impact loading (impact-induced hot spot or impact-induced fracture); (3) exposure of
reactive metal to small gas molecule atmospheres; (4) burning process of the fragmentized
composite particle. The main conclusions can be drawn as follows:

(1) For the compression tests with quasi-static strain rate, the THV-based RMs have a
unique strain softening effect whereas the PTFE-based RMs have a remarkable strain
strengthening effect, that is, the stress decreases with the increase in strain after the
materials yield. This phenomenon is mainly caused by the different glass transition
temperatures of them. The glass transition temperature of THV is 5 ◦C, which is below
the test temperature. In this case, the disordered chains of molecules in RMs will be
“unfrozen” so that the relative motion between them is promoted to a great extent
under loading, leading to their unique strain softening effect.

(2) Thermal analysis indicates that the THV-based RMs have more than one exothermic
peak because of the complex component in THV. The first exothermic peak leads to a
17.9% drop in mass, which is consistent with the content of TFE (17.40%) in THV. The
subsequent exothermic peak may be associated with exothermic reaction caused by
the HFP and VDF. In addition, the rupture of the alumina layer outside the Al core
plays an important part in the onset of the whole chemical reaction of Al/PTFE RMs.
If the alumina layer is ruptured under the impact load, a chemical reaction will bring
forward the decomposition temperature of PTFE. Additionally, the increase in the TG
curve is caused by the reaction product’s desublimation in the crucible lid.

(3) The reaction threshold is closely related to the mechanical characteristics of RMs. The
introduction of tungsten (W) particles to PTFE RMs could not only enhance the density
but also elevate the reaction threshold of RMs, whereas the reaction threshold of THV-
based RMs is decreased when increasing Hf particles content to achieve an equivalent
density of RMs projectile. This is because the high content of Hf powder makes it
easier for the RMs to be fragmented and it increases the energy released near the
crack after the fracture of the material to generate a hot spot at a higher temperature,
thus making the RMs more prone to ignition reaction. However, the introduction
of tungsten (W) particles to PTFE RMs make RMs not easy to be fragmented. As
such, under current conditions, the THV-based RMs (88% Hf/12% THV) with a high
density of 7.83 g/cm3 are adapted to release a lot of energy in thin, confined spaces.
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Abstract: Polytetrafluoroethylene (PTFE)/aluminum (Al)-based energetic material is a kind of en-
ergetic material with great application potential. In this research, the control of the shock-induced
energy release characteristics of PTFE/Al-based energetic material by adding oxides (bismuth tri-
oxide, copper oxide, molybdenum trioxide, and iron trioxide) was studied by experimentation and
theoretical analysis. Ballistic impact experiments with impact velocity of 735~1290 m/s showed
that the oxides controlled the energy release characteristics by the coupling of impact velocities and
oxide characteristics. In these experiments, the overpressure characteristics, including the quasi-static
overpressure peak, duration, and impulse, were used to characterize the energy release characteristics.
It turned out that when the nominal impact velocity was 735 m/s, the quasi-static overpressure peak
of PTFE/Al/MoO3 (0.1190 MPa) was 1.99 times higher than that of PTFE/Al (0.0598 MPa). Based on
these experimental results, an analytical model was developed indicating that the apparent activation
energy and impact shock pressure dominated the energy release characteristic of PTFE/Al/oxide.
This controlling mechanism indicated that oxides enhanced the reaction after shock wave unloading,
and the chemical and physical properties of the corresponding thermites also affected the energy
release characteristics. These conclusions can guide the design of PTFE-based energetic materials,
especially the application of oxides in PTFE-based reactive materials.

Keywords: PTFE/Al/oxide; shock-induced; energy release characteristic; controlling effect; shock wave

1. Introduction

Polytetrafluoroethylene (PTFE)/Aluminum (Al), as a novel energetic material, is
extensively utilized in explosion and warhead terminal damage due to its unique impact
reaction characteristics and high energy density (21 kJ/cm3) [1,2].

In recent years, a lot of studies have been conducted on the chemical reaction of
PTFE/Al. The noticeable decomposition of PTFE/Al occurs at temperature above 673 K,
and the main reaction products involve AlF3, CO, and CO2 [3]. A standardized evaluation
technique for characterizing the energy release of PTFE/Al, which offers a feasible pathway
to present the energy release of PTFE/Al quantitatively, has been developed [4–6]. Further-
more, considering the energy consumption of the test chamber and the energy of leakage
gas, a more perfect method for calculating and measuring the impact energy release of
active materials has been developed [7].

However, its applications are restricted by its low mechanical strength and low reac-
tion efficiency due to non-self-sustaining reactions. Many energetic components, such as
hydrides [8–11], active metals [12–14], and oxides, have been introduced to PTFE/Al to
enhance its energy release characteristics. Among them, the effects of adding oxides on
the energy release characteristics of PTFE/Al has received much attention from scholars
due to the excellent reaction performance and various reaction characteristics of thermite
(Al/oxide). Experiments have been conducted by self-designed energy release testing
devices and the results have shown that CuO promotes the energy release efficiency of
PTFE/Al [15]. Drop-weight tests have been conducted, indicating that Bi2O3 improves the
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impact sensitivity of PTFE/Al [16]. In addition, the burning speed, specific volume, and
mechanical properties of PTFE/Al/Fe2O3 [17], and the mechanical and reaction properties
and thermal decomposition of PTFE/Al/MnO2 [18] have also been studied.

These pioneering works indeed have demonstrated the potential of oxides in ad-
justing the energy release characteristics of PTFE/Al energetic material. However, the
lack of a systematic study on how the oxides control the energy release characteristics of
PTFE/Al-based energetic material seriously restricts further application of PTFE/Al/oxide
in weapons.

In this work, PTFE/Al and four kinds of PTFE/Al/oxide, including bismuth trioxide
(Bi2O3), copper oxide (CuO), molybdenum trioxide (MoO3), and iron trioxide (Fe2O3),
were fabricated to investigate the shock-induced energy release characteristics by vented-
chamber tests. An analytical model was developed to discuss how the oxides control the
shock-induced energy release characteristics of PTFE/Al-based energetic material. The
results revealed the mechanism of oxides controlling shock-induced reactions and can
guide the design and application of reactive materials. In the Section 1, the development of
PTFE-based reactive materials was introduced, and the studies on PTFE/Al/oxide were
summarized. Imperfections in published studies were pointed out. In the Section 2, the
sample preparation and energy release test setup is introduced in detail. In the Section 3,
the shock-induced energy release behavior of the samples is introduced, and an analytical
model is established to quantitatively describe the shock-induced energy release of reactive
materials. Combined with the analytical model, the energy release characteristics of differ-
ent types of reactive materials were analyzed when they impacted with 735~1290 m/s. In
the Section 4, the results, analysis, and discussions are concluded.

2. Materials and Methods
2.1. Sample Preparation

There were five kinds of energetic materials fabricated in this work. The raw powders
were: Al (2.78 g/cm3, FLQT2, from Xingrongyuan, Beijing, China), PTFE (2.20 g/cm3,
MP1300, from dongfu, Shanghai, China), Bi2O3 (8.90 g/cm3, 325 mesh, from Xingrongyuan,
Beijing, China), CuO (6.50 g/cm3, 325 mesh, from Xingrongyuan, Beijing, China), Fe2O3
(5.24 g/cm3, 325 mesh, from Xingrongyuan, Beijing, China), and MoO3 (4.69 g/cm3,
325 mesh, from Xingrongyuan, Beijing, China). The chemical reaction information of the
involved energetic mixtures is listed in Table 1.

Table 1. Summary of chemical reaction information for mixtures [19].

Mixture Chemical Reaction
Equation Stoichiometric Ratio Theoretical ∆H (J/g)

Al/PTFE 4Al + 3C2F4→4AlF3 + 6C 26.5/73.5 8530
Al/Bi2O3 2Al + Bi2O3→Al2O3 + 3Bi 10.4/89.6 2115
Al/CuO 2Al + 3CuO→Al2O3 + 3Cu 18.4/81.6 4072

Al/MoO3 2Al + MoO3→Al2O3 + Mo 27.3/72.7 4698
Al/Fe2O3 2Al + Fe2O3→Al2O3 + 2Fe 25.3/74.7 3156

According to the stoichiometric ratio of each reaction, the PTFE/Al-based energetic
materials were mixed with 20 wt.% oxide to meet the oxygen equilibrium. The specific infor-
mation of samples is listed in Table 2. The actual density in Table 2 was calculated according
to the actual size and mass of the sample after preparation, in which PTFE/Al/Fe2O3 had
the lowest relative density and PTFE/Al/Bi2O3 had the highest relative density.
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Table 2. Specific information of PTFE/Al/oxide.

Type Oxide PTFE/Al/Oxide a ρTMD/ρa
b (g/cm3)

Relative
Density Et

c (kJ/g)

A / 73.5/26.5 2.33/2.28 97.6% 8.528
B Bi2O3 57.1/22.9/20.0 2.74/2.73 99.6% 7.098
C CuO 55.5/24.5/20.0 2.69/2.64 98.1% 7.418
M MoO3 53.3/26.7/20.0 2.63/2.53 96.2% 7.467
F Fe2O3 53.8/26.2/20.0 2.65/2.48 93.6% 7.586

a The mass fraction; b theoretical maximum density/actual density; c theoretical total energy.

The preparation process mainly included mixing, cold isostatic pressing, and high-
temperature sintering. Firstly, the raw powders of a certain mass were added to the
anhydrous ethanol solution and mixed by a blender for about 60 min, followed by a drying
process at room temperature lasting 48 h. Then, the mixed powder was filled into a mold
with an inner diameter of 10 mm and uniaxially cold-pressed at about 250 MPa. Finally,
the cold isostatic pressing samples were placed in a vacuum sintering oven. The oven
temperature rose to 370 ◦C at a rate of 60 ◦C/h, then held at 370 ◦C for 4.5 h, and finally
brought down to room temperature at a rate of 60 ◦C/h.

The typical prepared PTFE/Al/oxide samples with Φ10 mm × 10 mm are shown
in Figure 1. As shown in Figure 1, the PTFE/Al-based energetic materials differed in
color, presenting gray-green (Bi2O3), black (CuO), gray-white (MoO3), and red (Fe2O3).
The microstructure of the PTFE/Al/oxides is shown in Figure 2. Al particles and oxide
particles were wrapped in PTFE matrix, and there were a few pores between the matrix
and particles and in the matrix itself. Among them, the PTFE/Al, PTFE/Al/Bi2O3, and
PTFE/Al/CuO particles were evenly distributed and closely bonded with the matrix. The
MoO3 in the PTFE/Al/MoO3 had an agglomeration phenomenon, and the Fe2O3 showed
obvious porous characteristics in the PTFE/Al/Fe2O3.
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PTFE/Al/ CuO, PTFE/Al/ MoO3, and PTFE/Al/ Fe2O3, respectively.

2.2. Experimental Setup

Figure 3 presents the experimental setup used to investigate the shock-induced energy
release characteristics by the quasi-vented-chamber calorimetry technique. The test system
mainly included a ballistic gun, chamber, pressure sensors (AK-1, measuring range from
0 to 1 MPa, sampling frequency 1 MHz), data acquisition system (TST3206), and velocity
measuring instrumentation. The samples, encapsulated in nylon sabots, as shown in
Figure 3a, were launched from the ballistic gun with a diameter of 12.7 mm. The velocity of
the sample was controlled by adjusting the mass of gunpowder loaded into the cartridge.
However, the combustion of gunpowder is complicated and affected by many factors, so
the projectile velocity fluctuated within a certain range when the same charge was filled.
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Figure 3. Experimental setup: (a) physical; (b) schematic.

The chamber with a volume of 27.35 L was sealed initially with a thin-skin plate
(2024-T3 aluminum, thicknesses of 3 mm) at one end. In the interior of the chamber there
was a hardened steel anvil on the other end for the energetic material to impact after
passing through the target skin. In the experiment, it was considered that the test tank
was a rigid body, and that no deformation occurred during the reaction of the energetic
material. Three sensors were arranged in an equidistant sequence parallel with the axis of
the chamber to record the overpressure characteristics. The pressure sensor was close to
the inner wall of the chamber, and the sensor data was transmitted to the data processing
system through signal lines. When the pressure in the chamber increased, the sensor acted
as a pressure-sensitive material, and its resistance changed with the pressure change to
correspond to the electrical signal change and recorded the pressure change in the chamber.
The sensor began to record the experimental data when the pressure in the tank exceeded
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3% of the medium range. The experiment under the same conditions was carried out three
times to exclude accidental errors.

The Phantom V710 high-speed photography camera (Vision Research, Inc., Wayne,
NJ, USA) was used to record the shock-induced energy release characteristics of the
PTFE/Al/oxide materials. The selected frame rate was 20,000 fps so that a frame was
taken every 50 µs. The resolution was 640 × 480 pixels and the exposure time was set to
10 µs. These settings were selected based on early testing and represent an optimal tradeoff
between available lighting and the minimization of blur in the images.

3. Results and Discussion
3.1. Typical Shock-Induced Energy Release Characteristics

The energetic materials launched by the ballistic gun perforated the target skin of the
chamber, and entered the test chamber with a violent reaction. The typical shock-induced
reaction phenomena of the PTFE/Al/oxide energetic materials are shown in Figure 4. As
shown in Figure 4, when the energetic materials impacted the skin plate, some debris of the
energetic materials were formed and reacted outside the chamber (as shown in sequence
0.1 ms). It can be observed that energetic material started to react to an extent and continued
on to the impact anvil (as shown in sequence 0.2 ms). When the energetic material impacted
the anvil inside the test chamber, the energetic material had a more violent reaction (as
shown in sequence 0.4 ms). The reaction in the test chamber lasted for tens of microseconds
and then stopped gradually.
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The violent exothermic reaction triggered overpressure in the test chamber, and the
typical variation in overpressure with time is shown in Figure 5. As shown in Figure 5,
the overpressure firstly went through a very high peak, followed by a relatively high
quasi-static overpressure peak (∆Pmax). The first extremely high peak was caused by the
initial blast of the energetic material, and the subsequent quasi-static overpressure peak was
caused by the heat release by the energetic material reaction. After that, the high-pressure
gas in the chamber leaked out, and the pressure in the chamber decreased. An analysis
that combines the overpressure variation with high-speed photographic frames indicates
that the peak of overpressure lagged behind, in time scale, the most intense reaction of
energetic materials. This strongly suggests that the quasi-static overpressure in the test
chamber characterized the accumulated energy released by the energetic material in the test
chamber, not the reaction intensity instantaneously. Because the blast peak pressure had the
characteristics of short-time and rapid attenuation, the measured peak pressure was greatly
affected by the sampling frequency and sensor position. So, quasi-static overpressure was
used to characterize the energy release of the shock-induced reaction.
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The energy released by the energetic material was adopted to characterize the quasi-
static overpressure peak (∆Pmax). Ignoring the influence of the reaction products in the gas,
which is very little, and the gas leakage through perforation, which is negligible during
such a short time, it was assumed that the heat released by the energetic material is all used
to heat the initial gas in the chamber. The relationship between the quasi-static overpressure
peak in the chamber and the energy released by the energetic material in the chamber can
be expressed as [7]

∆Pmax =
γa − 1

V
∆E, (1)

where ∆E is the released energy, V is the volume of the test chamber and γa is the ratio of the
specific heat of the gas. The reaction efficiency of the PTFE/Al/oxide can be expressed as

η =
∆E
∆Et

, (2)

where η is the reaction efficiency of energetic materials, and ∆Et is the theoretical total
energy of the sample, which ignores the heat released by further side reaction.

3.2. Analytical Model of Shock-Induced Energy Release Characteristics

The shock-induced energy release mechanism of PTFE/Al/oxide is complex due to
the combination effect of mechanics-thematic chemistry. When PTFE/Al/oxide energetic
material impacts the skin plate, the shock wave is generated and propagates within the
energetic material. Upon the adiabatic compression of the shock wave, the temperature of
the energetic material increases, triggering the chemical reaction of the PTFE/Al/oxide.
Based on the one-dimensional shock wave theory and the conservation of mass and mo-
mentum at the impact interface, the initial shock wave induced by the impact within the
PTFE/Al/oxide can be expressed as

P0 = v0
ρp0ρt0UpUt

ρp0Up + ρt0Ut
, (3)

where P0 is the initial impact shock pressure, v0 is the impact velocity of the energetic
projectile, U is the shock wave velocity, and ρ0 is the initial density. Subscripts p and t
represent energetic projectile and plate, respectively. The relationship between the shock
velocity and particle velocity can be expressed as

{
Up = Cp + Spup
Ut = Ct + Stut

, (4)
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where C is the sound speed of the material, Sp is the Hugoniot parameter, and u is the
particle velocity. The temperature of the energetic material rises under the compression of
the shock wave, which induces a chemical reaction. The relationship between the shock
wave pressure and temperature can be expressed as [20]

T = T0 exp
[(

γ0
V0

)
(V0 −V1)

]
+ V0−V1

2CV
P ,

+
exp[(−γ0/V0)V1]

2CV

∫ V1
V0

P exp
(

γ0
V0

V
)[

2− γ0
V0
(V0 −V)

]
dV

(5)

where T is the temperature, γ is the Gruneisen coefficient, V is the specific volume, CV is
the heat capacity at constant volume, and P is the shock pressure. Subscript 0 represents
the material parameters in the initial state, and subscript 1 represents the parameters after
the shock wave compression state.

It is assumed that the PTFE/Al/oxide chemical reaction efficiency varies linearly
with time. According to the research of Ortega [21], the relationship between the reaction
efficiency η and temperature T of the energetic material can be expressed as

dT
dη

=
RuT2

Ea

[
1

2η
− n ln(1− η) + n− 1

n(1− η)[− ln(1− η)]

]
, (6)

where Ru is the universal gas constant, which is 8.314 J/(mol K), Ea is the apparent ac-
tivation energy, and n is the chemical coefficient related to boundary conditions and
reaction mechanisms. As a typical composite energetic material, the material parameters of
PTFE/Al/oxide can be estimated by its composition and content as follows [22]

χ =
n

∑
i=1

χimi, (7)

where χ is the material parameter, such as the sound velocity C, Hugoniot parameter S, heat
capacity CV, Gruneisen coefficient γ, chemical coefficient related to boundary conditions and
reaction mechanisms n, and the apparent activation energy Ea, χi is the material parameter of
each specific composition, and mi is the mass ratio of each specific composition.

The reaction parameters of PTFE/Al/oxide, such as the chemical reaction coefficient
and apparent activation energy, are approximated by considering the two kinds of reaction
parameters. The chemical reaction coefficient of PTFE/Al and Al/oxide are 0.625 [23] and
0.1 [24], respectively. The apparent activation energy of PTFE/Al is 50.836 kJ mol−1 [23].
The activation energy of Al/oxide can be calculated by the Arrhenius kinetic model ap-
proach of the Flynn–Wall–Ozawa isoconversion method [25]. Some materials and reaction
parameters involved in the calculation of the model are listed in Table 3. The effects of some
properties of oxides (S, C, and γ) on the PTFE/Al/oxide properties are not considered
temporarily and are replaced by those of Bi2O3 [26].

Table 3. Material parameter of oxide [27].

Oxide Type Bi2O3 CuO Fe2O3 MoO3

Cv (J/(mol K)) 236 530 662 521
Ea

1 (kJ/mol) 201.5 349.5 425.4 252.3
1 represents the apparent activation energy of the corresponding thermite.

3.3. Overpressure Characteristics

Figure 6 presents the quasi-static pressure vs. time induced by the PTFE/Al/oxide
with impacting at different velocities. The quasi-static overpressure characteristics of the
PTFE/Al/oxide with different impact velocities are listed in Table 4. The experimental
results indicate that the controlling effect of oxides on overpressures depended on the oxide
type and impact velocity.
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Table 4. The quasi-static overpressure characteristic.

Sample Impact Velocity (m/s) ∆Pmax (MPa) Duration (ms) Impulse
(s kPa)

A 726.80 0.0598 126.76 3.6795
B 741.48 0.0602 118.88 3.2596
C 739.97 0.0987 182.44 7.1655
M 723.98 0.1190 138.96 6.5227
F 741.07 0.0434 166.72 3.1393

A 910.54 0.1466 139.74 8.2577
B 949.80 0.1619 117.04 6.7877
C 930.28 0.1456 126.40 7.6622
M 915.29 0.1397 106.38 6.4186
F 911.87 0.0953 198.96 8.5054

A 1070.43 0.1745 127.42 9.5816
B 1157.47 0.1767 125.70 8.9589
C 1098.18 0.1544 123.02 7.7877
M 1149.03 0.2023 152.02 10.883
F 1165.57 0.1503 129.08 8.1513

A 1345.80 0.1917 131.30 9.1400
B 1270.97 0.2029 114.77 9.3705
C 1309.50 0.1978 115.84 8.7886
M 1235.94 0.2078 127.32 9.7313
F 1299.46 0.2150 124.12 9.8345

As shown in Figure 6 and Table 4, the impact velocity was the most primary factor
affecting the overpressure characteristics. In general, the quasi-static overpressure peak
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increased monotonically with the increase in impact velocity. For PTFE/Al, with the impact
velocity increasing for 726.8 m/s to 1345.8 m/s, ∆Pmax increased from 0.0598 MPa to
0.1917 MPa. Taking PTFE/Al/Fe2O3 for example, which was most affected by the velocity
in the PTFE/Al/oxide reactive materials, the overpressure increased from 0.0434 MPa to
0.2150 MPa as the velocity increased from 741.07 m/s to 1299.46 m/s. This is because
the intensity of the shock wave in the energetic material increased and the energy release
efficiency of the energetic material increased. The variation trend of the overpressure
duration was not obvious, and the variation rule of each type of energetic material was
different, ranging from 100 ms and 200 ms. With the increase in impact velocity, the impulse
generally increased. Impulse, a parameter that comprehensively considers the overpressure
intensity and duration, can more reasonably characterize the performance of the energy
release of energetic materials.

Obviously, different types of PTFE/Al/oxide showed different energy release char-
acteristics under different impact velocities. When the nominal velocity was 735 m/s,
the quasi-static overpressure induced by MoO3 was the highest, and the impulse effect
induced by copper oxide was the strongest. When the nominal velocity was 920 m/s,
the quasi-static overpressure induced by Fe2O3 was significantly lower than that of the
other four kinds of PTFE/Al/oxide energetic materials, with little difference in impulse.
When the nominal velocity was 1127 m/s, the quasi-static overpressure peak and impulse
induced by molybdenum oxide were the highest. When the nominal velocity was 1290 m/s,
the quasi-static overpressure peak and impulse of the five kinds of energetic materials were
basically the same.

3.4. Energy Release Efficiency of PTFE/Al/Oxide

Based on the shock-induced reaction model of PTFE/Al/oxide, the initial impact shock
pressures of PTFE/Al/oxide with different impact velocities are presented in Figure 7.
As shown in Figure 7, under the same impact velocity, the initial pressure of all kinds
of PTFE/Al/oxide were higher than that of PTFE/Al, which can be attributed to the
high shock impedance of the oxide. Among them, under the same nominal velocity, the
initial impact pressure within PTFE/Al/Bi2O3 was highest. This is because Bi2O3 has
the highest density, which is conducive to promoting the impact impedance of energetic
material. In addition, with the increase in impact velocity, the increase extent of pressure
of PTFE/Al/oxide increased compared with that of PTFE/Al. The analysis indicates that
the high-density oxides controlled the shock-induced energy release characteristics of
PTFE/Al-based energetic materials by increasing the initial impact pressure.
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shown in Figure 8. As shown in Figure 8, in terms of the analytical model predictions,
with the increase in impact pressure, the energetic release efficiency of the PTFE/Al/oxide
increased in an S-shaped tendency [28]. When the impact pressure was low (<2 GPa)
or high (>10 GPa) enough, the energetic release efficiency increased slowly with impact
pressure increasing. However, there are some differences in the specific change law of
PTFE/Al/oxide, mainly due to the difference in activation energy and reaction coefficient
of the different PTFE/Al/oxide energetic materials. On the whole, with impact pressure
increasing, the energy release efficiency of PTFE/Al with MoO3 increased at the fastest rate,
and the energetic release efficiency of PTFE/Al with Fe2O3 increased at the slowest rate.
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In the above analysis, it was assumed that all the energetic materials reacted in the
test chamber without considering the mass of backsplash debris, and the attenuation
of the shock wave during the propagation was not considered. Such an assumption
will result in the energy release efficiency by calculation being higher than the actual
energy release efficiency but will not affect the relative law. The shock-induced energy
release characteristics have also been studied by experiments in recent research [29]. The
predictions of the analytical model are also in good agreement with the literature [29].

3.5. Controlling Mechanism of Oxides on Energy Release Characteristics

In this section, the comprehensive effect of oxides on the energy release characteristics
of PTFE/Al energetic materials is discussed based on the reaction mechanism. The response
behaviors of PTFE/Al-based energetic materials can be distinguished as four classes,
reacting from weak to strong. For Type I, no chemical reaction occurs, and the energetic
materials only become densified and homogenized; for Type II, partial chemical reaction
occurs in the energetic material, and the reaction stops when the pressure decays; for
Type III, chemical reaction occurs in the energetic material, and the reaction continues as a
self-sustaining chemical reaction after pressure unloading; for Type IV, complete chemical
reaction occurs.

Under the experimental conditions in this study, as the impact velocity increased, the
shock-induced reaction of energetic materials underwent Type II, Type III, and Type IV,
gradually. This means that, when impact velocity was high, the energetic materials reacted
completely (Type IV). In this case, the energy released by energetic materials was mainly
determined by the total energy content. The energy released by the energetic materials was
determined by the mass and energy release efficiency of the energetic materials involved in
the reaction at other impact loads.

The control effect of the oxides on the shock-induced energy release of the energetic
materials mainly reflected in controlling the Type II or Type III energetic material response.
Thermites showed more significant self-sustaining property than Al/PTFE, and the addi-
tion of oxides made the reaction type of energetic materials evolve from Type II to Type
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III, which improvex the energy release efficiency of energetic materials at a relatively low
velocity. It is worth noting that the addition of different oxides also lead to some differ-
ences in the controlling effect, which was determined by the specific properties of the
various thermites.

When the impact velocity ranged from 723.98 m/s to 1345.80 m/s, MoO3 presented
the best optimization enhancement effect on the reaction performance of PTFE/Al because
of the comprehensive effect of the highest heat of Al/MoO3 per unit mass (4.698 kJ/g), the
lower ignition temperature of Al/MoO3 (~880 K) [26], and the further reaction between
reaction products (MoC2).

Note that the control effect of Fe2O3 strongly depended on the impact velocity. It
was attributed that as Al/Fe2O3 has a high onset reaction temperature (~937 K) [26], it
was difficult to start its reaction under low-velocity impact, leading to the decrease in the
overall energy release efficiency of the energetic material. The other reason is that the
energy release per unit mass of Al/Fe2O3 is lower than that of Al/PTFE, and the additional
Fe2O3 reduced the total energy content of energetic material.

The addition of Bi2O3 in PTFE/Al improved ∆Pmax of the energetic materials modestly.
Since the reaction temperature of the energetic materials exceeded 3000 K, the reaction
product Bi formed vapor, which increased the amount of gas produced in the reaction of the
energetic materials and raised the overpressure. However, the increase in gaseous product
volume had a limited contribution to the increase in overpressure due to the large volume
of the test chamber used in the experiments. It can be inferred that if PTFE/Al/Bi2O3 were
to react in a relatively narrow space, its overpressure peak would be higher than that of
other PTFE/Al/oxide energetic materials.

The analyses above indicate that the overpressure of the PTFE/Al/oxide was con-
trolled by many factors, such as the specific heat capacity of the oxide, the reaction onset
temperature of the thermite, the gas product volume of reaction, and so on.

4. Conclusions

The shock-induced energy release characteristics of PTFE/Al-based energetic material
with oxides (Bi2O3, CuO, MoO3, and Fe2O3) were studied by vented-chamber tests and
by theoretical analysis. The overpressure characteristics were analyzed with consideration
of the shock wave and activation energy. Furthermore, the controlling effect of oxides on
PTFE/Al shock-induced energy release characteristics was analyzed and discussed. The
main conclusions are drawn as follows:

(a) The experimental results indicate that the oxides controlled the shock-induced energy
release characteristics, and this controlling effect was affected by the impact veloc-
ity. With a lower impact velocity (usually lower than 750 m/s), the energy release
characteristics of the PTFE/Al was significantly enhanced by MoO3, by 1.99 times.
The oxides also presented a significant influence on the overpressure duration of the
PTFE/Al-based energetic materials.

(b) The analytical model for PTFE/Al/oxide shock-induced energy release indicated
that the oxides dominated the energy release characteristics by affecting the apparent
activation energy and impact shock pressure of the energetic materials. Oxides with
a high-sensitivity corresponding thermite, or with a high density could enhance the
energy release performance of PTFE/Al/oxide.

(c) The mechanism of oxides controlling the shock-induced energetic behaviors of PTFE/Al
energetic materials was revealed. It indicated that oxides improved the continuous
reaction ability of energetic materials after shock wave unloading. The controlling
effects of different oxides was determined by the chemical and physical properties of
the corresponding thermites.

(d) This study fills the gap in the theoretical study of PTFE/Al shock-induced energy
release behaviors and has great guiding significance for the design and application of
energetic materials.
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Abstract: Quasi-static tension tests, quasi-static compression tests and dynamic compression tests
were conducted to investigate the mechanical properties, constitutive behaviors and failure criteria of
aluminum-polytetrafluoroethylene-tungsten (Al-PTFE-W) reactive materials with W content from
20% to 80%. The analysis of the quasi-static test results indicated that the strength of the materials
may be independent of the stress state and W content. However, the compression plasticity of the
materials is significantly superior to its tension plasticity. W content has no obvious influence on
the compression plasticity, while tension plasticity is extremely sensitive to W content. Dynamic
compression test results demonstrated the strain rate strengthening effect and the thermal softening
effect of the materials, yet the dynamic compression strengths and the strain rate sensitivities of the
materials with different W content show no obvious difference. Based on the experimental results
and numerical iteration, the Johnson–Cook constitutive (A, B, n, C and m) and failure parameters
(D1~D5) were well determined. The research results will be useful for the numerical studies, design
and application of reactive materials.

Keywords: reactive materials; Al-PTFE-W composites; tension failure; mechanical properties;
Johnson–Cook modeling

1. Introduction

Reactive materials, which not only meet a certain mechanical strength but also have
chemical energy release characteristics, are classified as a kind of energetic structural
material [1]. Different from metals or explosives, such material remains inert under ambient
conditions but reacts violently with a large amount of chemical energy release under
dynamic loading. The materials have potential applications in aerospace, fortifications and
efficient damage. For example, the shield structures made of reactive materials defend
against space debris more effectively than those made of inert materials [2]. Additionally,
the reactive material projectile shows a combined damage of kinetic energy and chemical
energy when it impacts an aluminum plate, and the average diameter of perforation is
4–19 times the diameter of the projectile [3].

Al-PTFE composites are a typical representative of reactive materials. Much research
has been conducted on fabrications, mechanical property, constitutive behavior and energy
release characteristics of Al-PTFE reactive materials. Joshi [4] patented a preparation
process of Al-PTFE reactive materials, which mainly includes powder mixing, molding
and sintering. The samples fabricated by the method can withstand a larger overload
without breaking. Based on quasi-static and dynamic compression tests, Ge [5] studied the
mechanical property of Al-PTFE (26.5 wt. %/73.5 wt. %) reactive materials. The results
demonstrated that the materials show typical elasto-plastic behavior with prominent strain
hardening, strain rate strengthening and thermal softening effect. Raftenberg [6] used the
Johnson–Cook constitutive parameters and simulated the impact deformation of Al-PTFE
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rods. Wang [7] found a mechanical property transforming response from brittle to ductile
by comparing the effects of sintering temperature, cooling rate and initial and final cooling
temperature on the properties of Al-PTFE reactive materials. Through numerical simulation,
Tang [8] found that with Al content increasing, the ultimate compressive strength of Al-
PTFE reactive materials increased first and then decreased, and failure mode evolved from
the shear failure of matrix to debonding failure of particles. Feng [9,10] found that Al-PTFE
composites would react under quasi-static compression when fabricated at a pressure of
60 MPa and a sintering temperature of 350 ◦C; he then proposed a crack-induced initiation
mechanism. Osborne [11] revealed the thermal reaction mechanism of Al-PTFE reactive
materials. Mock and Holt [12] investigated the shock initiation of Al-PTFE rods using
a gas gun and then obtained the relationship between the initiation pressure threshold
and initiation time. Ames [13] proposed a vented chamber calorimetry for measuring and
evaluating the impact energy release; the measured blast pressure reached almost 110 psig.

Higher density, greater strength, more reaction energy and greater insensitivity of
reactive materials are expected for engineering applications. Although Al-PTFE composites
have high energy release rates, their density and strength are relatively low compared to
metals such as steel or tungsten, resulting in poor kinetic energy and penetration ability. At
present, one of the most effective methods is adding high-density metals (e.g., tungsten)
into the mixture of Al and PTFE powders. The density of Al-PTFE-W reactive materials
can be improved to steel-like density (7.8 g/cm3) or even higher by controlling W content.
Xu [14] reported that the average yield stress of Al-PTFE-W reactive materials, fabricated
at a pressure of 200 MPa and a sintering temperature of 380 ◦C, increased from 9.2 MPa
to 23.5 MPa as the density increased from 2.61 g/cm3 to 9.28 g/cm3 under quasi-static
compression. In addition, he found that the sintered Al-PTFE-W reactive materials showed
higher strength and greater fracture toughness compared with the pressed-only materials.
Herbold [15] demonstrated that materials with fine W particles have a higher ultimate
compressive strength compared to those with coarse W particles. Cai [16] revealed that the
failure of Al-PTFE-W reactive materials was concentrated primarily in the PTFE matrix,
and that the debonding between W particles and the matrix provided the initiation and
propagation of cracks. Zhou [17] found that W content influences the trend of reaction
efficiency by affecting the shock temperature and the initial shock pressure of Al-PTFE-
W reactive materials. Ren [18] revealed that the impact reaction process of Al-PTFE-W
reactive materials includes deformation, failure and combustion reaction. Moreover, she
found that the reaction threshold of the materials increases with the increase in W content.
However, Ge [19] obtained an opposite conclusion, in which the impact-initiation sensitivity
increased with the increased W content when the materials were fabricated at a much lower
sintering temperature and shorter duration. Xu [20,21] conducted ballistic experiments
and indicated that the damage of the aluminum plate impacted by an Al-PTFE-W reactive
material projectile was determined directly by the mechanical strength and fragmentation
degree of the materials. When describing the mechanical behavior of materials subjected to
significant strain, a high stain rate and temperature, constitutive model and failure criteria
play an important role in simulating the deformation and fragmentation of materials
under different loadings, such as impact and blast. Zhang [22] obtained Johnson–Cook
constitutive parameters of Al-PTFE-W reactive materials with W content from 0% to 50%
based on quasi-static and dynamic compression tests. However, the dynamic mechanical
properties and constitutive behaviors of Al-PTFE-W reactive materials with higher density
are rarely reported. Moreover, the failure criteria of Al-PTFE-W reactive materials remain
to be explored.

For this paper, quasi-static compression tests, quasi-static tension tests and dynamic
compression tests were conducted to investigate the mechanical properties, constitutive
behaviors and failure criteria of Al-PTFE-W reactive materials with W content from 20% to
80%. The effects of W content, stress state, strain rate and temperature on the mechanical
properties of the materials were analyzed and discussed. Finally, based on the experi-
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mental results and numerical iteration, Johnson–Cook constitutive parameters and failure
parameters were obtained.

2. Experimental
2.1. Specimen Fabrication

In this work, three different types of specimens, i.e., quasi-static compression speci-
mens, quasi-static tensile specimens and dynamic compression specimens, were prepared
to investigate the constitutive behaviors and failure criteria of Al-PTFE-W reactive mate-
rials. All specimens were designed based on the Chinese standard GB/T 7314-2017 and
GB/T 228.1-2010, as shown in Figure 1. R is the notched radium. The preparation of the
specimens mainly includes component mixing, molding and vacuum sintering. Firstly,
powders of PTFE (100 nm), Al (24 µm) and W (44 µm) with a certain mass ratio were
mixed uniformly by a V-shaped mild machine (Zhongcheng Pharmacy Machine Co., Ltd.,
Hunan, China, VH-50) for 40 min. Keeping the mass ratio between PTFE and Al at about
73.5:26.5, Al-PTFE-W reactive materials with three different W contents were prepared in
this research, as tabulated in Table 1. TMD is the theoretical maximum density. After this,
the uniform mixtures were isostatically pressed at a pressure of 200 MPa in a self-designed
steel model with an inner diameter of 10 mm. Finally, the pressed samples were sintered
in an oven filled with argon. The temperature history of the sintering cycle is shown
in Figure 2a. It is noted that the specimen expands slightly after sintering. The actual
density is generally lower than the theoretical maximum density. For the tensile samples in
particular, additional machining was required to form the smooth round bar specimens
and the notched specimens. Typical specimens are presented in Figure 2b.
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Figure 1. Schematics of specimens prepared: (a) quasi-static compression specimens, (b) dynamic
compression specimens and (c) quasi-static tensile specimens.

Table 1. Compositions and densities of the Al-PTFE-W reactive materials.

Material
Types

Component Mass Ratios (wt. %) TMD
(g·cm−3)

Actual Density
(g·cm−3)Al PTFE W

M20 21.2 58.8 20 2.78 2.65
M50 13.2 36.8 50 4.09 3.97
M80 5.3 14.7 80 7.8 7.66
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2.2. Quasi-Static and Dynamic Test Methods

1. Quasi-static compression and tension

The quasi-static compression and tension tests were conducted using the MTS univer-
sal material testing machine. For the quasi-static compression specimens and the smooth
bound bar specimens, the strain rate, the true stress and the true strain can be expressed as

.
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where
.
εs(t) is the strain rate, v(t) is the loading speed, l0 is the effective length of the

specimen and σs(t) and εs(t) are the true stress and the true strain, respectively. F(t) is
the loading force, A0 is the initial cross-sectional area of the specimen. ‘+’ and ‘−’ corre-
spond to tension and compression, respectively. To correspond to an equal strain rate of
0.001 s−1, the loading speeds v(t) were set to 0.9 mm/min and 1.8 mm/min for compression
and tensile condition, respectively.

2. Dynamic compression at elevated temperatures

The dynamic compression tests were performed using the Split Hopkinson Pressure
Bar (SHPB) system equipped with 16 mm diameter 7075 T6 aluminum bars, as shown in
Figure 3. Prior to the experiment, the specimen is set between the incidence bar and the
transmitted bar. The striker bar is driven by the gas chamber to impact the incidence bar,
which results in a compression stress wave that propagates through the bar and provides
impact loading on the specimen. The impact velocity can be controlled by the gas chamber.
When the compression stress wave propagates to the interface of the incidence bar and the
specimen, the reflected wave and the transmitted wave are formed and then propagate
toward the incidence bar and the transmitted bar, respectively. The strain gauges glued on
the bars record the strain signals. Combined with the one-dimensional stress wave theory
and the strain signals, the true stress–strain curves of the specimen can be calculated [5], as
presented by Equations (4)–(6):

.
εd(t) =

C0

l0
[εi(t)− εr(t)− εt(t)] (4)

σd(t) =
Eb Ab
2A0

[εi(t) + εr(t) + εt(t)] (5)

εd(t) = −C0

l0

∫ t

0
[εi(t)− εr(t)− εt(t)]dt (6)
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where
.
εd(t) is the strain rate and C0 is the sound speed in the bar. εi(t), εr(t) and εt(t) are

the incidence, reflected and transmitted strain pulse, respectively. σd(t) and εd(t) are true
stress and strain of the specimen, respectively. Eb and Ab are the Young’s modulus and the
cross-sectional area of the bar, respectively. Note that the dynamic loading of the specimens
at elevated temperatures requires the employment of a furnace. The temperature of the
furnace was set to 25 ◦C, 100 ◦C, 150 ◦C and 200 ◦C, respectively.
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Figure 3. The SHPB system.

3. Results and Discussion
3.1. Stress State Analysis under Quasi-Static Condition

The true stress–strain curves of quasi-static compression and smooth round bar speci-
mens are shown in Figure 4. From the stress–strain curves, typical elastic–plastic properties
could be observed. When the ultimate strength is attained, the materials fail and the stress
drops rapidly. Relevant material characteristic parameters were obtained according to the
curves, as listed in Table 2. Herein, the elastic modulus is defined as the slope of the straight
elastic stage. For the curves with obvious yield process, the yield strength is defined by the
lower yield point. For the curves without obvious yield, the yield strength is determined
by a 0.2% plastic offset [5,22].
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Table 2. Characteristic parameters of the Al-PTFE-W materials under quasi-static condition.

Material
Type

Elastic
Modulus

(MPa)

Yield
Strength

(MPa)

Ultimate
Strength

(MPa)

Critical
Failure
Strain

Compression M20 508.5 10.6 22.1 1.43
M50 628.8 11.4 19.1 1.38
M80 734.6 16.5 20.9 1.34

Tension M20 806 12.2 18.4 0.3
M50 831 13.2 16.7 0.22
M80 874 13.4 14.1 0.036

From Table 2, it is found that the ultimate strength under compression is slightly higher
than that under tension, while the critical failure strain under compression is significantly
higher than that under tension. The elastic modulus and the yield strength both show an
increasing tendency with the increased W content, indicating the W particle strengthening
effect on the deformation resistance of the materials. However, the critical failure strain
shows a decreasing trend with the increased W content. Generally, the failure modes
of the materials mainly include the shear failure of matrix and the debonding failure
of particles [8]. The increased W particles break the continuity of the PTFE matrix and
accelerate the formation of cracks, thus resulting in the premature failure of the materials.
It should be noted that as the W content increases from 20% to 80%, the critical failure
strain decreases by 6.2% and 88% under compression and tension, respectively. The
significant difference indicates that the materials’ failure is more sensitive to W content
under tension than under compression. This may be attributed to force chain effect [8].
Under compression, the metal particles are linked with each other from the top to the
bottom in the matrix, forming several force chains which bear and transmit the main
compressive load. The force chains effectively prevent further deformation of the PTFE
matrix. Furthermore, the force chain effect is enhanced as W content increases. However,
no force chain is formed when the materials are tensioned. The addition of W particles only
accelerates the materials’ failure.

Figure 5 presents the samples after quasi-static loading. For the smooth round bar
specimens, no obvious necking is observed, while the compressed specimens assume the
shape of a round cake. An obvious crack appears in the M80, indicating again that the
increased W particles break the continuity of the PTFE matrix. Furthermore, this may
provide a failure mechanism induced by internal damage accumulation. It should be
noted that in the quasi-static tensile test, both ends of the sample are connected to the MTS
universal material testing machine by fixtures. Due to the low strength of the materials, the
clamped thread section seriously deforms after the test.
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The load–displacement curves of smooth and notched bound bar specimens under
quasi-static tension, as well as the photographs of the specimens after loading, are shown
in Figure 6. The smooth bound bar is regarded as R = ∞. It is evident in Figure 6 that the
elongation at break increases with the increased notch radius, which is consistent with the
properties of metal materials [23]. In addition, it is found in Figure 6 that the elongation at
break of the notched specimen decreases with the increased W content, which is consistent
with the variation in the smooth bound bar specimen.
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In order to obtain the fracture strain of tensile specimens, the method described in
reference [24] was adopted. The method is thus briefly described here. Firstly, the finite
element software Abaqus/Standard is used to establish the numerical model of the tensile
specimen. Then, all elements on the center section of the sample are taken as the research
object, and the simulated load–displacement curve is modified through iteration until it
corresponds to the experimental load–displacement curve. Finally, when the simulated
load–displacement curve reaches the experimental fracture point, the simulated equivalent
plastic strain is regarded as the fracture strain of the specimen. Figures 7 and 8 show the
numerical model and the equivalent plastic strain cloud diagram at the fracture time of the
smooth bound bar specimen, respectively. It is observed that the simulated curves are in
good agreement with the experimental curves before specimen fractures. Furthermore, the
stress triaxiality σ* was also obtained by the simulation. The stress triaxiality σ* is defined
as the ratio of hydrostatic pressure σm to von Mises equivalent stress σeq, which can be
expressed as

σ∗ =
σm

σeq
=

σ11 + σ22 + σ33

3σeq
(7)

where σ11, σ22 and σ33 are the three normal stresses.
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Figure 8. Equivalent plastic strain cloud diagram of smooth round bar sample at fracture time.
(a) M20, (b) M50 and (c) M80.

According to the simulations and Equation (7), the relationship between the stress
triaxiality, the equivalent plastic strain and the fracture strain was obtained, as shown
in Figure 9. The stress triaxiality shows an increasing trend upon continuous loading.
The sudden drop in stress triaxiality may be attributed to the transition from elasticity to
plasticity. The stress triaxiality gradually increases with the decrease in notch radius, which
is consistent with the properties of metal materials. To describe the stress triaxiality and
the strain to fracture quantitatively, the average value of stress triaxiality from the initial
time to fracture was calculated. Furthermore, the quasi-static compressive experimental
data were added and its corresponding stress triaxiality is about −1/3 [25], as shown in
Figure 10.
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3.2. Strain Rate and Thermal Effect under Dynamic Compression

The true stress–strain curves of the Al-PTFE-W materials at elevated strain rates and
temperatures are shown in Figures 11 and 12, respectively. Note that the curves in Figure 12
are approximately the same at elevated temperatures, except for M20 at 100 ◦C. This may
be because the specimen does not fit tightly with the incidence bar and the transmission bar,
which affects the wave propagation. Similar to quasi-static compression, the materials also
exhibit typical elastic–plastic properties under dynamic compression. Compared to quasi-
static compression, obvious yield behavior and more significant strain hardening effect
can be observed from the dynamic compression curves. In particular, the yield strength
under dynamic compression is about 2 to 3 times that under quasi-static compression. All
of the specimens’ tested fractures and typical recycled residues are presented in Figure 13.
Clearly, the materials fracture more seriously with increased strain rate. Relevant material
characteristic parameters obtained from Figures 11 and 12 are listed in Tables 3 and 4.
Herein, the yield strength is determined by the lower yield point. From Table 3, the yield
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strength, the ultimate strength and the critical failure strain all show an increasing trend
with the elevated strain rate, demonstrating the strain rate strengthening effect. In contrast,
the material characteristic parameters in Table 4 all present a decreasing trend with the
elevated temperature, indicating the thermal softening effect. On the one hand, the strength
of each component in the materials decreases at elevated temperatures. On the other hand,
the elevated temperature decreases the viscosity between the matrix and metal particles.
As a result, the debonding failure is facilitated by elevated temperatures.
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Table 3. Characteristic parameters of the Al-PTFE-W materials at elevated strain rates.

Material Type Strain Rate (s−1) Yield Strength (MPa) Ultimate Strength
(MPa) Critical Failure Strain

M20 5560 28.5 67.3 0.42
5983 28.7 78.9 0.49
6862 30.8 100.3 0.52
8160 34.4 98.7 0.63
8730 32.6 105.9 0.67

M50 4971 27.9 60.2 0.36
5556 29.6 64.3 0.41
6023 27.9 68.3 0.5
7326 30.7 85.9 0.56
7996 36.5 90.2 0.57
8753 34.8 105.6 0.6

M80 5222 41.3 65.4 0.38
6340 46.7 72.3 0.48
7143 41.8 77.2 0.61
7912 48.9 102.6 0.66

Table 4. Characteristic parameters of the Al-PTFE-W materials at elevated temperatures.

Material Type Temperature (◦C) Strain Rate (s−1) Yield Strength
(MPa)

Ultimate Strength
(MPa)

Critical Failure
Strain

M20 100
5500

27.3 51.9 0.37
150 20.8 48.3 0.33
200 23.1 47.6 0.4

M50 100
5500

28.3 62.1 0.41
150 22.5 54.9 0.39
200 23.3 41.3 0.34

M80 100
5200

35.7 62.9 0.32
150 29.2 58.7 0.31
200 36.6 51.5 0.31

To study the effect of W content on strain rate sensitivity, the data in Table 3 were
linearly fitted, as shown in Figure 14. It is observed from Figure 14a that with the increase in
W content, the yield strength gradually increases while the ultimate strength decreases first
and then increases, which is consistent with the quasi-static compression characteristics.
The linear slope of ultimate strength proves to be close to the strain rate for the materials
with different W contents. The linear slope of yield strength with respect to strain rate
shows a slightly increasing trend with increasing W content, indicating that the sensitivity
of the materials to strain rate increases slightly with increasing W content. This should be

176



Materials 2022, 15, 5167

attributed to the dislocation density difference between the deformed and undeformed
zone. However, the critical failure strain shows a complex trend in the tested strain rate
range. When the strain rate is less than 6000 s−1, the variation in the critical failure strain
with W content is essentially similar to that under quasi-static compression. When the
strain rate is higher than 6000 s−1, the critical failure strain follows the following order:
M80 > M20 > M50, and the difference between them becomes more significant with the
increasing strain rate, as shown in Figure 14b. This may be attributed to the temperature
rise during plastic deformation. Most of the plastic work is converted to heat under high
strain rate loading [6], which significantly reduces the matrix strength. As the strain rate
increases, the matrix softening effect becomes more obvious. As a result, the force chain
strengthening effect dominates. Relevant studies have indicated that the bearing capacity of
force chains is not only dependent on the number of metal particles, but also on the number
and spatial distribution of force chains [26]. Furthermore, the strength of the metal particles
also decreases due to the temperature rise. Therefore, the force chain strengthening effect
may not be enough to compensate for the softened matrix when W content is less than 50%.
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3.3. Constitutive and Failure Modeling

The Johnson–Cook model, which includes a constitutive model and failure model,
was applied to describe the constitutive behavior and failure criteria of the materials [27].
The Johnson–Cook constitutive model expresses the equivalent flow stress as a function of
the equivalent plastic strain, the strain rate and the temperature, which can be written as

σ =
[

A + B
(
εp
)n
][

1 + C ln
( .

ε
.
ε0

)][
1 −

(
T − Tr

Tm − Tr

)m]
(8)

where σ is the equivalent stress, εp is the effective plastic strain,
.
ε is the effective strain rate,

.
ε0 is the reference strain rate (0.001 s−1), T is the absolute temperature, Tr is the reference
temperature (25 ◦C), Tm is the melting temperature of the materials (600 ◦C) and A, B,
C, n and m are material constants. Based on the method described in reference [5], the
compressive constitutive parameters (A, B, n, C and m) for the materials are obtained, as
listed in Table 5.

Table 5. Johnson–Cook constitutive parameters of the materials.

Material
Type A (MPa) B (MPa) n C m

M20 10.6 45.9 0.81 0.062 1.19
M50 11.4 41.6 0.89 0.074 1.16
M80 16.5 24.2 0.43 0.067 1.32
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Based on the damage accumulation during the deformation, the Johnson–Cook failure
model presents the strain to fracture as a function of the stress triaxiality, the strain rate and
the temperature. The damage to an element is defined as

D = ∑
∆εp

εf
(9)

where D is the damage parameter and fracture is then allowed to occur when D = 1.0. ∆εp
is the increment of equivalent plastic strain and εf is the equivalent strain to fracture, which
can be expressed as

εf = [D1 + D2 exp(D3σ∗)]
[

1 + D4 ln
( .

ε
.
ε0

)][
1 + D5

(
T − Tr

Tm − Tr

)]
(10)

where D1~D5 are five material constants and σ* is the stress triaxiality. The constants D1, D2
and D3 were determined by the fitted curves in Figure 10. The constants D4 and D5 were
determined by dynamic compression tests at various strain rates and temperatures, respec-
tively. Note that the critical failure strain under dynamic compression is approximately
regarded as the strain to fracture in this paper. The Johnson–Cook failure parameters for
the materials are listed in Table 6. Comparison between the experimental data and the JC
model is shown in Figure 15. It can be observed that a good agreement is achieved between
the predicted and experimental stress–strain curves. The Johnson–Cook model obtained in
this paper can provide effective help to the numerical studies of the materials.

Table 6. Johnson–Cook failure parameters of the materials.

Material
Type D1 D2 D3 D4 D5

M20 0.02 0.807 −1.873 −0.0455 −0.488
M50 0.043 0.731 −2.061 −0.0461 −0.399
M80 0.049 0.664 −2.3 −0.0459 −0.4

Materials 2022, 15, x FOR PEER REVIEW 14 of 16 
 

 

determined by dynamic compression tests at various strain rates and temperatures, re-

spectively. Note that the critical failure strain under dynamic compression is approxi-

mately regarded as the strain to fracture in this paper. The Johnson–Cook failure param-

eters for the materials are listed in Table 6. Comparison between the experimental data 

and the JC model is shown in Figure 15. It can be observed that a good agreement is 

achieved between the predicted and experimental stress–strain curves. The Johnson–Cook 

model obtained in this paper can provide effective help to the numerical studies of the 

materials. 

Table 6. Johnson–Cook failure parameters of the materials. 

Material Type D1 D2 D3 D4 D5 

M20 0.02 0.807 −1.873 −0.0455 −0.488 

M50 0.043 0.731 −2.061 −0.0461 −0.399 

M80 0.049 0.664 −2.3 −0.0459 −0.4 

 

   

Figure 15. Comparison between the tested and JC model predicted stress–strain curves: (a) M20, (b) 

M50 and (c) M80. 

4. Conclusions 

Quasi-static compression tests, quasi-static tension tests and dynamic compression 

tests were conducted to investigate the mechanical properties, constitutive behaviors and 

failure criteria of Al-PTFE-W reactive materials with W content from 20% to 80%. The 

following conclusions were drawn: 

(1) Under quasi-static (10−3 s−1) condition, the strength of the materials may be independ-

ent of stress state and W content. Regardless of compression or tension, the strength 

of the materials with W content from 20% to 80% ranges from 10 MPa to 20 MPa. 

(2) Under quasi-static condition, the compression plasticity of the materials is signifi-

cantly superior to its tension plasticity. W content has no obvious influence on the 

compression plasticity, while tension plasticity is extremely sensitive to W content. 

As W content increases from 20% to 80%, the compression failure strain decreases 

from 1.43 to 1.34 with an amplitude of 6.2%, while the tension failure strain decreases 

from 0.3 to 0.036 with an amplitude of 88%. 

(3) The materials show an obvious strain rate strengthening effect and thermal softening 

effect under dynamic compression. However, the dynamic compression strengths 

and strain rate sensitivities of the materials with different W contents show no obvi-

ous difference. For the materials with a W content of 50%, the dynamic compression 

strength improves from 60.2 MPa to 105.6 MPa as the strain rate increases from 4971 

s−1 to 8753 s−1 at ambient temperature; meanwhile, it decreases from 64.3 MPa to 41.3 

MPa as the material temperature increases from 25 °C to 200 °C at the strain rate of 

5500 s−1. 

Figure 15. Comparison between the tested and JC model predicted stress–strain curves: (a) M20,
(b) M50 and (c) M80.

4. Conclusions

Quasi-static compression tests, quasi-static tension tests and dynamic compression
tests were conducted to investigate the mechanical properties, constitutive behaviors and
failure criteria of Al-PTFE-W reactive materials with W content from 20% to 80%. The
following conclusions were drawn:

(1) Under quasi-static (10−3 s−1) condition, the strength of the materials may be indepen-
dent of stress state and W content. Regardless of compression or tension, the strength
of the materials with W content from 20% to 80% ranges from 10 MPa to 20 MPa.

(2) Under quasi-static condition, the compression plasticity of the materials is signifi-
cantly superior to its tension plasticity. W content has no obvious influence on the
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compression plasticity, while tension plasticity is extremely sensitive to W content. As
W content increases from 20% to 80%, the compression failure strain decreases from
1.43 to 1.34 with an amplitude of 6.2%, while the tension failure strain decreases from
0.3 to 0.036 with an amplitude of 88%.

(3) The materials show an obvious strain rate strengthening effect and thermal softening
effect under dynamic compression. However, the dynamic compression strengths and
strain rate sensitivities of the materials with different W contents show no obvious
difference. For the materials with a W content of 50%, the dynamic compression
strength improves from 60.2 MPa to 105.6 MPa as the strain rate increases from
4971 s−1 to 8753 s−1 at ambient temperature; meanwhile, it decreases from 64.3 MPa
to 41.3 MPa as the material temperature increases from 25 ◦C to 200 ◦C at the strain
rate of 5500 s−1.

(4) The Johnson–Cook constitutive (A, B, n, C and m) and failure parameters (D1~D5)
were well-determined and predicted stress–strain curves are in good agreement with
the experimental results. The results of this research would prove beneficial to the
numerical studies, design and application of reactive materials.
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Abstract: Reactive material (RM) is a special kind of energetic material that can react and release
chemical energy under highly dynamic loads. However, its energy release behavior is limited by its
own strength, showing unique unsustainable characteristics, which lack a theoretical description.
In this paper, an impact-initiated chemical reaction model is proposed to describe the ignition and
energy release behavior of Al/PTFE RM. The hotspot formation mechanism of pore collapse was
first introduced to describe the decomposition process of PTFE. Material fragmentation and PTFE
decomposition were used as ignition criteria. Then the reaction rate of the decomposition product
with aluminum was calculated according to the gas-solid chemical reaction model. Finally, the
reaction states of RM calculated by the model are compared and qualitatively consistent with the
experimental results. The model provides insight into the thermal-mechanical-chemical responses
and references for the numerical simulation of impact ignition and energy release behavior of RM.

Keywords: reactive material; impact initiated chemical reaction; theoretical model

1. Introduction

Reactive material, fabricated by pressing/sintering polymer matrix (typically polyte-
trafluoroethylene) and active metal powders, has metal-like strength and explosive-like
reaction capability [1]. Due to its unique impact energy release characteristics, RM has been
widely studied and has developed novel military applications over the past decades [2,3].

Significantly different from that of traditional energetic materials such as explosives
and propellants, the energy release behavior of RM is closely related to its strength [4].
Under highly dynamic loads, RM is fragmented and scattered, and a local deflagrate
reaction occurs. However, the chemical reaction cannot spread in the dense material [5],
eventually causing the chemical reaction to be extinguished in the material. Therefore,
the existing models for explosives and propellants are not suitable for characterizing the
impact ignition and unsustainable chemical reaction process of RMs, and a new theoretical
model is urgently needed.

Due to the complex impact ignition and the chemical reaction process of RM, experi-
mental studies are widely used. For the impact ignition mechanism, Ames [6] suggested
that material fragmentation is a prerequisite for chemical ignition, and the energy release
behavior of RMs is determined by loading conditions, which is proved through vented
chamber experiments. Mock [7,8] proposed a stress-delay time mechanism as an ignition
criterion based on the Taylor impact test in a vacuum environment according to the first
flare time under different loading conditions. On this basis, Ge C [9,10] further found
that the impact ignition behavior of RM is related to the stress and strain rate of dynamic
loading conditions. Recently, Tang Le [11] proposed that the shock ignition of RM starts
from the local hotspot region based on the explosive loading test, and Jiang [12] calcu-
lated the relationship between impact ignition and porosity of RM based on the thermal
behavior of plastic work generated by pore collapse. To describe the chemical reaction
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of RM, the Arrhenius equation based on the combustion rate measured by differential
scanning calorimetry (DSC) is widely used to phenomenologically characterize the reaction
process [13–16]. However, although this increasing understanding can be used for reference,
the evolution that considers both the dynamic response and the energy release behavior of
RM still lacks description using a theoretical model.

In this paper, the dynamic response and energy release process of RM is divided
into two stages: impact ignition and chemical reaction. In the impact ignition stage,
the local temperature rise of the material was calculated based on the hotspot theory of
pore collapse, and the thermal decomposition rate of PTFE was calculated based on the
hotspot temperature. Complete failure and fragmentation of the material were taken as the
ignition criteria for reaction calculation. In the chemical reaction stage, the reaction rates of
PTFE decomposition products and aluminum were calculated using the gas-solid chemical
reaction model. According to the above analysis, a mechanical-thermal-chemical coupling
model was developed to describe the impact-initiated chemical reaction of RM. Based on
the data of inert numerical simulation, the reactive states of the RM rod were calculated
using the model and compared with the experimental results. This research can provide a
reference for further studies of numerical simulation on impact ignition and energy release
characteristics of fluoropolymer-based RM.

2. Evolution from Impact Ignition to Chemical Reaction

The impact ignition and energy release behavior of RM is a complicated process of
dynamic responses and chemical reactions. As experiments have revealed, the stable prop-
agation of chemical reactions can only take place in a powder RM with a low density (less
than 0.5 theoretical density) [5]. On the other hand, explosives [11] and lasers [17] cannot
cause a sustainable chemical reaction in condensed RM, and only high-speed impact and
fragmented materials lead to a wide range of reactions [18–21]. These results indicate that
material fragmentation is a prerequisite for large-scale and sustainable chemical reactions.
Therefore, in this paper, RM impact fragmentation was used as the criteria for reaction
initiation, and the impact-initiated chemical reaction of RM was divided into two stages:
impact ignition and chemical reaction, and the concept of the decomposition extent of PTFE
was used in both stages.

In the impact ignition stage, the temperature rise induced by uniform plastic defor-
mation of the material, could not heat the entire RM rod to a fire temperature or ignite
the chemical reaction. Ames [6] proposed that some additional energy related to the crack
propagation properties and the associated void collapse of RM is the key point to the
ignition process. Cai [22] analyzed the pore compression and temperature rise of porous
aluminum-rich PTFE/Al energetic materials under dynamic loads. They thought that
during the compression process, the temperature rise of the RMs near the pores is mainly
affected by the hole’s inner diameter and loading pressure. Since the RM is a void-rich
compressive sintering composite, it is a reasonable ignition mechanism that the chemical
reaction is initiated from local hotspots.

In the chemical reaction stage, considering that the chemical reaction cannot directly
take place between solid PTFE and Al, it is assumed that the chemical reaction occurs
between the gaseous decomposition products of PTFE and the solid Al granules. It should
be noted that the thermal decomposition process of PTFE has a variety of channels, among
which the main channel is to generate CF2 gas in the absence of oxygen [23]. Therefore, it is
assumed that all the thermal decomposition product of PTFE is CF2 gas, and the chemical
reaction can be simplified to the combustion reaction between gas and solid reactants.

Overall, a schematic of the typical impact-initiated chemical reaction process of RMs
is shown in Figure 1. In the impact ignition stage, there are some pores inside the initial
RM. Then, under highly dynamic loads, the material around the pores generates a local
hot region (Figure 1a) due to the work of plastic deformation and collapse shear. The
PTFE around the hotspot decomposes (Figure 1b) to produce oxidizing gas reactant CF2
after exceeding the threshold decomposition temperature. Subsequently, the material is
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fractured (Figure 1c) and the CF2 gas is released while exposing the aluminum particles to
the gaseous reactant atmosphere and taking on a chemical reaction. In the chemical reaction
stage, there is a reaction boundary layer on the surface of the solid aluminum particle. The
decomposition product CF2 is transferred through the boundary layer to the surface of
the aluminum reaction core as a reactant (Figure 1d). The Al reaction core is consumed
at a consumption rate ν (Figure 1e), and the reaction product AlF3 flows out through
the boundary layer. Then, the energy released by the chemical reaction will push up the
temperature of the surrounding PTFE. If the temperature could exceed the decomposition
temperature of PTFE (approximately 750 K from Ref. [15]), more CF2 gas would be released,
thus providing enough gaseous reactants for further chemical reactions in the reaction
region, and finally, all materials could react completely. Otherwise, the chemical reaction
stops when all the CF2 gas is consumed. Next, we will establish theoretical models for the
impact ignition stage and the chemical reaction stage of RM, respectively.
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3. Impact Ignition Behavior of RM
3.1. Hotspot Formation Caused Temperature Rise

To characterize the impact ignition behavior described above, the elastic-viscoplastic
single spherical shell collapse model was adopted to describe the hotspots formation
inside the RM during the dynamic loads. In the study of the explosive impact ignition
problem, Kim [24,25] proposed that the temperature rise of materials around the hotspots is
caused by mechanical deformation, heat conduction, and chemical reaction energy release.
For fluoropolymer-based RMs, according to the SEM of PTFE/Al (73.5/26.5) RM [26]
(shown in Figure 2a), the pores which will collapse under impact compression and form
hotspots mainly appear inside the PTFE matrix. Meanwhile, in condensed RM without
fragmentation, only extremely high temperatures (over 900 K [27]) can lead to direct
reactions between PTFE and Al. Therefore, in the impact ignition stage, the calculation of
the hotspots effect is assumed to exclude the energy released by chemical reactions and the
mechanical deformation and heat transfer are counted for the temperature rise of the RM.
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Figure 2. Image and schematic of pores inside the Al/PTFE microstructure: (a) SEM of Al/PTFE
microstructures from Ref. [26] and (b) schematic of one-dimensional elastic-viscoplastic cavity
collapse model.

Figure 2b shows the schematic of the one-dimensional elastic-viscoplastic pore com-
pression model where P is the periodic boundary condition, ri is the inner radius of the
pore, ro is the outer radius of the spherical shell, and r is the current radius of a random
position. At the beginning, the initial porosity of a cell is,

α =
ρt − ρ

ρt
=

ri
3

ro3 (1)

where ρt is the theoretical density which is determined by the mass ratios of the components,
and ρ is the actual density of the RM. According to Geng [28], the actual density of the
RM prepared under the cold press-sintering process is related to the molding pressure and
sintering temperature, and under ideal preparation conditions, the porosity of PTFE/AL
(73.5/26.5) is about 5%. The collapse velocity of the spherical shell under uniform external
pressure loading can be calculated as follows:

ν =


 P− Pg

4G
(

r−3
o − r−3

i

)
r2


δ(t) +

γ

2
(

r−3
o − r−3

i

)
r2τ

[(
P− Pg

)
H(t)− 2

√
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where v is the motion velocity of the localized material, Pg is the initial gas pressure in
the pores, t is time, δ(t) is a delta function at t = 0, H(t) is a step function, τ is the
shear yield strength and τ = σ0/

√
3. G is the shear modulus, and G = 0.0233 Mbar.

γ is the adiabatic exponent, γ = γ1σ0, σ0 corresponds to the static yield strength and
γ1 is constant. The motion velocity v can be used to calculate the compression state of
pores. When the pores are completely closed, plastic compression can be continued as
homogeneous materials, but hotspot-caused temperature rise is no longer calculated. On
the other hand, when the material is fractured, the pore structure is destroyed and the
calculation of hotspot-caused temperature rise stops. The temperature rise caused by
mechanical deformation of spherical shell collapse is:

(
dT∗
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)
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=

(
9
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)(P− Pg − 2
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ri
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)2
r6

· γ
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where T∗ is the temperature of each position inside the spherical shell. The subscript M.D.
represents the mechanical deformation, ρPTFE and Cp is the density and specific heat of
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PTFE, respectively. After mechanical deformation, there is a heat conduction process inside
the material, so the total temperature change can be obtained as follows:

dT∗

dt
=

(
dT∗

dt

)

M.D.
+

1
ρPTFECp

1
r2

∂

∂r

(
r2k∗

∂T∗

∂r

)
(4)

where k∗ is the heat transfer efficiency of PTFE. The first term is the temperature rise caused
by mechanical deformation and the second term is the temperature change caused by heat
conduction. Then, the total temperature change in the spherical shell can be calculated by
the following equation:

T∗n+1(r, t) = T∗n (r, t) +
∫ tn+1

tn

dT∗

dt
(r, t)dt (5)

3.2. PTFE Decomposition Rate

Under highly dynamic loads, the PTFE around the pores is heated to the decomposition
temperature and begins to depolymerize. According to the experimental measurement
of He [29], the pyrolysis rate of spherical PTFE powders with average radii of 10 µm and
70 µm in the temperature range of 1400~3300 K is:

W(T) = 2.23× 103 exp(−77.0/RT)s−1 (6)

where R is the molar gas constant, and its value is 8.314 J/mol·K. Finally, the decomposi-
tion extent of PTFE in the hot spot stage can be calculated according to the temperature-
time history:

Λn+1 = Λn +
1
M

∫ ro

ri

∫ tn+1

tn
2πrρ(r)W(T)dtdr (7)

where M is the total mass of the material in the spherical shell, r is the spherical coordinate
radius, and ρ(r) is the density of each position in the shell.

Figure 3 shows the typical temperature rise of pore collapse and the decomposition
extent of PTFE at 20 kbar constant pressure loads. The results show that with the increase
of time, the pores are compressed and their radius is continuously reduced. The high-
temperature region inside the PTFE keeps expanding while the extent of fully decomposed
PTFE keeps increasing. The decomposition extent of PTFE in the spherical shell was
obtained by weighing the decomposition extent at all positions along the diameter direction.
Assuming that all hotspots formed in RM under highly dynamic loads are similar, the
characteristics of all hotspots in RM can be represented by studying the formation process
of the single spherical shell collapse model described above. Therefore, the geometric
parameters of the single spherical shell collapse model can be determined according to the
physical parameters of the RM itself, the particle size, and density/porosity.

3.3. Ignition Criteria

According to the above analytical process, the decomposition extent of PTFE caused by
hotspot temperature rise under highly dynamic loads is obtained. However, the decompo-
sition products of PTFE around the hotspots cannot effectively contact the active aluminum
particles, thus, material fragmentation is required to provide sufficient contact opportu-
nities for reactants. In addition, some studies [30] have shown that the material crack tip
also provides high temperature and further promotes the chemical reaction. Therefore, the
ignition criteria of RMs can be summarized as follows:

1. PTFE depolymerizes to release gaseous reactant.
2. The material is fragmented.

The first criterion for the hotspot effect has been fully discussed in the two sections
above. The second criterion concerns the dynamic response behavior of the RM, which has
been studied extensively [10,31,32]. The Johnson-Cook strength model, which describes
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the strength behavior of materials subjected to large strains, high strain rates, and high
temperatures, is employed for the RM in this paper. The model defines the yield stress as

σ =
(

A + BεN
p

)(
1 + C ln

.
ε
∗
p

)
(1− Tm

H ) (8)

where εp is the effective plastic strain,
.
ε
∗
p is the normalized effective plastic strain rate,

TH is the homologous temperature, TH = (T − Troom)/(Tmelt − Troom), A, B, C, N, and m
are five material constants. Raftenberg [31] determined the parameters for the 74 wt.%
PTFE/26 wt.% Al RM experimentally.
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After high-speed impact, the RM may suffer large deformation or even failure. The
concept of failure means that the material can no longer withstand tensile loads and is often
used to simulate the ejection behavior of fractured debris. The Johnson-Cook failure model
is often used to model ductile failure of materials experiencing large pressures, strain rates,
and temperatures. It consists of three independent terms that define the dynamic fracture
strain as a function of pressure, strain rate, and temperature.

ε f =
(

D1 + D2eD3σ∗
)(

1 + D4 ln
.
ε
∗)

(1 + D5TH), D = ∑
∆ε

ε f (9)

where ∆ε is the increment of effective plastic strain, ε f is the failure strain, σ* is the mean
stress normalized by the effective stress, and D1, D2, D3, D4, and D5 are constants. The
failure accumulation factor D is incremented and stored as the ratio of the effective fracture
strain. When D < 1, the material is assumed to be intact. Once D = 1, the failure occurs
and the material is assumed to be fractured, then the calculation can turn into the chemical
reaction stage.

4. Impact-Initiated Chemical Reaction of RMs
4.1. Transfer Efficiency of Gaseous Reactants

The hotspots formed when the pores inside the material were subjected to impact
compression and shearing, which led to a sharp increase of internal energy in the PTFE
matrix around the pores, and soon the matrix temperature heats up to the decomposition
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temperature of PTFE. The PTFE matrix depolymerizes and produces CF2, CF3, and other
gas products [23]. When the material is fragmented after impact loading, the gaseous
decomposition products contact with Al particles and undergo a chemical reaction. Under
oxygen-free conditions, the overall reaction process between PTFE and Al is as follows [33]:

C2F4 ⇒ 2CF2(g)

2CF2 ⇒ CF(g) + CF3(g)

3C2F4 + 4Al(s)⇒ 4AlF3(g) + 6C(s)

We assume the solid aluminum particles are surrounded by gaseous decomposition
products of PTFE when calculating the combustion reaction process. Therefore, the overall
combustion reaction of RM can be regarded as a gas-solid two-phase flow reacting around
several spherical Al particles.

As shown in Figure 4, there is a chemical reaction boundary layer between the two
reactants, and only when the gaseous decomposition products of PTFE cross the boundary
layer and reach the surface of Al particles can they undergo a chemical reaction. Hence
the mass transfer process of gaseous reactant through the boundary layer needs to be
calculated first. Considering that the gas environment and the gas flow around aluminum
particles are relatively limited, the boundary layer mass transfer can be regarded as the
diffusion process of gas molecules from high concentration to low concentration. Then the
dimensionless relation of gas boundary layer mass transfer theory is used to describe the
mass transfer process between a single particle and gas [34]:

Sh = 2.0 + 0.6Re
1
2 Sc

1
3 , Re = 0 ∼ 200 (10)

Sh ≡
2hDrparticle

DT

Re ≡ 2ρgug

µ
(11)

Sc ≡ µ

ρgDT

where Sh is the Sherwood constant, Re is the Reynold constant, Sc is the Schmidt constant,
hD is the mass transfer efficiency, ρg is the gas density, and ug is the airflow velocity. Both
Sh and Sc need to be calculated using diffusion coefficient DT , which can be estimated
using Chapman-Enskog empirical formula:

DT = 0.001858T
3
2

( 1
MCF2

+ 1
MAlF3

)
1
2

Poutσ2
ABΩAB

(12)

where T is the gas Kelvin temperature surrounding the Al particle, MCF2 and MAlF3 are the
relative molar masses of gaseous reactants and gaseous products, respectively. Pout is the
pressure of the principal part of the gas phase (Bar), σAB is the average collision radius,
and ΩAB is the collision integral (0.417 from ref. [34]). The mass transfer efficiency can be
expressed by combining the Equations (10)–(12),

hD =
DT

rparticle
·
1 + a( rcore

rparticle
)0.5

rcore
rparticle

(13)

where rcore is the current Al core radius, rparticle is the original Al core radius, and
a = 0.3Sc

1/3Re
1/2. In this model, the decomposed gas environment is relatively closed,
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and the airflow velocity can be approximated to ug = 0, then Re = 0 and a = 0. Thus,
the mass transfer efficiency hD can be converted into:

hD = 0.001858T
3
2

( 1
MCF2

+ 1
MAlF3

)
1
2

Poutσ2
ABΩABrcore

(14)
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4.2. Aluminum Core Consumption Rate

When the PTFE decomposition products were transferred to the surface of aluminum
particles, the gas-solid chemical reaction began to take place. According to the quasi-steady
state hypothesis, the reaction rate in this chemical reaction depends only on the substance
concentration on the particle surface. The consumption rate of the incoming material is
much faster than the gaseous reactants transfer efficiency, which means that the gaseous
reactants transferred into the reaction zone will be consumed in time, so as to achieve a
steady-state:

kCCF2core = hD(CCF2out − CCF2core) (15)

where k is the reaction rate constant, and according to the Arrhenius equation, k = Ae−
Ea
RT .

CCF2 represents the concentration of gaseous reactants, and the subscripts out and core
represent the principal part of the gas phase outside the boundary layer and the surface of
the Al reaction core, respectively. The CF2 concentration outside the boundary layer can be
calculated as follows:

CCF2out =
2ΛPTFEmωPTFE MCF2

VF + mωPTFE(F−ΛPTFE)/ρPTFE
(16)

Here m is the unit mass, ωPTFE is the mass fraction of PTFE, V is the unit volume and
F is the reaction content. During the reaction process, the size of the Al core continuously
shrinks, so the reaction rate can be characterized by the linear velocity of the Al core
interface (the consumption velocity of the Al core along the diameter direction):

−
ρparticle

4
· drcore

dt
= kCCF2core (17)

Here, ρparticle is the aluminum particle density. Combining the Equations (15) and (16),

− drcore

dt
=

4CCF2out/ρparticle

1/hD + 1/k
(18)
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The total combustion reaction rate is defined as follows,

R =
dF
dt

=
dF

drcore

drcore

dt
(19)

where R is the reaction rate and there is a relationship between F and rcore:

F = 1− (
rcore

rparticle
)

3
(20)

dF
drcore

= − 3
rparticle

(
rcore

rparticle
)

2
= − 3

rparticle
(1− F)

2
3

Substituting Equations (18) and (20) into Equation (19), it can be obtained:

R =
12CCF2out

rparticleρparticle
· (1− F)

2
3 · (

rparticlePoutσ
2
ABΩAB

0.001858T1.5( 1
MCF2

+ 1
MAlF3

)
1
2
·

3
√

1− F

1 + a(1− F)
1
6
+

1
A

e
Ea
RT )

−1

(21)

where Ea is the activation energy and its value is 50.836 kJ ·mol−1 [11]. Finally, Equation (21)
is the reaction rate of the combustion reaction between PTFE decomposition products and
Al under highly dynamic loads.

5. Validation of Impact-Initiated Chemical Reaction Model for RMs
5.1. Calculation Process

The impact-initiated chemical reaction model for RMs was calculated based on the
simulation results of the inert collision behavior of the RM rod. Mock [7,8] performed
experiments to investigate the impact ignition of the RM rods impacted by steel anvils
in a vacuum. To simulate the inert dynamic response of RM to mechanical shock, the
Smooth Particle Hydrodynamics (SPH) method was adopted to develop the finite element
models. As shown in Figure 5, the finite element model consists of a RM rod (ϕ 7.6 mm ×
50.8 mm) and a steel anvil (ϕ 50 mm × 25.4 mm), and a quarter symmetric model was used
to shorten the computation duration. The RM rod was constructed using 0.38 mm diameter
SPH particles, and the 1 mm × 1 mm Lagrange cell was adopted for the steel anvil.
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In this paper, the shock equation of state (EOS) is used to describe the behavior of RM
and steel. In the Autodyn program, the shock EOS is established from the Mie–Gruneisen
form of EOS based on shock Hugoniot,

P = PH + Γρ(E− EH) (22)
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where it is assumed that Γρ = Γ0ρ0 = constant and

PH =
ρ0c0u(1 + u)

[1− (s− 1)u]2
(23)

EH =
1
2

PH
ρ0

(
u

1 + u

)
(24)

here, Γ0 is the Gruneisen coefficient, u = (ρ/ρ0)− 1, ρ is the current density, ρ0 is the
initial density, s is a linear Hugoniot slope coefficient, and c0 is the bulk sound speed.
The Johnson–Cook strength and failure model, which is the form in Equations (8) and (9),
is used to represent the strength and failure behavior of RM. The main material model
parameters with the basic units of cm, g, and µs for RM used in the simulation are listed in
Tables 1 and 2. The parameters of RM are from reference [10,11,31] and the parameters of
steel 4340 are from the Autodyn material libraries.

Table 1. Material model parameters for RMs.

Hotspot Stage Chemical Reaction Stage

σ0(Mbar) 1.95 × 10−6 Rg(J/mol·K) 8.314

γ1 13 σAB(Å) 4.35

ρPTFE(g/cm3) 2.23 ΩAB 0.417

k∗(cm/µs·g) 2.40 × 10−14 Cp(cm2/µs2·K) 1.20 × 10−5

Table 2. Strength and failure model parameters for RMs.

A (Mbar) B (Mbar) N C m

8.044 × 10−5 2.506 × 10−3 1.8 0.4 1

D1 D2 D3 D4 D5

0.02 0.807 −1.873 −0.0392 −0.488

After calculation based on the simulation model, the pressure-time history data of
RM for each selected time were obtained from the Autodyn program using the print
function [35]. These data were input into Equations (3)–(5) as loading conditions to calculate
the hotspot formation induced temperature rise. Then the PTFE decomposition extent was
calculated through Equation (7). It should be noted that at the same time as calculating
the decomposition extent, Equation (2) is used to calculate the pore compression velocity.
When the pore is closed, the calculation of the hotspot stage stops even if the material does
not reach a failure state. Temperature, pressure, volume, and mass of RM particles at the
failure time (failure factor D reaches 1) are obtained through numerical simulation as input
variables in the calculation of the chemical reaction process.

For the chemical reaction calculation, the decomposition extent ΛPTFE can be used to
obtain the concentration of the decomposition product CCF2out according to Equation (16).
By substituting these variables into Equation (21), the reaction content of RM with time
can be calculated iteratively. It should be noted that the temperature used in calculating
the chemical reaction rate R is the average temperature of the material particle. This is
because the chemical reaction occurs on the surface of Al particles, while the heat transfer
efficiency of Al particles is much higher than that of PTFE, leading to the result that the
temperature can be evenly distributed to the whole Al particle instantaneously. Therefore,
the average temperature of the whole particle is used as the reference temperature in the
chemical reaction stage, and it is assumed that the energy released by the chemical reaction
is converted to temperature only based on the initial specific heat of the RM.
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5.2. Calculation Results for Impact Ignition Behavior

A typical simulation result of a RM rod at 30 µs and impact velocity of 775 m/s is
shown in Figure 6. After being impacted by the target plate, the top area of the RM rod
is deformed and thickened to a “mushroom” shape. Radial cracking occurs at the edge
of the mushroom part of the RM rod. The outer materials completely fail (D = 1), and are
extruded from the mushroom and dispersed outward, forming debris clouds. At the same
time, the radially expanding mushroom involves circumferential shear bands inside the
RM rod, which will result in the subsequent failure of nearby materials.
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Figure 6. Simulation result of RM rod with impact velocity of 775 m/s at 30 µs.

Based on the results of the numerical simulation, the pressure-time history, failure time,
and other parameters of each particle can be obtained. These parameters were substituted
into the impact-initiated chemical reaction model, and the chemical reaction process of each
particle was calculated. The profiles of typical completely reacted and partially reacted
particles are shown in Figure 7. It can be seen from the results that the two particles
accumulated a certain PTFE decomposition extent due to the hotspot effect before particle
failure. After the complete failure of the material, the chemical reaction of the two particles
occurred and pushed up the average temperature of the particles.
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Figure 7. Reaction content profiles of two typical kinds of reacting particles: (a) partially reacted
particle, and (b) completely reacted particle. Note: tFailure, ΛFailure, TFailure represent failure time,
PTFE decomposition extent, and particle average temperature at the failure time, respectively.

However, the partially reacted particle (Figure 7a) accumulated a lower PTFE decom-
position extent as well as the average temperature (temperature rise induced by plastic
work from the compression of the uniform particles from the simulation) at the failure time.
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After the failure of the material, the average temperature of the particle (a) can only increase
to approximately 660 K due to the energy released from the chemical reaction. Because
the temperature cannot maintain the further decomposition of PTFE, the chemical reaction
stops. The decomposition extent of PTFE and the average temperature accumulated by a
particle (Figure 7b) at the hotspot stage were higher because the particle failed later and the
energy released by the initial chemical reaction pushed up the particle average temperature
to above the PTFE decomposition temperature. Thus, the chemical reaction was sustained,
and finally, all the material reacted completely.

The chemical reaction content of all particles in the RM rod was calculated, and the
images of the RM rod from different perspectives at 30 µs and impact velocity of 775 m/s
are shown in Figure 8. In the figure, the particles are painted gray, blue, and red, which
represent the materials that were unreacted, partially reacted, and completely reacted,
respectively. To show the reaction states more clearly, different rotation angles are used to
present the images.
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(c) top view.

As can be seen from Figure 8a, the hotspot reaction mainly occurred on the contact
surface between the RM rod and the steel anvil. With the radial diffusion of the RM,
a large amount of partially and completely reacted particles appeared at the contact surface.
However, from Figure 8b,c, radial cracking occurs at the surface of the RM rod, resulting in
petal-shaped cracks on the surface material. Meanwhile, compared with the materials on
the contact surface of the steel anvil, partially/completely reacted particles on the surface of
the RM rod are greatly reduced. This is because the surface material of the RM rod suffered
from low loading intensity and only a few particles failed, so almost no reaction occurs.

The reaction morphologies of the RM rods at different times are shown in Figure 9. As
can be seen from the figures, with the continuous compression of the steel anvil, the top area
of the RM rod gradually thickened to a mushroom shape. Then the radial cracking spread
in the mushroom-shaped rod, and internal material fragmented and extruded, forming
the radial debris clouds. The chemical reaction mainly takes place where the material
has broken up and is flying outward. At 20 µs, completely reacted particles occur, and
as time goes on, the number of partially reacted materials keeps increasing as well as the
completely reacted ones. After 40 µs, although the material rod is further fragmented, the
number of reactive particles changes little and becomes more dispersed. This is because
some materials cannot completely fail and react, so the number of particles that can ignite a
chemical reaction is limited.
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Figure 9. Reaction morphologies (cross-section view with a rotation angle of 30◦) of RM rods with
the impact velocity of 775 m/s at different times.

In general, the chemical reaction began at the contact surface between the RM rod and
the steel anvil. The material from the outer ring of the mushroom-shaped part of the RM
rod extruded and a hotspot reaction first appeared. Then, fully reacted particles began
to appear in the radial expansion part. As time goes on, chemical reactions took place at
various locations on the contact surface between the RM rod and the anvil.

To further analyze the failure and chemical reaction process of the RM rod under
highly dynamic loads, the particles with different failure times and corresponding reaction
states at an impact velocity of 775 m/s were plotted. As shown in Figure 10, the particles
with different failure times are all compared with the corresponding reaction states of 60 µs.
This is because the chemical reaction falls behind the failure of the material in time, and
the duration of the complete chemical reaction is approximately 30 µs according to the
result of Figure 7b. At the same time, only the front third part of the RM rod was cut for
morphology to highlight the failure and reaction characteristics since the materials of other
parts of the RM rod have not failed at 30 µs.

As shown in Figure 10a, the material that failed was first located in the shear band of
the RM rod. During the impact loading process, these particles (wathet blue) first reach
their tensile rupture strain. Then the green particles on both sides of the shear band were
further compressed, reaching a failure state. At the same time, the RM rod was compressed
into a mushroom shape, and the material on the outer surface also showed radial cracking,
but failed particles only appeared at the cracks of the outer surface. Subsequently, the
yellow particles continued to be compressed until they were extruded by the subsequent
material and reached the failure state.

In terms of the chemical reaction, the material in the shear band failed the earliest,
but the loading duration was short, so only partially reacted particles occurred, but no
completely reacted particles were observed. For the subsequently failed material, only part
of the hotspot reaction occurred near the outer surface of the rod, and completely failed
particles appeared near the core of the rod. Finally, the failed core material accumulated the
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most PTFE decomposition extent at the hotspot stage, and produced the most completely
reacted particles after failure because of the long duration and highly dynamic loads. This
indicates that the particles which can partially and completely react need to meet sufficient
loading intensity and duration to achieve a higher reaction content.

Materials 2022, 15, x FOR PEER REVIEW 15 of 20 
 

 

 
Figure 10. Failure and reaction morphology of the front third part of RM rod of 775 m/s impact 
velocity at different times: (a) overall failure image at 30 μs and corresponding reaction morphology 
at 60 μs; (b) particles failed within 10 μs; (c) particles failed within 10 μs to 20 μs; (d) particles failed 
within 20 μs to 30 μs. 

As shown in Figure 10a, the material that failed was first located in the shear band of 
the RM rod. During the impact loading process, these particles (wathet blue) first reach 
their tensile rupture strain. Then the green particles on both sides of the shear band were 
further compressed, reaching a failure state. At the same time, the RM rod was com-
pressed into a mushroom shape, and the material on the outer surface also showed radial 
cracking, but failed particles only appeared at the cracks of the outer surface. Subse-
quently, the yellow particles continued to be compressed until they were extruded by the 
subsequent material and reached the failure state. 

In terms of the chemical reaction, the material in the shear band failed the earliest, 
but the loading duration was short, so only partially reacted particles occurred, but no 
completely reacted particles were observed. For the subsequently failed material, only 
part of the hotspot reaction occurred near the outer surface of the rod, and completely 
failed particles appeared near the core of the rod. Finally, the failed core material accumu-
lated the most PTFE decomposition extent at the hotspot stage, and produced the most 
completely reacted particles after failure because of the long duration and highly dynamic 
loads. This indicates that the particles which can partially and completely react need to 
meet sufficient loading intensity and duration to achieve a higher reaction content. 

5.3. Comparison with Experiment 
To validate the impact-initiated chemical reaction model, the calculation results are 

compared with the vacuum collision test of Mock [8]. As shown in Figure 11, at the impact 
velocity of 775 m/s and 30 μs, the RM rod fractured under the impact loads, creating a 
scattering cloud of debris. In the experimental result of the same loading conditions in 
Figure 4a of Ref. [8], the part near the RM rod in the debris cloud showed obvious reaction 

Figure 10. Failure and reaction morphology of the front third part of RM rod of 775 m/s impact
velocity at different times: (a) overall failure image at 30 µs and corresponding reaction morphology
at 60 µs; (b) particles failed within 10 µs; (c) particles failed within 10 µs to 20 µs; (d) particles failed
within 20 µs to 30 µs.

5.3. Comparison with Experiment

To validate the impact-initiated chemical reaction model, the calculation results are
compared with the vacuum collision test of Mock [8]. As shown in Figure 11, at the impact
velocity of 775 m/s and 30 µs, the RM rod fractured under the impact loads, creating
a scattering cloud of debris. In the experimental result of the same loading conditions
in Figure 4a of Ref. [8], the part near the RM rod in the debris cloud showed obvious
reaction light, and the impact light gradually weakened from the rod to the periphery. In
the calculation results, the hotspot reactions occurred in a large number of the extruded
material in the mushroom-shaped region of the RM rod. Many completely reacted particles
appeared in the annular region close to the rod (yellow area in Figure 11), while only a few
particles completely reacted in the outer ring.

This is because the material in the top area of the RM rod was the first to be crushed
under dynamic loads. Although the load strength was high, the loading duration was
short, and material failure occurred before the hotspot reaction temperature accumulation,
so the complete reaction could not be achieved. For the materials subsequently loaded,
the loading strength and duration are enough to ignite hotspot reactions and achieve a
more adequate chemical reaction. Overall, for the macroscopic phenomenon, the chemical
reaction fire gradually diminishes from the rod to the periphery, which is very consistent
with the experimental results.
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Figure 11. Calculated result (cross-section view with a rotation angle of 30◦) at 775 m/s impact
velocity and 30 µs (corresponding to the experimental result of the same loading conditions in
Figure 4a of Ref. [8]).

Figure 12 shows the reaction morphologies of the RM rod at the time of the first light
of different impact velocities in the experiments. In the case of higher velocity, the first
light appeared earlier, and the mushroom-shaped part of the RM rod was smaller in size.
The partially reacted particles were mainly concentrated in the outer region of the debris
cloud, and the completely reacted particles appeared at the contact surface of the steel
anvil and near the core of the rod. With the decrease in impact velocity (Figure 12a–c), the
length of the compression part of the RM rod increased when the first light was observed,
and the distribution of partially reacted materials in the debris cloud became more diffuse.
This is because lower impact velocity corresponds to lower loading strength, while fewer
materials will be ignited at the same time. When the fire light is observed, the material
has accumulated a certain reaction content. Therefore, the lower the impact velocity is, the
longer the loading time (until the time for the first light) will be, and the more completely
reacted particles appear in the reaction morphology. However, when the impact velocity
is further reduced (Figure 12d), the loading intensity will be insufficient, leading to no
completely reacted particles in the material.

The relationship between the reaction content and time of all particles in the RM rod
at different impact velocities was statistically weighted according to mass, and the results
are shown in Figure 13. The results suggest that with the increase of impact velocity, the
time of the beginning of reaction content accumulation in materials is slightly earlier, and
the reaction content increases successively. This is because, under different dynamic loads,
RM particles will completely fail and ignite hotspot reaction, so the reaction content of
the material accumulates to a certain degree. However, these reactions are too weak to be
observed through macroscopic phenomena. When the total reaction content of the RM rod
continues to accumulate to a certain extent, fully reacted particles begin to appear, leading
to a higher probability of macroscopically visible firelight.

Assume that the overall reaction content of the RM rod with macroscopically visible
flame is 0.4%, as shown in Figure 13. The red marks represent the time for the first
light from the experiments. The result indicates that the higher the impact velocity is,
the earlier the material accumulates to the threshold chemical reaction content, and the
higher the probability of observing firelight in the macroscopic phenomena will be. This
is qualitatively consistent with the experimental results. However, it should be pointed
out that the calculation in this paper is based on inert collision simulation and does not
consider that debris clouds will be more dispersed after the chemical reaction occurred.
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At the same time, the chemical reaction transfer between adjacent material particles is not
considered, so the overall reaction content calculated is low.
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6. Conclusions

In this paper, an impact-initiated chemical reaction model for Al/PTFE reactive ma-
terial is proposed. Different from the phenomenological numerical model, the model can
well characterize the impact of the unsustainable reaction behavior of RMs and can provide
a reference for a numerical simulation of the impact ignition and energy release behavior
of fluoropolymer-based RM. The main conclusions are as follows:

(a) Based on the evolution from impact ignition to chemical reaction, the PTFE decom-
position and material fragmentation were chosen as the impact ignition criteria. The
hotspot formation mechanism of pore collapse was introduced to describe the temper-
ature rise as well as the decomposition process of PTFE. The reaction rate equation
was established based on the gas-solid chemical reaction model.

(b) The decomposition products accumulated before the material fragmentation contact
with Al particles and ignite the chemical reaction. The energy released by the initial
chemical reaction pushes up the material temperature. When the material temperature
exceeds the PTFE decomposition temperature, PTFE continues to decompose and
react until the material is completely consumed. Otherwise, the chemical reaction
stops, causing the RM to show unsustainable chemical reaction characteristics.

(c) The material which can completely react needs to meet sufficient loading intensity
and duration. The material in the shear band of the RM rod failed earliest, but the
loading duration was short, hence only partially reacted particles occurred. The failed
core material accumulated the most PTFE decomposition extent at the hotspot stage
and produced the most completely reacted particles after the material fragmentation
because of the long loading duration.

(d) Based on the numerical simulation of the inert dynamic response of RM, the chemical
reaction process of the Taylor rod is calculated using the model in this paper. The
results are compared and qualitatively consistent with the experimental ones.
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Abstract: The electronic components inside a main battle tank (MBT) are the key components for the
tank to exert its combat effectiveness. However, breakdown of the inner electronic components can
easily occur inside the MBT due to the strong transient shock and large vibration during artillery
fire. As a typical key electronic component inside an MBT, the fault mechanism and fault patterns of
the CPU board of the fire control computer (FCC) are discussed through numerical simulation and
experimental research. An explicit nonlinear dynamic analysis is performed to study the vibration
features and fault mechanism under instantaneous shock load. By using finite element modal
analysis, the first six nature frequencies of the CPU board are calculated. Meanwhile, curves of
stress–frequency and strain–frequency of the CPU board under different harmonic loads are obtained,
which are applied to further identify the peak response of the structure. Validation of the finite
element model and simulation results are performed by comparing those obtained from the modal
with experiments. Based on the dynamic simulation and experimental analysis, fault patterns of CPU
board are discussed, and some optimization suggestions were proposed. The results shown in this
work can provide a potential technical basis and reference for the optimization design of the electronic
components that are commonly used in the modern weapon equipment and wartime support.

Keywords: dynamic analysis; modal analysis; harmonic response analysis; electronic component;
fault mechanism

1. Introduction

With the extensive application of the high-performance electronic devices and control
technologies, the automation and power of modern tanks have been greatly improved.
However, the strong instantaneous shock and vibration during artillery firing can easily
cause faults in electronic devices. The fault patterns are usually complicated, which involves
mechanical deformation, contacts dislocation, sudden circuit interruption, devices failures,
and so on. This makes it very difficult to maintain and support the main battle tank (MBT).
Thus, understanding the fault mechanisms and fault patterns of these key components
during tank artillery firing are essential to resolve these problems.

Dynamics studies on electronic devices under shock and vibration were started in
the 1950s. Dave [1] systematically presents the vibration characteristics of all kinds of
electronic components, and is still an important reference in the field related to shock
and vibration of electronic devices [2–4]. During the 1980s, the finite element method
(FEM) was introduced, and became the primary method to carry out vibration analysis
of electronic devices. Pitarresi et al. [5,6] proposed and further improved the one region
equivalent method, which effectively increased the computation accuracy and speed of
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calculating the natural frequencies and vibration modes of printed circuit boards (PCBs),
and they also proposed five ways to set up the PCB finite element model. Yang [7] carried
out research on the adaptability design in mechanical environment and dynamic reliability
of space computer, and studied the structural dynamic reliability of device pins with
random vibration excitation. Liu [8] proposed the methods of parameterized substructure
modeling and PCB equivalent density modeling, which can greatly improve the simulation
efficiency. Jeon et al. [9] built an isotropic elastoplastic FEM model for cell phone circuit
boards and carried out both simulations and experiments with drop impact. Shtennikov
and Budai [10] analyzed the circuit board welding points failure under vibration and
proposed an effective improvement method. To enhance the reliability of electronic devices,
Chen [11] investigated model transformation, boundary conditions and meshing on PCB
modeling techniques in detail. Li [12] established a self-propelled artillery dynamics
model to study the vibration characteristics and failure mechanism of the FCC under the
launch shock and proposed the anti-vibration and cushion measures. Ding [13] carried
out statistical analysis and failure cause analysis of impact failure cases of electronic
equipment in aerospace equipment, and focused on the impact of important parameters
such as peak value and frequency of impact response spectrum on electronic equipment
failure. Xu [14] used impact dynamic response analysis to construct the impact damage
boundary of plug-in components. The results showed that when the dominant frequency
of the shock environment is higher than the first-order natural frequency of the SMA
connector, its impact damage boundary is the relative displacement response asymptote of
the shock environment. Xiang [15] explored a design method combining theoretical analysis
and software simulation based on the mechanical environment stress design simulation,
and performed a comprehensive simulation analysis and evaluation of the equipment’s
structural strength.

In addition to the finite element method, the statistical energy method and transient
statistical energy method are also widely used in impact response analysis [3,4]. These two
methods do not require fine mesh division to be performed for the system, so there is no
problem whereby the finite element method needs to subdivide the mesh when solving
high-frequency problems, and can better deal with the high-frequency impact response
of complex systems. However, these two methods are based on the statistical average of
energy, so it is difficult to obtain the impact response at a specific location, and these two
methods may fail when the modal density of the structure is small.

The shock from tank artillery firing is extremely strong and instantaneous, which
can result in serious damage to internal electronic components inside the MBT. However,
research on this topic has been rarely reported. Based on dynamics theory and FEM
simulations, the computational analysis of faults mechanism of the CPU board in FCC
(which is one of the important electronic components in the MBT) were performed. The
results in this paper can be used as a helpful guide for the follow-up research on other
electronic devices under strong and instantaneous shock during MBT artillery firing.

2. Basic Theory of Dynamics Analysis

Dynamics analysis is one of the important methods for structural analysis under
instantaneous/dynamic load, and includes modal analysis, harmonic response analysis
and transient dynamics analysis. Modal analysis is usually used to identify frequencies and
vibration types of a structure. Harmonic response analysis is used to identify the response
of the structure to steady-state harmonic load. Meanwhile, the transient dynamics analysis
is used to identify the response of structure to load changing with the time [16].

The dynamics equilibrium equation is:

Mü + I − F = 0 (1)

where M represents mass, ü represents acceleration, I represents internal forces which is
determined by structure deformation and damping, and F represents external forces.
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2.1. Modal Analysis

The mode is the inherent vibration characteristic of a mechanical structure. Each mode
has a corresponding natural frequency, damping ratio and modal vibration type.

The mode can be calculated by
(
[K]−ω2

i [M]{φi}
)
= 0 (2)

where K represents stiffness, M represents mass, φi represents the mode at stage i, ω
represents vibration frequency of the mode at stage i. Please note that the modal analysis is
the basis of harmonic response analysis and transient dynamics analysis.

2.2. Harmonic Response Analysis

Harmonic response analysis is used to identify the steady-state response of a linear
object under simple harmonic loads. By calculating modal values for different frequencies
and performing modal superposition method, the peak value can be obtained, and then
the stress corresponding to the frequency can be analyzed.

The motion equation of harmonic response analysis is:
(
−ω2[M] + iω[C] + [K]

)
({φ1}+ i{φ2}) = ({F1}+ i{F2}) (3)

where C represents damping, F represents loads, and ω represents vibration frequency.
The harmonic response analysis can be used to ensure that the research objects can

withstand a variety of sinusoidal load with different frequencies. In addition, it can be
used to obtain the resonant response which is either intended to avoid or make it happen,
depending on each specific case.

2.3. Transient Dynamics Analysis

Transient dynamics analysis is a method used to identify the dynamic response of the
structure subject to arbitrary loads changing over time. The stress, strain, and displace-
ment of the structure can be obtained, which are usually changing with the time under
transient loads.

The explicit nonlinear dynamic calculation in this work was performed in the FEM
framework using the ABAQUS code. The central differential method is used to implement
explicit time integration of the equation of motion (EOM), and the dynamic condition of
the next step is calculated using that on the previous step. It also shows a high speed and
good convergence of computation [17,18]. The process of transient dynamic calculation
using the explicit dynamic analysis method is shown in the following.

A. Node calculation

The dynamic equilibrium equation is:

..
u
∣∣
(t) = (M)−1 (P− I)|(t) (4)

where t represents time.
The explicit integration to time is:

.
u
∣∣
(t+ ∆t

2 ) =
.
u
∣∣
(t− ∆t

2 ) +
∆t|(t+∆t) + ∆t|(t)

2
..
u
∣∣
(t) (5)

B. Cell calculation

According to the strain rate, ∆ calculates the strain increment dε of one cell. Then,
according to the constitutive relation, the stress can be calculated as

σ|(t+∆t) = f (σ(t),dε) (6)
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where σ represents stress.
The internal forces of cell nodes are integrated as I(t + ∆t).

C. Set time t as t + ∆t, then go back to step A.
D. When t is equal to or larger than the preinstalled time, the calculation will stop.

3. Fault Mechanism Simulation and Analysis of CPU Board

The host module of FCC is a very important electronic device for the modern MBT,
and includes the CPU board, I/O board, A/D board, power board, control board, display
board and master unit. In this paper, a CPU board with a high fault rate is chosen as a
typical research object, which will be simulated using FEM. The CPU board mainly consists
of one CPU, one memory, data bus, control bus, interruption system circuit and reset
system circuit, which is considered to be the “traffic light” in the FCC. It determines what
functions should be stopped or started in the next step. It outputs signals to complete the
determination by receiving the interruption or starting signal from other components such
as the laser power counter, the I/O board, the A/D board or the surface board buttons. In
addition, the operation and self-test programs of fire control and reset circuit of computer
are stored in the CPU.

3.1. Modeling of CPU Board

Generally, there are five kinds of methods for PCB finite element modeling, including
the simple method, the overall mass equivalent method, the overall mass and stiffness
equivalent method, the overall and important parts equivalent method, and the complete
modeling method [19]. The first three methods ignore the influence of small components on
the board. Although the presence or absence of these small components has tiny influence
on the vibration types of PCB, it can actually affect the value of the natural frequencies. The
complete modeling method can yield simulation results with greater accuracy, but some
shortcomings such as increased complexity of modeling and much more time-consuming
simulation usually accompany this method. Therefore, the overall and important parts
equivalent method is used in the paper. To make the simulation results more reliable,
all components that are bigger than 10 mm are modeled using FEM, while other smaller
components are ignored, such as the electric resistance and welding joints.

The established three-dimensional (3D) finite element model of the CPU board is
shown in Figure 1. The size of the CPU board is 176 × 139 × 2 mm. There are nineteen
chips, each of which includes one DSP chip, two CPU chips, and some small electric
resistance and welding joints. Since the pins are not considered, connectors are modeled
using an approximated cuboid geometrical model, so the circuit board and connectors are
connected by using the conditions of multi-points constraint (MPC). Each element node
represents a pin. The material properties for different parts are listed in Table 1.

Table 1. Material parameters of the CPU board model.

Parts Density (kg/m3) Elasticity Modulus (GPa) Poisson’s Ratio

PCB 1800 11 0.28
The chip substrate 1350 18.62 0.18

Welding joints 7500 15 0.32
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Figure 1. Finite element model of the CPU board.

3.2. Results of Modal Analysis

According to the actual boundary conditions of the circuit board, the needle-type plug
base and the locking devices on the left and right sides are completely fixed. The first six
natural frequencies and vibrational modes obtained by the modal analysis are shown in
Table 2 and Figure 2, respectively.

Table 2. First six natural frequencies of CPU board.

Vibration type I II III
Frequency/Hz 415.41 998.65 1325.7

Vibration type IV V VI
Frequency/Hz 1935.7 2501.3 2814.1
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Figure 2. The first 6 modes vibration type based on stress of CPU finite element model.

A discussion regarding these simulation results is presented below.

(1) The first-order natural frequency of the PCB calculated in this work is 463.41 Hz, while
the first-order resonance oscillation frequency of the computer case is 956.44 Hz, as
shown in the previous computational study [20]. Thus, the design meets the multiplier
rule. The previous modal analysis showed that large deformation occurred in some
locations on the computer case that are used to fix the circuit board; thus, it is not easy
for the CPU board and the computer case to resonate. However, a gap between the
PCB and the slot can easily appear, leading to vibration.

(2) The second-order natural frequency of the PCB reaches up to 998.65 Hz, which is
slightly higher than the first order of the computer case. This indicates that the second
mode or higher-order modes are not easily activated. Therefore, the effect of the first
mode vibration should be mainly focused on for the design of the structure.

(3) As shown in Figure 2, it can be found that the largest strain is located in the fore-end
area of the board at low mode, and the strain gradually decreases toward the rear end.
The minimum value of strain is located in the area near the rear end and the locking
devices. Therefore, when designing boards in the future, important and relatively
large parts should be placed as far away as possible from the board front, and should
be settled close to the fixed areas.

3.3. Results of the Experimental Modal Analysis

To verify the simulation models and the corresponding results, experimental modal
analysis was performed to obtain the natural frequencies and modal types of the CPU
board. The principle of the modal experiment is to collect the excitation input and its
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corresponding output data through experimental measurement, and thus to obtain the
modal parameters of the structure by fitting the experiment data points into the theoretical
model. The flowchart of the modal experiment system is shown in Figure 3.
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To obtain more accurate data, the original circuit board is fixed on the experiment
platform according to the practical situation. Meshing of the board is shown in Figure 4.
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Figure 4. Meshing during the mode experiment.

A transient excitation method with a single point pulse hammer was used to motivate
each grid node and obtain the output signal of the vibration response. For example,
the output signal of node C21 is shown in Figure 5. Then, the modal types and natural
frequencies were calculated by parameter identification for the single-reference-point
frequency domain [21]. The comparison between the simulation and experiment results is
shown in Table 3.
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Table 3. Comparison between experiment and simulation of PCB mode analysis.

Frequency (Hz) Simulation Mode Frequency (Hz) Experimental Mode Relative Error

415.41
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Figure 5. Response output of node C21.

The coherence value of excitation and response signal is taken in the interval of (0.1).
It is one of the important indicators of test quality and is a comprehensive evaluation
parameter for the nonlinear impact of the structure, excitation force, noise pollution and
frequency resolution. Generally, the coherence function should be greater than 0.8. By
performing the orthogonality check for the coherence and vibration types of the response
signal, it was found that the coherence value was 0.92 and the orthogonality value was
0.11. Both of these values are in accordance with the standard (GJB 2706A-2008, Modal test
method), thus verifying that the experiment was effective and reliable.

3.4. Harmonic Response Analysis

Based on the results of the modal analysis, harmonic response analysis was carried out
by modal superposition to obtain the curves of stress vs. frequency and strain vs. frequency
of the CPU board. Different harmonic loads with different frequencies were considered,
and the peak value of the dynamic response was found.

To obtain the response peak of the locations at which faults occur more easily, such as
the chip pins and welding points, ten reference points (RPs) were defined on the board, as
shown in Figure 6. RP 1, 4 and 7 are welding points, and the others are chip pins. The ten
nodes corresponding to the ten RPs are listed in Table 4.
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Table 4. Ten reference points corresponding to the nodes.

Reference Point Node Reference Point Node

1 354 6 1403
2 733 7 2544
3 1014 8 4368
4 437 9 5629
5 1355 10 7323

Three vibration curves of RP2 (UX_2, UY_2, and UZ_2) are shown in Figure 7, and the
harmonic responses in the vertical direction (the Y-direction) of all RPs are obtained. The
range of the frequency is 0~2000 Hz. The results show that the smaller thickness and lower
strength of the circuit board can lead to higher amplitude in the vertical direction, and
all peak values appear at the location of natural frequencies. The maximum amplitude is
found at the first mode. Thus, it is clear that the most serious deformation is perpendicular
to the circuit board surface.
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3.5. Transient Dynamics Analysis

The time history of the acceleration in the Y direction of the FCC experiencing the
shock and vibration caused by MBT artillery firing is shown in Figure 8. The acceleration
was converted into a force that was changing over time, and then applied to the PCB. The
integral time step was set as 0.001 s, and transient dynamics analysis was carried out using
the full simulation method [22,23]. The stress response curve of RP 2 is shown in Figure 9.
By comparing the curves between Figures 8 and 9, it can be found that the peak values of
both curves appear almost simultaneously at the time of 0.48, 0.8 and 1.3 s. The stress of RP
2 reaches its highest value at 1.3 s, which is close to 25 MPa.
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3.6. Suggestions for Design Optimization

According to the results of modal analysis, harmonic response analysis and transient
dynamics analysis of the PCB, we were able to gain some insight into the dynamic properties
and fault features of PCB of FCC under the assumed strong and transient shock during
artillery firing.

The PCB and the computer case meet the multiplier rule at the first natural frequency,
and they do not resonate easily. However, some locations on the case used to fix the circuit
board deform seriously, which can easily result in a gap between the PCB and the slot,
leading to vibration.

The locking devices are located at the positions on the rear end on both transverse
sides of the board. In addition, there is only a connector in the fore-end as a stiffened
support. The faults statistics show that the circuit board connector would become loose or
pop under the shock [24]. Therefore, the fore-end of the board, especially both transverse
sides, can be considered to be in a suspended state. On the basis of the dynamics simulation
results shown above, it can be found that the stress and strain responses of the fore-end area
are much stronger, and the deformation is much more severe. This is in good agreement
with the actual measured fault statistics, which show that faults like cracks and punctures
evidently appear more easily at the fore-end area.

In regard to the above fault features of PCB, some optimization suggestions are
proposed. In the future design of this structure, it would be better to:
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(1) Increase the fixing points on the board and set locking devices on both sides of the
fore-end area to make it no longer suspended.

(2) Add high-strength tendons on the fore-end area to enhance the toughness of the PCB,
and increase the thickness of the PCB or use a kind of higher elasticity and intensity
material to enhance the bending resistance performance.

(3) Place the components on the board closer to the locking devices or the tendons. The
dynamic analysis shows that the closer the component is to the fix point, the weaker
the vibration response of board becomes, and the less damage occurs to the chips
and resistors.

Taking the first suggestion as a research object, verified simulation analysis was further
implemented. As shown in Figure 10, each locking device on both sides was divided into
three spatially separated parts placed evenly, with average intervals along the edge of the
board. The results of the modal analysis are shown in Figure 11, and the first six natural
frequencies are listed in Table 5.

Materials 2022, 15, x FOR PEER REVIEW 12 of 15 
 

 

agreement with the actual measured fault statistics, which show that faults like cracks and 
punctures evidently appear more easily at the fore-end area. 

In regard to the above fault features of PCB, some optimization suggestions are pro-
posed. In the future design of this structure, it would be better to: 
(1) Increase the fixing points on the board and set locking devices on both sides of the 

fore-end area to make it no longer suspended. 
(2) Add high-strength tendons on the fore-end area to enhance the toughness of the PCB, 

and increase the thickness of the PCB or use a kind of higher elasticity and intensity 
material to enhance the bending resistance performance. 

(3) Place the components on the board closer to the locking devices or the tendons. The 
dynamic analysis shows that the closer the component is to the fix point, the weaker 
the vibration response of board becomes, and the less damage occurs to the chips and 
resistors. 
Taking the first suggestion as a research object, verified simulation analysis was fur-

ther implemented. As shown in Figure 10, each locking device on both sides was divided 
into three spatially separated parts placed evenly, with average intervals along the edge 
of the board. The results of the modal analysis are shown in Figure 11, and the first six 
natural frequencies are listed in Table 5. 

 
Figure 10. Circuit board locking device optimization. 

Table 5. The first six frequencies of the CPU board. 

Vibration type I II III 
Frequency/Hz 306.40 768.26 1532.48 
Vibration type IV V VI 
Frequency/Hz 1842.25 2611.13 3436.28 

From the vibration types of mode shown in Figure 11, it can be seen that for the vi-
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Table 5. The first six frequencies of the CPU board.

Vibration type I II III
Frequency/Hz 306.40 768.26 1532.48

Vibration type IV V VI
Frequency/Hz 1842.25 2611.13 3436.28

From the vibration types of mode shown in Figure 11, it can be seen that for the
vibration types of I, IV and V, the structure deforms longitudinally, while for vibration
types of II, III and VI, it deforms transversally. Considering the first natural frequency and
its corresponding mode as an example, the deformation trend after optimization decreased,
while still meeting the multiplier rule. The deformation trend of the board displacement
after optimization changes from transverse to longitudinal. The stress contours in Figure 11
show that the region with the most severe deformation is significantly reduced, and is
mainly located at the center of the fore-end area. There is still some deformation at the center
of the board. However, this can be ignored, since the value of displacement deformation
is tiny. The analysis results indicate that the deformation of the board can be reduced
effectively, and the reliability can be improved through designing a reasonable distribution
of locking devices.
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4. Conclusions

In summary, the dynamic characteristics and fault mechanism of the CPU board under
strong and transient shock during MBT artillery firing were studied by utilizing FEM
simulations and dynamic analysis. The conclusion remarks are summarized as follows,
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(1) The first six natural frequencies and vibration modes were calculated in the FEM
simulations and verified by experiments. The results of harmonic response analysis
show that smaller thickness and lower strength of the PCB can result in larger response
amplitude in the vertical direction. All peak values appear at the natural frequencies,
and reach their maximum at the first frequency (463.41 Hz), and the most serious
deformation appears in the direction perpendicular to the board surface.

(2) The results of transient dynamics analysis show that peak stresses appear at the time
of 0.48, 0.8 and 1.3 s and the maximum value is close to 25 MPa at 1.3 s. The first
peak is directly resulted from firing shock, and the second and the third peak appear
during aftereffect. Therefore, more attention should be paid to the aftereffect so as to
avoid faults in electrical components.

(3) The dynamic simulation shows that a gap between the CPU board and the slot can
easily occur, leading to large vibrations throughout the entire structure. The fore-end
area exhibits much stronger stress and strain responses with a larger deformation,
which is consistent with the actual fault statistics [14].

(4) On the basis of this research, some optimization suggestions are proposed. Increase
the fixing points and set locking devices on both sides of the fore-end area so that
it is no longer suspended. Add some high-strength tendons to enhance the PCB’s
toughness. Increase the thickness or use a kind of higher elasticity and intensity
material to enhance the bending resistance performance. Settle the components on
the board closer to the locking devices or the tendons.

(5) Due to technical and time constraints, this paper only analyzes the mechanical failure
mechanism of the CPU board. However, the number of tank electronic control compo-
nents is large, and the types are miscellaneous. More electronic control components,
such as the program control box of the automatic loader and the night vision device
of the gunner, should be discussed. At the same time, secondary fault modes such
as short circuit, ablation and breakdown should be considered, and the transmission
fault mechanism of the internal circuit of the electronic control components under the
impact should be studied by electromechanical joint simulation.
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Abstract: The space harpoon is a rigid-flexible, coupled debris capture method with a simple, reliable
structure and a high adaptability to the target. For the process of impacting and embedding the
harpoon into the target plate, the effect of friction at a low-velocity impact is studied, and the criteria
for effective embedding of the harpoon and the corresponding launch velocity are determined. A
simulation model of the dynamics of the harpoon and the target plate considering tangential friction
is established, and the reliability of the numerical simulation model is verified by comparing the
impact test, focusing on the kinetic energy change and embedding length during the impact of the
harpoon. The results show that the frictional effect in the low-velocity impact is more obvious for
the kinetic energy consumption of the harpoon itself, and the effective embedding of the harpoon
into the anchored target ranges from 50~90 mm, corresponding to a theoretical launch initial velocity
between 88.4~92.5 m/s.

Keywords: space harpoon; impact; friction; embedding length; launch initial velocity

1. Introduction

With the increasing frequency of space launch activities, the amount of space debris
has dramatically increased [1]. According to data from the U.S. Space Surveillance Network
(SSN) long-term monitoring of targets above 10 cm in low Earth orbit and targets above
1 m in geostationary orbit, it is known that the number of objects in Earth orbit has surged
from approximately 11,000 in 2000 to nearly 20,000 in 2020 over the last two decades [2,3].
Currently, most policies, standards, and other regulations are reflected in curbing the
increase, but the existing space debris in orbit still poses a threat to spacecraft operating in
orbit. Therefore, active debris removal (ADR) has received more attention in recent years.
Studies have shown that when five pieces of space debris are cleaned up each year, the
probability of collision of debris and satellites can be effectively mitigated and reduced [4,5].
Space harpoon capture is a rigid-flexible, coupled debris capture method with a simple,
reliable structure and a high adaptability to the target [6,7].

The satellite platform carried with the harpoon payload launches the harpoon by
electromagnetic spring or pyrotechnics, which impacts the debris and anchors it to the
target, where it is dragged through the atmosphere and burned up by a tow rope between
the platform and the harpoon. Space debris is mostly non-cooperative targets. In order to
solve the problem of difficult identification and capture caused by the complex attitude
of non-cooperative targets and to achieve effective anchoring of the harpoon to the target,
a higher launch velocity is usually required to increase the kinetic energy of the harpoon
when it hits the target. Excessive launch velocity on the one hand will produce a large
recoil force on the platform that will cause the platform to become unstable, on the other
hand, the harpoon may penetrate the debris and anchor poorly. In order to reduce the
impact on the platform during launch and to ensure that the harpoon impacts and anchors
the debris effectively, the launch velocity must be controlled as much as possible. The
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problem of harpoon impact and anchoring of space debris can be considered as kinetic
energy projectile penetration and embedding in thin plates.

The current research on the impact penetration problem still mainly concerns target
plate failure and ballistic limiting velocity involved in different head shape projectiles
hitting different types and thicknesses of targets vertically or inclined, and the velocity
problem involved in low-velocity impact and anchored and embedded targets is less
studied. Campbell et al. [8] analyzed the effect of mesh sensitivity on ballistic terminal
velocity by comparing the ballistic terminal velocity problem of flat-headed and ogive
harpoons impacting aluminum honeycomb panels through simulation and experiment;
Dudziak et al. [9] studied the change in ballistic limiting velocity of blunt projectiles and
conical projectiles impacting 3 mm steel plates, and they analyzed the cracking pattern of
steel plates at low temperatures; Aglietti et al. [10] analyzed the velocity and the impact
of harpoons during harpoon impact experiments on aluminum honeycomb panels in
the RemoveDEBRIS project; Fras et al. [11], Wang et al. [12], Kpenyigba et al. [13], and
Deng et al. [14] studied the ballistic terminal velocities and the target failure forms of three
structures with blunt projectile, hemispherical projectile and ogival projectile impacting
high-strength armor steel, 2024-T351 aluminium alloy plate, mild steel sheets, and 6061-
T651 aluminium alloy thin plates by conducting simulations and experiments; Rusinek [15]
analyzed the effect of bullet diameter on the ballistic terminal velocity under the same
initial kinetic energy and the failure form of the target plate.

This paper compares the current situation at home and abroad, combines the designed
harpoon structure, uses simulation and experimental verification methods to discuss the
influence caused by the friction coefficient between the harpoon and the target plate at low-
velocity impact, studies the relationship between the velocity and the embedding length
when the harpoon impacts the 2A12 aluminum alloy plate under different conditions
of initial velocity, and further obtains the launch velocity problem corresponding to the
harpoon within the effective anchoring interval length.

2. Impact Experiment

The working scene of harpoon capture is shown in Figure 1. A satellite platform detects
the orbital position of the debris and approaches the target debris after maneuvering to
change the orbit, and the platform launches the harpoon, which is connected to the platform
by a high-strength tether. The harpoon impacts the debris and effectively embeds into
the debris by the kinetic energy provided by the launch, after which the platform drags
the debris down to burn. This paper focuses on the stage of harpoon impacting and
embedding debris.
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Figure 1. Work scene.

2.1. Harpoon and Target Plate Model

The structure of the harpoon and the target plate used in the test is shown in Figure 2.
The harpoon used in the figure is 100 mm in length and 10 mm in diameter—the head is the
harpoon penetration part with an ovoid structure design—the length is 45 mm, and there is
a columnar structure at the bottom. The material of the harpoon is S45C steel, with a HRC
hardness between 55 and 58 after heat treatment. The total mass of the harpoon is 48.4 g.
The target plate material in the simulation process is 2A12 aluminum alloy plate commonly
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used in spacecraft skin and other components, and the target plate is a homogeneous plate
with a size of 200 mm × 200 mm and a thickness 2 mm, with 16 M5 bolt holes evenly
distributed around.
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The physical drawing of the harpoon is shown in Figure 3a, the white part is the
nylon sabot, which is used as the support part to ensure the stability of the harpoon during
launch, and the harpoon is embedded in the sabot when launch, and put into the air gun
together with the sabot. The target plate is fixed to the target frame by 16 evenly distributed
M5 bolts, which is used to ensure that the target plate will not be displaced axially and
radially after being hit by the harpoon during the test, and its configuration is shown in
Figure 3b.
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2.2. Experimental Work

Design the test plan shown in Figure 4, the test equipment mainly includes a gas
chamber, 37 mm caliber air gun, velocimeter, target frame, etc. In the test, the velocity of
the harpoon launch is changed by controlling the nitrogen pressure provided by the gas
chamber, and the distance from the mouth of the air gun to the target plate is 1.2 m. There is
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a recoil sleeper fixed after the target frame to prevent the target plate from being impacted,
which will drive the target frame to move back and affect the test results.
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2.3. Experimental Results and Analysis

The process of the harpoon impacting the target plate is mainly the harpoon pushing
the target material through the “ductile hole expansion” mechanism, which makes the
harpoon pass through, causing the thin plate near the impact point to be stretched and bent,
and the phenomenon of petal cracking will occur under certain conditions. The distance
from the tip of the harpoon embedded in the target plate to the maximum height of the
projection is defined as the maximum embedding length, which is shown as the length of l
in Figure 5. The test was conducted using the above test scheme, and the test results are
shown in Figure 6. After the test, there was no obvious structural damage to the harpoon
itself, but there were obvious scratches on the harpoon, which was caused by strong friction
during the process of harpoon impact, and finally the harpoon was embedded in the target
plate, and the harpoon was closely fitted to the target plate without obvious movement in
the radial direction. The length of harpoon embedment was 22 mm, 37 mm, and 51.5 mm
at an impact velocity of 50.7 m/s, 65 m/s, and 76.4 m/s, respectively.
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where eσ  is the equivalent effect force; A is the yield strength of the material at the ref-
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3. Numerical Simulation

Based on the above test conditions and results, this paper uses ABAQUS/Explicit
module to establish the dynamics simulation model of harpoon and target plate, and further
uses the simulation test to study the relationship between velocity and friction coefficient
on the length of the harpoon embedded in the target plate, and analyzes the results.

3.1. Harpoon–Target Plate Material Model and Equation of State

During the high-velocity impact, the harpoon and the target plate materials are sub-
jected to large deformations and high strain rates, while the temperature of the material also
dramatically increases. The Johnson–Cook constitutive model is well suited to characterize
the dynamic mechanical behavior of materials under impact, in particular the characteristic
behavior of the mechanical response of the material during intrusion, such as the adiabatic
shear phenomena [16]. The model uses the von Mises yield surface and its flow law to
take into account the strain, strain rate hardening, and temperature rise softening of the
material, assuming that the isotropic strain, strain rate strengthening, and temperature rise
softening factors of the material are decoupled. The Johnson–Cook material model was
used for both the harpoon and the target plate in the simulation [17], and the expression of
the Johnson–Cook material model is as follows.

σe = (A + Bεn
e)
(

1 + C ln
.
ε
∗
e

)
(1 − T∗m) (1)

where σe is the equivalent effect force; A is the yield strength of the material at the reference
strain rate and reference temperature; B and n are strain strengthening coefficients; C is the
strain rate sensitivity coefficient; εe is the equivalent plastic strain;

.
ε
∗
e is the dimensionless

equivalent plastic strain rate;
.
ε
∗
e =

.
εe/

.
ε0,

.
ε0 is the reference strain rate, usually takes the

value of 1.0 s−1; T* is the dimensionless temperature, T* = (T − Tr)/(Tm − Tr), Tr, Tm are
room temperature and material melting points, respectively.

The strain at fracture is [12]:

εf = [D1 + D2 exp(D3σ∗)]
(
1 + D4 ln

.
εe

∗)(1 + D5T∗) (2)

where D1~D5 are material parameters, σ∗ is the stress triaxiality, defined as σ∗ = σm/σeq,
where σm is the hydrostatic pressure and σeq is the von Mises equivalent force.

The Johnson–Cook failure model uses the theory of cumulative damage to consider
the effects of stress states, strain rates, and temperature changes on material damage. It is
considered that the damage does not affect the strength of the material and that the damage
variable has an initial value of 0, when it reaches 1, the material fails. The damage evolution
of a unit is defined as [18]:

D = ∑
(
∆εeq/εf

)
(3)

where D is the damage parameter, εeq is the equivalent plastic strain increment during the
integration cycle.

The parameters of the harpoon and the target plate materials are shown in Table 1,
Reprinted with permission from Refs. [19,20].
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Table 1. Harpoon and target plate material parameters.

Model Density/g·cm−3 Elastic Modulus/Gpa Poisson Ratio
Johnson-Cook Model Parameters

A/MPa B/Mpa n C m

Harpoon 7.85 210 0.33 714 563 0.518 0.064 0.698
Target plate 2.77 71.7 0.33 375 592 0.42 0.001 1.426

3.2. Harpoon–Target Plate Simulation Model

ABAQUS/Explicit module is used to establish the finite element simulation model
of harpoon impact, as shown in Figure 7. The model consists of two solid parts, harpoon
and target plate, and the landing angle of the harpoon is 0◦ during the simulation. The
contact between the harpoon and the target plate is modeled using the penalty method
with a finite sliding formulation. The four boundaries of the target plate are set as fixed
constraints, and the harpoon is simulated by setting different initial velocities in predefined
fields to simulate the impact results.
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Figure 7. Finite element model.

Both the harpoon and the target plate use the structural mesh shown in Figure 8, and
the mesh at the center of the target plate is encrypted to simulate the impact effect and
to improve the computational efficiency. The harpoon is divided into 49,800 cells and the
target plate cell number is 51,200. Meanwhile, in order to avoid distortion of the mesh
during the simulation, which may affect the accuracy of the analysis, both mesh cell types
are C3D8R (eight-node linear hexahedral cells) [21].
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3.3. Comparison of Experimental and Simulation Conclusions

The accuracy of the simulation model and the material constitutive parameters is
verified by comparing the above air gun experimental data through simulation, and the
dynamic friction coefficient between the harpoon and the target plate is set in the simulation,
and the simulation data are compared with the relevant data derived from the experiments
in Section 2.3 of this paper, and the conclusions are shown in Table 2.

Comparing the simulated and the experimental data, the errors of the harpoon em-
bedded length data obtained by the three groups of simulation and the experimental data
are 5%, 4.3%, and 0.91% respectively, which are small and within the allowed range. The
simulation results of the harpoon embedded length are in good agreement with the ac-
tual experimental results. It can be seen that the material model and the material-related
parameters used in the simulation are reasonable.

Table 2. Harpoon embedding experiment.

No. Velocity/m·s−1 Experimental Embedding
Length/mm

Simulation Embedding
Length/mm

1 50.7 22 23.1
2 65 37 38.58
3 76.4 51.5 51.03

3.4. The Effect of Friction on Harpoon Head Embedding

In order to study the influence of whether there is friction between the penetrating
part of the harpoon head and the target plate on the embedded length, the simulation
analysis of whether there is friction between the harpoon and the target plate is carried
out, respectively. The results of the simulation with and without friction on the embedding
length of the harpoon at different velocity are shown in Table 3.

Table 3. Simulation experimental design and results.

No. Friction Coefficient Velocity/m·s−1 Embedding Length—With
Friction/mm

Embedding Length—Without
Friction/mm

1 0.17 37.5 15.48 25.71
2 0.17 40 16.74 29.41
3 0.17 42.5 19.37 33.99
4 0.17 45 21.18 36.63

According to the simulation test results, under the simulation velocity conditions set
above, the first 1 ms of the simulation is mainly for the impact of the harpoon head on
the target plate. Using the kinetic energy data of the harpoon in the first 1 ms of time, the
relationship change is shown in Figure 9.
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42.5 m/s; (d) Evolution of kinetic energy at a velocity of 45 m/s.

As can be seen from Figure 9, the kinetic energy of the harpoon starts to decrease
when the head of the harpoon touches and impacts the target plate in the initial 1 ms. With
the increasing impact depth of the harpoon, under the simulation condition of adding the
friction coefficient, the impact caused by the tangential contact friction between the harpoon
and the target plate gradually becomes larger, the harpoon significantly loses kinetic energy,
and the impact ability rapidly decreases. When the kinetic energy of the harpoon dropped
to 4.5 J, the harpoon basically lost forward ability; the kinetic energy curve was affected by
the fluctuation of the target plate, and it finally gradually decreased to 0.

When the initial velocity of the harpoon was 50 m/s, the relationship between the
length of the harpoon and the embedded length of the target plate with and without friction
was obtained, as shown in Figure 10. At the initial stage of impact, the difference between
the length of the embedded target plate with and without the friction coefficient is not
obvious; with the depth of the harpoon embedded, when the impact time reaches 0.75 ms,
the length of the harpoon embedded length is more and more affected by the tangential
friction. At this point in the frictionless conditions, when the impact time reaches 1 ms,
the remaining kinetic energy of the harpoon is 17.2 J, and the head of the harpoon can
successfully complete the penetration of the target plate. Under the condition of friction
coefficient, the kinetic energy of the harpoon gradually decreases; and, at 1 ms, the kinetic
energy of the harpoon decreases to 4 J, which is only approximately 1/4 of the frictionless
condition; at this time, the kinetic energy of the harpoon itself can no longer continue to
penetrate the target plate, and under the effect of friction and fluctuation of the target plate,
the kinetic energy of the impact of the harpoon is gradually eliminated until it decreases to
0. It can be seen that for the head penetration part of the harpoon, the tangential friction
between the harpoon and the target plate has a greater impact on the impact efficiency;
so, for this low-velocity impact problem, the impact of the tangential friction between the
harpoon and the target plate needs to be considered in the simulation.
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side is without friction coefficient).

3.5. The Effect of Friction on Harpoon Column Surface Embedding

When the head of the harpoon finishes impacting the target plate, the kinetic energy
of the harpoon decreases and gradually loses forward ability, and it is embedded in the
target plate due to the mutual friction coefficient and the fluctuation of the target plate
deformation. Analysis of the above embedding data when the initial velocity of the harpoon
is 50 m/s under frictionless conditions reveals that when the time is 1.5 ms, the embedding
length of the harpoon is more than 45 mm; at this time the head of the harpoon has
penetrated the target plate for the contact stage between the column surface part of the
harpoon and the target plate. Additionally, when there is tangential friction between the
harpoon and the target plate, the velocity needs to reach more than 70 m/s; after 1 ms, the
harpoon penetration part can penetrate the target plate, and the displacement change curve
of the harpoon is shown in Figure 11. A comparison of simulation results at a velocity of
75 m/s with friction conditions with the results at 50 m/s without friction conditions was
made, the kinetic energy curve changes are shown in Figure 12.
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From the data analysis of Figures 11 and 12, the kinetic energy of the harpoon dropped
to approximately 7.75 J after 1.5 ms under the frictionless condition; there was no obvious
change in kinetic energy after 1.5 ms, and the kinetic energy of the harpoon was kept
at approximately 6.5 J at all times until the harpoon flew completely through the target
plate after 5 ms, and the harpoon was not effectively embedded in the target plate. In the
case of friction, the impact velocity of 75 m/s after 1.1 ms of kinetic energy dropped to
7.74 J, after that the displacement of the harpoon column surface in the target plate change
rate is relatively flat; the friction between the harpoon and the target plate consumes the
kinetic energy of the harpoon itself, the kinetic energy of the harpoon in 1.1~1.25 ms rapidly
declines, and it is finally embedded in the target plate. Due to the impact of the target plate
fluctuations, the kinetic energy of the harpoon changes slightly and finally decreases to 0,
as the fluctuation of the target plate stops.

It can be seen that when the harpoon deeply impacts the stage of contact with the
target plate, the kinetic energy of the harpoon decreases obviously under the condition of
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friction, and the harpoon can be successfully embedded in the target plate under the action
of friction. Under the condition of not considering the friction coefficient, the harpoon can
always leave the target plate as long as the head penetration part flies away from the target
plate and a certain amount of kinetic energy remains. The kinetic energy remains almost
the same during the stage of contact with the column surface, and the harpoon can always
penetrate through the target plate, but it cannot be embedded in the target.

3.6. Velocity and Embedding Length

According to the above simulation analysis and combined with the structural char-
acteristics of the harpoon itself, after the head of the harpoon is embedded in the target
plate, the rebound phenomenon may occur due to the fluctuation of the target plate, and
the anchoring is not reliable after embedding; and, considering the thickness of the target
plate and its failure form, the embedding and the anchoring effect of 10 mm at the end of
the harpoon is not good, and there may be a risk of it falling off in the process of towing.
Therefore, the effective embedding part of the harpoon designed in this paper is the bottom
column surface position, and the effective embedding length of the harpoon is 50~90 mm.

The impact embedding length at different velocities when tangential contact friction
exists between the harpoon and the target plate was studied, and the simulation test design
and results are shown in Table 4. The variation curves are shown in Figure 13.
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Table 4. Simulation tests and results in the presence of tangential contact friction.

No. Friction Coefficient Velocity/m·s−1 Embedding Length/mm

1 0.17 40 16.74
2 0.17 45 21.18
3 0.17 50 24.05
4 0.17 55 29.49
5 0.17 60 33.67
6 0.17 65 38.58
7 0.17 70 43.57
8 0.17 75 51.03
9 0.17 80 57.80
10 0.17 85 68.42
11 0.17 90 81.78
12 0.17 95 98.32

Combined with the relevant data in Table 4 and Figure 13, it can be concluded that
when the harpoon velocity is below 70 m/s, it is mainly for the harpoon head to hit the
target plate and embed, and the change of the harpoon embedding length at this time is
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basically linear; when the velocity is greater than 70 m/s, the final form of the embedding
form is the contact stage between the harpoon column surface and the target plate, and
the offsetting effect of the fluctuation of the target plate by the impact deformation on the
velocity of the forward direction of the harpoon is reduced at this stage. The loss of kinetic
energy of the harpoon is mainly due to the frictional effect. The embedding length of the
harpoon gradually increases with the increase of the velocity, and the increase rate of the
embedding length is obvious.

The friction coefficient involved in the above simulations are all fixed at 0.17; however,
in the actual problem of harpoon impact embedding, the area of harpoon and target contact
contains complex physical and chemical changes, such as hardening, melting, and the
phase change of materials. Therefore, the friction coefficient at the time of impact will
not be a constant, and it is related to many coefficients, such as the relative velocity of
sliding, the pressure on the surface of the harpoon, and the characteristics of the target
material [22]. In order to further obtain the suitable interval velocity of the harpoon launch,
a simulation of harpoon impact embedding under different friction coefficient conditions
was carried out. As the friction coefficient increases, the kinetic energy consumed by the
harpoon during the impact embedding process gradually increases, and the required initial
launch velocity becomes higher. The simulation test involves the friction coefficient as well
as the harpoon embedding length as shown in Table 5.

Table 5. Harpoon embedding length.

No. Friction Coefficient Velocity/m·s−1 Embedding Length/mm

1 0.17

70 43.57
75 51.03
80 57.80
85 68.42
90 81.78
95 98.32

2 0.27

80 47.96
85 55.48
90 62.96
95 71.52

100 78.27
105 90.37

3 0.37

85 49.42
90 53.72
95 61.51

100 69.88
105 77.65
110 91.94

4 0.47

85 46.31
90 51.37
95 59.19

100 64.78
105 73.61
110 83.54
115 93.68

Analyzing the above simulation data, the relationship between harpoon embedment
length and velocity when the friction coefficient changes is shown in Figure 14. The analysis
shows that, on the one hand, as the friction coefficient increases, the velocity required for the
harpoon to impact the target plate is higher for the same embedment length; on the other
hand, the increase in the friction coefficient leads to a gradual increase in the length range
of the harpoon embedded in the target plate, and a larger friction coefficient is beneficial
for the harpoon to be embedded in the target plate. In order to accommodate the effective
embedding length range of the harpoon within 50~90 mm for all friction coefficients, the
initial velocity of the harpoon at launch needs to be controlled in the range of 88.4~92.5 m/s.
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4. Conclusions

In this paper, the influence of the law of friction coefficient in the low-velocity impact
process is studied from the kinetic energy change and embedding length of the harpoon
in the impact process through the impact test, combined with the simulation numerical
simulation. The main conclusions are obtained as follows:

1. In the problem of the harpoon impacting and embedding in the target plate at a
velocity lower than the ballistic limit, the tangential friction effect is more obvious for
the consumption of the kinetic energy of the harpoon itself, and it cannot be ignored;

2. When the head of the harpoon is embedded in the target plate, due to which the
fluctuation of the target plate may rebound after the impact of the head of the har-
poon, the embedding is not reliable. The effective embedding part of the harpoon
is the bottom column surface position. Considering the influence of the target plate
deformation on embedding, the effective embedding length range of the harpoon is
50~90 mm;

3. Considering the effect of friction coefficient change, in order to adapt to the effective
embedding length range of the harpoon under each friction coefficient condition to
within 50~90 mm, the theoretical launch initial velocity of the harpoon should be
between 88.4~92.5 m/s.
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