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1. Introduction

Operations Management includes the management of all company activities that sup-
port the input–output cycle. Initially, production or manufacturing sections were the only
places where the phrase “operations management” was used. The system, nevertheless, has
developed over time and is now often used to refer to the administration of daily business
operations of all units that ultimately direct toward the final service or product. Operations
management seeks to maximize the efficiency of both the manufacturing process and
broader corporate operations. Ensuring that a company’s expenses and costs are reflected
in its income is one of operations management’s primary responsibilities. Thus, profit
maximization and business expansion are ensured by effective operations management.

New trends in production and operations management require every action that aims
to boost productivity and maximize profitability. To maintain market competitiveness, busi-
nesses continuously adopt new trends and technological breakthroughs (i.e., e-commerce
markets, last mile logistics [1], human–machine systems reliability [2], humans and robots
systems [3], supply chain management [4], etc.). Therefore, it might take the form of cost-
cutting initiatives, the automation of repetitive processes, or the elimination of pointless
tasks and extra fees (i.e., reduction in the electricity costs [5], etc.). Current management
efficiencies and trends are always evolving with a focus on company efficiency. The most
recent trends and advancements in production and operations management are covered in
this Special Issue.

2. Strategies for New Trends in Production and Operations Management

The aim of this Special Issue is to collect the latest research on relevant topics, which are
related to the interests and concerns of managers who manage the operations, design and
supply chains of products and processes. Ten papers have been published in this Special
Issue. Na et al. [1] focused on both operational and technological aspects and offered a
thorough and organized assessment of current studies related to last mile logistics (LML).
Amaya-Toral et al. [2] present a method for assessing and enhancing the man–machine
system’s dependability in a workshop for machine tools by taking into account system
features, notably those provided by the machine shops of Chihuahua city. This sector of
metal mechanics employs a low-volume manufacturing strategy and high-mix batches in
their workshops.

In another study, a model for selective harvesting based on fruit maturity was created
by Harel et al. [3]. Harvesting may be performed by humans or robots, and each type of
harvester has a unique capacity for determining ripeness. Numerical experiments utilizing
sweet pepper harvesting as a case study illustrate the model development and analysis.
In their research, Zeng and Yang [4] examined a two-echelon closed-loop supply chain
(CLSC) that includes a risk-neutral producer, a risk-averse fairness-neutral retailer, and
a risk-neutral retailer who is concerned about fairness. A centralized, a decentralized,
and three partially allied models are employed in cooperative game analysis to describe
equilibrium conditions under five different circumstances. Roth et al. [5] provided a method
for deciding which risk treatment approaches to use and how to classify and include the
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most appropriate measures into the production schedule. The decision-making process
for choosing the measures is based on a hybrid multi-criteria approach, in which the
three pertinent criteria—cost, energy flexibility, and risk reduction—are weighted using
both the analytic hierarchy process and entropy, and then prioritized using the multi-
attribute utility theory. The strategy was put into practice in MATLAB and validated with
a case study in the foundry industry.

For the Hospital Pharmacy of the Centro Hospitalar de Vila Nova de Gaia/Espinho,
E.P.E., Lima et al. [6] studied a system that can concurrently scan several Data Matrix codes
and autonomously incorporate them into an authentication database. The trial findings
were promising, and it is anticipated that the system may be utilized as a true resource
for pharmacists with improvements like real-time feedback of the code’s validation and
greater hardware system stability. Wen [7] made an effort to research the alliance because
certain members are frequently in low supply while others are experiencing an overstock.
For instance, there is a greater demand than supply for hospitals in rural regions or for
the central hospitals in the medical alliance. Large demand (HD) will shift some of their
demand to large supply (HS), which might increase HS’s effectiveness.

Mateus et al. [8] described evaluations based on many neural network models that
were tested to predict global steel output. To generate a prediction for a nine-year period,
the primary objective was to identify the best machine learning model that matches the
global data on steel output. The study is crucial for comprehending how convolutional
LSTM and GRU recurrent neural networks behave and respond to hyperparameters. The
outcomes demonstrated that the GRU model performs better and is simpler to train for
long-term prediction. Sawicki and Sawicka [9] concentrated on the problem of constructing
stacks of at least two stackable pallet load components. In addition, this study focused
on the portion of the distribution network’s product flow that is prepared at the site of
first assembly in the form of palletized loading units intended for the ultimate receiver.
Such a unit does not go above the permitted weight or height restrictions. The purpose of
the article’s single-criteria binary programming model is to reduce the amount of pallet
space needed to hold the built units. The savings from using the best design for the stacked
palletized cargo units were shown through the tests carried out, and the model generated
was tested on a test dataset.

Through a survey of the academic literature, Zhu et al. [10] examined the objectives
to comprehend the categorization of idea management tools and their efficacy. A total of
38 journal publications (n = 38) from 2010 to 2020 were found after searching electronic
databases (Scopus, ACM Digital Library, Web of Science Core Index, Elsevier ScienceDirect,
and SpringerLink). The 30 distinct kinds of concept management tools that we found were
used by stakeholders, software designers, hardware designers, and digital tool designers
(n = 21), guidelines (n = 5), and frameworks (n = 4). The tools mentioned may help
with several phases of idea management, including gathering, producing, implementing,
monitoring, refining, retrieving, choosing, and sharing. Therefore, it is crucial to provide
management tools for ideas that would enable users, designers, and other stakeholders to
minimize bias in selecting and prioritizing ideas.

3. Future Trends on Production and Operations Management

Production and operations management are evolving rapidly because of the industrial
revolution 4.0: the following are the future trends for this Special Issue that should be
explored more in-depth in future research [1–5,8–10]:

• Automating traditional methods (e.g., manual processes).
• Focus on the safety, health, and wellness of employees.
• Improvement in communication (i.e., an integrated communications system is neces-

sary to ensure collaboration across teams and departments).
• Agile organization solutions are required, due to market pressures and quickly chang-

ing consumer demand.
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• Collection and analysis of data (e.g., failure/repair data of the equipment) are impor-
tant for the decision made of the system’s operations management.

• Focus on customers as referred in Total Quality Management (TQM) principles.

4. Conclusions

In conclusion, production and operations management is the connecting link between
many departments. The most recent trends and advancements may support a variety of
organizational and company success factors. By incorporating these trends and advances
into corporate operations, operations management specialists might significantly contribute
to increasing productivity and profit. By automating time-consuming and repetitive tasks,
simplifying communication channels, and connecting front-line staff, businesses may make
the most of their current personnel. By maintaining a healthy balance between people and
technology, these developments will also enhance procedures.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: The article deals with the problem of building stacked pallet load units consisting of at
least two stackable pallet load units. Moreover, this article concerns the part of the flow of goods
in distribution networks that is prepared at the place of initial assembly in the form of palletized
loading units designed for the final receiver. Such a unit does not exceed the limits of permissible
weight or height. The article proposes a single-criteria binary programming model in which the
goal is to minimize the pallet spaces required to accommodate the constructed units. In addition
to the classical parameters of acceptable weight and height of the units, the constraints also take
into account the fragility of the goods placed on each unit, filling the top layer of each unit, and its
height homogeneity. The model developed was verified on a test dataset, and the savings from the
use of optimum construction of the stacked palletized cargo units were demonstrated through the
conducted experiments.

Keywords: sustainable logistics; sustainable transportation issues; pallet stacking; stacked pallet load
unit problem (SPLUP)

1. Introduction

1.1. The Essence of Constructing Pallet Load Units

Forming palletized load units—PLU is an issue closely related to the functioning of
distribution networks and supply chains. It concerns the proper placement of products on
the smallest possible number of carriers. In practice, there are two basic types of palletized
load units, i.e., homogeneous and heterogeneous. In the first case, products of one type are
loaded on a pallet, which is mostly performed by product manufacturers. In the other case,
the loaded products differ in basic characteristics such as weight, length, width and height,
and product type, and this case mainly occurs at distributors and dealers.

The arrangement of products in PLUs has a number of practical consequences. Firstly,
it affects the stability of the pallet units, which, on the one hand, may involve the risk
of product damage during basic logistics operations such as transportation, storage, and
handling. Product safety depends on their placement on the pallet as they need to be
layered to prevent crushing the ones located on lower and intermediate layers. Secondly,
product arrangement affects the cost of logistics operations. The smaller the number of
PLUs, the less space necessary for transportation and storage, the less energy required,
and the lower the cost of performing these operations. The comprehensive research on
the distribution network structure and its effectiveness related to the type of packages,
including PLUs and parcels are presented in the previous work of the authors; see Sawicki
and Sawicka [1].

In general, the essence of the problem of forming palletized load units involves the
proper arrangement of products on the pallet to ensure its stability and compliance with
basic constraints such as the limited weight and height of the load unit. An overview of the
current state-of-the-art in this area, including the categories of decision-making problems,
the way these problems are modeled, the procedures for solving them as well as the results
obtained, are presented in the following subsection.

Appl. Sci. 2023, 13, 2153. https://doi.org/10.3390/app13042153 https://www.mdpi.com/journal/applsci4
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Based on the results of the literature review and the authors’ empirical experience,
this publication focuses on the issue of forming a specific type of load unit, which is a
stacked pallet load unit—SPLU, commonly referred to as a sandwich-pallet. This issue
involves creating a single load unit composed of several elementary PLUs previously
arranged on separate pallets. The need to build this type of unit is a direct result of the
increasingly noticeable phenomenon within the distribution network of the formation of
PLUs whose weight and/or height significantly deviate from the limit values, i.e., the
available space on the pallets is not fully utilized. This results from the requirements of
purchasers, mainly large retail chains, who order large volumes of goods versus a variety of
products and expect that the PLUs will be prepared in such a way that the goods reaching
their transshipment warehouses will not require any additional operations, except for the
redirection of dedicated PLUs for shipment to the final receivers. Thus, creating a few
collective units instead of many smaller PLUs is becoming a necessity. In practice, such
operations are undertaken on an ongoing basis, i.e., whilst loading, the forklift operator
subjectively assesses whether it is feasible to combine the available PLUs into SPLUs. The
FLT operator uses his own experience and intuition, yet whether such an operation is
correct, both in terms of the durability of product packaging on individual PLUs and the
created weight and height of the SPLU, cannot be guaranteed. The work undertaken in this
area by the authors of this article provides a proposal to solve this problem by developing
and verifying a procedure to optimize the process of creating SPLUs.

1.2. The State-of-the-Art Design of Palletized Load Units

In the literature, the problem of planning pallet load units is called bin packing problem—
BPP. To solve the problem, one needs to define which items of different sizes need to be
packed into a finite number of bins or containers, each of a given and fixed capacity so as to
minimize the number of bins used. In the literature, the same problem, depending on the
authors, is referred to as pallet loading problem—PLP, e.g., Dell’Amico and Magnani [2],
Morabito et al. [3], pallet building problem—PBP, e.g., Alonso et al. [4], container loading
problem—CLP, e.g., Lim and Zhang [5], or packing problem—PP, e.g., Ali et al. [6].

Since the packing problem is an NP-hard decision problem, it can also be analyzed,
with the exception of its principal constraint, i.e., the weight of the product, as a soft version
of two dimensions (2D), i.e., width x length of the products to be packed, e.g., G and
Kang [7], or a more complex problem of three dimensions (3D), i.e., width x length x height,
e.g., Dell’Amico and Magnani [1], Morabito et al. [3], or Ali et al. [6].

From the perspective of the location, the packing problem is analyzed and planned
with respect to homogenous items by some of the researchers who refer to it as manufac-
turer’s pallet loading—MPL, e.g., Marabito et al. [3]. When packaging involves heteroge-
neous items, it is called distributor’s pallet loading—DPL; see Akkaya et al. [8].

In general, the bin packing problem can be analyzed as a stand-alone packing problem
or as a part of a more complex problem, i.e., in combination with vehicle loading. As far
as the stand-alone approach is concerned, it has been extensively analyzed as a decision
problem for around 50 years. In recent years several papers have been published to review
or compare different approaches to this problem [6,9]. Silva et al. [9] reviewed the papers
with respect to the methods proposed for the solution of the problem. In conclusion, a
group of the most challenging methods was identified. Ali et al. [6] analyzed different
approaches to the decision-making problem concerning packing. They differentiated 3D
off-line vs. on-line streams of packing problems. Off-line packing problems can happen
when full knowledge about items is available beforehand. The on-line problem, i.e., real-
time problem, is when items arrive one by one, and the packing decision should be made
immediately without prior knowledge about the items. According to Ali et al., most of
the packing problems described in the literature are of the off-line type. Contemporary
examples of the on-line bin packing problem can be found in Lin et al. [10], where a pattern-
based adaptive heuristics for the on-line bin packing problem is proposed. The distribution
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of items may be predicted based on the packed items, and the pattern is next applied in the
packing of the items that arrive later.

Some new research into the bin packing problem was published in the last few years.
Gzara et al. [11] analyzed a wide spectrum of practical constraints, including vertical
support, load bearing, planogram sequencing, and weight limits. The authors performed
extensive numerical tests to prove the ability of the approach to find high-quality solutions
for industrial-size instances within a short computational time. There are also some recent
papers on the application of more efficient computational procedures whose aim is to
achieve computation results in the shortest time possible. Tresca et al. [12] published a
paper on the 3D bin packing problem (3D-BPP) where they proposed a model oriented
on pallets configurations to satisfy the practical requirements of item grouping by logistic
features such as load bearing, stability, height homogeneity, overhang as well as weight
limits, and robotized layer picking. The complex problem is solved with metaheuristics,
which combines MILP formulation and layer-building heuristics. Moreover, 3D-BPP is
analyzed in the work of Zuo et al. [13]. The authors addressed a novel 3D-BPP variant in
which the shape-changing factor of non-rectangular and deformable items was incorporated
into the model. In the research of Elhedhli et al. [14], another practical variant of 3D-BPP is
addressed. The authors analyzed the mixed-case palletization problem, where item support
with the presence of different sizes of items is considered. Elhedhli et al. proposed a novel
problem formulation as well as a column-generation solution approach. El-Ashmawi and
Elminaam [15] concentrated on the design of an approximate algorithm of BPP applicable
to solve large-scale instances within a reasonable time. They proposed a modified version
of the squirrel search algorithm (SSA) for solving the 1D bin packing problem. In the
experiments, hard class instances of up to 200 items were tested, and the obtained result
was compared against other approximate algorithms such as particle swarm optimization
(PSO), African buffalo optimization (ABO), and crow search algorithm (CSA).

A typical complex decision problem is usually a combination of packing and vehicle
loading problems [3,4,15]. In the work of Morabito et al. [3], the optimal solution to the
problem is presented. However, the mathematical model is not presented in detail. This
concept is applied to solve the combined problem of pallet and vehicle loading, and the
size of unit packages and the size of pallets and vehicles are also discussed. A two-phase
approach with a packing problem is also considered by Moura and Bortfeld [16]. In this
approach, however, the main objective is to guarantee sufficient utilization of the truck
loading space. Alonso et al. [4] considered the problem of building and placing pallets
on the truck at the same time, i.e., pallet loading as the first phase and truck loading as
the second phase. The authors implemented several extended constraints, including the
total weight of the load, the maximum weight supported by each vehicle’s axle, and the
distribution of the load inside the vehicle. During the truck loading phase, it was allowed to
stack one pallet on top of another. The model was constructed and solved with the GRASP
algorithm, and the experiments were performed in the domain of the number of instances,
vehicles, and computation time. Dell’Amico and Magnani [2] have also proposed a two-
phase procedure. In the first phase, 2D layers were defined, while in the second phase,
the layers were combined on the minimum number of pallets. The authors constructed a
specialized metaheuristic with a MILP model of a 3D problem, which was subsequently
solved by the Gurobi solver. The experiments were performed in the domain of the number
of instances and computation time. Contrary to the previous research on BPP and vehicle
loading problems, Moura Santos et al. [17] proposed the research on BPP with compatible
categories, i.e., products that cannot be transported together. In this approach, the bin is
the fleet of vehicles, and the problem is to allocate products with respect to the product
categories. Moura Santos et al. concentrated on large instances of 200–1000 items, and they
solved them with a variable neighborhood search (VNS) procedure. The experiments were
also compared with alternative procedures.

There are several conclusions resulting from the state-of-the-art of the bin packing
problem that should be highlighted, i.e.,
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• Numerous papers on BPP focus on the analysis of a wide spectrum of constraints that
are either theoretical or practical. There is hardly any research on small-size pallets, i.e.,
substantially below the maximum height or weight of the PLU. It is a typical situation
in contemporary logistics.

• The BPP is an NP-hard decision problem, which is why a substantial number of studies
have been carried out on the effectiveness of the optimization procedures.

• The case when PLUs can be stacked one on top of another is referred to as a combined
problem of pallet and vehicle loading. It is not, however, a widely discussed topic in
the literature.

• One specific way of formulating the BPP problem can be regarded as the inspiration for
the formulation of the problem of stacking pallet load units, i.e., every single PLU can be
treated as equivalent to a single layer considered in the PLU packing planning process.

1.3. Formulation of the Decision Problem

The article considers the problem of building stacked pallet load units (SPLUs) com-
posed of elementary pallet load units (PLUs) whose height and gross weight parameters
are significantly below the permissible values. Therefore, a mechanism is sought to plan
the stacking of a set of PLUs in a way that will reduce the amount of space required on the
load bed or in racking slots, while the parameters of the SPLUs built in this way should
be within the permissible values of weight and height. It is assumed that the elementary
PLUs are created in advance as a result of the adaptation to the specific requirements of
the ordering party and may not be subject to content modification. It is also assumed that
individual PLUs may contain homogeneous or mixed products, and the ordering party
agrees to stack PLUs to form SPLUs.

The basic characteristics parameterizing the susceptibility of elementary PLUs to
the formation of SPLUs include such parameters as gross weight and gross height, i.e.,
including the pallet itself, the fragility class of the stacked products, and the status of the
PLUs resulting from the filling of its upper layers. Figure 1a,b show elementary PLUs with
a total height well below the limit value; the PLUs in Figure 1a have a base status on which
it is possible to stack more PLUs, and in Figure 1b, a top status: on this type of unit it is
impossible to stack more PLUs. Figure 1c,d show SPLUs built from elementary PLUs. In
the case of (c), all PLUs have base status, and in the case of (d), the highest layer is a top-type
PLU, which makes it impossible to build further layers on it.

   
(a) (b) (c) (d) 

Figure 1. The considered forms of PLUs: (a) Elementary PLU of the base type, which has the necessary
features for the construction of SPLUs; (b) Elementary PLU of the top type, which has limited
susceptibility for the construction of SPLUs; (c) SPLU built only from PLUs of the base type; (d) SPLU
built from SPLs of the base and top type.
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1.4. Purpose and Scope of the Research

Based on the conclusions resulting from the state-of-the-art, see Section 1.2, and based
on the formulation of the research problem, see Section 1.3, the purpose of the work was
defined. The objective of the study is to develop a procedure to optimize the construction
process of stacked pallet load units (SPLUs) built from elementary PLUs, taking into
account, in addition to the classical limitations of the weight and height of the unit, the
susceptibility of PLUs to the construction of successive layers, including the fragility of
products, the flatness of the top layer of products contained on the PLU, and the filling of
the top layer.

The article contains four key sections. In Section 1, the need for PLU formation
as a cost driver in transportation and warehousing processes is discussed, the decision
problem is defined, and the research objective is formulated. Section 2 presents the research
methodology, including the definition of the objective function and a set of constraints; it
also presents the assumptions for the proposed methodology, i.e., its applicability limits.
Section 3 presents the results of computational experiments; the methodology is verified
based on a test dataset. Section 4 is a summary of the article, where the obtained results
are described with reference to the formulated purpose of the work, and the directions for
further work are defined. Finally, a list of the literature used is presented.

2. The Research Methodology

2.1. Notations

In the presented research, some indexes, decision variables, and parameters are de-
fined. The complete list is presented in the following tables; see Tables 1–3.

Table 1. The list of indexes in alphabetical order.

Symbol Definition

i an ordinal number of pallet load unit to be stacked; i = 1, 2, . . . , I;
j an ordinal number of stacked pallet load unit; j = 1, 2, . . . , J;

k an order of pallet load unit setting in the built stacked pallet load unit; k = 1, 2, . . . , K, i.e., k = 1 is the
lowest layer, and k = K is the top layer.

Table 2. The list of variables in alphabetical order.

Symbol Definition

xijk a binary variable specifying which i-PLU should be assigned to the k-layer on the j-SPLU.
yj a binary variable specifying whether the j-SPLU is formed;

Table 3. The list of parameters in alphabetical order.

Symbol Definition

fi a fragility class of the products on the i-PLU (-), f = 1, 2, . . . , n
hi a gross height of i-PLU, including height of pallet expressed in (mm)

Hmax
j the maximum height of j-SPLU, expressed in (mm)

ti
a parameter defining the upper layer of i-PLU (-); ti ∈ {0; 1}, where: ti = 0 if upper layer is flat and its filling

is higher than 70% (base status); ti = 1 otherwise (top status).
wi a gross weight of i-PLU, including weight of pallet, expressed in (kg)

Wmax
j the maximum weight of j-SPLU, expressed in (kg)

8



Appl. Sci. 2023, 13, 2153

2.2. Key Assumptions

The following assumptions are made in the decision problem:

• Individual i-PLUs are built according to the final receiver’s order. They contain one
type of product, i.e., homogeneous PLU, as well as a mix of products, i.e., heteroge-
neous PLU, the so-called mix.

• In the case of heterogeneous i-PLU, containing products with different fragility classes,
a representative fragility class is determined, i.e., the lowest fragility class among the
products on the i-PLU.

• If the top layer of i-PLU is flat, that is, the total height of products accumulated on each
layer of i-PLU is the same, then such a PLU can serve as the base for the construction
of j-SPLU and its intermediate layers.

• If there is a difference in the height of the products from the point of view of the last
layer on the PLU, i.e., the top layer is not flat, then such an i-PLU can only be the last
layer of the built SPLU. The height of such an i-PLU is the maximum value for all the
accumulated products on the i-PLU.

• If the last layer of i-PLU is filled up to at least 70%, such a PLU can serve as a base for
the construction of SPLU and its intermediate layers.

• When the last layer of i-PLU is filled up to less than 70%, then such a unit can only be
the last layer of the built SPLU.

2.3. Decision Variables and Objective Function

The mathematical model of the considered decision problem is formulated as a binary
model and is presented in this section. The minimized objective function F is the number
of j-SPLU necessary to handle all elementary i-PLUs included in the order. It is represented
by the following formulas, see (1)–(11):

F = min
J

∑
j=1

yj (1)

where

yj =

⎧⎪⎪⎨
⎪⎪⎩

1 if
I

∑
i=1

K
∑

k=1
xijk > 0

0 if
I

∑
i=1

K
∑

k=1
xijk= 0

, ∀j = 1, 2, . . . , J (2)

The unit of j-SPLU can be planned if i-PLU is assigned at any of the available k-layers
of j-SPLU. Otherwise, the j-SPLU unit is not planned.

2.4. Constraints

The optimization model of the design the stacked pallet load units problem is con-
structed with nine constraints; see Formulas (3)–(11) below. Constraint (3) indicates that
each i-PLU is assigned exactly to one of the j-SPLU within the considered order. The next
constraint (4) indicates that on a k-layer of the j-SPLU, only one i-PLU can be located. Two
other constraints say that the gross weight (5) and gross height (6) of the j-SPLU result
from the requirements of the j-SPLU user, i.e., Wj

max and Hj
max. Based on the constraint (7),

successive layers on a j-SPLU are planned while preserving the fragility class of individual
i-PLU on a k-layer. It means that the k-layer may contain an i-PLU of the same or higher
fragility class than layer k – 1. Fragility class f = 1 means the lowest fragility, i.e., the product
has a significant compression resistance, while f = n means the highest fragility, i.e., the
product has the lowest compression resistance. The constraints (8) and (9) result from the
classification of i-PLUs into the base and top status. Status base means that on i-PLU, another
k-layer of j-SPLU can be considered, and status top, otherwise. The unit i-PLU of the status
top can be on the top of j-SPLU, exclusively. Constraint (8) guarantees that, at maximum,
one i-PLU of top status can be allocated to a single j-SPLU. However, constraint (9) ensures
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that the i-PLU of the top status will not be located below the i-PLU of the base status. The
last two constraints, i.e., (10) and (11), indicate that both decision variables yj and xijk are of
binary nature.

J

∑
j=1

K

∑
k=1

xijk= 1, ∀i = 1, 2, . . . , I (3)

I

∑
i=1

xijk ≤ 1, ∀j = 1, 2, . . . , J; ∀k = 1, 2, . . . , K (4)

I

∑
i=1

K

∑
k=1

wi · xijk ≤ Wmax
j , ∀j = 1, 2, . . . , J (5)

I

∑
i=1

K

∑
k=1

hi · xijk ≤ Hmax
j , ∀j = 1, 2, . . . , J (6)

I

∑
i=1

fi·
(

xijk − xij(k−1)

)
≥ 0, ∀j = 1, 2, . . . , J; ∀k = 2, . . . , K (7)

K

∑
k=1

I

∑
i=1

ti·
(

xijk − xij(k−1)

)
≤ 1, ∀j = 1, 2, . . . , J (8)

I

∑
i=1

ti·
(

xijk − xij(k−1)

)
≥ 0, ∀j = 1, 2, . . . , J; ∀k = 2, . . . , K (9)

xijk =

{
1 if i-PLU is located at k-layer in the j-SPLU,
0 otherwise

(10)

yj =

{
1 if j-SPLU is planned to be designed,
0 otherwise

(11)

Fragility is the parameter that defines the compressive strength of a single package
of a product exerted by products of the same type and piled on it. Products, usually
homogenous, with a certain fragility of a full load unit, i.e., filled up to the maximum
weight, are characterized by the height of this PLU, i.e., hi

max. It should also be assumed
that the weight of a full pallet load unit of products with lower fragility fi is substantially
heavier than the weight of a full pallet load unit of products with higher fragility fi+1, i.e.,
wi(fi) > wi+1(fi+1). Thus, in case of stacking incomplete pallet load units, i.e., hi < hi

max,
with different fragilities and maintaining the fragility ranking from the lowest to the
highest fi > fi+1 > fi+2 etc., starting from the background of SPLU, the total height Hj

max of
this SPLU may exceed the maximum height of each of the pallet full load unit of products,
i.e., Hj

max > hi
max.

2.5. Implementation Procedure

The optimization of the design of the stacked pallet load units is based on the formal
assumptions and the mathematical model presented in Sections 3.1 and 3.2. The practical
application of this approach is shown as a BPMN notation procedure, see Figure 2.
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The starting point is set A of i-PLUs, where i = 1, 2, . . . , I, I + 1, . . . , N, which constitutes
all pallets prepared upon customer order. Initially, two boundary parameters of j-SPLU
that should be designed on A, i.e., Wj

max and Hj
max, are defined (step 1). Then, each i-PLUs

from the set A: i = 1, . . . , N is identified in terms of basic parameters (step 2), such as
weight wi, height hi, fragility class fi, and the degree of filling of the top layer ti. Based
on the identified parameters of each i-PLU and the boundary parameters of SPLU to be
constructed, in the next step of the procedure (step 3), the assessment of the possibility
of building stacked j-SPLUs from available i-PLUs is carried out. As a result, set A is
divided into two subsets, i.e., A1: i = I + 1, . . . , N, which includes i-PLUs that do not meet
at least one boundary condition of Wj

max or Hj
max, and subset A2: i = 1, 2, . . . , I, which

includes those i-PLUs that do not exceed any of the boundary parameters. In step 4, a
set of feasible solutions is built on A2; for this purpose, all the constraints described by
Formulas (3)–(11) are applied. If, as a result of this operation, the set of feasible solutions is
non-empty, in step 5, the optimal solution is searched; at this stage, the Formulas (1)–(2) of
the objective function are applied. The computations within steps 4 and 5 are performed
by optimization engines of the evolutionary algorithm. If, as a result of step 5, an optimal
solution is found, in step 6.1, an analysis of whether it is necessary or applicable to modify
boundary parameters for further improvement should be carried out. If not, then step 7
is performed, which consists of joining the j-SPLUs constructed in steps 4 and 5 with the
i-PLUs that were separated in step 3 due to unmet boundary conditions; see subset A1 of
step 3. The result of the procedure at this stage is a reduced number of pallet spaces that are
necessary for the transport or storage of i-PLUs because some of them can be transformed
to SPLUs, upon boundary conditions of Wj

max or Hj
max.

If, as a result of step 6.1, the change of boundary parameters is applicable, then it is
necessary to return to step 1 and repeat the optimization procedure step by step. If, after
step 4, it is not possible to define a set of feasible solutions, or in step 5, it is not possible
to find an optimal solution, it is recommended to consider changing the values of the
boundary parameters (step 6.2) and repeat the procedure from step 1. If such a change of
parameters is not possible, the problem is unsolved, and the procedure should be stopped.

3. Results of Computational Experiments

3.1. Assumptions, Input Data, and Computational Experiments

The computations verifying the methodology proposed and presented in Section 2
were carried out on a MacBook Pro computer with a 3.1 GHz dual-core Intel Core processor
and a Windows 10 operating system embedded in a virtual machine. The model was
implemented into the Excel environment, and the computations were performed using
Frontline Solvers’ evolutionary optimization engines.

In the experiments, 10 sample instances were analyzed, i.e., sets consisting of 8–20 PLUs,
as per customer order, containing only the units to be potentially expanded into SPLUs, see
subset A2 on Figure 2. The complete data sets of analysed instances are attached to this article,
see Tables A1–A3 in Appendix A. SPLUs were then built from the elementary PLUs based on
the mathematical model presented in Section 2, Equations (1)–(11). The results obtained are
shown below in Table 4. The analysis included such parameters as the following:

• Minimum and maximum values: weight, height, and number of PLUs of top and base type;
• The structure of storage carriers, including PLU top and base types;
• Boundary parameters of height and weight of built SPLUs.

The results were analyzed taking into account the following:

• The number of SPLUs constructed; the value of the decision variable yj;
• The degree of filling the available height and weight of SPLUs;
• Computing time to solve the problem.
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Table 4. Results of computational experiments.

Instance
Parameters (1) Results (2)

No PLU min wi; hi max wi; hi ti
(3) fi

(4) No SPLU % Hmax % Wmax CT

1 9 186; 311 256; 416 1; 8 1; 1; 7; 0; 0 3 91.0–95.3 78.1–82.2 0.7
2 9 175; 295 259; 421 2; 7 5; 3; 1; 0; 0 3 83.0–92.9 70.4–79.6 0.01
3 8 236; 405 361; 530 3; 5 1; 4; 3; 0; 0 4 77.6–83.0 69.8–77.4 0.8
4 8 245; 414 349; 518 2; 6 2; 3; 3; 0; 0 4 72.8–82.0 63.0–76.0 1.8
5 20 130; 300 390; 520 7; 13 2; 5; 4; 2; 7 9 40.9–99.2 41.9–86.6 51.2
6 20 182; 353 246; 433 5; 15 1; 7; 8; 4; 0 7 69.6–100.0 55.0–77.6 2.6
7 20 175; 344 341; 533 5; 15 6; 3; 2; 6; 3 8 80.7–99.8 70.1–78.7 1.6
8 17 148; 359 273; 442 5; 12 7; 10; 0; 0; 0 6 70.8–99.6 55.5–73.0 2.7
9 15 129; 347 266; 438 2; 13 6; 6; 3; 0; 0 5 90.6–99.6 53.7–72.9 1.6

10 19 225; 444 267; 571 7; 12 8; 3; 0; 3; 5 10 47.5–90.3 31.4–60.6 1.6

(1) Parameters are expressed in: No PJŁ (units), w (kg), h (mm), ti (-), and f (-). (2) Results are expressed in: No

SPLU (units), % Hmax (%), % Wmax (%), and CT (s). (3) Number of PLUs of top; base status. (4) Number of PLUs of
fragility class 1; 2; 3; 4; 5.

3.2. Results and Discussion

The results of the experiments presented in Table 4 allow for the following conclusions
and observations:

• The application of the proposed mathematical model allows for a significant reduction
of the space required to locate PLUs in the transportation and/or warehousing process,
thus creating fewer required pallet positions. In the analyzed instances, 3–10 SPLUs
were created from 8–20 PLUs, which means a two- to three-times reduction in the
demand for pallet positions in logistics processes. A smaller number of PLUs translates
directly into lower transportation costs in logistics networks, as well as less demand
for rack slots in the process of storing PLUs.

• The smaller the number of top status PLUs in the structure of stacked units, the better
the chance of building a smaller number of SPLUs while maintaining all the constraints.
In instances 1, 2, and 9 with at most two PLUs top type, the number of SPLUs is three
times less than the number of PLUs; in the other instances, the higher number of top
type PLUs results in at most 2–2.5 times reduction of the number of SPLUs compared
to PLUs.

• The higher the values of weight and height of individual PLUs subjected to stacking,
the fewer multi-layered SPLUs can be built. The structure of the SPLUs built depends
on the specificity of the items located on the individual PLUs. In all instances (1–10), a
higher degree of achievement of the max height parameter (82.0–100%) is obtained
compared to the max weight parameter (60.6–86.6%). This means that the analyzed
instances constitute a set of relatively light but hight products.

• The computing time to solve the problem of optimal stacking pallet load units is
similar for all analyzed instances. It is 0.7–2.6 s. for 8–20 PLUs per instance, except
51.2 s. for 20 PLUs, see instance 5.

4. Conclusions

4.1. Summary of the Results Obtained

The research carried out on the construction of stacked palletized load units SPLU
resulted in the development of a mathematical model for this decision problem. While the
phenomenon of the construction of palletized load units itself is a problem that has been
studied for over 50 years, the authors of the publication have recently extended the existing
state of knowledge in the direction of off-line type algorithms and the consideration of
constraints strongly related to the specifics of the logistics industry, where these problems
occur in daily operations. This article deals with the latter trend. Indeed, the authors
focused on the phenomenon of PLU stacking in a situation where the process of picking
pallet load units for the customer, and more broadly for the ordering party, produces multi-
product units that significantly deviate from the permissible height and weight parameters
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of pallet units. In addition, there is a high probability that some of the PLUs built in this
way will be characterized by a lack of susceptibility to stacking in the process of SPLU
construction. This results directly from the fact that there is not enough top-type PLU layer
support area for the construction of subsequent layers, i.e., subsequent PLUs.

As indicated in the section on the state-of-the-art review, the phenomenon of PLU
stacking itself is not a new issue. However, it concerns the situation of parallel PLUs
construction planning and vehicle loading planning. The authors of this article addressed
the issue of PLU stacking planning in a broader context and as a stand-alone decision
problem. Indeed, based on practical experience in the logistics industry, it is noticeable
that the need to build SPLUs is not only related to the stacking of load carriers in the
vehicle cargo space but also applies to the construction of SPLUs that are created well in
advance of the loading process, and therefore, must be subject to periodic storage in racking
slots or other spaces with more stringent height parameters compared to the vehicle cargo
space. For this reason, the authors decided to develop a mathematical model to meet the
requirements of the wider logistics process.

The summary of the research presented in this article, i.e., a comparison of method-
ological similarities and differences between the classical bin packing problem (BPP) and
the proposed methodology of stacking pallet load units problem (SPLUP), is shown in
Table 5. The main conclusion is that the SPLUP considered by the authors is different from
typical BPP, even combined problem of bin packing and vehicle loading. The mathematical
model of SPLUP includes typical BPP constraints and additional restrictions such as filling
the top layer, fragility, and height homogeneity. Due to the limited number of similar works,
a comparison of different approaches with the perspective of computational experiments,
which would indicate the effectiveness of the proposed approach in relation to other studies,
is not included. However, in principle, this was not the aim of this work at this stage of
research. Finally, the verification of the proposed methodology for the SPLUP solution is
limited to the experimental computations of analyzed real-world cases.

The computational experiments illustrated the correctness of the developed model as
they show the potential for reducing the space occupied in logistic processes, including the
necessary space on the vehicle load bed or in the racking slot of the distribution warehouse.
The research focused neither on a large number of instances analyzed nor on orders in
which a large number of PLUs created that need to be stacked. This will constitute the
subsequent step of the research. The computation time for the analyzed instances and
using evolutionary engines was no more than several seconds, except one instance with
computation time of around 1 min., which constitutes the entire procedure promising.

Table 5. Comparison of methodological similarities and differences between classical bin packing
problem and stacking pallet load units problem.

Comparative Parameter Literature 2 Presented Research 2

The subject of decision problem

Packaging of products All 1 exc [3,4,16] + -

Packaging of pallet load units - − +

Packaging of products and vehicle loading [3,4,16] + -

Type of decision problem NP-hard type All 1 + +

Dimensions of analysis

1D [15] + -

2D [2,7] + +

3D [1–3,6,12–14] + -

Item shape regularity
Regular shape All1 exc [13] + +

Irregular shape [13] + -
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Table 5. Cont.

Comparative Parameter Literature 2 Presented Research 2

Spectrum of applied constraints

Weight of items All 1 + +

Height of items All 1 + +

Vertical support/Filling the layer [11] + +

Load bearing/Fragility [11,12] + +

Stability [12] + -

Height homogeneity [12] + +

Compatibility of items [17] + +

Sequencing [11] + +

Dependence on time
On-line procedure [6,10] + -

Off-line procedure All 1 exc [6,10] + +

Comparison of different
approaches/methods

Methodological comparison [2,6,9] + -

Comparison of CPU time [4,11,15,16] + -

Number of items per instance
Hard case (200−1000) [11,15,17] + -

Soft case (up to 200) All 1 exc [11,15,16] + +

1 all the reference articles, see references; 2 (+) means the comparative parameter is present, (−) otherwise.

4.2. Directions for Further Research

Based on the results obtained and the research assumptions made, the authors of this
article plan to develop the research thread undertaken. The following studies are proposed:

• Conducting analytical tests for a wider range of test sets, both regarding the number of
PLUs to be stacked within a single order, as well as the number of instances included
in the experiments. The orders to be analyzed will also be selected so as to examine a
bigger number of top and base PLUs as well as a different weight and height structure
of PLUs, i.e., relatively high and light PLUs vs. low and heavy PLUs.

• Conducting a series of experiments assuming different ranges of parameters of accept-
able weight and height of SPLUs built.

• Developing a procedure to support purchasing decisi ons, in which, based on the anal-
ysis of the result of the PLU stacking planning process, a possible slight modification
of the order size will be indicated. The goal is to determine the benefits of eliminating
or significantly reducing the number of top type PLUs in the planning process and
thus assess the possibility of further reducing the number of SPLUs
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Appendix A

This section contain data supplemental to the research, see Tables A1–A3, necessary to
reproduce all the experiments that results are presented in Section 3 of this article.

Table A1. The data applied to the experimental part of the research on SPLUP, instances 1–5.

Instance
Parameters 1

Instance
Parameters 1

i wi hi fi ti i wi hi fi ti

1 1 227 372 2 0 4 1 245 414 1 0
2 240 392 2 0 2 347 516 3 1
3 233 381 2 0 3 260 429 1 0
4 240 392 2 0 4 329 498 3 0
5 256 416 3 1 5 276 445 2 0
6 186 311 1 0 6 291 460 2 0
7 214 353 2 0 7 349 518 3 1
8 219 360 2 0 8 297 466 2 0

9 222 365 2 0 5 1 390 520 5 1
- - - - - 2 197 357 2 0

2 1 199 331 1 0 3 345 481 5 1
2 248 405 3 1 4 151 317 1 0
3 197 329 1 0 5 224 379 2 0
4 202 336 1 0 6 356 491 5 1
5 259 421 3 1 7 297 441 4 0
6 233 383 3 0 8 130 300 1 0
7 196 327 1 0 9 221 377 2 0
8 175 295 1 0 10 240 393 3 0
9 221 364 2 0 11 244 396 3 0
- - - - - 12 207 365 2 0

3 1 360 529 3 1 13 234 388 3 0
2 348 517 3 1 14 355 490 5 1
3 361 530 3 1 15 359 494 5 1
4 282 451 2 0 16 271 420 3 0
5 303 472 2 0 17 303 446 4 0
6 236 405 1 0 18 363 497 5 1
7 290 459 2 0 19 227 382 2 0
8 297 466 2 0 20 364 498 5 1

1 Parameters are expressed in: i (-), wi (kg), hi (mm), fi (-), ti (-).

Table A2. The data applied to the experimental part of the research on SPLUP, instance 6.

Instance
Parameters 1

Instance
Parameters 1

i wi hi fi ti i wi hi fi ti

6 1 238 422 4 1 6 11 204 380 2 0
2 244 430 4 1 12 201 377 2 0
3 219 399 3 0 13 201 377 2 0
4 182 353 1 0 14 211 389 2 0
5 230 412 3 0 15 229 411 3 0
6 208 386 2 0 16 229 411 3 0
7 239 424 4 1 17 196 370 2 0
8 226 408 3 0 18 234 418 3 1
9 224 405 3 0 19 246 433 4 1
10 222 402 3 0 20 214 393 2 0
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Table A3. The data applied to the experimental part of the research on SPLUP, instances 7–10.

Instance
Parameters 1

Instance
Parameters 1

i wi hi fi ti i wi hi fi ti

7 1 331 523 5 1 9 1 266 438 3 1
2 197 369 1 0 2 146 358 1 0
3 325 516 5 1 3 228 413 3 0
4 341 533 5 1 4 129 347 1 0
5 308 496 4 1 5 219 407 2 0
6 178 347 1 0 6 257 432 3 1
7 283 468 4 0 7 175 377 2 0
8 232 410 2 0 8 211 401 2 0
9 292 477 4 0 9 159 367 1 0
10 190 361 1 0 10 169 373 1 0
11 175 344 1 0 11 179 380 2 0
12 297 483 4 0 12 138 352 1 0
13 267 449 3 0 13 195 391 2 0
14 237 415 2 0 14 181 381 2 0
15 194 365 1 0 15 130 347 1 0
16 228 405 2 0 - - - - -
17 247 427 3 0 - - - - -
18 300 486 4 1 - - - - -

19 209 383 1 0 10 1 261 552 4 1
20 288 473 4 0 2 231 463 1 0

8 1 273 442 2 1 3 225 444 1 0
2 222 408 2 0 4 238 483 2 0
3 152 359 1 0 5 232 467 1 0
4 154 363 1 0 6 228 455 1 0
5 189 386 1 0 7 235 474 2 0
6 148 361 1 0 8 227 450 1 0
7 216 404 2 0 9 248 513 2 0
8 234 416 2 0 10 267 571 5 1
9 214 403 2 0 11 226 447 1 0
10 166 371 1 0 12 255 534 4 0
11 166 371 1 0 13 228 454 1 0
12 155 364 1 0 14 226 447 1 0
13 155 364 2 0 15 267 570 5 1
14 252 428 2 1 16 260 550 4 1
15 212 402 2 1 17 265 565 5 1
16 237 418 2 1 18 266 568 5 1
17 256 431 2 1 19 265 564 5 1

References

1. Sawicki, P.; Sawicka, H. Optimisation of the Two-Tier Distribution System in Omni-Channel Environment. Energies 2021, 4, 7700.
[CrossRef]

2. Dell’Amico, M.; Magnani, M. Solving a Real-Life Distributor’s Pallet Loading Problem. Math. Comput. Appl. 2021, 26, 53.
[CrossRef]

3. Morabito, R.; Morales, S.R.; Widmer, J.A. Loading optimization of palletized products on trucks. Transp. Res. Part E Logist. Transp.
Rev. 2000, 36, 285–296. [CrossRef]

4. Alonso, M.T.; Alvarez-Valdes, R.; Parreño, F.; Tamarit, J.M. Algorithms for Pallet Building and Truck Loading in an Interdepot
Transportation Problem. Math. Probl. Eng. 2016, 2016, 3264214. [CrossRef]

5. Lim, A.; Zhang, X. The Container Loading Problem. In Proceedings of the 2005 ACM Symposium on Applied Computing—
SAC’05, Santa FE, NM, USA, 13–17 March 2005; ACM Press: New York, NY, USA, 2005; p. 913. [CrossRef]

6. Ali, S.; Ramos, A.G.; Carravilla, M.A.; Oliveira, J.F. On-line three-dimensional packing problems: A review of off-line and on-line
solution approaches. Comput. Ind. Eng. 2022, 168, 108122. [CrossRef]

7. Young-Gun, G.; Kang, M.K. A fast algorithm for two-dimensional pallet loading problems of large size. Eur. J. Oper. Res. 2001,
134, 193–202. [CrossRef]
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Abstract: Forecasting algorithms have been used to support decision making in companies, and it is
necessary to apply approaches that facilitate a good forecasting result. The present paper describes
assessments based on a combination of different neural network models, tested to forecast steel
production in the world. The main goal is to find the best machine learning model that fits the steel
production data in the world to make a forecast for a nine-year period. The study is important for
understanding the behavior of the models and sensitivity to hyperparameters of convolutional LSTM
and GRU recurrent neural networks. The results show that for long-term prediction, the GRU model
is easier to train and provides better results. The article contributes to the validation of the use of other
variables that are correlated with the steel production variable, thus increasing forecast accuracy.

Keywords: steel production; time series; neural networks; CNN; MLP; LSTM; GRU

1. Introduction

Globalization increasingly demonstrates the importance of predicting different phe-
nomena that may occur and have huge economic and social implications. As a result,
companies are increasingly more interested in technological solutions, including forecast-
ing algorithms, which allow them to anticipate scenarios and support decisions.

There is a relationship between energy intensity and production costs in the steel
industry [1]. The impact of investments on the energy intensity of the steel industry is
extended over time.

The steel industry is a strategic sector for industrialized economies. Because it is demand-
ing in terms of capital and energy, companies have consistently emphasized technological
advances in the production process to increase productivity [2]. The steel industry is a key
industrial sector in the modern world. It consists of the economical agents that perform the
processes for obtaining steel-based products [3,4]. Those products must have characteristics of
safety and quality according to the standards defined for the consumer market [5].

Good decision making helps the companies produce high-quality products, innovate,
fulfill customers’ needs, and grow.

As the companies grow, the countries’ economies also grow [6], and more social needs
are satisfied. As a result, market players and countries have been concerned with long-term
policies that lead to sustainability in the long run. Governments have proposed solutions
that help companies that follow the best practices, including activities such as recycling

Appl. Sci. 2023, 13, 178. https://doi.org/10.3390/app13010178 https://www.mdpi.com/journal/applsci19



Appl. Sci. 2023, 13, 178

and energy management, in a perspective of a circular economy. That is increasingly
more important, and contrasts with obsolete managing practices of massive exploitation of
natural resources [7–9]. Hence, in order to implement the best managing practices, the best
management tools are required. That includes tools which provide information about the
past, present, and expected future values of key indicators and variables. Statistical and
machine learning forecasting models have been applied with success to fulfill the need to
anticipate future scenarios, based on data of the present and past [10–12].

The present work uses a public dataset of steel production in the world. The data are
used to create and train different predictive models and forecast steel production in the
coming years. The models evaluated are machine learning methods based on shallow and
deep neural networks.

Global world data were chosen because nowadays the world is more and more
integrated and the world steel production gives a strong indication of how the economy
evolves [13]. The data necessary for the analysis are publicly available.

The objectives and contributions of this paper are as follows:

• to identify the models’ behavior and performance, comparing the different methods
with a number of different parameters;

• to forecast steel production in the world in the short and long term using neural
networks;

• to evaluate the prediction performance of recurrent neural networks and convolutional
neural networks;

• to evaluate the robustness of the preceding approaches to forecast nonstationary
time series; and

• to contribute to validate the robustness of the model by using other variables correlated
with the steel production ’ main variables.

To analyze the use of forecasting methods, a review of bibliographic databases was
performed by using the research databases Web of Science, Scopus, and Google Scholar.
The keywords used were “steel production”, “time series”, and “neural networks”.

Figure 1 shows the result after searching the topic under study, which shows that
the databases returned four articles in total. They focus on the following issues: hybrid
static-sensory data modeling for prediction tasks in the basic oxygen furnace process [14];
temperature prediction for a reheating furnace by the closed recursive unit approach [15];
detecting and locating patterns in time series using machine learning [16]; and deep learning
for blast furnaces [17].

"Steel Production";  "Time Series";  "Neural Networks"

4 

Figure 1. Results of the searches in the scientific articles databases.

Other studies found focus on steel forecasting in China [18], in Japan [19], and in
Poland [20]. By using other methodologies, there is also a long-term scenario forecast
focusing on energy consumption and emissions for the Chinese steel industry [21].
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The paper is structured as follows. In Section 2, a global overview of the steel produc-
tion around the world is given. In Section 3, the concepts of artificial intelligence methods
used are presented. In Section 4, a study to evaluate and validate the forecasting models, is
presented. In Section 5 the results are discussed. Finally, in Section 6, some conclusions are
drawn and future work is highlighted.

2. Steel Production around the World

There are many different types of steel. Each type has specific characteristics, such
as chemical composition, heat treatments, and mechanical properties. The metals are
produced according to the market needs and demands. That means supply must be
adjusted according to the requirements of demand. Specific applications have appeared in
the market and they require specific types of steel [22].

It is possible to identify more than 3500 different types of steels. About 75% of them
have been developed in the last 20 years. This shows the great evolution that the sector has
experienced [23]. Figure 2 shows that most of the steel produced worldwide is consumed
by the civil construction sector, which uses 52% of the material. This is due to the demand
for bigger and better buildings, which use increasingly more steel. As countries evolve,
more and more buildings and infrastructure are needed, and steel construction is also
increasingly more popular for houses and warehouses, due to the small amount of labour
required. Next to this sector, more than 16% of the steel produced worldwide is used in
mechanical equipment, and 12% is used in the automotive industry.

Building and 
infrastucture

52%

Mechanical
Equipment

16%

Automotive
12%

Metal Products
10%

Other 
Transport

5%

Electrical 
Equipment

3%

Domestic 
Appliance

2%

Figure 2. Annual crude steel production, per industrial consumer sector; Graph created from data
taken from source [24].

The World Steel Association report states that Asia produced 1374.9 Mt of crude steel
in 2020, an increase of 1.5% compared to 2019. China, in 2020, reached 1053.0 Mt, an increase
of 5.2% compared to 2019. Figure 3 shows China’s share of global crude steel production
increased from 53.3% in 2019 to 56.5% in 2020. In 2019, China’s apparent consumption of
crude steel was about 940 million tons. India’s production was 99.6 million tons in 2020,
down 10.6% from 2019 [25].

Japan produced 83.2 Mt of crude steel in 2020, down 16.2% in 2019. South Korea
produced 67.1 Mt, down 6.0% in 2019. The EU produced 138.8 Mt of crude steel in 2020, a
reduction of 11.8% compared to 2019.

Germany produced 35.7 Mt of crude steel in 2020, a decrease of 10.0% compared to
2019. In short, global crude steel production reached 1864.0 million tons (Mt) in the year
2020, a decrease of 0.9% compared to 2019.
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Figure 3. Annual crude steel production for 2019 and 2020; adapted from [25].

The 2009 economic crisis led to a market recession in industrial activity and the corre-
sponding demand for steel, which remains 27% below precrisis levels. As a result, several
production sites have been closed or their production has decreased, with consequeces
in unemployment at the European level in recent years. Approximately 40,000 jobs were
lost. Therefore, the pressure on this industry to restructure and reduce production capacity
will continue to be one of the main challenges for the European industry in the short and
midterm [26].

In the time interval from 1970 to 2012, the results of the same study indicate that the
consumption of steel per capita in Europe fell down up to 50%, due to the development of
new materials and the corresponding replacement in some sectors. An important example
is the automotive industry, wherein many parts of automobiles were replaced by lighter
and cheaper parts made of plastic, aluminium, or other synthetic materials [27].

According to studies by [28], the steel demand in most industries will peak before 2025.
The total steel demand has increased from 600 Mt in 2010 to 702 Mt in 2015 and will increase
to 753 Mt in 2025. From then on, gradually, it is expected to decrease to approximately
510 Mt in 2050.

Total steel demand will only decrease by 8% in 2030 when the average useful life
of buildings increases by 30%. However, this influence becomes very obvious after 2030,
because a 23% reduction in steel demand is expected to happen by 2050 [28].

Because of the need to plan production in advance, many different methods were
proposed with the objective of forecasting future demand and production [29–31].

3. Artificial Intelligence Predictive Models

Generally speaking, artificial intelligence (AI) is the knowledge field that is concerned
with the development of techniques that allow computers to act in a way that looks like
an intelligent organism, the most important model being a human brain [32]. According
to [33], AI can be defined as the computer simulation of the human thought process. AI
techniques include expert systems, reasoning based on fuzzy logic (FL) and artificial neural
networks (ANN), among several other tools.

As technology evolves, more computation power becomes available to use algo-
rithms and tools that have not been deployed in the past due to the lack of resources [34].
Nowadays, industries take advantage of some technological tools that provide them with
significant advantages, such as state of the art non-linear machine learning (ML) meth-
ods, including evolutionary algorithms, neural networks, and other artificial intelligence
(AI) techniques. Those methods have been considered fundamental to achieve informed
and automated decision making based on big data and AI algorithms [35–37]. Big data
analysis, AI, and ML, applied to the Internet of things (IoT), allow for real-time predic-
tions of manufacturing equipment, making it possible to predict many equipment faults
before they happen. Therefore, it is possible to launch a work order before the fault occurs,
effectively preventing it from happening at all. This allows one to plan the maintenance
procedures and resources, like the technicians and spares [38–42], some time in advance,
which facilitates optimization of human and material resources.

Neural networks are one of the most popular AI techniques for performing tasks
such as classification, object detection and prediction. They have been successfully applied
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to solve many maintenance and quality-control problems, such as detection of defects
in power systems, as is mentioned by [43,44]. Lippmann [45] has used ANN for pattern
recognition due to its ability to generalize and respond to unexpected patterns.

3.1. Multilayer Perceptron

Multilayer perceptron neural networks (MLP) are a type of feedforward neural net-
work. They are generally used due to their fast operation, ease of implementation, and
training set requirements [46–48]. MLP’s have been successfully applied to a wide range
of problems, such as complex and nonlinear modeling, classification, prediction, and
pattern recognition.

In the MLP, each artificial neuron, receives data from the network input or from other
neurons, and produces an output which is a function of the input values and the neuron’s
internal training values.

An MLP model with an insufficient or excessive number of neurons in the hidden layer,
for the type of problem being solved, is likely to have problems learning. Convergence
is difficult and that leads to time-consuming adjustments. Too few neurons cannot retain
enough data and there is underfitting. Too many neurons learn the problem instead of
generalizing, and there is overfitting of the data. As yet, there is no analytical method
by which to determine the right number of neurons in the hidden layer, only practical
recommendations based on experience. In general, a rule is to put a hidden layer with a
number of neurons that is the average between the input and the output layer. This number
is then optimized through trial-and-error experiments [49,50].

Usually, the selection of the training algorithm is dependent on factors such as the
organization of the network, the number of hidden layers, weights and biases, learning
error rate, etc. Error gradient-based algorithms are common. They work by adjusting the
weights in function of the gradient of the error between the output desired and the output
obtained. Slow convergence and high dependence on initial parameters, and the tendency
to get stuck in local minima are the limitations of gradient-based algorithms [51].

For a given neuron j, each neural input signal (xk) is multiplied by their respective
corresponding weight values (wkj), and the resulting products are added to generate a total
weight in the form of wj1x1 + wj2x2 + · · ·+ wjmxm. The sum of the weighted inputs and
the bias Equation (1) forms the input for the activation function, ϕ. The activation function
ϕ processes this sum and provides the output, Uj neuron output, according to Equation (2)
and Figure 4 [52,53]. We have

Sj =

mj

∑
k=1

wjk × xk j + bj (1)

Uj = ϕ(Sj) = ϕ(

mj

∑
k=1

wjk × xk j + bj). (2)

The symbol wH
ji denotes the synaptic weight between the neuron leaving the hidden

layer and the neuron entering the output layer: the symbol bH
j denotes the neuron bias

in the hidden layer; the superscript O is the output layer. In the figure, the green circles
indicate biases, which are constants corresponding to the intersection in the conventional
regression model [54].

This type of network can be trained by using many different algorithms. Backpropa-
gation is possibly the most common. Other approaches include resilient backpropagation
(RPROP) with or without weight backtracking, described in [55], or the globally convergent
version (GRPROP) [56].

MLP neural networks are supported by many popular machine learning frameworks.
In the Python sklearn library, they are implemented by MLPClassifier and MLPRegressor
functions [57].
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In the deep learning framework Tensorflow, the function neuralnet implements a
sequential model with dense layers [58].

Bias Bias

Figure 4. Representation of a multilayer perceptron, with input X, one hidden layer, and output Y.

3.2. Convolutional Neural Networks

This type of neural network is specially adequate to process images. They have
outstanding results in object detection. Recently, they have also been used in other fields,
especially in combination with other neural networks [59–62]. The first aplication of a CNN
dates back from 1998, by Yann LeCunn. Since then, there have been many contributions in
order to make those networks more powerful and faster [63]. The operation of a CNN has
the principle of filtering features such as lines, curves, and edges in an image. With each
added layer, the filtered features form a more complex image of selected details [64].
This neural network has the ability to process features and objects with good accuracy,
depending on the type of architecture applied [65–69]. Therefore, it may also be used to
process other types of data, in addition to images.

3.3. Recorrent Neural Networks

Recurrent, or feedback, networks have their outputs fed back as input signals. This
feedback works as a kind of state memory, thus making the networks very suitable to use to
process time-varying systems. The signal travels over the network in two directions, having
dynamic memory and the ability to represent states in dynamic systems. The present
paper particularly focuses on recurrent neural networks known as long short-term memory
(LSTM), whose representation is shown in the Figure 5 and gated recurrent unit (GRU).

Hochreiter and Schmidhuber [70] proposed the LSTM cell, which is a popular recurrent
model. The LSTM has a capacity to remember, and is controlled by introducing a “gate”
into the cell. Since this pioneering work, LSTMs were made popular and used by many
researchers [71,72]. According to [73], the internal calculation formula of the LSTM cell is
defined as follows:

ft = σ(xtWf + ht−1Uf + b f ) (3)

it = σ(xtWi + ht−1Ui + bi) (4)

ot = σ(xtWo + ht−1Uo + bo) (5)

C̃t = tan[(xtWC + ht−1Uc + bc] (6)

Ct = σ( ft × Ct−1 + it × C̃t) (7)

ht = tanh(Ct)× ot, (8)

where t is timestep, xt is input to the current t, Wf is weight associated with the input,
ht−1 is the hidden state of the previous timestamp, Uf is the weight matrix associated with
hidden state, Wi is weight matrix of input, Ui is weight matrix of input associated with
hidden state, Ct is memory from current block, and ht output of current block. The ft is the
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forget gate, it is input gate, ot is the output gate, Ct is new cell state, C̃t is values generated
by tanh with all the possible values between −1 and 1, and b f , bi, bo, bc are the bias terms.

x +

x
Tanh

Tanh

x

Figure 5. Architecture of an LSTM cell; adapted from [73–75].

The learning capacity of the LSTM cell is superior to that of the standard recurrent
cell. However, the additional parameters add to the computational load. Cho et al. [76]
introduced the gated recurring unit (GRU) model, which is a type of modified version of
the LSTM.

Figure 6 shows the internal architecture of a GRU unit cell. These are the mathematical
functions used to control the locking mechanism in the GRU cell:

zt = σ(xtWz + ht−1Uz + bz) (9)

rt = σ(xtWr + ht−1Ur + br) (10)

h̃t = tan(xtWh + (rt × ht−1)Uh + b)h (11)

ht = (1 − zt)× h̃t + zt × ht−1, (12)

where xt is input vector, ht is output vector, ĥt is candidate activation vector, zt is update
gate vector, rt is reset gate vector and, Wz, Wr, Wh denote the weight matrices for the
corresponding connected input vector. Uz, Ur, U represent the weight matrices of the
previous time step, and br, bz, bh are biases.

x

xx
1-

+

Figure 6. Architecture of a GRU unit; adapted from [76,77].
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3.4. Model Evaluation

For evaluation of the performance of the models, the metrics used are the root mean
square error (RMSE) and the mean absolute percentage error (MAPE). RMSE is calculated
as in Formula (13) and MAPE is calculated as in Formula (14).

RMSE =

√
1
n

n

∑
t=1

(Yt − Ŷ)2. (13)

Yt is the actual value, and Ŷ is the predicted value obtained from the models. n is
the number of samples in the set being evaluated. The RMSE is a type of absolute error,
whereas MAPE is an error which is relative to the variable being predicted. The MAPE can
only be calculated if the zeros are removed from the dataset. We have

MAPE =
1
n

n

∑
t=1

|Yt − Ŷt|
|Yt| . (14)

4. Empirical Examination

4.1. Data Analysis

The present study was carried out by using a dataset consisting of samples available
on the World Steel website (https://www.worldsteel.org/steel-by-topic/statistics/steel-
statistical-yearbook.html (accessed on 7 June 2022 )).

Those samples represent the steel production, per year, in millions of metric tons, in the
world, from 1900 to 2021. The values are plotted in Figure 7. Table 1 shows a summary of
statistical parameters of the variable. The values show growth over time, as mentioned
above, reflecting growth of some sectors such as transport and civil construction. As the
chart shows, the production has been small and with a small growth rate in the beginning
of the century. After 1945, the growth accelerates, until 1970. Then there is a a period of no
growth, followed by a decline and another period of stagnation. After 1995 there is a sharp
increase, where the growth accelerated very quickly. The variable is particularly difficult to
predict, because the periods described above are clearly distinct.

Table 1. Characteristics of the variable annual crude steel production in the world. std is the standard
deviation, Q1 is the 25% percentile, Q2 is the 50% percentile, Q3 is the 75% percentile. Max is the
maximum value, Min the minimum value and Mean the average value.

Mean Std Min. Max Q1 Q2 Q3

4.999142× 105 5.081208× 105 2.830000× 104 1.953304× 106 9.382500× 104 3.488500× 105 6.755030× 105

Figure 7. Annual crude steel production in the world, in millions of metric tons.

4.2. Experiments

The experiments performed consist of testing different model architectures and hy-
perparameters, in order to find the best predictive models. All expriments used the same
sequence of actions present in Figure 8.
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The data has a sampling rate per year; for all three variables the sample set has a size
of 72 samples. In this phase the data were adjusted in order to have the same sample size
in the same time period.

The dataset was divided in two parts, one for training and the other for testing. For the
first test, the train subset is 70% of the data, the test subset is the remaining 30%. The second
test where use the architecture encoder–decoder was used in the train subset is 80% and
the test subset is 20%. The training process was allowed to proceed for up to 2000 epochs.

The experiments were performed in order to understand the impact of varying the size
of the window of past samples, as well as the the number of years in advance. Naturally,
the larger the number of years ahead that is being predicted (gap), the larger the error
expected. The larger the size of the historical window used, the smaller the error expected,
up to a certain size. As mentioned above, the evolution of the variable has distinct patterns
over the years. Therefore, too many samples from the past may carry patterns that are not
applicable to the future.

Figures 9 and 10 show a summary of the best results obtained for different neural
network models, namely MLP, CNN-MLP, LSTM, CNN-LSTM, GRU, and CNN-GRU. The
window size varied between 4 and 16 years. The gap was varied between 1 and 9 years.
Table 2 summarizes the architectures that presented the best performance.

Input Data

Data preparation.
Prepare train and test sets

Initialize Neural Network

Train the model

Test the model

Calculate RMSE and MAPE

Figure 8. Procedure used to train and test the models to predict steel production in the world.

Table 2. Predictive models with the best results.

Model

Architecture Unit Activation Function

CNNLSTM CNN = 64, LSTM = 50 Relu
MLP MLP = 50 Relu

GRU encoder decoder GRU = 200 Relu

Figures 9 and 10 shows the RMSE and MAPE errors for different window sizes and
gaps. As the Figure 11 show, the CNN LSTM and the MLP offers lower errors for wider
gaps, even with small windows.
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(a) RMSE (b) MAPE

Figure 9. RMSE and MAPE for different historical window sizes (number of past samples) and gaps
(years ahead), from CNNLSTM model.

(a) RMSE (b) MAPE

Figure 10. RMSE and MAPE for different windows (number of past samples) and gaps (number of
years ahead) from the MLP model.

Table 3 shows the description of the variables, as they present different magnitudes.
Because we do not intend to have this type of problem, we performed the normalization of
all variables as shown in Figure 12.

Table 3. Description of the variables steel production, producer price index by commodity, and
world population.

Steel Production Iron and Steel World Population

count 7.200000 72.000000 7.200000
mean 7.863977× 105 107.355084 5.008493× 109

std 4.856869× 105 77.016810 1.655973× 109

min 1.916000× 105 19.058333 2.499322× 109

25% 5.038660× 105 29.931250 3.528970× 109

50% 6.130825× 105 104.683333 4.905897× 109

75% 9.953132× 105 137.208333 6.414362× 109

max 1.953304× 106 356.707750 7.909295× 109
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(a) Best CNNLSTM model prediction (b) Best MLP model prediction

(c) CNNLSTM model prediction (d) MLP model prediction

Figure 11. Predictions of the best forecast models based on CNNLSTM and MLP models, with and
without the convolutional layer. The blue line is the actual value. The orange line is the prediction
based on the training set, and the gray line is the prediction based on the test set. The predictions
were obtained with window width 4 and gap 1.

Figure 12. Steel production, producer price index by commodity, and world population in format
time series.

The models performed well for both short- and long-term forecasts. Models with
encoder–decoder architecture were also tested in order to improve the steel production
forecast results by using the market variables and their derivatives that affect the steel
production variable (producer price index by commodity https://fred.stlouisfed.org/
series/PPIACO (accessed on 14 June 2022), world population https://www.macrotrends.
net/countries/WLD/world/population (accessed on 14 June 2022)) as shown in Figure 12.

As can be seen from Figure 13, the variables have a good correlation. In the case of the
derivatives, the correlations are weak, and the derivative that has a reasonable correlation
in relation to steel production is the world population.

By using the same architecture with GRU units, we conducted two tests, the first
consisting of adding one variable at a time to the model until reaching the six variables
with their derivatives. With this, the results of Figure 14 achieved a good prediction of the
variable under study with the input of the three variables as is shown in the graph.

The second test had the goal of testing the neural network, having as input two
variables in the network. One of them is fixed (steel production) and the other is variable.
As can be seen in Figure 15, the variables steel production and world population, or steel
production and world population derivative, are the ones that present the best results.
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Figure 13. Correlation of the variables steel production, producer price index by commodity, world
population, and their first derivates in time series.

(a) MAE end RMSE error (b) MAPE error

Figure 14. The test error one, used the same architecture with GRU unit.

(a) MAE end RMSE error (b) MAPE error

Figure 15. The test error two, used the same architecture with GRU unit.

5. Discussion

Artificial intelligence is the field of knowledge concerned with developing techniques
that allow computers to act in a way that looks like an intelligent organism. Table 4 shows a
summary of MAPE errors for the models tested, for different gaps (1 to 9 years ahead) and
for different historical windows (4–14 samples). The table shows that the models, especially
the ones with higher sliding windows and a convolutional layer, present a better MAPE.
The convolutional layer contributes to improve convergence during learning.

The table also shows that for all models, the greater the value of the gap, the larger the
errors, which is an expected result. In general it is possible to obtain errors of about 5% for
the next year, but for an advance of three years and beyond, the errors less than 10% are
very rare.
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Table 4. MAPE errors of tests with different historical windows (4–14 samples) and gaps (years
ahead) ranging from 1 to 8.

Window Gap MLP LSTM GRU CNNMLP CNNLSTM CNNGRU

1 4.54 5.18 4.67 4.75 5.9 5.59
2 6.93 7.5 7.99 7.29 7.57 6.93
3 9.84 10.12 9.66 9.0 8.67 9.67
4 10.77 11.91 11.55 10.82 10.06 10.49

4 5 12.7 13.97 12.76 13.06 11.74 12.09
6 14.15 15.24 13.44 13.05 13.36 12.84
7 15.77 16.76 16.24 15.09 14.44 15.74
8 18.78 18.08 18.23 17.35 15.96 19.54

1 5.65 4.86 4.85 4.73 5.56 6.89
2 9.42 8.94 7.71 7.87 9.16 9.12
3 10.04 10.38 9.17 9.68 10.76 11.18
4 11.97 11.46 10.49 10.55 9.43 11.49

6 5 12.97 12.5 12.1 10.84 11.27 11.13
6 14.03 14.17 14.21 14.52 12.23 10.55
7 15.71 15.82 16.0 14.01 12.42 11.81
8 17.46 16.81 18.23 16.24 20.43 15.6
1 5.85 5.11 5.23 4.59 4.85 5.52
2 8.62 9.54 7.18 6.82 6.21 7.16
3 10.03 10.29 9.71 10.32 7.3 7.58
4 11.89 11.06 10.63 11.71 6.71 7.63

8 5 11.62 14.9 12.2 11.26 10.79 8.71
6 14.37 14.39 13.84 12.03 12.55 15.48
7 15.46 14.63 15.3 18.41 6.22 9.3
8 17.88 15.46 17.13 15.17 7.88 6.35

1 5.61 5.02 5.09 5.46 5.06 5.41
2 9.74 14.0 7.73 7.03 6.59 7.16
3 9.66 10.88 9.44 9.96 7.35 8.11
4 10.67 11.78 12.35 10.19 7.99 11.23

10 5 12.6 14.67 13.81 10.96 12.42 12.07
6 13.11 13.78 13.58 10.96 9.72 16.83
7 14.43 15.57 14.47 13.0 16.32 11.52
8 15.05 16.14 17.25 16.15 8.81 4.82

1 5.28 7.33 5.74 5.59 5.42 5.66
2 7.84 10.03 8.77 8.48 5.61 9.4
3 10.2 11.14 10.36 10.66 9.13 8.96
4 9.56 13.64 12.02 9.71 11.11 11.14

12 5 9.92 13.13 12.01 11.98 13.51 14.32
6 11.69 13.66 12.17 10.89 13.35 18.05
7 17.06 17.13 15.76 12.62 16.6 27.02
8 14.25 14.22 16.95 18.39 12.83 23.63

1 5.69 5.71 5.5 6.13 4.31 6.31
2 8.89 12.5 8.65 7.99 10.84 10.35
3 11.3 11.88 8.86 9.06 12.64 14.12
4 11.25 12.83 11.89 9.26 14.58 13.7

14 5 14.51 10.34 12.58 10.59 13.47 15.48
6 11.35 14.93 9.6 10.02 13.37 13.88
7 15.73 14.47 12.37 12.4 14.09 15.97
8 15.77 11.62 13.67 13.47 16.4 30.38

By inputting other variables that have a significant correlation with the steel produc-
tion variables, it was found that these and their derivatives can have an impact on the
predicted values.

The results also show that the size of the historical sliding window is important,
but larger windows are not always better than smaller windows. A window of 10 samples
offers some of the best results when the convolution layer is used, for the LSTM and GRU
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models. The convolutional layer seems to offer some stability in the LSTM and GRU models
for midterm predictions, when historical windows of 10–12 samples are used.

6. Conclusions

Production management is the process or activity by which resources flow within a
defined system, and are grouped and transformed in a controlled manner to add value,
according to the policies defined by a company.

As presented in the literature review, steel plays an active role in human activities.
Figure 7 shows the amount of steel produced annually around the world. Because steel is a
finite and important natural resource, monitoring it is a key strategic issue for companies
and others; hence the importance of forecasting so that decisions can be made in advance.

A reliable forecasting method can be a key asset to anticipate good and bad periods,
giving the management opportunity to react and take measures in time and possibly
avoid losses.

The present paper demonstrates the behavior of different predictive models, particu-
larly the combination of convolutional layers for the MLP, LSTM, and GRU. The results
show that each model presents a particularity regarding the delay windows and the ad-
vance windows.

Table 4 shows that for the delay window equal to 4 and 12 the MLP model shows
better accuracy. For the delay window equal to 6 and 8, it is the CNNMLP model that
shows better accuracy. For the delay window equal to 10, it is the LSTM model that shows
better accuracy, and for the delay window equal to 14, it is the CNNLSTM model that
shows better accuracy.

The results of the encoder–decoder model presented the best result, although it turned
out that these results had a great influence on the input variables of the model. The results
also show that it is possible to improve the model if information is added that correlates
in some way with the variable being predicted. It should also be noted that much of this
information is included in the variables’ derivatives, so differencing can greatly reduce
prediction errors.

Future work includes experiments to combine other dependent variables, such as GDP
growth, to improve predictions, as well as apply the same models to predict the production
of other commodities.
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Nomenclature/Notation

The following abbreviations are used in this manuscript:

AI Artificial Intelligence
ANN Artificial Neural Networks
CNN Convolution Neural Networks
GRU Gated Recurrent Units
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IoT Internet of Things
LSTM Long Short-Term Memory
MLP Multilayer Perceptron Neural Networks
MAPE Mean Absolute Percentage Error
RMSE Root Mean Square Error
RNN Recurrent Neural Networks
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Abstract: The medical alliance has developed rapidly in recent years. This kind of alliance established
by multiple hospitals can alleviate the imbalance of medical resources. We investigate the benefit
of demand sharing between a hospital with large demand (HD ) and another hospital with large
supply (HS). Two hospitals are modeled as queueing systems with finite service rates. Both hospitals
set prices to maximize the revenues by serving their time-sensitive patients. We adopt a cooperative
game theoretic framework to determine when demand sharing is beneficial. We also propose an
optimal allocation of this benefit through a commission fee, which makes the alliance stable. We
find that demand sharing may not be beneficial even if HS has a low capacity utilization. Demand
sharing becomes beneficial for both hospitals only when the idle service capacity of HS exceeds
a threshold, which depends on the potential demand rate of the HS and the unit waiting cost of
hospitals. Furthermore, if the idle service capacity of HS is smaller than another threshold, which
depends on the potential demand of the two hospitals and the service capacity of HD, then the benefit
of demand sharing will be independent of the service capacity and potential demand of HD. We also
examine the effect of system parameters on revenue gains due to demand sharing.

Keywords: queueing; pricing; demand sharing; cooperative game theory

1. Introduction

The mismatch between supply and demand has been a prevalent problem in the
healthcare system. For example, in some Chinese remote rural areas or new peri-urban
areas, the medical resources for some kinds of illness is poor [1]. In this case, the local
medical service providers are faced with a potential demand that is larger than what it
can handle. Meanwhile, the medical resources in metropolis are plentiful. Due to stiff
competition, these service providers in big city may not attract enough demand.

The imbalance of medical resources makes patients spend too much time waiting
for medical services. Studies have shown that waiting time is one of the main indicators
for evaluating patient satisfaction, which has a great impact on overall satisfaction [2,3].
Song et al. (2019) [4] analyze patients’ willingness to make their first visit to primary care
institutions and shows that the convenience of consultation is the key factor which patients
choose primary care institutions for the first diagnosis. In a hospital survey in Nanjing,
China, waiting time accounted for a higher proportion of the total waiting time for medical
treatment, which affected patient utility [5].

In order to reduce this mismatch, in China, hospitals have combined into a medical
alliance. One example is the cross-regional specialized medical alliance [6] in China.
This alliance aims to integrate medical resources and use telemedicine so that patients
from remote areas can enjoy medical services of a similar quality to those available in
metropolis [7]. In this alliance, rural hospitals can share demand and medical resource
with the hospital located in major cities. In this case, the urban hospital is considered as the
under-demanded service provider. This form is developing very rapidly in China, there
are many medical alliances under construction in Chinese cities (Beijing, Shanghai, Wuhan,
Shenzhen, etc.) [8].
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Forming an alliance is a reasonable strategy for hospitals to solve the imbalance
between supply and demand. Such a strategy would be feasible if the HD shares a part of
its demand with the HS who pays an appropriate commission fee. It is called as demand
sharing strategy, and both HD and HS can benefit from this strategy. Evidently, the HD can
generate extra revenue by collecting the commission fee, and HS can utilize its idle capacity
to serve more patients. It seems that the demand sharing strategy is a win-win thing for
the two hospitals. However, as shown in this study, this intuitive win-win situation can
only occur under some conditions. These conditions are very important for practitioners
considering this demand sharing strategy by forming an alliance of hospitals facing demand
and supply mismatch.

In the cross-regional specialized medical alliance, since each member of the alliance
is decentralized managed, a reasonable method of profit distribution is one of the key
factors to achieve cooperation. Otherwise, the HD may prefer to expand its facilities and
serve more patients, the HS may tends to reduce its investment, and the patients are more
likely to go to the HD because they do not believe in the diagnosis and treatment ability of
HS. The mismatch problem becomes more serious, and enter a virtuous circle. Therefore,
without a reasonable method of profit distribution, it is difficult to achieve cooperation.

This problem also shows in many other service markets due to asymmetric information
or other reasons. Owing to some barriers to market entry (such as exclusive licenses, anti-
competitive subsidization, and tariff protection), a service provider (monopoly) with limited
service capacity in the market can be faced with a potential demand that is larger than what
it can handle.

In this paper, we try to study the alliance, where some participants are often in short
supply, while others are facing an oversupply situation. For example, the demand of
hospitals in remote areas exceeds supply, or the demand of core hospitals of the medical
alliance exceeds supply. HD will transfer part of their demand to HS, which can improve
the efficiency of HS. There are several main research questions to answer; they are as
follows: (1) When does demand sharing benefit both hospitals? (2) With demand sharing,
what are the optimal pricing decisions for both hospitals? (3) How to divide the revenue
gains from the demand sharing alliance between two hospitals?

Two hospitals serve their own stream of delay-sensitive patients in two different
regions. Each service provider is modeled as an M/M/1 queueing system with different
potential Poisson arrival rate and exponential service rate. If the HS participates in this
alliance, then it should serve two classes of patients from two different regions. These two
classes differ in their arrival rates and delay sensitivities. Based on the price and delay
information, each arriving patient in HD is faced with three options—joining the line of HD,
switching to the line of HS, and balking. Patients in Region-2 (or HS region) decide whether
to join the line of HS or balk. The term ‘balk’ means that the patient will not join the system
and leave without service. Patients do not observe the actual queue length at their arrivals.
However, they are informed of the average delay (long-term statistics). We also assume
that the patient type (HS region or HD region) is known to HS upon patients’ arrival, and
different prices can be set for different patient types. All patients are served on a first-come
first-served (FCFS) basis. Both hospitals try to maximize their revenues. The two hospitals
use the pricing mechanisms to control the demand of each stream, and allocate the revenue
gain by the commission fee. If this operation benefit both hospitals, then the HD and HS
will collaborate, and a demand sharing alliance will be established. This study adopts a
cooperative game theoretic framework to model the cooperation between HD and HS.

The major contributions of this study are as follows:

1. we obtain the threshold condition for HS’s idle capacity under which the demand
sharing works.

2. we provide the optimal (or stable) commission fee charged by HD that makes demand
sharing alliance work.

The rest of this paper is organized as follows. Section 2 summarizes related work on
capacity sharing and co-sourcing and compares them with our demand sharing model.
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Section 3 applies a rational queueing framework to model the service process of HD and HS.
Section 4 identifies when demand sharing is beneficial and presents the optimal allocation
of the benefit through commission fees if demand sharing is beneficial. Finally, Section 5
concludes with a summary.

2. Related Literature

Medical alliance is an effective way to alleviate the imbalance of medical resources. We
will first review the relevant literature of the Medical Alliance. Demand sharing is our main
strategy for building a medical alliance, which is the key to improving the uneven supply
and demand. A stream of operation management literature related to our work studies the
advantage of the inter-firm collaboration strategy in dealing with demand fluctuation or
the economies of scope. Therefore, we then review the work on resource pooling, capacity
sharing, co-sourcing, and the on-demand service platform. Another related study area is
service pricing in queueing systems with self-interested customers.

The medical alliance or referral system have been studied in several articles. Li and
Zhang (2015) [9] studied different kinds of contract used in the medical alliance, and
address the problem that how to design a contract to to motivate the service provider to do
their best to serve patients with mild diseases. Chen et al. (2015) [10] used rational queuing
theory to study the capacity planning problem in the referral system. In this paper, we also
study the medical alliance, but we focus on the analysis of the benefit allocation mechanism
of the demand sharing alliance.

Several papers studied resource pooling and cost sharing among queueing systems.
Anily and Haviv (2010) [11] use a cooperative game to study the cost allocation mechanism
in the case, wherein a number of servers pool their capacity and customer streams into
a single M/M/1 system, and show that the game possesses non-empty cores. Yu et al.
(2015) [12] adopted a queueing model and cooperative game to identify settings wherein
several firms investing and sharing with one facility can improve the service level and
reduce the cost. Zeng et al. (2017) [13] formulate a cooperative game to study the capacity
transfer among several M/M/1 systems or M/M/s systems, and propose cost-sharing rules
that are at the core of the corresponding game. Anily and Haviv (2017) [14] study the line-
balancing in a parallel M/M/1 system and M/M/1/1 system with a cooperative game and
show that the core is non-empty. These aforementioned studies assume that the demand is
exogenous and can be routed or pooled among all lines without considering customers’
interest. Contrarily, our study assumes that the demand is endogenous—customers are
treated as players in the game.

Concerning co-sourcing, it occurs when a firm outsources part of its service to another
firm for strategic (customer segmentation) or operational (demand uncertainty) reasons [15].
Aksin et al. (2008) [16] analyzed the optimal capacity and pricing decisions in call center
settings under each contract type when a firm adopted outsourcing. Lee et al. (2012) [17]
studied how to outsource one level of a two-level service process, wherein the first level
diagnoses the request’s complexity. Their studies focused on the problem of coordinating
the service providers serving heterogeneous customers. It must be noted that the firm that
outsources has complete control over the product price (or owns the demand). Contrarily,
in a demand sharing alliance, the HS can set its price and decide how much demand it
needs to serve.

To deal with demand fluctuation, a stream of literature studies the capacity sharing
between firms who compete on price. Li and Zhang (2015) [9] studied the benefit of capacity
sharing in shipping industries. They compared the capacity reservation model, wherein
shipping forwarders are allowed to reserve shipping capacity before the demand is realized
and have an option to trade capacity after the demand is realized, with the passive capacity
sharing model, wherein shipping forwarders only have an option to trade capacity after the
demand is realized. They found that capacity reservation model helps the carrier firm to
squeeze more profits out of the shipping forwarders. Guo and Wu (2016) [18] studied capac-
ity sharing between two firms that engage in price competition under ex-ante and ex-post
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capacity sharing price schemes. They found that the equilibrium outcome under ex-ante
contracting was more sensitive to variations in market parameters than ex-post contracting.
Cetinkaya et al. (2012) [19] studied the capacity collaboration under the scenario wherein
two firms build capacity before the demand is realized and make production decisions after
they receive a demand signal. These works used a traditional demand function capturing
the relationship between demand and price without considering the customer delay cost.
Customer delay cost is a fundamental factor in modeling service demand. Contrarily, our
study examines demand sharing in service industries where demand depends on both
price and delay cost.

Our study is also related to some studies focusing on the on-demand service platforms,
such as Uber and DiDi. Tang et al. (2016) and Taylor (2016) [20,21] studied how to set the
wage for part-time employees and the price for delay sensitive customers to match the
demand with the supply. In our study, the HS is an independent firm with its own demand
rather than being the firm that plays the role of part-time employees of an HD. The HS
makes its decision based on its own demand and capacity.

Finally, the current study is related to a research stream on pricing for queueing sys-
tems with self-interested customers, which is started by [22,23]. See [24–26] for an excellent
review. Note that we focus on the static pricing policy in this paper since the dynamic
price changes may not allowed in many industries. Chen and Frank (2004) [27] studied
monopoly pricing an unobservable queue with homogeneous customers with joining and
balking options. Chen and Wan (2003) [28] studied simultaneous price competition between
two firms in a market with homogeneous customers. Our model is closely related to that of
the model by [29], which investigated the service provider’s optimal pricing service for two
types of customers who cannot observe the queue length. The pricing policy prescribes
different prices for different types of customers. Suk and Wang (2020) [30] consider a tan-
dem queueing system with price sensitive but delay insensitive heterogeneous customers,
and study static pricing policy and dynamic pricing policy. In this study, we study the
pricing problem under the cooperation between HD and HS, which form a parallel-server
queueing system.

3. Model Formulation

3.1. Two Hospitals with Unbalanced Congestion

First, we describe the mismatch between supply and demand of two hospitals based
on a rational queueing framework. We consider two independent hospitals; each hospital
has a M/M/1 queueing system with processing rate μi, i = {1, 2}. Their potential patient
arrival rate is Λi. Patients must wait when the doctor is busy. Patient’s delay cost is
proportional to the system delay. The cost of stay per unit time is denoted by ci. Each
arriving patient must decide whether to request for the medical service (joining) or not
(balking). Patients have a reserved value for each service, which is denoted by Vi. The
utility function of patients is formulated as Ui = Vi − ciwi − pi, where wi is the average
sojourn time and pi is the price. We assume that customers can make decision based on
the long-term average sojourn time and system parameters such as stay cost per unit time.
In several practical situations, the average stay time is available public information. For
instance, in Canada [31] or Hong Kong [32], the average stay time for some non-emergent
medical service in public hospitals is posted on the website. A patient purchases the service
if the patient’s net surplus is positive, that is, Ui ≥ 0. The effective arrival rate, which
represents the patient arrivals with purchase, is denoted by λi. The revenue function of the
two independent hospitals can be written as π0

i = piλi. We assume that the service capacity
is fixed and its investment is sunk cost. Previous literature [27] provides the optimal pricing
strategy of a monopoly firm via queueing modeling as follows,

1. if Λi ≥ μi −
√

ciμi/Vi, then the optimal price is p∗i = Vi −
√

ciVi/μi, the optimal
effective arrival rate is λ∗

i = μi −
√

ciμi/Vi, and the corresponding optimal revenue
is π0

i = (
√

V1μ1 −√
c1)

2.
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2. if Λi < μi −
√

ciμi/Vi, then the optimal price is p∗i = Vi − ci/(μi − Λi), the optimal
effective arrival rate is λ∗

i = Λi, and the corresponding optimal revenue is π0
i =

Λ2[V2 − c2/(μ2 − Λ2)].

This optimal price need to balance the trade off between the revenue from a patient and the
externality caused by this patient.

The hospital HD, indexed by i = 1,which is a large general hospital, attracts a demand
which is too large to be met in China because of the medical habits of Chinese patients,
the distrust of patients in the treatment capacity of small hospitals, and poor doctors in
small hospitals, etc. We define this large demand scenario as the case where the potential
patient arrival rate is larger than the effective arrival rate under the optimal pricing strategy,
i.e., μ1 −

√
c1μ1/V1 < Λ1. Accordingly, we make the following assumption for the HD.

Assumption 1. HD is characterized by a limited service rate that satisfies μ0
1 < μ1 < μ1

1, where

μ0
1 and μ1

1 are defined as μ0
1 = c1

V1
; and μ1

1 = Λ1 +
c1

2V1
+

√
c2

1
4V2

1
+ c1Λ1

V1
.

In Assumption 1, the condition μ1 < μ1
1 is equivalent to μ1 −

√
c1μ1/V1 < Λ1. The

other condition μ0
1 < μ1 is equivalent to V1 − c1/μ1 > 0, which ensures that the HD can

attract at least one patient. Accordingly, we can get the optimal revenue of HD when it
operates independently, that is π0

1 = (
√

V1μ1 −√
c1)

2.
The hospital HS, indexed by i = 2, which is a community hospital, cannot attract

patients due to its lack of medicine and poor doctors. However, it can provide alternative
services for common diseases as that of the HD. Given the market segmentation, since the
coverage of medical insurance is only local or the distance between regions is relatively
long, the HS cannot directly serve patients in the HD’s region (region-1). One case that
satisfies the above two types of hospitals is the medical alliance constructed between
hospitals in remote areas and specialized hospitals in big cities, such as the “Wu Jieping
Urological Medical Center”. In this kind of alliance, hospitals in remote areas are hospitals
HD, since the medical resources in their areas are poor, which makes it difficult to treat
some intractable diseases. On the other hand, specialized hospitals in big cities are hospital
HS due to the sufficient medical resources in the large cities and the fiercer competition
among hospitals. Moreover, due to geographical restrictions, the two hospitals can be
considered to be in two separate markets.

The hospital HS is faced with a small potential demand due to its lack of medicine and
poor doctors, such as it is a new hospital. Similarly, we make the following assumption to
define this under-utilized scenario.

Assumption 2. HS is characterized by a large service rate that satisfies μ2 > μ0
2, where μ0

2 is

defined as μ0
2 = Λ2 +

c2
2V2

+

√
c2

2
4V2

2
+ c2Λ2

V2
.

In Assumption 2, the condition μ2 > μ0
2 is equivalent to μ2 −

√
c2μ2/V2 > Λ2; it

means that the HS is faced with the potential demand that is smaller than the demand
level under the optimal policy. HS’s optimal revenue, when it operates independently, is
π0

2 = Λ2[V2 − c2/(μ2 − Λ2)]. It is increased in the potential arrival rate Λ2.
Note that the above two scenarios are defined based on their own region characteristics

and optimal pricing strategy. We do not give assumption for the relationship between the
congestion of two hospitals. Thus, the congestion of the under-utilized HS is possibly more
heavy than the over-demanded HD.

3.2. Demand Sharing between Two Hospitals

We can see that both HD and HS are faced with a mismatch between supply and
demand. It seems that it is beneficial for both hospitals if the HD shares a part of its patients
with the HS. We consider one type of patients sharing alliance between the two hospitals,
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wherein the HD adds an alternative for its patients that they can opt to use HS’s service, as
shown in Figure 1. The price of this option p12 is different from the original price of HD’s
service p1. If a patient opts this alternative and purchases HS’s service, then the HD can get
a commission fee s from this transaction.

Region-1: Λ1, c1

Region-2: Λ2, c2

V1, w1, p1

V2, w2, p2

μ1

μ2

λ1

λ12, p12

λ2

Balk

Balk

HD

HS

Figure 1. Graphic representation of the system configuration.

In this alliance, HS is faced with two classes of patients. Two classes are completely
differentiated and observed by the HS upon their arrivals. HS can control the arrival rate of
the two streams by pricing. We assume that all patients are served on a FCFS basis. Thus,
the expected waiting times postulated by the two classes are the same. We also assume
that the patients from HD are more impatient than those from Region-2, that is, c1 ≥ c2.
We make this assumption due to two main reasons. First, if c1 ≥ c2, then it will be more
profitable for HS to serve patients from Region-2 under the same waiting time. As a result,
the balking patient must belong to Market-1, if it exists, which is more appropriate for most
scenarios. Second, if we make an opposite assumption, that is, c1 < c2, then the balking
patient must belong to Region-2, if it exists. This would produce similar results because the
HS’s trade-off between revenue gain from higher utilization and revenue loss due to the
externality of new patients would still hold.

We now describe the interaction between hospitals and patients in this alliance. Two
hospitals need to make pricing decisions. HD decides the price of its service p1 and the
commission fee s. HS decides its price for Region-2 p2 and the price for patients switching
from HD p12.

Given the prices, each arriving patient in HD is faced with three options—joining the
queue of HD, switching to the queue of HS, and balking. Patients must choose one option
with the largest net surplus. Concerning patients in Region-2, they join the queue of HS if
the patient’s net surplus is positive. In equilibrium, a patient should be indifferent between
either alternative. Hence, two classes of patient’s decentralized decision behavior for a
given pricing strategy results in the following relations:⎧⎪⎪⎨

⎪⎪⎩
V1 − p1 − c1

μ1−λ1
= V2 − p12 − c1

μ2−λ12−λ2
≥ 0,

V2 − p2 − c2
μ2−λ12−λ2

≥ 0,

λ1 + λ12 ≤ Λ1,

(1)

wherein λ12 represents the arrival rate of patients that switch from HD to HS.
Both HD and HS attempt to maximize their revenues by pricing their services. The

HD utilizes the price p1 and commission fee s to control the demand served by itself, λ1,
and the part shared with the HS, λ12. Hence, the HD’s optimization problem is as follows:

max
p1,s

π1(p1, s) = p1λ1 + sλ12. (2)

Given that each patient type is known upon arrival, the HS can set different prices for
different classes of patients. There exists a trade-off between making extra revenue and
increasing the delay of patients by serving more patients that switch from the HD. The
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HD employs two prices—p2 and p12—to balance the two types of demands. The HS’s
optimization problem is as follows:

max
p2,p0

12

π2(p2, p0
12) = p2λ2 + p0

12λ12, (3)

where p0
12 = p12 − s.

4. Analysis

A medical alliance can be reached by the pricing mechanisms that provides adequate
incentives. First, we must identify the setting under which collaboration is essential. We
solve the optimal pricing problem for the medical alliance. Subsequently, we compare
the optimal revenue of the medical alliance with the total optimal revenues of the two
independently operating hospitals. Collaboration becomes beneficial only when the former
is greater than the latter. If demand sharing is feasible, then we can formulate a two-players
cooperative game to characterize the bargaining processes for HD and HS and to determine
the optimal allocation of the extra benefit due to demand sharing through commission fees.

4.1. Total Benefit of Demand Sharing

We first analyze the medical alliance that generates the maximum benefit possible
from demand sharing. The objective is to maximize the total revenue with three optimal
prices (i.e., p1, p2, p12) as follows.

πc(p1, p2, p12) = p1λ1 + p12λ12 + p2λ2. (4)

In (4), we can see that the direct benefit of demand sharing is p12λ12, since, otherwise,
this part of patients cannot get service. However, the waiting time will increase if HS would
serve more patients; this may drive the HS to set a lower price to compensate its own
patients (from Region-2) for the extra delay. This may cause a revenue reduction (lower p2)
in the Market-2. Hence, whether demand sharing can raise total revenue depends on HS’s
market characteristics. Proposition 1 specifies a lower threshold for the HS service rate,
which provides the condition for revenue gain via demand sharing. Proofs of propositions
and corollaries are in the Appendixes A and B.

Proposition 1. There exists a threshold

μ2 = Λ2 +
c1

2V2
+

√
c2

1
4V2

2
+

c2Λ2

V2
, (5)

such that if and only if μ2 > μ2, then the medical alliance via demand sharing will result in a
revenue gain compared to the independent hospitals without demand sharing.

Proposition 1 shows that even if the HS has some idle capacity, the demand sharing
may not be necessarily beneficial. For the demand sharing to be feasible, the HS’s idle
capacity(service rate) must exceed a threshold, that is, μ2 > μ2. The threshold μ2 implies a
condition as per which the HS’s revenue loss, as a result of lowering the price p2 for its region,
must be equal to its revenue gain, as a result of serving more patients from the HD’s region.

Given μ2 > μ2, wherein the demand sharing is beneficial, we derive the optimal
pricing strategy with the medical alliance. Intuitively, with more idle capacity, the HS will
serve more patients who make the switch to increase total revenue. HD can at least share
patient flow with an arrival rate of Λ0

12 = Λ1 − λ0
1, which does not affect its optimal pricing

strategy in Region-1. If HD shares a demand that is larger than Λ0
12, then the demand

sharing may result in a new mismatch between demand and supply. Hence, whether to
share a demand that is larger than Λ0

12 would depend on the trade-off between the revenue
loss caused by the new mismatch and the revenue gain from HS’s higher utilization. An
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extreme case would be if HS has infinite service rate, then it may be optimal for HD to
share all of its demand. The following proposition provides an upper threshold for the HS
service rate that can characterize the optimal strategies if the two hospitals cooperate and
make an alliance.

Proposition 2. There exists a threshold

μ2 = Λ − μ1 +

√
c1μ1

V1
+

c1

2V2
+

√
c2

1
4V2

2
+

c1Λ1 + c2Λ2 − c1μ1 + c1
√

c1μ1/V1

V2
. (6)

If μ2 < μ2 ≤ μ2, then the HD would utilize its own optimal pricing strategy and share its remaining
patients Λ0

12 with the HS; additionally, the HS would serves all the patients from Region-2, that is,
λ∗

2 = Λ2 and accept a part of the demand switching from the HD; which is given as:

λ∗
12 = μ2 − Λ2 −

√
c1μ2 − c1Λ2 + c2Λ2

V2
. (7)

The corresponding total optimal revenue is as follows:

π∗
c = V1μ1 + V2μ2 + 2c1 − 2

√
c1μ1V1 − 2

√
V2(c1μ2 − c1Λ2 + c2Λ2).

Otherwise, that is, μ2 < μ2, under the medical alliance, the HD will share at least Λ0
12 with the HS

and may deviate from its own optimal strategy; the HS will accept all patients shared by HD. Hence,
all patients from both Region-1 and Region-2 will be served by the two hospitals.

Proposition 2 shows the condition, that is, μ2 < μ2 ≤ μ2, that even with demand
sharing and medical alliance, the HD will still hold its optimal strategy and the two
hospitals will be unable to serve all the patients in both the regions. On the other hand,
if μ2 < μ2, then the HS can serve more patients than HD’s remaining demand under its
optimal strategy. In this case, the HD will not implement its own optimal strategy due to
share more patients with the HS. Compared to the independent operations, HD will earn
less revenue by serving its own region. However, this revenue loss will be lesser than the
revenue gain as a result of HS’s higher utilization. In this case, the two hospitals can serve
all patients from the two regions.

The following lemma characterizes the market shares of the two hospitals under the
centralized operation when the HS capacity is sufficiently large.

Lemma 1. Suppose that μ2 < μ2, if there exists an equilibrium for the meidical alliance, then the
corresponding equilibrium effective arrival rate of HD λ∗

1 should be the solution to the equation

(V1 − V2)(μ1 − λ∗
1)

2(μ2 − Λ + λ∗
1)

2 + [c1μ2 − c1Λ2 + c2Λ2](μ1 − λ∗
1)

2

−c1μ1(μ2 − Λ + λ∗
1)

2 = 0, (8)

where Λ = Λ1 + Λ2.
If the two hospitals’ service quality is equal, that is, V1 = V2, then there will be a unique

equilibrium, and the demand shared by HD will be given by

λ∗
12 = Λ1 − μ1 − (μ1 + μ2 − Λ)

c1μ1 −
√

c1μ1(c2Λ2 + c1μ2 − c1Λ2)

c2Λ2 + c1μ2 − c1Λ2 − c1μ1
. (9)

Equation (8) is the necessary condition for equilibrium, which is the first order con-
dition of (4). When the service quality of the two hospitals become equal, they become
different in waiting time and pricing for the patients in Region-1. Lemma 1 gives the
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optimal demand sharing strategy for the medical alliance when V1 = V2. Here, we focus
on the case of V1 = V2, and discuss the case of different service quality later.

Let us use ∇πc to denote the total revenue gain of the medical alliance. It is defined as
the difference between the total revenue of the medical alliance and the sum of revenues of
two independent hospitals, that is, ∇πc = πc − π0

1 − π0
2. We conduct a numerical study

to illustrate the impact of the service rate of the HS, μ2, on the total revenue gain, when
V1 = V2, as shown in Figure 2. We observe that the revenue gain ratio curve can be divided
into three segments. When μ2 < μ2, there is no revenue gain. When μ2 < μ2 ≤ μ2, the
revenue gain is increasing quickly in the service capacity. In this case, we can prove that
the revenue gain is convex increasing in μ2. When μ2 < μ2, the revenue gain is increasing
at a slower rate in μ2.

Figure 2. Total revenue gain ratio is increasing in μ2. (V1 = V2 = 2.5, c1 = 2, μ1 = 10, Λ1 = 12,
c2 = 0.5, Λ2 = 3, α = β = 0.5). Total revenue gain ratio: ∇πc/(π0

1 + π0
2).

Such a behavior can be explained as follows: when μ2 ≤ μ2, two hospitals still cannot
serve the total patients in both the regions. The total revenue gain, as μ2 increases, is mainly
due to serving more patients from the HD region. Therefore, the gain ratio will increase at an
accelerated pace and the demand sharing will not change the HD’s optimal pricing strategy in
its market. However, when μ2 < μ2, the two hospitals can serve all the patients. An increase
in the HS’s capacity will not result in an increase in the demand. Thus, the total revenue gain
is mainly attributed to the improvement of workload balance between the two hospitals in
medical alliance. This result is consistent with the monopoly case by [27], if we consider the
two hospitals in medical alliance with demand sharing.

4.2. Revenue Allocation in the Medical Alliance

Although demand sharing can significantly increase the overall revenue of both
hospitals, in the case of μ2 > μ2, the collaboration can occur only when each hospital can
earn more revenue individually when compared to the independent operation without
demand sharing. Therefore, how to allocate the revenue gain between two hospitals in
such a way that both hospitals have the incentive to collaborate is an important issue. This
section shows that an optimal allocation can be performed by determining an appropriate
commission fee.

We now use a two-player bargaining game to characterize the collaboration between HD
and HS. Bargaining games have been extensively utilized to model the negotiation processes
on prices between sellers and buyers, firm mergers, and acquisitions of small firms. This
research area has been surveyed by [33]. Given that the negotiation over the commission
fee for each switching patients involves HD and HS, we solve the bargaining game between
the HD and the HS by utilizing the cooperative-game solution (also called the generalized
Nash bargaining solution (NBS)) [34]. Our analysis framework can be applied to other types
of bargaining solutions, such as the Kalai–Smorodinsky bargaining solution [35,36]. The
cooperative-game solution can be obtained by solving the following problem:
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maxp1,p2,p0
12,s [π∗

1 (p1, s)− π0
1 ]

α[π∗
2 (p2, p0

12)− π0
2)]

β

s.t. π∗
1 (p1, s)− π0

1 > 0;
π∗

2 (p2, p0
12)− π0

2 > 0.
(10)

The disagreement payoffs for the HD and the HS are their revenues earned when
they operate independently. Let π∗

1 (s) and π∗
2 (p0

12, s) denote the revenues of HD and HS,
respectively, when they cooperate. The parameters α, β > 0, (α + β = 1) represent the
bargaining power of the HD and the HS, respectively. The two constraints require that both
hospitals can make more revenue with demand sharing than without it (or independent
operations). The next lemma gives a method for determining the commission fee that
facilitates demand sharing.

Lemma 2. In the equilibrium, the two hospitals set their optimal prices as a centralized hospital.
The optimal commission fee s∗ can be derived by solving

maxs [π∗
1 (p∗1, s)− π0

1 ]
α[π∗

2 (p∗2, p∗12 − s)− π0
2 ]

β

s.t. π∗
1 (p∗1, s)− π0

1 > 0;
π∗

2 (p∗2, p∗12 − s)− π0
2 > 0,

(11)

where p∗1, p∗2, p∗12 are given in the proofs of the propositions and lemma in Section 4.1.

Subsequently, the revenue π∗
1 , π∗

2 and the optimal commission fee s∗ can be derived
according to Proposition 2 and Lemma 1. For a certain range of the HS’s capacity, the
optimal commission fee can be expressed explicitly as stated in the following proposition.

Proposition 3. For μ2 < μ2 ≤ μ2, in equilibrium, the negotiated commission fee s∗ for each
switching patient is independent of HD’s service capacity μ1 and potential demand Λ1, which is
given as

s∗ = αV2

α + β
[1 −

√
c1

V2(μ2 − Λ2)
+

c2Λ2

V2(μ2 − Λ2)2 ]. (12)

Additionally, the equilibrium commission fee s∗ decreases in c1, c2, Λ2, but increases in V2, μ2.

Under the condition of μ2 < μ2 ≤ μ2, the HD shares a part of patients with the HS,
without experiencing any impact on its optimal pricing strategy for Region-1. Since the HS
now accepts some extra patients from the HD, the expected waiting time becomes longer
than the expected waiting time without demand sharing. This means that the HS must
reduce its price for his original patients in Region-2. Hence, to compensate for this revenue
loss of HS, the commission fee is less than a proportion of the co-payment of the switching
patients, that is, s∗ < αp∗12/(α + β). In addition, we find that this policy of revenue
allocation mainly depends on HS’s region characteristics, its service rate, and switching
patients’ delay sensitivity. Although the result of additional idle HS capacity leading to
higher total revenue gain and commission fee is intuitive, quantifying the HS capacity
range and the optimal commission fee offers medical personnel valuable information.

We present a numerical example in Figure 3 to illustrate the impact of the parameters
of HS, c2, Λ2, μ2, on the revenue gain due to demand sharing. Figure 3 shows the following:
(1) the revenue gain can be significant (e.g., more than 20%) depending on the parameters
(i.e., Λ2 and μ2); (2) the revenue gain is monotonous with respect to c2, Λ2, μ2, it is more
sensitive to the demand level at the HS market.

Unlike the case of μ2 < μ2 ≤ μ2, wherein the HD can share its demand without
affecting its optimal strategy, the case of μ2 < μ2 is more complicated. We can still get the
equilibrium commission fee for this case with V1 = V2. The non-equal service value case
will be discussed later.
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Figure 3. Revenue gain of the collaboration when μ2 < μ2 ≤ μ2. (V = 2.5, c1 = 1, μ1 = 10,
Λ1 = 12, α = β = 0.5, Revenue gain ratio: ∇π = (�π1 +�π2)/(π0

1 + π0
2))

Lemma 3. For V1 = V2 and μ2 < μ2, in equilibrium, the negotiated commission fee s∗ for each
switching patient is

s =
α

α + β
[V2 +

(
√

V1μ1 −√
c1)

2 − V2Λ2

λ∗
12

+
c2Λ2

(μ2 − Λ2)λ∗
12

− c1

μ2 − Λ2 − λ∗
12

+
c1Λ1 − c2Λ2 − c1λ∗

12
(μ2 − Λ2 − λ∗

12)λ
∗
12

],

where λ∗
12 is given in Lemma 1.

Unfortunately, although the closed-form of the equilibrium commission fee is available
for the μ2 < μ2 case with the condition V1 = V2, we cannot get the properties of Proposition 3
analytically. Thus, we conduct a numerical study to investigate the impact of the two regions’
parameters (i.e., c1, c2, Λ1, Λ2, μ1, μ2) on the equilibrium commission fee and revenue gain.
The total revenue gain is equal to (V1 − c1/(μ1 −Λ1 + λ∗

12))(Λ1 − λ∗
12)− (

√
V1μ1 −√

c1)
2 +

s∗λ∗
12, which is actually the revenue from commission s∗λ∗

12 minus the revenue loss in Region-
1 π0

1 − (V1 − c1/(μ1 − Λ1 + λ∗
12))(Λ1 − λ∗

12). The revenue loss is attributed to the fact that
the HD shares more demand than its own optimal pricing strategy.

The impacts of all parameters, except for c1, are similar to the case μ2 < μ2 ≤ μ2. The
total revenue gain, i.e., (V1 − c1/(μ1 − Λ1 + λ∗

12))(Λ1 − λ∗
12)− (

√
V1μ1 −√

c1)
2 + s∗λ∗

12,
is not necessarily monotonous with respect to the unit waiting cost c1. Figure 4 shows
that the revenue from commission fee, that is s∗λ∗

12, is decreasing in the delay sensitivity
of patients in Region-1 c1. This is mainly because, with more delay sensitive patients,
there is an increase in the contribution of the idle capacity of HS toward this alliance,
which reduces HD’s revenue allocating from the medical alliance. However, in Region-1,
the revenue loss, i.e., π0

1 − (V1 − c1/(μ1 − Λ1 + λ∗
12))(Λ1 − λ∗

12), is also decreasing and
concave in c1. The reason is that, with the medical alliance, the revenue from Region-1, i.e.,
(V1 − c1/(μ1 − Λ1 + λ∗

12))(Λ1 − λ∗
12), is less sensitive to patients’ unit waiting cost when

compared to the case without demand sharing, i.e., π0
1. The difference between the two

revenues, that is π0
1 − (V1 − c1/(μ1 − Λ1 + λ∗

12))(Λ1 − λ∗
12), decreases as patients become

more delay sensitive. Finally, the total revenue gain, which is a combination of the trend of
revenue from commission and revenue loss in Region-1, first increases and subsequently
decreases in the delay sensitivity of patients in the Region-1. The total revenue of the
alliance, which is equal to π∗

1 (α + β)/α, has the same trend.
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Figure 4. The impact of c1 when μ2 < μ2. Total revenue gain: π∗
1 − π0

1. Revenue from commission:
s∗λ∗

12. (α = β = 0.5, V1 = V2 = 2.5, c2 = 0.5, μ1 = 10, μ2 = 15, Λ2 = 3, Λ1 = 12.)

Subsequently, we consider the case wherein the service quality of the two hospitals
are different, that is, V1 < V2 or V1 > V2. Equation (8) is the equilibrium condition, which
is the first order condition. It must be noted that closed-form solutions cannot be obtained
since they are roots of a quadratic equation. We conduct a numerical study for the case
with a unique equilibrium, as shown in Figure 5. We try to investigate the impact of the
service quality on the commission fee, the rate of sharing patient flow, the revenue loss in
Region-1, and the total revenue gain. Figure 5 shows that the total revenue gain and the
demand sharing rate λ12 are all decreasing in the HD’s service quality V1. This observation
implies that the HD with a lower service quality has more incentives to share its demand
with the HS, which means the HS can replace the HD to a greater extent. However, the
commission fee is not necessarily monotonous with respect to V1. In fact, the commission
fee is increasing in V1 when V1 < V2, and decreasing in V1 when V1 > V2 (reaching the
maximum at V1 = V2).

Figure 5. The impact of V1 when μ2 < μ2. Total revenue gain: π∗
1 − π0

1. Revenue from commission:
s∗λ∗

12. (α = β = 0.5, V2 = 2.5, c1 = 1, c2 = 0.5, μ1 = 10, μ2 = 15, Λ2 = 3, Λ1 = 12.)

5. Conclusions

In this study, we have analyzed the benefit of demand sharing between an over-
demanded hospital (HD) and an under-demanded hospital (HS). Both hospitals set their
prices to maximize their revenues from serving delay-sensitive patients. We adopted a
cooperative game theoretic framework to characterize the situation where the demand
sharing is beneficial. We also obtain the commission fee, which guarantees that the medical
alliance is stable.

We find that collaboration is not always beneficial even if HS has idle capacity. Demand
sharing becomes beneficial for both HD and HS only when the service rate of HS is larger
than the first threshold (lower one). This threshold depends on the HS’s rate of patient flow
and the patients’ unit waiting cost.
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Furthermore, if the service rate of HS is less than the second threshold (higher one),
which depends on the rate of patient flow of both markets and the HD’s capacity, then the
total revenue gain from demand sharing would be independent of the service rate and
potential demand of the HD.

We also showed the effects of the two hospitals’ parameters on the revenue gains from
demand sharing. Results show that the medical alliance can be more beneficial with less
delay sensitive (or more patient) patients in the moderate service rate case (the HS’s service
rate is less than the second threshold). However, if the HS’s service rate exceeds the second
(higher) threshold, then the revenue gains may not be necessarily monotonic with respect
to the unit waiting costs of both regions. These insights can help service hospitals to form
and manage medical alliances.

Our study assumes that patients of each region are homogeneous. However, it would
also be interesting to consider the heterogeneity of the patients in each market.
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Appendix A. Proof for Proposition 1, Proposition 2 and Lemma 1

According to the Theorem 1 of [29], facing two classes of patients, which are character-
ized by c1 > c2, the optimal pricing and admission control policy for HS is that the lower
delay cost enters first, followed by, possibly, part of the other class. It means that HS should
first accept patients only from Market-2 and continue doing this until the class is captured;
subsequently, if there is sufficient service capacity, then HS should accept patients from
Market-1 until it captures the whole sharing demand from Market-1. HS uses different
prices to control two streams of demand. However, if HS accepts two types of patients, all
patients are faced with the same waiting time in the queue.

Proof. The optimal problem is to maximize the total revenues shown in Equation (4) under
the equilibrium constraints of the patient behavior, which is defined in Equation (1). Before
further analysis, let us discuss HS’s optimal problem, which is given as follows,

max
p2,p12

π2(p2, p12) = p12λ12 + p2λ2. (A1)

According to Theorem 1 of [29], given the potential sharing demand rate Λ12, the
optimal solution of the problem defined in Equation (A1) satisfies the following:

1. Suppose that μ0
2 < μ2 ≤ μ2, then the optimal pricing strategy is as follows:

p∗2 = V2 −
√

c2

μ2 − Λ2
, p∗12 > V2 −

√
c1

μ2 − Λ2
.

Additionally, the corresponding actual demand rates are as follows:

λ∗
2 = Λ2, λ∗

12 = 0.

2. Suppose that μ2 < μ2 ≤ μ′
2 = Λ2 + Λ12 +

c1
2V2

+

√
c2

1
4V2

2
+ c2Λ2+c1Λ12

V2
, then the optimal

prices satisfy the following:

p∗2 = V2 − c2

√
V2

c1μ2 − c1Λ2 + c2Λ2
, p∗12 = V2 − c1

√
V2

c1μ2 − c1Λ2 + c2Λ2
.
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Additionally, the corresponding actual demand rates are as follows:

λ∗
2 = Λ2, λ∗

12 = μ2 − Λ2 −
√

c1μ2 − c1Λ2 + c2Λ2

V2
.

3. Suppose that μ′
2 < μ2, then the optimal prices satisfy the following:

p∗2 = V2 − c2

μ2 − Λ2 − Λ12
, p∗12 = V2 − c1

μ2 − Λ2 − Λ12
.

Additionally, the corresponding actual demand rates are as follows:

λ∗
2 = Λ2, λ∗

12 = Λ12.

Subsequently, let us analyze HD’s optimal problem, which is given as follows,

max
p1

π1(p1) = p1λ1. (A2)

We can obtain the optimal strategy of HD based on the monopolistic pricing results of [27],
which is given as follows,

1. Suppose that Λ1 ≥ μ1 −
√

c1μ1
V1

, then the optimal pricing strategy is p∗1 = V1 −
√

c1V1
μ1

.

Additionally, the corresponding actual demand rate is λ∗
1 = μ1 −

√
c1μ1
V1

.

2. Suppose that Λ1 < μ1 −
√

c1μ1
V1

, then the optimal price is p∗1 = V1 − c1
μ1−Λ1

. Addition-
ally, the corresponding actual demand rate is λ∗

1 = Λ1.

Here, we analyze the centralized optimal problem shown in Equation (4). Since the
threshold μ2 does not depend on the HD’s decision, and the optimal strategy of the HS
is to capture the demand of Market-2 only when μ0

2 < μ2 ≤ μ2, the two hospitals are
independent. Two hospitals independently operate as a monopolist. Hence, in this case,
centralized operation will not result in a revenue gain.

However, if μ2 > μ2, then HS can raise its revenue by continuing to accept a part of
the sharing demand. Hence, we prove the Proposition 1.

In addition, we find that if μ2 ≤ μ′
2, the real sharing demand accepted by HS would

satisfy λ∗
12 < Λ12. Hence, if Λ12 ≤ Λ1 − μ1 +

√
c1μ1
V1

, which results in the condition μ2 ≤ μ2,
then the two hospitals can independently obtain their own optimal strategy. Hence, we get
the first part of Proposition 2.

As the service capacity of the HS increases, that is, μ′
2 < μ2, HS adopts the optimal

strategy to capture both the streams of demand Λ1, Λ12. Hence, in the case μ2 > μ2, no
patient would balk from the two hospitals. The demand shared by HD will be at least

Λ0
12 = Λ1 − μ1 +

√
c1μ1
V1

. Hence, we prove the second part of Proposition 2.
Subsequently, let us prove Lemma 1. In this case, two hospitals cannot independently

obtain their own optimal strategy anymore. The centralized operation must facilitate a
trade-off between the marginal revenue of HD and HS. Subsequently, the optimal problem
would change into

max
p2,p12,p1

πc(p1, p2, p12) = p1λ1 + p12λ12 + p2λ2, s.t. λ1 + λ12 = Λ1.

In this scenario, if we increase the potential demand rate of the switching patients Λ12,
then the optimal revenue of HD would decrease, but the revenue of HS would increase.
Subsequently, the optimal problem can be written as follows:
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max
p2,p12,p1

πc(p1, p2, p12) = (V1 − c1

μ1 − λ1
)λ1 + (V2 − c1

μ2 − Λ2 − Λ12
)(Λ1 − λ1)

+(V2 − c2

μ2 − Λ2 − Λ12
)Λ2.

According to the first order condition of this problem, we have,

(V1 − V2)(μ1 − λ1)
2(μ2 − Λ + λ1)

2 + [c1μ2 − c1Λ2 + c2Λ2](μ1 − λ1)
2

−c1μ1(μ2 − Λ + λ1)
2 = 0.

Hence, if we assume V1 = V2, then we will have

λ∗
12 = Λ1 − μ1 − (μ1 + μ2 − Λ)

c1μ1 −
√

c1μ1(c2Λ2 + c1μ2 − c1Λ2)

c2Λ2 + c1μ2 − c1Λ2 − c1μ1
.

Hence, we have the optimal strategy defined in Lemma 1.

Appendix B. Proof for Lemma 2, Proposition 3 and Lemma 3

Proof. To determine the NBS, we solve the optimization problem defined in Equation (10).
We first determine the optimal commission fee, s∗, for the given pricing p∗1, p∗2, p∗12. Sub-
sequently, we solve for the optimal pricing. For the given p∗1, p∗2, p∗12, it can be shown that
Equation (10) is strictly concave in s, and hence the optimal commission fee s∗ is unique. To
solve for s∗, we first write the KKT conditions. Let ν1 and ν2 be the Lagrangian multipliers.
Subsequently, the KKT conditions are as follows:

λ12[p2λ2 + p12λ12 − p1λ1 − 2sλ12 + (
√

Vμ1 −
√

c1)
2

−Λ2(V − c2

μ2 − Λ2
) + ν1 − ν2] = 0;

ν1[π
∗
1 (p1, s)− (

√
Vμ1 −

√
c1)

2] = 0;

ν2[π
∗
2 (p2, p0

12)− Λ2(V − c2

μ2 − Λ2
)] = 0;

ν1, ν2 ≥ 0.

From the KKT condition, we obtain

s∗ =
p2λ2 + p12λ12 − p1λ1 + (

√
Vμ1 −√

c1)
2 − Λ2(V − c2

μ2−Λ2
)

2λ12
. (A3)

To obtain the optimal pricing, we rewrite the Equation (10) by utilizing Equation (A3):

max
p1,p2,p12

[
p1λ1 + p2λ2 + p12λ12 − (

√
Vμ1 −√

c1)
2 − Λ2(V − c2

μ2−Λ2
)

2
]2, (A4)

which is equivalent to the optimization problem defined in Equation (4). Hence, we have
Lemma 2.

Suppose that μ2 < μ2 ≤ μ2, according to Proposition 2, the optimal problem defined
in Equation (10) can be rewritten as follows:

max
s

(sλ∗
12)

α[p∗2Λ2 + (p∗12 − s)λ∗
12 − Λ2(V2 − c2

μ2 − Λ2
)]β (A5)
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Given the first order condition, we have the following:

s =
α

α + β
p∗12 +

α[p∗2Λ2 − V2Λ2 + c2Λ2/(μ2 − Λ2)]

(α + β)λ∗
12

=
α

α + β
[V2 − c1w∗ − c2Λ2w∗

μ2 − Λ2
].

where the optimal waiting time is given as follows:

w∗ = 1
μ2 − Λ2 − λ∗

12
=

√
V2

c1(μ2 − Λ2) + c2Λ2

Hence, in this case, the equilibrium commission fee is

s∗ = αV2

α + β
[1 −

√
c1

V2(μ2 − Λ2)
+

c2Λ2

V2(μ2 − Λ2)2 ].

With the above commission given and optimal prices given in Proposition 2, the corre-
sponding gains of optimal revenues from demand sharing can be calculated.

Suppose that μ2 < μ2, the optimal problem defined in Equation (10) can be rewritten
as follows:

max
s

[p∗1λ∗
1 + sλ∗

12 − (
√

V2μ1 −
√

c1)
2]α[p∗2Λ2 + (p∗12 − s)λ∗

12 − Λ2(V2 − c2

μ2 − Λ2
)]β

Given the first order condition, we have the following:

s =
α

α + β
p∗12 +

α[p∗2Λ2 − p∗1λ∗
1 + (

√
V1μ1 −√

c1)
2 − V2Λ2 + c2Λ2/(μ2 − Λ2)]

(α + β)λ∗
12

,

which is equivalent to

s =
α

α + β
[V2 +

(
√

V1μ1 −√
c1)

2 − V2Λ2 + c2Λ2/(μ2 − Λ2)

λ∗
12

− c1

μ2 − Λ2 − λ∗
12

+
c1Λ1 − c2Λ2 − c1λ∗

12
(μ2 − Λ2 − λ∗

12)λ
∗
12

].
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Abstract: Counterfeit medicine is still a crucial problem for healthcare systems, having a huge impact
in worldwide health and economy. Medicine packages can be traced from the moment of their
production until they are delivered to the costumers through the use of Data Matrix codes, unique
identifiers that can validate their authenticity. Currently, many practitioners at hospital pharmacies
have to manually scan such codes one by one, a very repetitive and burdensome task. In this paper,
a system which can simultaneously scan multiple Data Matrix codes and autonomously introduce
them into an authentication database is proposed for the Hospital Pharmacy of the Centro Hospitalar
de Vila Nova de Gaia/Espinho, E.P.E. Relevant features are its low cost and its seamless integration
in their infrastructure. The results of the experiments were encouraging, and with upgrades such as
real-time feedback of the code’s validation and increased robustness of the hardware system, it is
expected that the system can be used as a real support to the pharmacists.

Keywords: data matrix; codes scan; pharmaceutical industry; traceability

1. Introduction

Healthcare systems continuously seek for innovative treatments to overcome the
unmet health needs as well as the unforeseeable issues, such as COVID-19, that appear
without prediction. Medicines are becoming more crucial in the global health coverage
and, due to the high complexity and cost of their development and manufacturing, the
pharmaceutical price is increasing, which is reflected in the life quality of the end user [1,2].
According to the World Health Organization (WHO), the counterfeit medicines are prob-
lematic, which is evidenced by their entry in the pharmaceutical supply chain, has been
negatively affecting the worldwide health. In low and middle income countries, in the time
period between 2007 and 2016, approximately 10.5% of the pharmaceutical products were
substandard or falsified [3]. Worldwide, between 2013 and 2017, 42% of all the reported
counterfeit medicines were from Africa whilst 21% were from America and 21% from
Europe [4]. The accounting firm PwC states that 1–30% of drugs in circulation are fake and
a high number of people die annually from toxic counterfeit pharmaceuticals [5]. Actually,
in 2015, a study related with substandard drugs to fight the malaria in sub-Saharan Africa
estimated more than 122,000 deaths per year of children under the age of five [6]. The
profitable business associated with a large number of stakeholders belonging to the distri-
bution network (illustrated in Figure 1) increases the difficulty of controlling the market of
fraudulently mislabeled medicines [7].
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Figure 1. Product flow schematic. Adapted from [8].

The legislation applied in the Directive 2011/62/EU of the European Parliament and of
the Council, and by the Commission Delegated Regulation (EU) 2016/161, looks forward to
eradicate the counterfeit medicines by implementing a unique identifier which guarantees
medication packaging authenticity. The regulation is set for the usage of a two-dimensional
(2D) barcode—a machine-readable Data Matrix, which follows the format defined by the
International Organization for Standardisation/International Electrotechnical Commission
standard (‘ISO/IEC’) 16022:2006 [8–10]. The National Medicine Verification Organization is
the entity which allows the trace of medicine from the production to the patient, ensuring
its integrity [11], and holds the national repository where the data of the medicine packages
circulating in the Portuguese territory resides. The national stakeholders will establish a
connection with the repository to perform the verification and deactivation operations of
the unique identifier of the Data Matrix. To evaluate the authenticity of the medicine, a
comparison is performed between the information in the unique identifier registered by
the entity responsible for uploading data to the European Medicines Verification System
and the one in the medicine package [12]. This procedure is required in Portugal since the
9th of February 2019, according to the Decree-Law n.º 128/2013 [13].

Regarding the supply chain, at the pharmacy level, the medicine products are com-
monly packaged in three different levels: tertiary for logistics purposes (from the wholesaler
to the pharmacy), secondary for inventory (performed within the pharmacy) and primary
level, where the operator has direct contact with the product (e.g., vials or pills) as illus-
trated in Figure 2. The medicines can be traced through a bar-code which identifies the
product when electronically scanned [14]. To ensure the interoperability of the pharma-
ceutical products verification repositories, it is mandatory to adopt a harmonized coding
approach. The GS1 (Global Standards One) Data Matrix is embraced as the recommended
standard, consisting in a unique identifier (product code—Global Trade Item Number
(GTIN), serial number, batch number, expire date and, if required, the national registration
number) and an anti-tampering device [15].
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Figure 2. Packaging levels schematic. Adapted from [16].

There are actually several mathematical approaches to detect matrix-type markers,
such as [17,18]. Some of the approaches are based on deep learning theory to solve the
problem of barcode detection [19]. These algorithms are useful to detect the required
patterns in image. The description of the markers generation can be found in [20].

Currently, some commercial solutions can achieve pharmaceutical product traceabil-
ity through the Data Matrix reading. Funcode technology developed a QR Code/Data
Matrix (2D Barcode) reader whose features comprise the scanning, with a Raspberry Pi,
of tiny, moving and multiple barcodes using multiple cameras. The algorithm is robust
to conditions such as non-uniform lighting or blurred and distorted codes. Its main ap-
plications include industrial automation, pharmaceutical products and consumer goods
labels, intelligent logistics center, package tracking, automated tracking of product, among
others [21]. Scandit presents a mobile barcode scanning application robust to different 1D
or 2D symbologies such as Data Matrix. MatrixScan allows to locate, track and decode
multiple barcodes, while displaying feedback in the device’s screen as an Augmented
Reality-overlay, to identify which have already been scanned. The software is able to
handle barcodes in challenging conditions such as glare and metal reflections, low light
and shadows, damaged, torn, and blurry barcodes, or skewed angles. Some applications
in the healthcare sector emcompass shelf management, search-and-find packages, patient
verification and medication tracking [22]. In the pharmaceutical/medical industry, Cognex
resorts to image-based fixed-mount barcode readers (including Data Matrix symbology)
to ensure the simultaneous track-and-trace of multiple medical devices on high-speed
production lines, multiples sides, and even extreme angles. The algorithm is able to effi-
ciently scan blurred, damaged or low contrast barcodes. Additional applications include
the automation of inspection and distribution of primary (e.g., vials or pre-filled syringes)
and secondary (e.g., vaccine boxes) packages. Cognex supplies guidance to other markets
such as logistics, life sciences and aerospace [23].

To the best of the authors’ knowledge, there is still not a established solution to be
applied at the national hospital pharmacies. In this work, a hospital pharmacy scenario
is focused, more precisely the pharmacy department of the Centro Hospitalar de Vila
Nova de Gaia/Espinho, E.P.E., Portugal, where, on average, more than 27,000 medicine
packages are handled per month. Due to the lack of human resources, the action of having
each medicine be manually validated at the secondary level by an operator by means of
a scanner is burdensome, time-consuming and not the foremost task for the operator. To
prioritize some medicine packages, criteria such as their medical significance or cost might
be applied. Moreover, the aforementioned action is monotonous, tedious, frequent and
highly repetitive, due to the recurrent lifting and transferring of packages, and repeated
hand/wrist motions to place the scan in the correct position and press the button to detect
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the Data Matrix code [24]. The addressed cases are common physical work-related risk
factors that can cause upper limb musculoskeletal disorders to the operator [25], and
therefore should be avoided. To include all the information of medicine products in a
pharmaceutical system, hence enabling their traceability, as well as to contribute to the
operator’s ergonomy, a low cost solution for automating the simultaneous scanning of
multiple medicine packages based on Data Matrix codes is proposed in this work. One
important requirement was that the system should be easily integrated in the infrastructure
of the Hospital Pharmacy.

The remainder of this paper is organized as follows. Section 2 presents the proposed
Methodology addressing the hardware, the system architecture and the Software employed.
Section 3 stresses the experimental results performed in hospital pharmacy facilities. Finally,
Section 4 outlines the work with conclusions, comprising functionalities that may be
interesting to incorporate in the system in the near future.

2. Proposed Methodology

Nowadays, the introduction of medicine packages into the authentication database is
performed through the manual scan of their unique Data matrix, one by one by the user,
becoming a repetitive and time-consuming process. To improve the users’ ergonomy as well
as to redirect them to other tasks, the proposed methodology addresses the simultaneous
and autonomous acquisition of multiple codes. The present system is initiated by the user
that presses a button and, after, the remaining process will automatically be executed. An
image of the working area is acquired and the system can, autonomously, identify, extract
the information of all the Data matrix codes contained in that area, and send it to the
verification system database.

2.1. System Architecture

The structure of the developed system is presented in Figure 3a,b (frontal and bottom-
up views, respectively), comprising a camera to acquire the images as well as a lighting
system, in order to avoid being constrained by shadows or lack of brightness.

(a) (b)

Figure 3. Developed system structure: (a) Frontal view; (b) Bottom-up view.

The acquired image can contain several Data matrix codes restricted by the size of the
work area, which is 200 mm × 200 mm. The structure was assembled using MakerBeam
small aluminum profiles and additive manufacturing (3D printing) parts. The prototype
is a ready-to-go system since it has all the components installed and is also equipped
with a power supply. It only requires to be connected by USB (Universal Serial Bus) to
the computer (in this case study, from the hospital pharmacy) and the electrical grid. An
illustrative image acquired by the camera is presented in Figure 4.
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Figure 4. Acquired image from the camera according to a top-bottom perspective.

The system architecture schematic is presented in Figure 5. The proposed system is
connected to the computer and it will be identified as a keyboard, the same process as the
Data Matrix reader used in the current implementation of the presented case study. The
Pro Micro Arduino board, composed of an ATmega32U4, is configured to be recognized
as a keyboard by the MVO (Medicines Verification System) verification computer. The
identified Data Matrix codes are processed by the Raspberry Pi library libdmtx (https:
//github.com/dmtx/libdmtx, accessed on 25 September 2022) and transferred one by
one through a serial port to the Arduino that further sends it to the computer (using
the defined protocol). The used integrated development environment was Lazarus, into
the raspbian operating system. Moreover, the Arduino board is also used to perform
an Human-Machine Interface (HMI) to the user, by one RGB led, one push-button, and
also to control the lighting system (with 8+8 Watt LED panels). The RGB led allows the
user to infer the state of the system from the LED color, while the push-button is used to
start the acquisition process of a new image containing a Data Matrix, both presented in
Figure 6. Regarding the feedback from the MVO to the computer, the connection has not
been implemented yet.

Figure 5. System architecture schematic. The current process is illustrated by the blue arrows while
the proposed methodology is represented by the black ones. The connection from the MVO to the
computer, in order to give visual feedback on the medicine packages, has not been implemented yet.
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(a) (b)

Figure 6. The start of the process order is made by a pushbutton: (a) green indicates that the system
is available to start a new process; (b) red shows that the system is searching and decoding Data
Matrix code.

The serial port communication between Arduino and Raspberry uses the channel
library developed by the authors that encapsulate several data that will be decoded at the
target. The image is captured with a 12 Megapixels camera connected to the Raspberry
pi camera BUS attached with an 8–50 mm C-Mount Zoom Lens. The illumination system
allows having a lens aperture that enables a depth of field capable of detecting Data Matrix
codes in boxes at a distance of 15–25 cm. The HMI is also composed of a monitor that gives
information to the user about the Data Matrix detection (Data Matrix codes are bordered
by green squares) and also the total number of decoded codes, as illustrated in Figure 7.

Figure 7. User interface showing the Data Matrix detection illustrated by the green squares.

2.2. Data Matrix

Data Matrix codes are two-dimensional symbols that hold a dense pattern of data
with built-in error correction. Special scanners were designed to read them; however, high-
resolution cameras can be used to acquire multiple Data Matrix images simultaneously. If
the resolution is enough to identify each point of the Data Matrix, a library can be applied
to decode its data. In the developed system, the libdmtx library is used to scan the Data
Matrix codes in the medicines’ boxes. libdmtx is an open-source software for reading
and writing Data Matrix barcodes on Linux, Unix, OS X, Windows, and mobile devices.
According to [26], several commercial scanners can be used. The software developer (for
the hospital management) published the Data Formatting protocol and settings that should
be used for the configuration of each matrix scanner (Datalogic Quickscan QD2403, Zebra
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DS2278, Honeywell HH660, 1450G, and 7580G). Several validation tests were executed with
different medicine boxes. For example, Figure 8a presents the acquired image and Figure 8b
the respective libdmtx outputs that allowed to verify its operation (with the proper lighting
system). Figure 8d exhibits the Data Matrix detected by the library, which are enclosed in
green squares, and Figure 8e shows the extracted codes according to the defined protocol
where each line corresponds to the decoded matrix code, as it can be read by a matrix code
scanner, i.e., the output of the libdmtx library.

(a) (b)

(c) (d)

(e)

Figure 8. Scanning process: (a) Acquired image with 16 codes; (b) libdmtx scanning output;
(c) Original image; (d) Data Matrix identified by the library; (e) The extracted codes according
to the defined protocol (libdmtx codes output, as read by a commercial data matrix scanner).

3. Experiments and Results

The developed prototype was installed and tested at the Hospital Pharmacy of the
Centro Hospitalar de Vila Nova de Gaia/Espinho, E.P.E., by technicians which perform the
medicine packages registration. The proposed prototype is a stand-alone system that can be
placed alongside with the conventional scanner, replacing it. A space of 300 mm × 300 mm
in a table is enough to accommodate the developed reader (with a height of 400 mm).
It requires to be supplied by 110 V or 230 V and it owns all the required hardware and
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software to introduce by USB the decodes matrix codes present on the boxes into the
hospital system. The developed prototype was connected, by a USB link, to the same
computer to which the original Data Matrix scanner is connected. The computer is used
to send the verification codes to the central database. Instead of using the original Data
Matrix scanner, the proposed system was assessed by reading the codes, decoding, and
introducing them in the database by USB. Figure 9 shows the prototype installed and tested
at the hospital pharmaceutical facilities. The right monitor shows the developed application
and the Data Matrix identified. The left one shows the hospital computer receiving the
codes to validate.

Figure 9. Prototype installed and tested at hospital pharmaceutical facilities. The right monitor
presents the developed application. At left the hospital computer receiving the Data Matrix codes
to validate.

The system is launched when the user presses the button and the lighting system
is turned on for two seconds to stabilize the camera and capture the image. The LED
turns red and the libdmtx is used to extract and decode each Data Matrix. Each code is
introduced into the hospital computer (as a keyboard) using the same settings and protocol
as the original scanner was programmed. The acquired image and its Data Matrix codes
identified and delimited by green squares, allow the user to visually validate the task.

Preliminary tests were executed in order to analyze the time and the robustness of
the Data Matrix code detection system. According to the commonly performed process,
a technician takes between half a second and one second to scan each medicine box. In
contrast, the proposed system takes about two seconds to stabilize the image and an
average of one second per box. Meanwhile, while the scanning is being performed, the
technician can be redirected to do another task. The proposed system has the advantage to
scan multiple codes at the same time. To assess the system robustness, the scanning process
was performed on boxes covered by reflector plastic as well as rounded bottles, having
achieved successful results, as demonstrated by Figure 10.
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(a) (b)

Figure 10. Medicine packages scanned: (a) covered by reflector plastic; and (b) rounded bootles.

The integration with the hospital software was tested and validated. Instead of using
the original scanner to shoot Data Matrix codes one by one, the proposed system acquires
one image and introduces several Data matrix codes sequentially without the intervention
of the technician. The obtained feedback from four technicians (from different shifts) that
used the prototype was very positive since they mentioned that the system allows them
to do other tasks while introducing the codes increasing the productivity. Moreover, they
pointed out some future work possibilities, such as using a conveyor belt to move the boxes
in front of the camera in a FIFO (First In, First Out) cue type. Moreover, increasing the
detection area was also pointed. As a statistical result, detection robustness was done with
real medicine boxes. In total, about two hundred medicine boxes were placed in front of
the camera (within 15 images) and 90% of Data Matrix codes were correctly identified,
using the proposed system. The remaining codes had slight defects, such as being torn (as
illustrated in Figure 11) or their color being too grey.

(a) (b)

Figure 11. Medicine packages: (a) to be scanned; and (b) torn code paper is not detected by the
algorithm.

In order to evaluate the illumination interference, a test was performed with different
light conditions. The first test was executed turning the embedded illumination off. In this
case (with a natural illuminance of 150 Lux), the extracting capacity was decreased to 18%,
as presented in Figure 12 where from eleven matrix codes, only two of them were extracted.
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Figure 12. Acquired image with a natural illuminance of 150 Lux and LED panels off. An extraction
ratio of 18% was observed.

More tests were executed to evaluate the interference of the lighting. Table 1 sum-
marizes the obtained ratios for data matrix extractions with different lightings. The first
three tests were evaluated with both LEDS panels off for an Illuminance of 5, 90 and 150
Lux. The proposed system is very dependent on the illumination conditions. As it can be
observed, one LED panel is enough but brings some reflexes that are reduced with two LED
panels assembled as previously addressed. In these cases (one and two LED panels on),
the ratio of detection for six image samples were 100% even when changing the external
illumination from 0 to 1000 Lux.

Table 1. Extracting result ratio for different illumination conditions.

Natural
Illuminance

(Lux)

Measured
Illuminance

(Lux)

Extracting Ratio
Result

(%)

LEDS off 5 5 0 (0 of 11)

LEDS off 90 90 0 (0 of 11)

LEDS off 150 150 18 (2 of 11)

LEDS on 90 1985 100 (11 of 11)

LEDS on 440 2320 100 (11 of 11)
midrule LEDS on 1040 3200 100 (11 of 11)

LEDS on
(1 panel) 0 980 100 (11 of 11)

LEDS on
(2 panels) 0 1880 100 (11 of 11)

In order to improve the work, there are two main points that might be pointed out (to
solve a limitation of the prototype), namely increasing the size of the acquired image, and a
more powerful computational performance could be included to speed up the detection of
matrix codes.

4. Conclusions and Future Work

The counterfeit medicine problem is still negatively affecting worldwide health. The
Data Matrix code, a unique identifier that guarantees medication packaging authenticity,
allows to trace a medicine from its production until its delivery to the patient. In the
hospital pharmaceutical industry, at the secondary level, for the inventory task, the scanning
of the medicine packages to introduce them into the management system is performed
manually by the user through a Data Matrix reader. This paper proposes a low cost
system to control medicine packages, acquiring a set of medicine boxes simultaneously and
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autonomously introducing them into the authentication database. A proof of concept was
performed by installing the proposed system in a hospital pharmacy and testing it with
real medicine. The achieved results were very encouraging, and it is expected that, with the
addition of extra functionalities, the system can be used as a real support for the pharmacist
work. The proposed prototype, works as a standalone system, that can be added to any
validation system by connecting an USB port. It owns an embedded illumination system
that eliminated the exterior lighting conditions. It could reach 90% of extraction ratio for
real conditions and real medicines. Nevertheless, there are some limitations such as the
small acquisition area and the processing time for extraction of the matrix codes.

As future work, feedback from the MVO database will be received through an ethernet
port and the system will project the codes accordingly. For this purpose, a projection
mapping will be used to assist the technician in the authentication operation. This task
will be performed as soon as the information from the MVO is received. To improve the
system flexibility and to avoid the user being forced to put the packages face with code
upside, new cameras in distinct orientations will be integrated as well as the size of the
work area will be increased. Additionally, including a conveyor belt in order to increase the
amount of medicine packages which are autonomously scanned, and a robotic manipulator
to pick the counterfeit medicine boxes, are improvements to consider. Finally, in order to
improve the detection ratio, a machine learning based vision system could be added to
detect matrix codes. Then, it would be possible to map the matrix codes and detect the
missed ones improving their quality (e.g., rotation, histogram equalization, among others)
and sent them again to the libdmtx library. In this way, it would be possible to improve the
detection and extraction.
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Abstract: With rising electricity prices, industries are trying to exploit opportunities to reduce
electricity costs. Adapting to fluctuating energy prices offers the possibility to save electricity costs
without reducing the performance of the production system. Production planning and control play
key roles in the implementation of the adjustments. By taking into account the price forecasts for
the electricity markets in addition to machine utilization, work in process, and throughput time, an
energy-oriented production plan is set up. The electrical energy is procured based on this plan and
the associated load profile. Deviations from the forecast and the purchased amount of electricity
lead to high penalties, as they can destabilize the energy system. For manufacturing companies,
this means that machine failures and other unexpected events must be dealt with in a structured
manner to avoid these penalty costs. This paper presents an approach to selecting, classifying, and
integrating suitable measures from existing risk treatment paths into the production schedule. The
selection of measures is based on a hybrid multi-criteria decision-making method in which the three
relevant criteria, namely, cost, energy flexibility, and risk reduction, are weighted by applying both
an analytic hierarchy process and entropy, and they are then prioritized according to multi-attribute
utility theory. In the following, the subdivision into preventive and reactive measures is made in
order to choose between the modification of the original plan or the creation of backup plans. With
the help of mathematical optimization, the measures are integrated into the production schedule
by minimizing the cost of balancing energy. The approach was implemented in MATLAB® and
validated using a case study in the foundry industry.

Keywords: production planning and control; scheduling; energy flexibility; risk management; fault
management; multiple-criteria decision-making

1. Introduction

Industries are facing the challenge of rising costs for electrical energy. The average
electricity price for new contracts for the industry in Germany increased from €0.1207
per kWh in 2010 to €0.2138 per kWh in 2021. During this period, bulk buyers with an
annual consumption of 70 million kWh or more had an increase from €0.0863 to €0.1149 per
kWh with occasional drops [1]. Both small and medium-sized as well as energy-intensive
industrial companies are therefore encouraged to take advantage of opportunities to reduce
their electricity costs in order to maintain their competitiveness in the long term.

A promising approach to reduce these costs is adjusting the electricity demand to
the variable prices on the energy markets. In the day-ahead market, the number of hours
with negative electricity prices rose from 134 in 2018 and 211 in 2019 to 298 h in 2020. The
mean value of the negative prices ranged in these years between −€13.70 and −€17.30 per
MWh. Averaged over the respective year, the maximum daily price spread was around
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€30 per MWh [2,3]. This price volatility in the electricity markets is significant for potential
cost reduction.

The prerequisite to take advantage of these favorable prices and to comply with the
restrictions on annual peak load and deviations is so-called energy-oriented production
planning and control (PPC), which considers variable price forecasts for the electricity
markets in addition to machine utilization, work in process, throughput time, and other
criteria in a production system [4]. PPC is also responsible for dealing with unforeseen
events such as machine failures and the corresponding adjustment of the order sequence in
order to achieve the specified production targets as cost-effectively as possible [5]. With
regard to electricity consumption, it is particularly important to avoid exceeding the annual
peak load and deviations from the amount of electricity procured. These lead to higher
grid charges or penalty costs for the imbalance caused between the available and used
electrical energy in the electricity system. In order to avoid these costs, approaches within
the energy-oriented PPC are required to evaluate potential risks within a production plan
and to integrate suitable measures.

Roth et al. [6] introduce an approach for developing and evaluating risk treatment
paths in energy-flexible production systems based on interpretive structural modeling and
the calculation of conditional probabilities using Bayesian networks. Figure 1 depicts the
idea of the approach in which a risk treatment path and the measures contained therein
are integrated into the production plan in order to obtain a risk-treated production plan.
The advantage of these paths compared to a situational reaction is that all the effects and
possible interactions can be considered in advance. The approach creates a multitude
of paths, as all identified risks and measures are linked based on their interactions and
conditional probabilities.

Figure 1. Integration of a risk treatment path into a production plan [6].
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The approach thus leaves a need for further development with regard to the selection
of a suitable path and the classification and integration of the measures it contains. In the
literature, a large number of methods exist for the selection of alternatives, but there is no
adaption to energy-oriented PPC. Furthermore, the state of the art offers no subdivision of
energy flexibility measures into preventive and reactive, which is necessary for forward
looking direct adjustments to the plan and alternative strategies if faults occur.

It is assumed that this should also follow a specific and structured approach in order
to reduce the effort required for risk treatment and thus increase the acceptance of its
implementation in companies. This article presents an approach that responds to these
requirements. It starts with the paths shown in Figure 1 and presents how a preferred path
can be selected and how the measures contained can be integrated into the production plan.

In the following, Section 2 first presents the state of the art in the relevant areas and the
resulting need for action. Section 3 then introduces the scientific concept of the approach,
which is described in detail in Section 4. The application based on a use case in a foundry
is depicted and discussed in Section 5. The article closes with a conclusion and outlook in
Section 6. The key notations are listed in Table 1.

Table 1. Notations.

Parameter Description

A Weighting decision matrix
a Elements of the weighting decision matrix

ΔCtot
M Change in measure-induced total costs

ΔCtot
R Change in risk-induced total costs

ΔCtot Change in total costs
const Energy consumption in time unit t

D Decision matrix
durationks Duration of job k on station s

e Entropy
EF Energy flexibility

EFstates Energy flexibility states
EFt Energy flexibility time

EFtech Energy flexibility technologies (e.g., storage facilities)
endks Due date of job k on station s

i Alternative
j Criteria
k Job
P Probability of occurrence of risks and measures

Prisk Probability of occurrence of risks
peakmax Maximum peak load

Δpowt
Deviation of the actual energy consumption from the forecasted

load profile
Powerks Power consumption of job k on station s

Powerplanned
t Planned power consumption in time period t

QDC Quantity deviation cost
rij Rating for alternative i with criterion j
s Station

startks Start time of job k on station s
t Time unit

uij Marginal utility score for alternative i with criterion j
Ui Final utility score for alternative i
→
v Eigenvector
w Weighting

wAHP Subjective criteria weighting by analytic hierarchy process (AHP)
wEntr,j Objective criteria weighting by entropy

w f inal
j

Final weighting for a criterion j

λmax Largest eigenvalue
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2. State of the Art

This section first describes the state of the art in the field of risk management and
energy-oriented PPC. Since various criteria have to be taken into account in risk man-
agement, common methods for solving complex decision problems are presented. In the
following, methods for the categorization of measures are introduced. The need for action
on which this contribution is based is then derived from these key areas.

2.1. Risk Management and Energy-Oriented PPC

Since failures, in general, can have far-reaching negative effects on the performance of a
production system as well as on the manufacturing costs of the products, many articles offer
a structure for the causes and effects of malfunctions as well as approaches for situational
fault management. According to Schwartz and Voß [7], faults are events that have an effect
on a process with a deviation from what was intended to occur. Greve [8] distinguishes
between those faults which originate from the process and those that influence the process
from outside. The causes are often used to further classify faults. A distinction is made
between equipment-related, personnel-related, material-related, information-related, and
order-related causes of failure by various authors [9–13]. Every cause of failure can be linked
to its effects on a production system. An allocation of causes and effects, which also takes
into account deviations in the electrical load profile, was worked out by Schultz [13]. In his
contribution, a system is presented with which deviations in energy-flexible production
systems can be counteracted with situational measures. Rösch et al. [14] introduce an
approach for cost-based online scheduling to enable reactions to short-term changes and
thus makes a contribution to fault management in energy-flexible production systems.

Risk management is characterized in particular by the fact that it also takes into
account the probability of occurrence of the event when dealing with faults [15]. Many
risk management approaches in the field of production systems are mostly based on the
risk management process described in DIN ISO 31,000 [15] with risk identification, risk
analysis, risk assessment, and risk treatment, whereby individual process steps are partially
combined or sub-processes are supplemented. Various frameworks and approaches were
developed specifically for the manufacturing sector. For example, the framework for risk
management developed by Oduoza [16] enables key risk indicators in the manufacturing
sector to be searched for and identified. Specific approaches can also be found in the area
of PPC, such as Klöber-Koch et al. [17], who add production risks to a classic PPC system
in order to make predictions about impending risk situations and to take these into account
in the planning process.

If the energy consumption and energy costs in the production environment are to
be considered in particular, specific work can also be found for this. Abele et al. [18]
simulate disruptions in order to investigate their effects on the energy flexibility and costs
of an energy-optimal production plan. The energy-optimized plan serves as an input
variable for the subsequent simulation of faults. The changes in the production plan
caused by disruptions lead to changed load profiles and thus also to changed electricity
costs. The influence of disruptions is ultimately examined on the basis of the change
in electricity costs and serves as a basis for decision-making for future investments in
energy-oriented production.

Schultz et al. [19] integrate energy as a limited resource within the framework of
energy-oriented production control. Exceeding the available energy resources is possible,
but it is associated with disproportionately high costs. Taking into account the predominant
goal in production control of adhering to delivery deadlines, the authors consider the
fluctuations in energy consumption associated with the production process. The aim is to
minimize the deviations from the planned load profile.

Golpîra [20] introduces smart energy-aware manufacturing plant scheduling. By
proposing a new multi-objective robust optimization for a factory microgrid, the approach
can be considered risk-based, as it considers the conditional value-at-risk. Coca et al. [21]
illustrate the simultaneous evaluation of sustainability dimensions, containing environmen-
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tal and occupational risks with an industrial case from the metal-mechanic sector. Energy
flexibility in production systems is specifically considered in the work of Simon et al. [22].
The authors discuss the relevance of risk evaluation with regard to energy flexibility mea-
sures and present an approach to assess energy flexibility in production systems in terms
of their risk potential on production goals, such as quality, costs, and throughput times.

2.2. Solving Complex Decision Problems

One difficulty in risk management is the different, sometimes conflicting, target values
that need to be taken into account when making decisions. In the context of energy-oriented
production planning, one example is that the capacity of stations should be utilized to
fulfill the delivery time and that machine costs are reduced. On the other hand, the station
utilization should be reduced in time windows with high electricity prices and be shifted
to times with lower or negative prices.

In the literature, there are different approaches for multi-criteria decision-making
(MCDM). A large number of articles in this field distinguishes between work on the devel-
opment of new MCDM methods and detailed descriptions of their functioning (including
Saaty [23], Ishizaka and Nemery [24], and Alinezhad and Khalili [25]), and comparative
work that analyzes known MCDM methods (including Vujicic [26], Wang et al. [27], and
Zanakis et al. [28]). Zavadskas et al. [29] give an initial overview of the relevant literature
within the categories mentioned.

Zavadskas et al. [29] emphasize the increasing importance of hybrid MCDM methods
for solving complex decision problems. An MCDM problem is generally divided into the
steps of weighting the criteria and prioritizing the alternatives. Some MCDM methods are
suitable for both weighting and subsequent prioritization, while other MCDM methods
require a weighting of the criteria and do not offer a methodical approach for this.

For the selection of environmentally friendly technologies, Doczy and Razig [30]
combine the analytic hierarchy process (AHP) and multi-attribute utility (MAUT) to give
decision-makers in construction projects a method for a comprehensive assessment of
sustainability without neglecting the conventional goals of construction planning. The
evaluation is based on four criteria tailored to the construction sector. Şahin [31] conducts a
comparative study of an MCDM problem in the context of sustainable energy generation
in Turkey. The author compares the results of 42 decision problems resulting from a
combination of different MCDM and weighting methods. The individual results are then
summarized in an overall rating. Şahin concludes that a combination of several MCDM
methods can compensate for the disadvantages of individual methods and thus enable a
more accurate selection of the best alternative. Feizi et al. [32] combine a weighting based
on AHP and Shannon entropy with a technique for order of preference by similarity to
ideal solution (TOPSIS) to find an optimal mining location. The enormous number of
260,400 alternatives should be emphasized here. Ren et al. [33] compare the results of three
different hybrid MCDM methods in the context of the planning of sewage treatment plants
in consideration of the sustainability aspects. It is found that the technology selection
is method-dependent. Consequently, they recommend not basing a decision on a single
MCDM method but comparing the results of different methods. In addition, the authors
consider both hard, easily quantifiable, and soft, only qualitative, decision criteria.

Muqimuddin and Singgih [34], among others, deal with the risks resulting from
disruptions in the production process. The authors carry out a failure mode and effects
analysis (FMEA) with three different risk priority numbers, which are weighted using an
AHP. Identified faults are then prioritized with the help of TOPSIS. By combining the meth-
ods, risks are prioritized depending on the subjective assessments of the decision-maker.
Turskis et al. [35] also place their method for risk assessment in the context of disruptions
that endanger the information technology (IT) security of critical infrastructure. This is a
holistic risk management method, which includes both risk identification and risk assess-
ment. Wang et al. [36] consider service risks in hospitals with the aim of increasing service
quality. Since service quality is primarily measured using non-quantifiable parameters, the
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combination of FMEA and fuzzy MCDM developed by the authors is particularly suitable
in this context.

2.3. Categorization of Measures

Risk treatment requires suitable measures to compensate for the effects of risks. Since
production systems usually have very specific characteristics, various approaches to the
generalization and categorization of measures can be found in the literature. Pielmeier [12]
assigns measures that have a direct influence on production control to the levels of in-
house production planning and control of the Aachen PPC model, which is described
in Schuh and Stich [5]. The author emphasizes that event-specific control strategies can
be selected through the classification. Furthermore, the classified measures are linked
with target values using a cause–effect matrix. VDI 5207 Part 1 [37] assigns previously
introduced energy flexibility measures to the level model of production. The energy
flexibility measures cover a broad time horizon from a few seconds to several hours. The
classification enables a targeted consideration of individual measures, depending on the
current state of knowledge, and thus an efficient implementation of the measures.

Verhaelen et al. [38] consider reactive fault management in the context of global pro-
duction processes. The methodology developed by the authors enables a flexible and quick
response in the event of a malfunction. Faults are classified into a three-level categorization
system based on their causes and linked to appropriate measures. Furthermore, a protocol
for the description of the fault is developed that facilitates the prioritization of faults and
the associated initiation of measures. Schwartz and Voß [7], on the other hand, clearly
differentiate in their work between prevention strategies and reaction strategies for fault
management in production. The use of the two strategies is tested using a simulation model,
and the effects of the measures are assessed using efficiency and instability measures. The
methodology is assigned to machine utilization planning. Hernández-Chover et al. [39] do
not consider the planning of preventive and reactive measures directly, but they also weigh
up between predictive maintenance and repairs that become necessary due to malfunctions.
In doing so, they consider the critical infrastructure in an empirical case study and identify
the proposed method as the optimal relationship between forward-looking investments
and subsequent repairs.

2.4. Need for Research

The investigation of the relevant scientific subject areas led to the following research
gaps, on the basis of which the need for action for the creation of the approach is derived:

1. Energy-oriented PPC mostly neglects operational fault and risk management or is
based on complex algorithms with little practical suitability. In order to implement
the selected measures, a sensible method of integrating measures is required.

2. A large number of methods exists for the individual weighting of alternatives, but
there is no adaptation of MCDM to energy-oriented PPC. Furthermore, no approach
offers the consideration of risk-specific criteria in energy-flexible production systems.

3. In the literature, there is either a subdivision into preventive and reactive measures
or an assignment of measures to the Aachen PPC model. The process views of the
Aachen PPC model are not divided into preventive and reactive sub-steps, which
would enable both forward-looking direct adjustments to the plan and alternative
strategies if faults occur.

In summary, an approach must be developed that selects relevant risks and measures
to be considered in a structured manner. In addition, it should enable the subdivision
into the preventive and reactive treatment of risks and finally contain the planning of the
measures on the basis of the target values of the energy-oriented PPC.

3. Scientific Concept

The presented approach builds on the development and evaluation of risk treatment
paths following Roth et al. [6]. It is based on the determination of interactions through
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interpretive structural modeling and the calculation of conditional probabilities using
Bayesian networks. The result is a multitude of risk treatment paths that contain risks and
measures that can occur in a production system under consideration.

The generation of the risk-treatment paths in Roth et al. [6] is subject to several
assumptions, the most important of which are:

1. The regarded area of application is limited to the use of electrical energy in production
systems,

2. Processes are formalized in discrete production timetables,
3. Experts are available to supply the necessary information to generate the Bayesian

networks.

Any further limitations named in Roth et al. [6] equally apply to the approach in
this paper. The following assumptions apply specifically to the approach presented in
this paper:

1. A discretized, energy-optimal production schedule is available,
2. For the risk-treated energy-oriented PPC, the planned energy schedules including the

maximum allowances for peak loads are available,
3. A detailed risk inventory including measures is available, wherein process-specific

parameters in the dimensions of time and energy consumption are known for every
risk and every measure.

Figure 2 depicts a graphical overview of the approach proposed in this paper. The
boxed numbers in Figure 2 additionally show in which section one can find details on the
respective process step. The main process steps of the approach are:

 

Figure 2. Overview of the approach.

1. Calculation of the final criteria weights by combining AHP and Shannon entropy,
2. Calculation of the marginal utility scores according to the problem-specific utility functions,
3. Calculation of the final utility score and subsequent prioritizing the risk-measure path

profiles in descending order,
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4. Classification of the relevant measures into preventive, reactive, and non-distinguishable
in accordance with [37],

5. Integration of the measures into the process schedule depending on the prior classifi-
cation, resulting in a risk-treated process schedule.

The application of the approach produces three overarching results: the prioritized risk
treatment paths, a catalog of categorized measures, and as the final result, the risk-treated
production schedule.

4. Description of the Approach

This section introduces the details of the developed approach. Section 4.1 summarizes
the measure selection process, which is based on a hybrid MCDM approach with AHP
and entropy for criteria weighting and MAUT for the prioritization of the paths. Then,
Section 4.2 outlines the process for measure classification into preventive and reactive by
utilizing the categorization of energy flexibility measures in the VDI 5207 standard [37].
Finally, Section 4.3 integrates the selected measures in the production schedule with the
help of a mixed-integer linear problem (MILP) and a branch-and-bound optimization,
minimizing the cost of additionally purchased energy. The integration of measures is un-
derstood as the creation of new, risk-treated scheduling that, through preventive measures,
contains less risk potential. In addition, reactive measures are integrated so that backup
schedules are created that are used when faults occur.

4.1. Prioritization of the Risk Treatment Paths with a Hybrid MCDM Approach

For the risk treatment, measures must be integrated into the existing production
schedule. To identify which measures to integrate, the risk treatment paths that contain
different measures are ranked, and, subsequently, measures are extracted from the chosen
path. As the risk treatment paths are evaluated in multiple dimensions, the resulting
decision problem is a multi-criteria decision-making problem and thus requires complex
decision-making methods to identify the best alternative from all the available paths. This
paper introduces a hybrid MCDM approach that weights the criteria combining AHP [23]
and Shannon entropy [40] and subsequently ranks the alternatives according to the rules of
MAUT [41].

4.1.1. Normalization of the Decision Matrix

The model developed by Roth et al. [6] evaluates each path according to the trilemma
of cost, energy flexibility, and a risk priority number. In this research paper, the trilemma is
modified to fulfill the requirements of criteria selection in MCDM problems, as stated by
Wang et al. [42]. The authors define five principles to be obeyed when identifying suitable
criteria: (1) the systemic principle, (2) the consistency principle, (3) the independency
principle, (4) the measurability principle, and (5) the comparability principle. The systemic
principle demands a holistic assessment of the regarded problem. In every PPC system,
costs are one of the key decision factors [12] and therefore need to be considered in the
decision problem, hereinafter referred to as cost. Reinhart and Schultz [43] propose energy
flexibility as a key indicator in the energy-oriented PPC, as it incorporates several energy-
related variables in one indicator, hereinafter referred to as energy flexibility. Furthermore,
this research is positioned in risk and fault management, and thus a risk-related dimension
needs to be added to the problem to describe it holistically. The risk-related indicator
is hereinafter referred to as risk reduction. The expert weighting of the three criteria
additionally ensures that the criteria of the decision problem are in line with the decision-
maker’s goals; thus, criteria (1) and (2) are considered fulfilled. To demonstrate that
principles (3) to (5) are fulfilled, a closer look at how the criteria are calculated is necessary.

The costs are calculated according to the cost model introduced by Roth et al. [6],
which distinguishes between, e.g., production costs, logistic costs, and delay costs, and it
divides these in turn into respective sub-categories, such as material or personnel costs.
Costs are defined as the change in costs in the modified production schedule in relation
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to the unmodified production schedule. The deviation is the sum of deviations in the
above-mentioned cost categories. For every cost component, only measure-induced costs
are regarded, resulting in the measure-induced change in costs ΔCtot

M, where ΔCtot
M is

negative for cost savings, positive for increased costs, and “0” for unchanged costs [6].
Thus, for ΔCtot

M, the lower the better. The cost thus indicates the costs incurred through
the integration of the measures on the path. In practice, they therefore often correspond to
the deviation from cost-optimal scheduling, which does not consider any risk effects.

The energy flexibility indicates the remaining flexibility available in the system to react
to disruptions influencing the production system’s energy consumption. The regarded
dimensions of energy flexibility are the potential to change loads or so-called energy
flexibility states EFstates, the potential to shift the time of consumption EFt, and the potential
of energy-flexibility technologies, e.g., the use of storage facilities and flexible on-site
generation EFtech. The overall energy flexibility EF is then calculated by multiplying the
three dimensionless components:

EF = EFtΔEFstatesΔEFtech (1)

A value higher than one indicates the desired high energy flexibility, whereas a value
lower than one indicates undesired low energy flexibility.

Risk reduction indicates how much the risk is reduced by the integration of the
measures into the production schedule, such as a change in production sequence or a shift
of production starts. Risk reduction can thus be understood as the added value of the risk
treatment approach and is defined as the absolute difference between the risk potential of
the original plan and the resulting risk in the risk-threatened plan:

Risk reduction = |risk potential − resulting risk| (2)

The risk potential of a path, on the other hand, is defined as the product of the
probability of occurrence of the risks PRisk it contains and the costs caused by the risks
ΔCtot

R, i.e., the damage [44–46]:

Risk potential = PRisk · ΔCtot
R (3)

The resulting risk considers all path elements and thus consists of the product of the
probability of occurrence of the risks and measures P and the total risk and measure costs
of the pathΔCtot:

Resulting risk = P ·ΔCtot (4)

A high rating for the risk reduction is desired whereas the worst possible outcome is a
risk reduction of zero, implying that no measures were integrated, and thus no potential
risk was reduced.

Thus, all three criteria are in line with criteria (3), namely, independency. As for
costs, a differentiation between measure and risk-induced costs is introduced, and the
energy flexibility only considers cost-independent factors. Furthermore, all three criteria
are quantified evaluations of the regarded system and thereby fulfill principle (4). To
achieve comparability across the criteria that utilize different scales, normalization of the
criteria ratings rij is necessary (criteria (5)). Depending on the direction of the criteria,
Equation (5) or Equation (6) is applied [25], resulting in a normalized rating r∗ij, with a value
of one corresponding to the best possible alternative i and zero being the worst possible
alternative i for the respective criterion j:

r∗ij =
rij − min

(
rij
)

max
(
rij
)− min

(
rij
) , f or maximizing criteria (5)

r∗ij = 1 +
min

(
rij
)− rij

max
(
rij
)− min

(
rij
) , f or minimizing criteria (6)
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The cost indicator ΔCtot
M is to be minimized, and the energy flexibility indicator EF

and the risk indicator risk reduction are to be maximized. The three criteria can now be
graphically represented in a trilemma and are summarized in the decision matrix D with
r∗ij being the normalized rating for alternatives i = 1 . . . n with respect to the criterion
j = 1 . . . m:

D =

⎡
⎢⎣

r∗11 · · · r∗1m
...

. . .
...

r∗n1 · · · r∗nm

⎤
⎥⎦ (7)

4.1.2. Subjective and Objective Criteria Weighting

For the subjective expert weighting, the three trilemma criteria AHP is applied. The
AHP [23] is widely used in the literature and practice due to its straightforward application
and high reliability, even in uncertain decision situations [47]. It is based on the principle of
pairwise comparison, usually done by experts, and it serves as the subjective weighting
method in the approach. The pairwise comparison results in an n x n decision matrix A
with the elements aij, each of which indicates the relative weighting of two criteria, i and j.
Values on the diagonal are equal to one. The remaining comparisons are filled with values
from one to nine, and their inverse fractions for opposite dependencies [48]:

A =

⎡
⎢⎣

1 · · · a1n
...

. . .
...

1
a1n

· · · 1

⎤
⎥⎦, aii = 1, aji =

1
aij

, aij �= 0 (8)

The following applies for the pairwise comparison: the higher the chosen value for
criterion i, the higher the preference of criterion i over criterion j. For the comparison,
a scale from one to nine is introduced, as it is effective in expressing preferences with
sufficient precision and does not overwhelm the human decision-maker [49]. A verbal
explanation of the nine levels is given in Table 2.

Table 2. Descriptive explanation of the AHP pair-wise comparison scale [49].

Intensity of Importance on an
Absolute Scale

Definition Explanation

1 Equal importance Two activities contribute equally to the objective

3 Moderate importance of one over another Experience and judgment slightly favor one
activity over another

5 Essential or strong importance Experience and judgment strongly favor one
activity over another

7 Very strong importance An activity is strongly favored and its dominance
demonstrated in practice

9 Extreme importance The evidence favoring one activity over another is
of the highest possible order of affirmation

2, 4, 6, 8 Intermediate values between the two
adjacent judgments When compromise is needed

Reciprocals If activity i has one of the above numbers assigned to it when compared with activity j, then j
has the reciprocal value when compared with i.

The choice of the exact preference level within the range is the decision-maker’s.
As outlined in Section 4.1.1, the three relevant criteria to compare are cost, EF, and risk
reduction. The regarded factors, which influence the pairwise comparison, are, e.g., a
client’s importance, sustainability goals, risk attitude, and time criticality. Some examples
of decisions are listed below:

• Risk reduction is more important than cost: the orders are particularly time-critical
and for particularly important customers. Additional costs are therefore accepted for
the reduction of risks.
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• Energy flexibility is more important than risk reduction: the information available in
the planning period is vague because rush orders could arrive. High remaining energy
flexibility is required in the system.

• Cost is more important than risk reduction: the forecasts for penalties for deviations
are low, and load peaks are not expected in the period under consideration. There is
no great need to incur costs for risk reduction measures.

These comparisons can serve as a guide for decision-makers. Individual preferences
may exist in a specific production system, and thus individual decisions must take into
account the circumstances and requirements of the production system in question.

The calculation of the criteria weights wAHP for the decision matrix A is carried out by
multiplying its largest eigenvalue λmax by the respective eigenvector

→
vi:

wAHP = λmax
→
vi, with λmax = max

i
λi (9)

Finally, the consistency of the expert judgments is checked with the consistency
ratio (CR). The inputs are assumed to be consistent if CR ≤ 0.1 hold true; otherwise, the
expert inputs must be revised. The CR is the fraction of the consistency index (CI) and
random consistency index (RCI) as shown. The value of the RCI depends on the number
of alternatives and was introduced by Dong [50]. Small inconsistencies are accepted, as
human inputs are subject to error, especially with an increasing number of alternatives.
Furthermore, if inconsistencies are small, they do not have a decisive influence on the result
of the AHP.

In addition to the subjective weighting with AHP, an objective weighting takes place
using the entropy (information theory) according to Wang et al. [42]. The aim of the entropy
is to calculate a weighting that reflects the information and uncertainty contained in an
individual criterion. The entropy ej is calculated using Equation (10) and is based on the
normalized decision matrix D (Equation (7)).

ej = −k
n

∑
i=1

r∗ijln
(

r∗ij
)

, j = 1 . . . m (10)

where k = 1
ln(n) and n the number of alternatives per criterion. The higher the entropy, the

higher the uncertainty of the criterion, and the lower the weighting wj should be. This
relationship is represented in the calculation of the objective weighting wEntr,j [32,40,42]:

wEntr,j =
f j

∑m
j=1 f j

with f j = 1 − ej (11)

The final weighting w f inal
j for a criterion is generated by multiplying the objective

weighting wEntr,j and subjective weighting wAHP,j similar to [32,42]:

w f inal
j =

wEntr,j · wAHP,j

∑n
j=1 wEntr,j · wAHP,j

(12)

The final weighting w f inal
j combines the possibility of mapping individual preferences

with the AHP and at the same time reduces the distortions by entropy due to the considera-
tion of the contained information value of the different options. Since in this case there is
sufficient data to calculate the entropy and an expert familiar with the use case is available,
both weightings can easily be determined and combined.

4.1.3. Calculation of the Final Utility Scores and Aggregation into an Overall Utility Score

The MAUT assumes that every decision is based on maximizing one’s own utility [24].
The normalized decision matrix D (Equation (7), Section 4.1.1) forms the basis for calcu-
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lating the marginal utility score of alternative i with criteria j uij

(
r∗ij
)

. A universal utility
function does not exist, but rather the chosen functions highly depend on the decision-
maker. In general, the distinction between linear and exponential utility functions is
widespread [24,25,51]. Figure 3 shows a depiction of the different utility functions. If small
changes in the criteria values in the lower third are rated as significant, a concave utility
function should be selected. If small changes in the upper third of all values are rated as
significant, a convex utility function should be selected.

Figure 3. Utility functions (linear, convex, concave).

Equation (13) depicts the generalized form of the exponential utility function for the
marginal utility score uij, where x depends on the decision-maker’s utility with x < 1 for a
concave function and x > 1 for a convex function [25].

uij

(
r∗ij
)
=

exp
(
(r∗ij)

x
)
− 1

exp(1)− 1
(13)

If the distribution is even, a linear utility function should be selected:

uij

(
r∗ij
)
= r∗ij (14)

To identify a decision-maker’s underlying utility function, direct methods or indirect
methods can be applied [24]. With direct methods, the decision-maker answers direct
questions about his or her preferences through ratings or preferences on lotteries, etc.
Indirect methods can be versions of additive utility methods, which are based on linear
programming [52]. If it is not possible to define the decision-maker’s risk preference for a
trilemma criterion, a neutral utility function should be chosen. As a result, a new decision
matrix containing the marginal utility scores is created:

Uij

(
r∗ij
)
=

⎛
⎜⎝

U
(
r∗11
) · · · U

(
r∗1m
)

...
. . .

...
U
(
r∗n1
) · · · U(r∗nm)

⎞
⎟⎠ (15)

Eventually the final utility scores Ui are calculated for each risk treatment path, i.e.,
each alternative, with the marginal utility scores Uij

(
r∗ij
)

and the final weighting w f inal
j :

Ui =
m

∑
j=1

Uij

(
r∗ij
)
· w f inal

j , i = 1 . . . n (16)

Arranging the risk treatment paths descending from Ui,max to Ui,min results in a
prioritized list of all paths and thus in the selection of measures that in the next steps are
categorized and integrated into the production schedule.

4.2. Classification of Relevant Measures

To integrate the identified measures into the production schedule, it is first necessary
to distinguish between preventive and reactive measures in order to create a catalog of
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categorized measures. The literature suggests that the main differentiator is the timing of
the measure considering the occurring damage [7,25,29].

• Reactive measures are only used when damage has already occurred. The aim is to
keep the resulting damage and the associated costs as low as possible. Due to the
immediate implementation, short-term changes in the production schedule must be
expected.

• Preventive measures are used to avoid potential damage and its financial impact as
well as the reduction of the likelihood of occurrence. They are implemented at an early
stage before the fault occurs. This excludes the possibility of changes to the production
schedule with short notice.

In addition to differentiation according to the time of implementation of a measure,
economic aspects must be considered. Preventive measures should generally be preferred
in the case of high expected costs for reactive measures [53]. The advantage of taking both
categories of measures into account in this approach is that the preventive measures reduce
the impact and likelihood of potential faults. At the same time, the planning of reactive
measures creates an information base for the reactions if faults still occur, so that a solution
does not have to be sought under time pressure.

A generalized and thorough overview of relevant measures for energy-flexible pro-
duction is given in VDI 5207 Part 1 [37]. The distribution of the measures within the three
implementation levels of the energy-flexible factory serves as a reference point for selecting
relevant measures for operational risk management (Figure 4).

 
Figure 4. Energy-flexibility measures and their classification into preventive (P) and reactive (R)
measures. Figure based on VDI 5207 Part 1 [37]. Reproduced with permission of the Verein Deutscher
Ingenieure e. V.

The different implementation levels in Figure 4 imply different time horizons that
serve as orientation for dividing the measures into preventive and reactive. Still, for some
measures it is not possible to assign them to only one category without knowing the specific
production context. Thus, these measures are marked as preventive and reactive. At
the short-term manufacturing level, all measures are considered reactive except for the
adjustment of process parameters, which can also be an activity planned in advance. At the
manufacturing control level, most of the measures available are preventive, as the regarded
time horizon ranges from hours to days and thus implies longer advance planning. The
manufacturing control’s measures further influence the measures at the lower level, and
preventive planning of these should be done whenever possible. Nonetheless, in the event
of severe disruption, a job may be interrupted reactively, and, if available, energy storage
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will be used. The enterprise control level only consists of preventive measures due to the
necessary longer planning horizon of days to weeks. Finally, it should be noted that this
division into preventive and reactive measures is a general orientation because in the wide
variety of different industries with specific planning and production systems, the respective
measures may differ.

4.3. Integration of Preventive and Reactive Measures in the Production Schedule

Once measures have been successfully divided into reactive and preventive, implemen-
tation of the measures into the production schedule needs to be planned. The rescheduling
of reactive measures is considered to be segment-based rescheduling, similar to Toba [54].
This means that for reactive measures, only the segments after the potential risk occurrence
are affected and rescheduled, whereas for preventive measures, the measure execution must
be prior to the expected time of disruption to be effective. Therefore, the implementation of
preventive measures may affect the entire production schedule.

The production schedule needs to be modified so that the previously selected mea-
sures are integrated as well as they can be, taking into account the logistical goals of the
production system and the boundary conditions for the planned energy consumption. Due
to the differentiation into preventive and reactive measures, new production schedules
must be generated. These are the modified production schedule with all preventive mea-
sures, which replaces the original plan. Furthermore, a backup plan is drawn up for each
reactive measure implemented, as the reactive measures only come into effect when a
disruption occurs.

The integration of measures is formalized as a MILP, which can be solved through
branch-bound-and-cut optimization, e.g., in MATLAB® [54,55]. For the present problem, it
is important to aim for short computation times to ensure the applicability of the approach
in operational practice. This can be achieved by reducing complexity wherever the problem
setting allows it. The goal of this optimization is to integrate the measures energy optimally
and thereby create a risk-treated, energy-optimal production schedule by the addition of
preventive and reactive measures.

In the course of this section, the term production schedule refers to a plan that ag-
gregates all relevant jobs on all workstations for the respective production period under
consideration of resources and sequence restrictions, whereby one job contains a product’s
production steps, i.e., the necessary workstations including durations, sequence restrictions,
and resource consumptions. The workstations come with capacity restrictions, and not
every job is necessarily processed on every workstation. The initial production schedule
prior to risk treatment is assumed to be available and energy-optimal, hereinafter referred
to as energy-oriented PPC.

Measures are thus either treated as jobs and are fixed in their allocation to one worksta-
tion or modify the load and time dimensions of jobs scheduled by the energy-oriented PPC.
When scheduling the measures, the risk-treated energy-oriented PPC must still comply
with logistical and energy-consumption target values. Consequently, two options remain
for the risk treatment:

1. An extension of the original energy-oriented PPC by risk-specific target values and
constraints leading to a detailed and comprehensive optimization problem.

2. Setting the results of the initial energy-oriented PPC as an input variable for an
optimization problem that is limited to the implementation of measures.

Option (1) results in correspondingly higher computing times due to increased com-
plexity. This also leads to more difficulties in understanding the solution process and thus
lowers the acceptance of the approach for the end users. Option (2), on the other hand,
results in a non-optimal solution, but with expected significantly shorter calculation times,
thus increasing flexibility in the application of the approach. It is also advantageous that
the energy-oriented PPC is not redesigned but expanded. This increases understanding
and acceptance if the generated solution fulfills the end user’s standards. Due to the
predominant advantages of option (2), this will be pursued further below.
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Thus, the optimization problem consists of an energy-optimal production schedule as
input that can be generated using different approaches, e.g., those described in Section 2.1.
In addition, the measures of the chosen risk treatment path need to be scheduled to create
the risk-treated production plans.

In order to meet the logistical goals and to avoid delays, the end times of the jobs sched-
uled in the energy-oriented PPC are fixed and block the workstations for the scheduling of
measures in these time periods.

Usually, when creating an energy-oriented production plan, a cost-optimal result is
sought after the variable price forecasts. The electricity demand planned and procured in
this way should be consumed within tolerances in order to avoid high penalties. As part of
the risk treatment, price fluctuations in the markets are no longer of central importance,
as the plan is already generated, but the time-dependent penalties for deviations from the
originally purchased electricity consumption have to be focused on now.

Thus, the objective function of the optimization problem minimizes the quantity
deviation cost (QDC) QDCt for each time unit t that arises from a deviation of the actual
energy consumption from the forecasted load profile Δpowt.

The QDC is substituted by the forecast for reBAP, which stands for “regelzonenüber-
greifender einheitlicher Bilanzausgleichsenergiepreis” and assigns a uniform price to the
balancing energy that was necessary in the past. The reBAP is calculated in retrospect
for every quarter-hour of a day. If no suitable forecasts are available for the reBAP, intra-
day market forecasts can also be used, as the amount gives an impression of the energy
availability and the demand and thus the level of the penalty costs caused by deviations.

The objective of the optimization is to minimize the QDC, which arises due to the
deviations from the planned load profile. This is shown in the target function with the
deviation Δpowt and the QDCt at the respective point in time t.

Minimize ∑
t∈T

(Δpowt·QDCt) (17)

To ensure logistic targets are met, a job must start early enough to not miss any
due dates:

startks ≤ endks − durationks, ∀i ∈ I, k ∈ K , (18)

where startks describes the start time of job k on working station s and endks the due date
of the job k on station s. The duration of job k on station s is described by durationks.

To calculate the actual energy consumption const, the binary xkit, that is, one if job k is
allocated to workstation s in time unit t and zero otherwise, is multiplied by the workstation
and job-specific power consumption Powerks:

const =
m

∑
i=1

l

∑
k=1

Powerks ·xkst, ∀t ∈ T (19)

Additionally, it must be ensured that the measure integration does not lead to the
peak loads being exceeded; thus, the total consumption const must be smaller than the
maximum allowed peak load Peakmax for every time unit

const ≤ Peakmax, ∀ t ∈ T. (20)

Finally, the deviation in energy consumption is calculated as the total consumption
minus the planned consumption Powerplanned

t .

Δpowt = const − Powerplanned
t , ∀t ∈ T (21)

The optimization is performed twice—once to generate the modified production
schedule and once to generate the backup plan. Figure 5 depicts schematically how the
optimization improves the handling of disruptions. In the above production schedule
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without prior risk treatment, a disruption leads to a spontaneous decision to post-process.
This leads to the annual maximum load being exceeded, as shown in the adjacent diagram
of the load profile. With the risk treatment shown in the lower area of Figure 5, the possible
disruption is considered in advance with a backup plan, containing reactive measures for
the case of the occurrence of the fault. The pause on station 4 enables post-processing to
compensate for the disruption without exceeding the peak load. To create the risk-treated
plan in the above-mentioned approach, only the affected jobs are rescheduled.

Figure 5. Schematic initial production schedule and the effects of disturbances on the load profile.

5. Application of the Approach

The use case for demonstrating the approach is located in the foundry industry. As
the melting processes are considered especially energy-intensive, the foundry industry
can significantly influence the power grid [56]. In the use case, four furnaces are used to
melt raw iron, iron ore, and scrap iron. The ladles are transported to the casting fields via
forklifts. Molds and cores are produced on site. The whole process of melting, molding,
core preparation, casting, and post-processing is considered for a time period of 65 time
units (TU), which is equivalent to 16.25 h. A detailed description of the use case can be
found in Roth et al. [6].

The approach requires the risk treatment path profiles obtained in Roth et al. [6] as
well as process-specific risk and measure data, which are gathered with the help of expert
interviews and failure mode and effects analysis (FMEA). Six risks with their potential
extents of damage and probability of occurrence were identified and are listed with the
related nine different measures in Table 3. At this point, it is important to note that risks
that are directly related to quality management processes were not considered, as they are
not in the sphere of influence of the PPC.
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Table 3. Risk inventory with the frequency of occurrence, extent of damage, and the related measures.

ID Risk (Frequency) Extent of Damage ID Measure

R1
Mold for a small part is

faulty—exchange of mold
pattern is possible (1 per week)

Time delay to casting and
subsequent processes M1 Switch to casting panel with

identical material requirements

Additional post-processing M2 Casting with increased
post-processing effort

R2
Mold for a small part is

faulty—exchange of mold
pattern is not possible

(1 per week)

Additional order to be
planned; changed

load profile
M3 Preparation of an

additional mold

Additional post-processing M2 Casting with increased
post-processing effort

R3
Core for a small part is

faulty—exchange of core box is
possible (2 per week)

Time delay to casting and
subsequent processes M1 Switch to casting panel with

identical material requirements
additional

post-processing time M2 Casting with increased
post-processing effort

R4
Core for a small part is

faulty—exchange of core box is
not possible (2 per week)

Additional order to be
planned; changed

load profile
M4 Preparation of an additional core

Additional post-processing M2 Casting with increased
post-processing effort

R5/R6/R7 * Furnace failure (2 per year)

Delay melting M5 Adjust furnace utilization if an
unoccupied furnace is available

Delay melting M6 Adjust process start
Delay melting; changed

load profile M7 Adjust parameter melting
temperature and duration

M8 Interrupt melting process (only
possible for small TUs)

R6 Forklift failure (5 per week)
Time delay in

follow-up processes M9 Provision of a spare forklift

M10 Switching to transport trolleys

* This risk applies to every furnace individually.

The measures are further subdivided into process-altering and supplementary process
measures, e.g., M2: casting with increased post-processing effort alters the post-processing,
and M3: preparation of an additional mold is a supplementary process to be planned in
addition to the scheduled mold preparation processes. For every process-altering measure,
the measure-induced deviation in duration and load profile, and for every supplementary
process measure, the absolute duration and load profile is filed.

Additional input parameters for the scheduling are the planned load profile, the QDC, and
the initial energy-optimal production schedule, including production-specific requirements.

In the following, the application of the approach is described. The section is struc-
tured based on the three main steps of the approach, with the calculation of the final
criteria weights, the classification of the relevant measures, and, finally, the integration of
the measures.

5.1. Prioritization of the Risk Treatment paths

For the measure selection, the AHP periodization matrix and utility functions for
the three criteria of cost, risk reduction, and energy flexibility are needed. An interactive
MATLAB® Live Script is created as the user interface. For optimization, MATLAB® offers
an Optimization ToolboxTM that can solve MILPs efficiently. The approach is implemented
in MATLAB® version 9.6.0.1472908 (R2019a). All input data are stored in Microsoft® Excel®

and can therefore be easily modified.
Firstly, all ratings for the paths created in advance using the approach in Roth et al. [6]

are normalized, resulting in trilemma criteria for every path. In Figure 6, the trilemma for

81



Appl. Sci. 2022, 12, 6410

three exemplary paths is depicted. To compare the three paths, their criteria are shown in
the diagram below on the right.

 
Figure 6. Trilemma of three risk treatment paths including an overview.

With the involvement of the experts from the production system, the approach to
weighting the trilemma criteria was then carried out in order to be able to categorize
the paths according to their suitability. For the decision matrix in Table 4, the principal
eigenvector according to the AHP [23] determines the weighting of 0.0679 for cost, 0.7703 for
energy flexibility, and 0.1618 for risk reduction, according to the assessment of the experts.
This is due to a high need for the remaining energy flexibility in the system for reactive
measures, since the orders are particularly tightly timed in the period under consideration,
and failure to meet deadlines is associated with high penalties. Risk reduction is also given
a higher weighting than cost; additional costs for measures are therefore accepted in favor
of risk reduction.

Table 4. Decision matrix for the AHP.

Cost Energy Flexibility Risk Reduction Final Weighting

Cost 1 1/9 1/3 0.0679
Energy

flexibility
9 1 6 0.7703

Risk reduction 3 1/6 1 0.1618

The objective weighting, applying Shannon entropy, results in a weighting of 0.0245
for cost, 0.0710 for energy flexibility, and 0.9044 for risk reduction, assuming all values are
normalized according to Equation (5) or Equation (6). The proportionally high weighting
of risk reduction in comparison to the two remaining criteria highly influences the final
weighting obtained by multiplicative aggregation. The large deviation in values is not
uncommon, as subjective and objective weighting are generated independently. Thus,
the final weighting results in 0.0082 for cost, 0.2700 for energy flexibility, and 0.7218 for
risk reduction.

For this use case, the utility functions based on the underlying data structure were
selected, so that differences in ratings are amplified. This is achieved by choosing a convex
utility function when most data points lie within the upper third of the scale. When most
date points lie within the lower third of the scale, a concave utility function is applied. For
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the remaining third, a linear function was utilized. Thus, for cost and energy flexibility, a
convex utility function was chosen and for risk reduction a linear utility function.

uij

(
r∗ij
)
=

exp
(
(r∗ij)

2
)
− 1

exp(1)− 1
(22)

Applying the respective utility function to the decision matrix results in marginal
utility scores for every alternative and every criterion. The final utility scores are calculated
by weighted sums, and the paths, i.e., the alternatives, are ranked in descending order.
Table 5 depicts the top three paths with their marginal and final utility scores under the
assumption of the previously generated final weighting.

Table 5. Marginal and final utility scores of the three best performing paths.

Marginal Utility Score

Final Utility ScoreCriteria Cost Energy Flexibility Risk Reduction

Weight 0.0082 0.2700 0.7218

No. 120 0.3930 0.8689 1.0000 0.9596
No. 73 0.3930 0.3107 1.0000 0.8089

No. 114 0.5028 0.5677 0.7507 0.6992

The top three paths contain the following measures: Path 120 contains R4 (core for
a small part is faulty) and M4 (preparation of an additional core), path 73 contains R7
(delay melting) and M5–7 (adjust furnace utilization, adjust process start, adjust parameter
melting temperature and duration), and path 114 contains only M7 (adjust parameter
melting temperature and duration).

The selection of paths that contain little or no risk can be explained by the fact that the
risk reduction criterion shows a strong accumulation in its assessments and is therefore
generally avoided. The selection is therefore shifted to the criteria costs and EF, which are
then rated higher. The distribution of the risk reduction depends crucially on the input
variables of the extent of the damage and the probability of occurrence of the damage.
During the application, the conscientious collection of this data is therefore of high relevance
for the reliable selection of suitable paths. Furthermore, the measures contained in the
prioritized paths must be compared and selected for integration into the production plan.

5.2. Classification of Relevant Measures

To showcase the potential of the risk reduction measures, the four measures (Table 6)
from the prioritized paths were selected for the measures catalog to be integrated into the
production schedule. The division of the measures into preventive and reactive is based on
the allocation of the presented categorization of energy flexibility measures. For example,
M5 can be assigned to the energy flexibility measure “adjust resource allocation” and is,
therefore, a reactive measure.

Table 6. Catalog with four categorized measures.

ID Description Type Effect on the Process

M4 Preparation of an additional core Reactive Altering

M5 Adjusting furnace utilization if an
unoccupied furnace is available Reactive Supplementing

M6 Adjust process start furnace Preventive Supplementing

M7 Adjust parameter melting
temperature and duration of furnace Preventive Supplementing
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M7 is assigned to the energy flexibility measure “adjust process parameters” for which
a decision must be made depending on the production situation. In the application, the
process parameters should only be adjusted if a fault actually occurs and is therefore
defined as a reactive measure.

5.3. Integration of Preventive and Reactive Measures in the Production Schedule

Figure 7 shows the result of the scheduling in the form of a risk-treated production
plan for the allocation of orders on the workstations.

Figure 7. Risk-treated production schedule Gantt chart with marked reactive and preventive measures.

In order to counter R7, the failure of furnace 4, causing a delayed melting, the reactive
measure M5 was implemented in the backup plan, which is only used when the risk arises.
Measure M5, the utilization of another unoccupied furnace, can then be implemented by
the switch from furnace 4 (workstation 8) to furnace 1 (workstation 5) if R7 occurs.

In addition, M6 and M7 were implemented in the plan as preventive measures, which
means that they replace the original production plan.

1. M6 (adjustment of the process start) is implemented in the melting process on furnace
2 (workstation 6). This avoids possible warm-up times in furnace 2 due to a delayed
casting time in the event of the occurrence of R7, as furnace 2 is used for the pre-
melting for furnace 4.

2. M7 is implemented by the adjustment of temperature (decreased) and thus an ex-
tended duration of the melting process on furnace 3 (workstation 7). This is necessary
in order to synchronize the termination of the melting processes on the furnaces for
the casting.

As a reaction to a faulty core, which was identified as R4, the reactive measure M4, the
preparation of an additional core, was scheduled in the backup plan to create a replacement
core on workstation 3. Since the core creation can be carried out flexibly in a longer time
interval, it was placed at times with lower reBAP prices.
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Figure 8 shows the electrical load curve across the TU. The yellow dashed line shows
the original load profile. The reBAP forecasts, which affect the timing of measures, are
shown in red for orientation. The green load profile represents the risk-treated load. The
short-term peaks for the creation of the additional core (M4), as well as the reduction of
the load by adjusting parameters (M7), are the effects when the reactive measures are used.
With the preventive measure M6, the load profile changes as an effect of the delayed start.
Measure M5 with the changed utilization of the furnaces has no effect on the electrical
load profile.

Figure 8. Load profile before (light green dashed line) and after the measure implementation (dark
green line). For reference, the reBAP price is included.

5.4. Discussion

The application of the approach for the use case of a foundry resulted in a suitable risk
treated energy-oriented production plan. The advantages over a situational decision in the
event of faults as described in the state of the art lie in the consideration of the interactions
of all known risks and measures in advance. In addition, preventive measures to reduce
the probability of occurrence or the extent of damage are made possible.

The prerequisite for applicability is an acceptable level of effort in carrying out the
risk treatment, especially since experts from different areas must be involved. By the
introduction of this specific approach for the energy-oriented PPC, the effort required
to select and adapt general approaches from the literature is reduced. Furthermore, the
adaption to the energy-oriented PPC offers the possibility of automating the individual
steps by the future development of software. The approach first requires a weighting
of criteria for the selection of paths. Some manual steps are necessary here, which was
supported by convenient graphical user interfaces for inputs. In addition, this weighting
is only required occasionally, for example, if there have been changes in the production
program or customer requirements. The classification of measures, which is also done
manually, rarely needs to be adjusted after an initial assignment in most cases. The selection
and integration of paths are then required more frequently, which is why these processes
were more automated through the scheduling.

The approach was applied using the representative use case of a foundry. In further
applications to use cases of other companies and sectors, the transferability of the approach
should be tested and increased in order to take into account the inhomogeneity of the
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industrial sectors. In a long-term study, the effort of the application of the approach should
be compared with the overall benefit through savings from avoided or reduced damage
in the event of disruptions. This has remained open in the present use case due to a short
period of application.

6. Conclusions and Outlook

As described in the introduction, industry is facing major challenges due to increasing
energy prices. Energy flexibility measures can lead to cost reductions by adapting the
load to the available energy. Faults in the often complex production system lead to high
additional costs, so that risk treatment of production schedules is recommended.

This approach can offer significant added value with manageable effort through the
structured and reliable consideration and treatment of risks. Applied in industrial practice,
this can encourage the willingness of industry to be energy-flexible. Furthermore, risk
treatment leads to the better handling of faults and lower subsequent costs for the company.
Thus, planning security for the operation of the energy system with a high proportion of
volatile feed-in increases.

To improve the approach in terms of ease of use and reliability, the following options
have been identified:

• The approach assumes that the final selection of measures is monitored by a human
decision-maker. It is also assumed that a manual definition of risk preferences and
classification of measures is desired. As a result, the approach cannot be carried out
fully automatically. This would require AHP, as well as the selection of the utility
function to be replaced by data-based processes and machine learning.

• The optimization considered uses constraints to describe the restrictions of the produc-
tion system. In the case of more complex production systems, it may be necessary to
use meta-heuristics such as genetic algorithms in order to be able to map all boundary
conditions and interactions.

• After the reactive measures have been carried out, the effects should be put in a
feedback loop in order to take the findings into account when developing reactive
measures in risk treatment. The approach should be expanded to include this function-
ality. The results of the feedback loop can, i.e., be used for the calculation of Bayesian
networks described in Roth et al. [6].

• The input and output data of the approach can be adapted in such a way that interfaces
to the common systems in industrial companies can be implemented more easily.
For example, order data for scheduling can be transferred from enterprise resource
planning systems and load profiles of workstations from the energy management
system, and the risk-treated production plans can be visualized by the manufacturing
execution system. Thereby, the effort required for the application can be further reduced.
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Abstract: Behavioral factors (i.e., risk aversion and fairness concern) are considered for profit alloca-
tion in a closed-loop supply chain. This paper studies a two-echelon closed-loop supply chain (CLSC)
consisting of a risk-neutral manufacturer, a risk-averse fairness-neutral retailer, and a risk-neutral
retailer having fairness concerns. Cooperative game analysis is used to characterize equilibriums
under five scenarios: a centralized, a decentralized and three partially allied models. Analytical
results confirm that even when factoring in retailers’ risk aversion and fairness concern, the central-
ized model still outperforms decentralized. This paper makes a numerical study on the effects of
risk aversion and fairness concern on profit distribution under these five models. It reveals that the
impact of the risk aversion parameter and fairness concern parameter is dynamic, not always positive
or negative. These research results provide helpful insights for CLSC managers to find out available
choices and feasible ways to achieve fair profit allocations.

Keywords: risk aversion; fairness concern; cooperative game; closed-loop supply chain; utility
maximization

1. Introduction

Under the increasingly stressful environment, more and more enterprises remanufac-
ture and recycle preowned goods, forming a closed-loop supply chain. Circular economy
has been recognized as more efficient and competitive than linear economy [1]. Circular
closed-loop supply chains (CLSCs) management provides a new perspective to the sustain-
ability [2,3]. There remain challenges in managing circular supply chains effectively and
various strategies are proposed by researchers [4–6].

One of the primary objectives of CLSCs is to maximize channel profits. Decision
makers in CLSCs are usually not absolutely rational [7,8]. Behavioral factors such as risk
aversion and fairness concern have impacts on operational decisions and profit distribu-
tion [9]. Under the uncertainties of market demand or recycling profit, CLSC decision
makers tend to avoid potential risks. CLSC members are often concerned with the propor-
tion of their profits in the total CLSC profit. Price strategy is a primary methodology to
coordinate CLSC management.

This research addresses two themes: (1) derivation of equilibrated production quanti-
ties, prices and profits for a CLSC with both risk aversion and fairness concern under the
five models; (2) evaluation of risk aversion and fairness concern’s effect on profit allocations
in cooperative game settings. Supply chains often have a single manufacturer and multiple
retailers [10]. In this research, we incorporate retailers’ risk aversion and fairness concern
into a two-echelon CLSC consisting of a manufacturer (M), a risk-averse retailer (L) without
fairness concern, and a risk-neutral retailer (F) having fairness concern. By cooperative
game approaches, we examine five scenarios: (1) a centralized model where one central
decision maker plans for all agents (CC); (2) a decentralized model where each agent makes
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decisions independently (DC); (3) L and F compose an alliance (LF); (4) M and L compose
an alliance (ML) and (5) M and F compose an alliance (MF).

2. Literature Review

Considerable attention has been attracted to CLSCs in academia and practice. Remark-
able studies have been conducted regarding two-echelon CLSCs [11–15] and three-echelon
CLSCs [16–18]. Retailers of a CLSC frequently cooperate with manufacturers to collect
preowned goods [19]. For instance, the Procter & Gamble company collects and resells
used products through Loop, an online shopping platform which also sells new products.
By forming strategic partnerships, enterprises in CLSCs can improve the profitability of
individuals and distribution channels.

In past research on CLSCs, agents were assumed to be of complete rationality. In actual
fact, decision making agents often show different social preferences such as risk aversion.
Research on CLSC coordination with risk aversion has been carried out. Ke et al. [20]
examined pricing and remanufacturing issues in a CLSC which is consisted of a dominant
manufacturer and a risk-averse retailer. Zeballos et al. [21] constructed and analyzed a risk-
averse multi-stage model of a CLSC which include several functional entities. Ma et al. [22]
examined a bike-sharing operation network to study a multi-product, multi-agent, single-
stage CLSC system under risk-averse criterion. Das et al. [23] studied a two-period risk-
averse model of a CLSC for reusable packaging materials.

Fairness concerns also widely exist in CLSCs. Along this research line, Ma et al. [24]
investigated reverse-channel CLSCs where retailers serve as collectors of preowned prod-
ucts while retailers have distributional fairness concern. Zheng et al. [25] incorporated
fairness concern into a three-echelon CLSC composed of one manufacturer, one distributor
and one retailer, and examined the impact of the retailer’s fairness concern. Sarkar and
Bhala [26] analyzed the coordination of a CLSC in the presence of fairness concerns with a
constant wholesale price contract. Wang et al. [27] studied the impact of fairness concern
in e-commerce CLSCs and showed that the fairness concern of the e-commerce platform
reduces individual profit and systematic efficiency.

Limited research has been carried out on CLSCs regarding both risk aversion and
fairness concern. He et al. [28] examined pricing strategies of a CLSC consisting of one
manufacturer and one retailer considering the factors of risk aversion and fairness concern.
Li et al. [29] investigated the price decisions in a CLSC with a risk-averse retailer with
fairness concern and a risk-neutral manufacturer. Zhang and Zhang [30] studied a CLSC
composed of two suppliers, a manufacturer, a risk-averse retailer and a fairness-concerned
third-party under supply disruptions. These studies show that risk aversion and fairness
concerns bring complexities to the coordination of a CLSC, and past research is limited to
non-cooperative game setups. Differing from existing studies, this paper investigates the
impact of risk aversion and fairness concern in a CLSC by cooperative game approaches. As
summarized in Table 1, this paper differs from other existing CLSC literature in subject areas.

Table 1. An overview of characteristics of the literature and this paper.

References

Subject Areas

CLSCs Risk Aversion Fairness Concern
Cooperative Game

Approach

Refs. [11–14,16–18] Yes No No No

Ref. [15] Yes No No Yes

Refs. [19–23] Yes Yes No No

Refs. [24,26,27] Yes No Yes No

Ref. [25] Yes No Yes Yes

Refs. [28–30] Yes Yes Yes No

This paper Yes Yes Yes Yes
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3. Problem Description and Assumptions

This section describes a two-echelon supply chain model consisting of a risk-neutral
manufacturer (M) and two competing retailers (L and F) who play a Stackelberg game.
It is assumed that Retailer L has a higher market share than Retailer F, so that customers
have higher willingness to purchase products from L than F. Given Retailer F’s relatively
weaker position and the wide recognition that disadvantaged agents often care about
fairness issues [31,32], this research assumes that Retailer F has a fairness concern with
the upper manufacturer. We assume Retailer L is risk-averse and attempts to avoid risks.
The sales channels provided by the two retailers are available to all customers. Customers
are risk neutral and make decisions to maximize their utility, and we consider one-period
interactions among CLSC members.

To derive characteristic functions of the cooperative game, all potential alliances and
the corresponding equilibriums are investigated. Five models are presented in Figure 1: the
centralized model, CC, with a central decision maker, the decentralized model, DC, where
agents make individual decisions independently, and three partial-cooperation models, LF,
ML, and MF, where three partial alliances form and make centralized decisions within the
respective coalition.

(a) (b) (c) (d) (e)

Figure 1. The cooperative, non-cooperative, and partial-cooperative models of the two-echelon CLSC
consisting of one manufacturer and two retailers are: (a) Model CC; (b) Model DC; (c) Model LF;
(d) Model ML; and (e) Model MF.

On the basis of the problem description, this paper employs the following notation
throughout the research as shown in Table 2.

Table 2. Variables and parameters.

Notation Definition

cn, cr Unit production cost for a new or remanufactured product
wL

n , wL
r Unit wholesale price for a new or remanufactured product offered by M to L

wF
n , wF

r Unit wholesale price for a new or remanufactured product offered by M to F
pL

n , pL
r Unit retail price for a new or remanufactured product offered by L

pF
n , pF

r Unit retail price for a new or remanufactured product offered by F
qn, qr Production quantity for new or remanufactured products
qL

n , qL
r Quantity of new or remanufactured products transferred from M to L

qF
n , qF

r Quantity of new or remanufactured products transferred from M to F
tL
n , tL

r Utility of a consumer receiving from L for a new or remanufactured product
tF
n , tF

r Utility of a consumer receiving from F for a new or remanufactured product
A Exogenous unit cost for recycling a preowned product
λ F’s fairness concern parameter
η L′s risk aversion parameter, where η ∈ (0,1)
θ Consumers’ willingness-to-pay for a new product
δ Consumers′ value deduction for a remanufactured product, δ ∈ [0, 1)

ρ
The correlation coefficient between new products and
remanufactured products

σ2 The variance of demand uncertainty
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Table 2. Cont.

Notation Definition

α
β The maximum risk-aversion parameter to participate in the game

U(L) The utility function of Retailer L
Π(L) The profit function of Retailer L

Var(L) The profit mean-variance function of Retailer L

πi
j

Profit functions of alliance j of model i, i ∈ {CC, DC, LF, ML, MF} and j = G
(Model CC); M, L, F (Model DC); M, LF (Model LF); ML, F (Model ML); MF, L
(Model MF), where G is the grand coalition.

ux
y

Utility function of coalition y , x ∈ {CC, DC, LF, ML, MF} and y = G (Model
CC); M, L, F (Model DC); M, LF (Model LF); ML, F (Model ML); MF, L (Model
MF), where G is the grand coalition.

In this CLSC, consumers’ willingness to pay for a new product is assumed to be θ,
which is a uniform distribution from 0 to 1. For a remanufactured product, consumers’
willingness to pay is a portion δ of θ with δ ∈ [0, 1). The utility of a consumer receiving
from Retailer L for a new product is tL

n(θ) = θ − pL
n , and the utility of a consumer receiving

from Retailer L for a remanufactured product is tL
r (θ) = δθ − pL

r . Following the principle
of utility maximization, if tL

n ≥ max
{

tL
r , 0

}
, consumers will purchase a new product,

leading to a new product demand function qL
n
(

pL
n , pL

r
)
= 1 − pL

n−pL
r

1−δ . If tL
r ≥ max

{
tL
n , 0

}
,

consumers will purchase a remanufactured product, resulting in a remanufactured product

demand function qL
r
(

pL
n , pL

r
)
= pL

n−pL
r

1−δ − pL
r
δ [25,33,34]. Likewise, the utility of a consumer

receiving from Retailer F for a new product is tF
n(θ) = θ − pF

n , and for a remanufactured
product is tF

r (θ) = δθ − pF
r . If tF

n ≥ max
{

tF
r , 0

}
, a new product demand function is

qF
n
(

pF
n , pF

r
)
= 1 − pF

n−pF
r

1−δ . If tF
r ≥ max

{
tF
n , 0

}
, a remanufactured product demand function

is qF
r
(

pF
n , pF

r
)
= pF

n−pF
r

1−δ − pF
r
δ .

Retailer F’s fairness concern is a reaction towards adverse inequality related to the
upstream agent [31]. Given this assumption, Retailer F’s fairness concern becomes unrelated
in the models of CC and MF due to the absence of financial transaction between M and F.
However, in Models DC, LF, and ML, Retailer F shows fairness concerns with M.

With similar arguments in studies [35–40], it is assumed that a risk-averse retailer
evaluates his or her profit on the basis of a mean–variance function. The utility function
U(L) of Retailer L considering its profit is presented as below:

U(L) = Π(L)− ηVar(L)/2
=
(

pL
n − wL

n
) ∗ qL

n +
(

pL
r − wL

r
) ∗ qL

r − ησ2
[(

pL
n − wL

n
)2

+
(

pL
r − wL

r
)2

+ 2ρ
(

pL
n − wL

n
)(

pL
r − wL

r
)]

/2
(1)

where η (> 0) is the risk aversion parameter for Retailer L and σ2 is the variance of demand
uncertainty. A risk pooling effect exists [41] when the correlation coefficient between new
products and remanufactured products is negative (−1 < ρ < 0). If the risk aversion
parameter is too high, the risk-averse Retailer L does not participate in the market. We
assume that 0 < η < α

β to ensure L participates in the game.

4. The Equilibrium Analysis

The equilibrium analysis is carried out in the following and results are derived for the
five base models, CC, DC, LF, ML, and MF.

4.1. The Centralized Case (Model CC)

In the centralized case, a central decision maker acts on behalf of all CLSC agents
for maximization of the systematic profit as shown in Figure 1a. No financial transaction
occurs between M and F, thus F’s fairness concern does not exist. The centralized decision
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maker sells products to the end consumers directly. All CLSC members share risks, and L
does not have risk aversion in this case. The profit function is formulated as:

max
pL

n ,pL
r ,pF

n ,pF
r

πCC
G = pL

nqL
n + pF

nqF
n − cn

(
qL

n + qF
n

)
+ pL

r qL
r + pF

r qF
r − cr

(
qL

r + qF
r

)
− A

(
qL

r + qF
r

)
(2)

Equation (2) presents the channel profit of this CLSC as two parts: the profit for new
products and the profit for remanufactured products. The centralized decision maker
determines the pricing for two types of products sold to two retailers, in order to achieve
the highest channel profit.

Proposition 1. After first order derivation, we get the optimal retail prices, the resulting sales
quantities, and the optimal profit in the centralized model as following (Proof See Appendix A):

pL
n
∗CC = pF

n
∗CC = 1+cn

2 , pL
r
∗CC = pF

r
∗CC = cr+A+δ

2 , q∗CC
n = qL

n
∗CC + qF

n
∗CC

= 1−δ−(cn−cr−A)
1−δ ,

q∗CC
r = qL

r
∗CC + qF

r
∗CC = δcn−cr−A

δ(1−δ)
, and π∗CC

G = (1−cn)
2

2 + (Cr+A−cnδ)2

2δ(1−δ)

4.2. The Decentralized Case (Model DC)

In the decentralized case as shown in Figure 1b, a risk-neutral M and a risk-averse L
are supposed to have no fairness concern, while F is fairness-caring with M. Besides its
own profit, F also cares about its profit comparative to that of M. Similar to a large body of
literature [42,43], the utility function of F is given as

uDC
F = πDC

F − λ
(

πDC
M − πDC

F

)
(3)

where λ ≥ 0 is F’s fairness concern parameter.
In this model, M maximizes its profit while L and F pursue their utility maximization.

M determines wholesale prices for L and F, then L and F decide their retail prices for
products to end consumers. Therefore, the Stackelberg game composed of M, L, and F is
expressed as

max πDC
M =

(
wL

n − cn
)
qL

n +
(
wF

n − cn
)
qF

n +
(
wL

r − cr − A
)
qL

r +
(
wF

r − cr − A
)
qF

r

s.t.

⎧⎨
⎩max uDC

L =
(

pL
n − wL

n
) ∗ qL

n +
(

pL
r − wL

r
) ∗ qL

r − ησ2
[
(pL

n−wL
n)

2
+(pL

r −wL
r )

2
+2ρ(pL

n−wL
n)(pL

r −wL
r )
]

2
max uDC

F = πDC
F − λ

(
πDC

M − πDC
F
) (4)

where πDC
F =

(
pF

n − wF
n
)
qF

n +
(

pF
r − wF

r
)
qF

r . The equilibrium results are obtained subsequently.

Proposition 2. In the model DC, equilibrium wholesale prices are found as w∗L
n = cn+1

2 ,
w∗L

r = cr+A+δ
2 , w∗F

n = λ+cn+3λcn+1
4λ+2 , w∗F

r = cr+A+δ+3λcr+3λA+λδ
4λ+2 (Proof See Appendix B). The

resulting equilibrium prices, sales quantities, and profits p∗L
n , p∗L

r , p∗F
n , p∗F

r , q∗L
n , q∗L

r , q∗F
n , q∗F

r ,
π∗DC

M , u∗DC
L , u∗DC

F can be obtained respectively. The corresponding results are not presented here
because the expressions are too long.

4.3. L and F form an Alliance (Model LF)

In the LF model as presented in Figure 1c, L and F form an alliance as one decision
maker to decide pL

n , pL
r , pF

n , and pF
r . The coalition LF has fairness concerns with M, and it is

also risk averse. Therefore, this LF model is formulated as

max πLF
M =

(
wLF

n − cn
)
qLF

n +
(
wLF

r − cr − A
)
qLF

r
s.t. , max uLF

LF =
(

pLF
n − wLF

n
) ∗ qLF

n +
(

pLF
r − wLF

r
) ∗ qLF

r

−ησ2
[(

pLF
n − wLF

n
)2

+
(

pLF
r − wLF

r
)2

+ 2ρ
(

pLF
n − wLF

n
)(

pLF
r − wLF

r
)]

/2 − λ
(
πLF

M − πLF
LF
)
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where πLF
LF =

(
pLF

n − wLF
n
) ∗ qLF

n +
(

pLF
r − wLF

r
) ∗ qLF

r . The equilibrium results are charac-
terized in the following proposition.

Proposition 3. In the model LF, equilibrium prices are found as

p∗LF
n
(
wLF

n , wLF
r
)
=

KwLF
n +(ησ2ρ+ησ2δ)wLF

r −ησ2λδ2+ησ2ρλcr+ησ2ρλA−ησ2λcnδ+ησ2λcrδ+ησ2λAδ−ησ2ρλcnδ+4λ−2λcn−2λ2cn+2λ2−ησ2δ2+ησ2δ+ησ2λδ+2
η2σ4ρ2δ2−η2σ4ρ2δ−η2σ4δ2+η2σ4δ+4ησ2 æ˘ffi+4ησ2 æffi+2ησ2λδ+2ησ2λ+2ησ2δ+2ησ2+4λ2+8λ+4 ,

p*LF
r
(
wLF

n , wLF
r
)
=

(K+ησ2δ−ησ2)wLF
r +(ησ2δ+ησ2ρδ)wLF

n −(2λ+2λ2+ησ2ρλδ+ησ2λ)cr+(ησ2λδ+ησ2ρλδ)cn+H
η2σ4ρ2δ2−η2σ4ρ2δ−η2σ4δ2+η2σ4δ+4ησ2ρλδ+4ησ2ρδ+2ησ2λδ+2ησ2λ+2ησ2δ+2ησ2+4λ2+8λ+4

where

K = 2 + 6λ + 4λ2 + 2ησ2 + ησ2δ + η2σ4δ + 2ησ2λ + 3ησ2ρδ + 2ησ2λδ + η2σ4ρ2δ2 + 4ησ2ρλδ − η2σ4δ2 − η2σ4ρ2δ,
H = 2δ + 4λδ + 2λ2δ − 2λA − 2λ2 A − ησ2λA − ησ2ρδ + ησ2ρδ2 + ησ2ρλδ2 − ησ2ρλδ − ησ2ρλAδ.

(Proof See Appendix C). The resulting equilibrium wholesale prices, sales quantities, and profits,
w∗LF

n , w∗LF
r , q∗LF

n , q∗LF
r , π∗LF

M , u∗LF
LF , can be obtained, respectively. The specific results are not

presented here because the expressions are too long.

4.4. M and L form an Alliance (Model ML)

In the ML model, as displayed in Figure 1d, M and L form an alliance and there is no
financial transaction between M and L. Hence, M and L make decisions as one entity and
share risks together, eliminating L’s risk aversion in this model. The alliance of M and L, as
the Stackelberg leader, interacts with F in a non-cooperative setup. Consequently, the ML
model is expressed as

max uML
ML =

(
pML

n − cn
)
qML

n +
(

pML
r − cr − A

)
qML

r +
(
wF

n − cn
)
qF

n +
(
wF

r − cr − A
)
qF

r
s.t. max uML

F = πML
F − λ

(
uML

ML − πML
F
)

where πML
F =

(
pF

n − wF
n
) ∗ qF

n +
(

pF
r − wF

r
) ∗ qF

r .
The alliance of M and L removes the competition between M and L as well as L’s risk

aversion. The ML coalition makes joint pricing decisions
(

pML
n , pML

r
)

to the final customers.
The equilibrium results are attained and described in Proposition 4.

Proposition 4. The pricing equilibriums of Model ML are obtained as p∗ML
n = cn+1

2 , p∗ML
r = cr+A+δ

2 ,
w∗F

n = λ+cn+3λcn+1
4λ+2 and w∗F

r = cr+A+δ+3λcr+3λA+λδ
4λ+2 (Proof See Appendix D). The resulting

equilibrium prices, sales quantities, and profits, p∗F
n , p∗F

r , q∗F
n , q∗F

r , q∗ML
n , q∗ML

r , u∗ML
F , u∗ML

ML , can
be obtained, respectively. The corresponding results are not presented here because the expressions
are too long.

4.5. M and F form an Alliance (Model MF)

In the MF model, M and F form an alliance as depicted in Figure 1e. There is no
financial transaction as well as no profit transfer from M to F inside this alliance, making
F’s fairness concern ignorable in this model. L engages with the Stackelberg leader MF in a
non-cooperative manner. As a result, Model MF is then formulated accordingly as

max uMF
MF =

(
wL

n − cn
)
qL

n +
(

pMF
n − cn

)
qMF

n +
(
wL

r − cr − A
)
qL

r +
(

pMF
r − cr − A

)
qMF

r

s.t. max uMF
L =

(
pL

n − wL
n
) ∗ qL

n +
(

pL
r − wL

r
) ∗ qL

r − ησ2
[(

pL
n − wL

n
)2

+
(

pL
r − wL

r
)2

+ 2ρ
(

pL
n − wL

n
)(

pL
r − wL

r
)]

/2

In this case, the coalition of M and F removes the competition between M and F so
that F’s fairness concern is irrelevant. A joint pricing decision

(
pMF

n , pMF
r
)

is made by MF
to the end consumers. The equilibrium results are represented in Proposition 5.

Proposition 5. The pricing equilibriums of Model MF are obtained as p∗MF
n = cn+1

2 , p∗MF
r = cr+A+δ

2 ,
w∗L

n = cn+1
2 and w∗L

r = cr+A+δ
2 (Proof See Appendix E). The equilibrated prices, sales quantities,
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and utilities, p∗L
n , p∗L

r , q∗L
n , q∗L

r , q∗MF
n , q∗MF

r , u∗MF
L , u∗MF

MF , can be obtained, respectively. The
corresponding results are not presented here because the expressions are too long.

4.6. Analytical Comparison of Resulting Equilibriums

The resulting equilibriums in Propositions 1–5 are assessed comparatively and the
conclusions are drawn as the following.

Proposition 6. The wholesale pricing of the five models satisfy

(1)
(
w∗L

n
)DC

=
(
w∗L

n
)MF,

(
w∗L

r
)DC

=
(
w∗L

r
)MF,

(
w∗F

n
)DC

=
(
w∗F

n
)ML,(

w∗F
r
)DC

=
(
w∗F

r
)ML, and

∂(w∗L
n )

i

∂η =
∂(w∗L

r )
i

∂η = 0 where i ∈ {DC, MF}.

(2) If A + δ < 1,
(
w∗L

n
)i
>
(
w∗L

r
)i where i ∈ {DC, MF}.

(3) If (3λ + 1)(cr + A − cn) + λ(δ − 1) + δ < 1,
(
w∗F

n
)i
>
(
w∗F

r
)i where i ∈ {DC, ML}.

Proposition 6(1) demonstrates that the wholesale price from M to L in Model DC
equals that in Model MF. It also presents that the wholesale price from M to F in Model DC
is equivalent to that in Model ML. This observation is explainable that M makes the same
decision of wholesale price to the downstream single party (i.e., L or F). Thus we have(
w∗L

n
)DC

=
(
w∗L

n
)MF,

(
w∗L

r
)DC

=
(
w∗L

r
)MF,

(
w∗F

n
)DC

=
(
w∗F

n
)ML, and(

w∗F
r
)DC

=
(
w∗F

r
)ML. In addition, M considers L’s risk aversion only when M and L form

an alliance. Therefore, M makes decision of wholesale prices independently of L’s risk aver-

sion parameter η in the models of DC and MF. Therefore, we have
∂(w∗L

n )
i

∂η =
∂(w∗L

r )
i

∂η = 0,
where i ∈ {DC, MF}.

Proposition 6(2) is a comparison of wholesale prices for new and remanufactured
products in the DC and MF models. When A + δ < 1, L has higher willingness to pay for
new products than remanufactured products.

Proposition 6(3) compares the wholesale prices of new and remanufactured products
of the DC and ML models. When (3λ + 1)(cr + A − cn) + λ(δ − 1) + δ < 1, F has lower
willingness to pay for remanufactured products.

Proposition 7. The retail pricing of new and remanufactured products in the five models satisfy

(1) p∗ML
n = p∗MF

n = pL
n
∗CC = pF

n
∗CC, p∗ML

r = p∗MF
r = pL

r
∗CC = pF

r
∗CC, and

∂p∗i
n

∂η = ∂p∗i
r

∂η = ∂p∗i
n

∂λ = ∂p∗i
r

∂λ = 0 where i ∈ {ML, MF, CC}.

(2) pL
n
∗CC < pL

n
∗DC, pL

r
∗CC < pL

r
∗DC

(3) I f A + δ < 1, p∗i
n > p∗i

r where i ∈ {ML, MF, CC}.

Proposition 7(1) shows that the retail prices of the ML coalition, MF coalition, and
centralized model are the same. F’s fairness concerns and L’s risk aversion parameter do
not affect the retail prices of the ML, MF, and MLF alliances. This is clear given that L or F
partners with upstream agent M in the three models.

Proposition 7(2) concludes that the retail price of L in the CC model is always lower
than that in the DC model. This is due to customers having higher willingness to purchase
products from L than MLF.

Proposition 7(3) is a comparison of retail prices for new and remanufactured products
in the three models. When A + δ < 1, consumers have higher willingness to buy new
products than remanufactured products.

Proposition 8. The profits of the five models satisfy:

π∗CC
G > π∗DC

M + u∗DC
L + u∗DC

F .
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Proposition 8 compares the profits of the centralized case and decentralized case. With
consideration of both fairness concern and risk aversion, the profit of the centralized model
is higher than that of the decentralized model.

5. Numerical Experiment

In this section, we illustrate how L’s risk aversion parameter η and F’s fairness concern
parameter λ affect profit distribution under the five models. To obtain the schemes of profit
and utility in relation to parameters η and λ only, we set other variables and parameters
at: the variance of demand uncertainty σ2 = 0.64, the correlation coefficient between new
products and remanufactured products ρ = −0.5, unit production cost for a new product
cn = 1, unit production cost for a remanufactured product cr = 0.5, exogenous unit cost for
recycling a preowned product A = 0.1, consumers’ value deduction for a remanufactured
product δ = 0.5. By plugging these values into the profit and utility functions in Section 4,
we obtain individual profit and utility functions with variables η and λ. The effect of L’s risk
aversion parameter η and F’s fairness concern parameter λ on profit utility is graphically
illustrated in Figures 2 and 3. In the DC model, the utility of F is negative, as shown in

Figure 2c, due to πDC
F

πDC
M

< λ
λ+1 . Figure 2 demonstrates that in the DC model, L’s risk aversion

parameter η affects all parties in different ways. L’s utility decreases linearly as η increases.
M’s profit and F’s utility have non-linear relations with η and λ.

  
(a) (b) (c) 

Figure 2. Individual utilities under the DC model are: (a) M’s profit in the DC model; (b) L’s utility in
the DC model; (c) F’s utility in the DC model.

  
(a) (b) (c) 

Figure 3. Individual utilities under the LF, MF, and ML models are: (a) M’s profit in the LF model;
(b) L’s utility in the MF model; (c) F’s utility in the ML model.

Figure 3 visually shows how η and λ affect individual profit and utility under different
models. Figure 2a illustrates that M’s profit in the LF model is affected by both η and λ.
Figure 2b shows that L’s profit utility in the MF model is in a negatively linear relation to
its risk aversion parameter η. Figure 2c shows that F’s profit utility in the ML model is in a
positive linear relation to its fairness concern parameter λ. By comparing Figures 2a and 3a,
it can be seen that M’s profit is significantly higher in the LF model than in the DC model.
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By comparing Figures 2b and 3b, it can be seen that L’s utility is slightly higher in the MF
model than in the DC model. By comparing Figures 2c and 3c, it can be seen that F’s utility
is higher in the ML model than in the DC model.

These numerical studies confirm that the decentralized case is the worst for profit
optimization among all models. M, L, and F achieve higher optimal profit even when the
other two parties form a coalition than when no coalition exists. In addition, it is further
verified that the impact of risk aversion parameter η and fairness concern parameter λ

is dynamic, not always positive or negative. The larger λ does not always lead to more
profit being transferred to F. This phenomenon is different from what has been observed in
supply chains [18] which consider only fairness concern but not risk aversion. The larger
η, the less profit is transferred to L. It is understandable that lower risk endurance brings
lower profit return.

6. Managerial Insights

The model analysis provides a framework for sustainable operational management
of a CLSC. The operational sustainability of a CLSC relies on positive and consistent
interactions among members. Through the incorporation of two irrational behavior factors
and cooperative game approaches, CLSC participants can have a more comprehensive
assessment towards pricing strategies. The cooperation or competition of members would
determine the profit allocation and sustainability of a CLSC. The equilibrium analyses and
numerical studies show that the profits of all members under the four cases (CC, LF, ML,
MF) are higher than those of the decentralized case. This implies that members should
make more efforts to maintain cooperation instead of competition. This research also
demonstrates that the effects of irrational behavior factors vary due to whether they are
related to wholesale prices or retail prices. The retail prices of alliances in the models of
CC, ML, and MF are not affected by the two irrational behavior factors. According to past
research, if only one irrational factor is considered, the higher the fairness concern level,
the more profit is transferred from M to F. The higher the risk aversion parameter, the less
profit is transferred from M to L. By incorporating two factors together, the effects of risk
aversion and fairness concern on M’s profit are complicated. As the degree of cooperation
increases, the retail prices decrease. This indicates that the manufacturer should try to
cooperate with retailers in order to maintain a stable market price without being affected
by risk sensitivity and fairness concern level.

7. Conclusions and Future Research

On the basis of a two-echelon CLSC composed of M, L, and F, this research takes
L’s risk aversion parameter η and F’s fairness concern parameter λ into account on five
different occasions: a centralized (CC), a decentralized (DC), and three partially allied
models (LF, ML, and MF). Analytical comparison of the resulting equilibriums reveals that
the more decentralized the CLSC, the less profit it generates. In models LF and MF, L’s
risk aversion parameter η acts as a functional tool to reallocate profit between L and M.
In models DC, LF, and ML where F’s fairness concern is effective, the parameter λ plays
a role in re-allocating the profits between F and M. Numerical studies are conducted to
investigate how L’s risk aversion parameter η and F’s fairness concern parameter λ affect
profit distribution under the five models. Numerical studies confirm that M, L, and F
achieve higher optimal profit even when the other two parties form a coalition than when
no coalition exists. The impact of risk aversion parameter η and fairness concern parameter
λ is dynamic, not always positive or negative. The larger λ does not lead to more profit
transferred to F. The larger η, the less profit is transferred to L. These research results
provide helpful insights for CLSC managers to find out available choices and feasible
ways to reach fair profit allocations. CLSC members should make more efforts to maintain
cooperation instead of competition.

Great opportunities remain for future research. This research discusses a two-echelon
CLSC with three agents. It would be meaningful to expand this study into a further
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complicated CLSC consisting of more agents and more echelons. In addition, this research
assumes that one member has fairness concerns, and one other member has risk aversions.
It would be very interesting to integrate more agents’ risk aversions and fairness concerns
into the CLSC and investigate their effects on profit allocations.
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Appendix A

Proof of Proposition 1. With a straight substitution of the demand functions qL
n
(

pL
n , pL

r
)
,

qL
r
(

pL
n , pL

r
)
, qF

n
(

pF
n , pF

r
)

and qF
r
(

pF
n , pF

r
)

into the profit function πCC
G and a partial derivation of

the profit function concerning retail prices, we have ∂2πCC
G

∂pL
n 2 = − 2

1−δ < 0, ∂2πCC
G

∂pL
r 2 = − 2

δ(1−δ)
< 0,

∂2πCC
G

∂pL
n∂pL

r
= 2

1−δ , ∂2πCC
G

∂pF
n 2 = − 2

1−δ < 0, ∂2πCC
G

∂pF
r 2 = − 2

δ(1−δ)
< 0, and ∂2πCC

G
∂pF

n ∂pF
r
= 2

1−δ . Therefore,

∂2πCC
G

∂pL
n 2

∂2πCC
G

∂pL
r 2 −

(
∂2πCC

G
∂pL

n∂pL
r

)2
= 4

δ(1−δ)
> 0 and ∂2πCC

G
∂pF

n 2
∂2πCC

G
∂pF

r 2 −
(

∂2πCC
G

∂pF
n ∂pF

r

)2
= 4

δ(1−δ)
> 0, the

profit function πCC
G is strictly joint concave in pL

n , pL
r , pF

n and pF
r . This proves that there

exists a unique optimal solution for profit maximization in Model CC.

By first-order settings ∂πCC
G

∂pL
n

= 1 +
cn−cr−2(pL

n−pL
r )

1−δ = 0, ∂πCC
G

∂pL
r

=
cr−2pL

r −δ(cn−2pL
n)

δ(1−δ)
= 0,

∂πCC
G

∂pF
n

= 1 +
cn−cr−2(pF

n−pF
r )

1−δ = 0 and ∂πCC
G

∂pF
r

=
cr−2pF

r −δ(cn−2pF
n)

δ(1−δ)
= 0, optimal pricing

decisions are derived pL
n
∗CC = pF

n
∗CC = 1+cn

2 and pL
r
∗CC = pF

r
∗CC = cr+A+δ

2 . The
consequential optimal production decisions of new and remanufactured products are
q∗CC

n = qL
n
∗CC + qF

n
∗CC = 1−δ−(cn−cr−A)

1−δ and q∗CC
r = qL

r
∗CC + qF

r
∗CC = δcn−cr−A

δ(1−δ)
. Subse-

quently, the optimal total profit is determined as π∗CC
G = (1−cn)

2

2 + (Cr+A−cnδ)2

2δ(1−δ)
. �

Appendix B

Proof of Proposition 2. By substituting demand functions qL
n
(

pL
n , pL

r
)

and qL
r
(

pL
n , pL

r
)

into

L’s utility function uDC
L and taking partial derivatives, we have ∂2uDC

L
∂pL

n 2 = − 2
1−δ − ησ2 < 0,

∂2uDC
L

∂pL
r 2 = − 2

1−δ − 2
δ − ησ2 < 0 and ∂2uDC

L
∂pL

n∂pL
r

= 2
1−δ − ησ2ρ > 0. Then

∂2uDC
L

∂pL
n 2

∂2uDC
L

∂pL
r 2 −

(
∂2uDC

L
∂pL

n∂pL
r

)2
= 4

δ(1−δ)
+ 4ησ2(1+ρ)

1−δ + 2ησ2

δ + η2σ4(1 − ρ2) > 0 implies that L’s

utility function uDC
L is strictly joint concave in pL

n and pL
r , and uDC

L has a unique optimal solu-

tion. By first-order conditions ∂uDC
L

∂pL
n

= 0 and ∂uDC
L

∂pL
r

= 0, L’s optimal response functions are ob-

tained as pL∗
n
(
wL

n , wL
r
)
= (2wL

n − ησ2δ2 + ησ2δ + 2ησ2wL
n − η2σ4δ2wL

n + ησ2ρwL
r + ησ2δwL

n
+ησ2δwL

r +η2σ4δwL
n − η2σ4ρ2δwL

n + 3ησ2ρδwL
n + η2σ4ρ2δ2wL

n + 2)/(
η2σ4ρ2δ2 − η2σ4ρ2δ − η2σ4δ2 + η2σ4δ + 4ησ2ρδ + 2ησ2δ + 2ησ2 + 4

)
and pL∗

r
(
wL

n , wL
r
)
=

(2δ + 2wL
r + ησ2wL

r − η2σ4δ2wL
r − ησ2ρδ + ησ2δwL

n + 2ησ2δwL
r + ησ2ρδ2 + η2σ4δwL

r
−η2σ4ρ2δwL

r + ησ2ρδwL
n + 3ησ2ρδwL

r + η2σ4ρ2δ2wL
r )/
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(
η2σ4ρ2δ2 − η2σ4ρ2δ − η2σ4δ2 + η2σ4δ + 4ησ2ρδ + 2ησ2δ + 2ησ2 + 4

)
. By substituting

pL∗
n
(
wL

n , wL
r
)

and pL∗
r
(
wL

n , wL
r
)

into demand functions qL
n
(

pL
n , pL

r
)

and qL
r
(

pL
n , pL

r
)
, the op-

timal quantities qL∗
n
(
wL

n , wL
r
)

and qL∗
r
(
wL

n , wL
r
)

for L are obtained as functions composed of
wholesale prices wL

n and wL
r .

By substituting demand functions qF
n
(

pF
n , pF

r
)

and qF
r
(

pF
n , pF

r
)

into F’s utility function uDC
F

and taking partial derivatives, we have ∂2uDC
F

∂pF
n 2 = 2(λ+1)

δ−1 < 0, ∂2uDC
F

∂pF
r 2 = (λ + 1)

(
2

δ−1 − 2
δ

)
< 0,

and ∂2uDC
F

∂pF
n ∂pF

r
= 2(λ+1)

1−δ > 0. Then ∂2uDC
F

∂pF
n 2

∂2uDC
F

∂pF
r 2 −

(
∂2uDC

F
∂pF

n ∂pF
r

)2
= 4(λ+1)2(1−δ)

δ(δ−1)2 > 0 implies that

F’s utility function uDC
F is joint concave in pF

n and pF
r , thus uDC

F has a unique optimal solution.

With first-order conditions ∂uDC
F

∂pF
n

= 0 and ∂uDC
F

∂pF
r

= 0, F’s optimal response functions are ob-

tained as pF∗
n
(
wF

n , wF
r
)
= λ+wF

n−λcn+2λwF
n+1

2(λ+1) , pF∗
r
(
wF

n , wF
r
)
= δ+wF

r +δλ−λcr−λA+2λwF
r

2(λ+1) . By sub-

stituting pF∗
n
(
wF

n , wF
r
)

and pF∗
r
(
wF

n , wF
r
)

into demand functions qF
n
(

pF
n , pF

r
)

and qF
r
(

pF
n , pF

r
)
,

the optimal quantities qF∗
n
(

pF
n , pF

r
)

and qF∗
r
(

pF
n , pF

r
)

for F are obtained as functions composed
of wholesale prices wF

n and wF
r .

By plugging qL∗
n
(
wL

n , wL
r
)
, qL∗

r
(
wL

n , wL
r
)
, qF∗

n
(

pF
n , pF

r
)

and qF∗
r
(

pF
n , pF

r
)

into M’s profit

function πDC
M with the first-order conditions ∂πDC

M
∂wL

n
= 0, ∂πDC

M
∂wL

r
= 0, ∂πDC

M
∂wF

n
= 0 and ∂πDC

M
∂wF

r
= 0,

M’s optimal decisions are obtained as wL∗
n = cn+1

2 , wL∗
r = cr+A+δ

2 , wF∗
n = λ+cn+3λcn+1

4λ+2 and
wF∗

r = cr+A+δ+3λcr+3λA+λδ
4λ+2 . Subsequently, the channel and individual equilibrium profits

are calculated, respectively, as π∗DC
M , π∗DC

L , π∗DC
F , and π∗DC

G .
Proposition 2 is therefore established. �

Appendix C

Proof of Proposition 3. In the LF model, the alliance LF decides the sales prices to maximize
the coalition utility. By substituting demand functions qLF

n
(

pLF
n , pLF

r
)

and qLF
r
(

pLF
n , pLF

r
)

into

LF’s utility function uLF
LF and taking partial derivatives, we have ∂2uLF

LF
∂pLF

n 2 = −ησ2 − 2+2λ
1−δ < 0,

∂2uLF
LF

∂pLF
r 2 = −ησ2 − 2

1−δ − 2
δ − λ

(
2

1−δ +
2
δ

)
< 0, and ∂2uLF

LF
∂pLF

n ∂pLF
r

= 2+2λ
1−δ − ηρσ2 > 0. Then

∂2uLF
LF

∂pLF
n 2

∂2uLF
LF

∂pLF
r 2 −

(
∂2uLF

LF
∂pLF

n ∂pLF
r

)2
=

(−ησ2(1−δ)−2−2λ)(−ησ2δ(1−δ)−2δ−2(1−δ)−2λ)−δ(2+2λ−ηρσ2(1−δ))
2

δ(1−δ)2

> 0 implies that LF’s utility function uLF
LF is joint concave in pLF

n and pLF
r , and uLF

LF has a

unique optimal solution. With first-order conditions ∂uLF
LF

∂pLF
n

= 0 and ∂uLF
LF

∂pLF
r

= 0, LF’s optimal
response functions are obtained as

p∗LF
n
(
wLF

n , wLF
r
)
=

KwLF
n +(ησ2ρ+ησ2δ)wLF

r −ησ2λδ2+ησ2ρλcr+ησ2ρλA−ησ2λcnδ+ησ2λcrδ+ησ2λAδ−ησ2ρλcnδ+4λ−2λcn−2λ2cn+2λ2−ησ2δ2+ησ2δ+ησ2λδ+2
η2σ4ρ2δ2−η2σ4ρ2δ−η2σ4δ2+η2σ4δ+4ησ2ρλδ+4ησ2ρδ+2ησ2λδ+2ησ2λ+2ησ2δ+2ησ2+4λ2+8λ+4 ,

p∗LF
r
(
wLF

n , wLF
r
)
=

(K+ησ2δ−ησ2)wLF
r +(ησ2δ+ησ2ρδ)wLF

n −(2λ+2λ2+ησ2ρλδ+ησ2λ)cr+(ησ2λδ+ησ2ρλδ)cn+H
η2σ4ρ2δ2−η2σ4ρ2δ−η2σ4δ2+η2σ4δ+4ησ2ρλδ+4ησ2ρδ+2ησ2λδ+2ησ2λ+2ησ2δ+2ησ2+4λ2+8λ+4

where

K = 2 + 6λ + 4λ2 + 2ησ2 + ησ2δ + η2σ4δ + 2ησ2λ + 3ησ2ρδ + 2ησ2λδ + η2σ4ρ2δ2 + 4ησ2ρλδ − η2σ4δ2 − η2σ4ρ2δ,
H = 2δ + 4λδ + 2λ2δ − 2λA − 2λ2 A − ησ2λA − ησ2ρδ + ησ2ρδ2 + ησ2ρλδ2 − ησ2ρλδ − ησ2ρλAδ.

By substituting pLF∗
n
(
wLF

n , wLF
r
)

and pLF∗
r
(
wLF

n , wLF
r
)

into demand functions
qLF

n
(

pLF
n , pLF

r
)

and qLF
r
(

pLF
n , pLF

r
)
, the optimal quantities qLF∗

n
(

pLF
n , pLF

r
)

and qLF∗
r
(

pLF
n , pLF

r
)

for LF are obtained as functions composed of wholesale prices wLF
n and wLF

r . By plug-
ging qLF∗

n
(

pLF
n , pLF

r
)

and qLF∗
r
(

pLF
n , pLF

r
)

into M’s profit function πLF
M with the first order

conditions ∂πLF
M

∂wLF
n

= 0 and ∂πLF
M

∂wLF
r

= 0, M’s optimal decisions wLF
n , wLF

r are obtained. �
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Appendix D

Proof of Proposition 4. In Model ML, coalition ML and F constitute a two-echelon Stack-
elberg game model with ML being the leader and F the follower. Plugging demand
functions qF

n
(

pF
n , pF

r
)

and qF
r
(

pF
n , pF

r
)

into F’s utility function and taking partial derivatives,

we have ∂2uML
F

∂pF
n 2 = 2λ+2

δ−1 < 0, ∂2uML
F

∂pF
r 2 =

(
2

δ−1 − 2
δ

)
(λ + 1) < 0, and ∂2uML

F
∂pF

n ∂pF
r
= 2λ+2

1−δ > 0.

This implies that ∂2uML
F

∂pF
n 2

∂2uML
F

∂pF
r 2 −

(
∂2uML

F
∂pF

n ∂pF
r

)2
= 4(λ+1)2(1−δ)

δ(1−δ)2 > 0. Thus, F’s utility function

uML
F is strictly joint concave in pF

n and pF
r , and it has a unique optimal solution. With

first-order conditions ∂uML
F

∂pF
n

= 0 and ∂uML
F

∂pF
r

= 0, F’s optimal response functions are obtained

pF
n
(
wF

n , wF
r
)
= λ+wF

n−λcn+2λwF
n+1

2λ+2 , pF
r
(
wF

n , wF
r
)
= δ+wF

r −λcr−λA+λδ+2λwF
r

2λ+2 .
Plugging demand functions qML

n
(

pML
n , pML

r
)

and qML
r
(

pML
n , pML

r
)

into ML’s utility

function and taking partial derivatives, we have ∂2uML
ML

∂pML
n 2 = 2

δ−1 < 0, ∂2uML
ML

∂pML
r 2 = 2

δ−1 − 2
δ < 0,

and ∂2uML
ML

∂pML
n ∂pML

r
= 2

1−δ > 0. So ∂2uML
ML

∂pML
n 2

∂2uML
ML

∂pML
r 2 −

(
∂2uML

ML
∂pML

n ∂pML
r

)2
= 4(1−δ)

(1−δ)2δ
> 0 implies that ML’s

utility function is joint concave in pML
n and pML

r , and uML
ML has a unique optimal solution.

With first-order conditions ∂uML
ML

∂pML
n

= 0 and ∂uML
ML

∂pML
r

= 0, ML’s optimal responses are obtained as

p∗ML
n = cn+1

2 , p∗ML
r = cr+A+δ

2 .
By substituting pF

n
(
wF

n , wF
r
)
, pF

r
(
wF

n , wF
r
)
, pML

n and pML
r into demand functions

qF
n
(

pF
n , pF

r
)
, qF

r
(

pF
n , pF

r
)
, qML

n
(

pML
n , pML

r
)

and qML
r
(

pML
n , pML

r
)
, the optimal quantities are

obtained as M’s wholesale prices to F. By plugging the optimal quantities into ML’s utility

function with the first-order conditions ∂uML
ML

∂wF
n

= 0 and ∂uML
ML

∂wF
r

= 0, ML’s optimal decisions

w∗F
n = λ+cn+3λcn+1

4λ+2 and w∗F
r = cr+A+δ+3λcr+3λA+λδ

4λ+2 are obtained. �

Appendix E

Proof of Proposition 5. In Model MF, alliance MF and L compose a two-echelon model with
MF being the leader and L the follower in a Stackelberg game. By plugging demand functions
qL

n
(

pL
n , pL

r
)

and qL
r
(

pL
n , pL

r
)

into L’s utility function and calculating partial derivatives, we

get ∂2uMF
L

∂pL
n 2 = −ησ2 − 2

1−δ < 0, ∂2uMF
L

∂pL
r 2 = −ησ2 − 2

1−δ − 2
δ < 0, and ∂2uMF

L
∂pL

n ∂pL
r
= 2

1−δ − ησ2ρ > 0.

Then ∂2uMF
L

∂pL
n 2

∂2uMF
L

∂pL
r 2 −

(
∂2uMF

L
∂pL

n ∂pL
r

)2
=
(

2
1−δ + ησ2

)
∗
(

2
1−δ + ησ2 + 2

δ

)
−
(

2
1−δ − ησ2ρ

)2
> 0

implies that L’s utility function uMF
L is joint concave in pL

n and pL
r with a unique optimal

solution. Through first-order conditions ∂uMF
L

∂pL
n

= 0 and ∂uMF
L

∂pL
r

= 0, we obtain L’s optimal
response functions

pL
n
(
wL

n , wL
r
)
= 2wL

n−ησ2δ2+ησ2δ+2ησ2wL
n−η2σ4δ2wL

n+ησ2ρwL
r +ησ2δwL

n+ησ2δwL
r +η2σ4δwL

n−η2σ4ρ2δwL
n+3ησ2ρδwL

n+η2σ4ρ2δ2wL
n+2

η2σ4ρ2δ2−η2σ4ρ2δ−η2σ4δ2+η2σ4δ+4ησ2ρδ+2ησ2δ+2ησ2+4 ,

pL
r
(
wL

n , wL
r
)
= 2δ+2wL

r +ησ2wL
r −η2σ4δ2wL

r −ησ2ρδ+ησ2δwL
n+2ησ2δwL

r +ησ2ρδ2+η2σ4δwL
r −η2σ4ρ2δwL

r +ησ2ρδwL
n+3ησ2ρδwL

r +η2σ4ρ2δ2wL
r

η2σ4ρ2δ2−η2σ4ρ2δ−η2σ4δ2+η2σ4δ+4ησ2ρδ+2ησ2δ+2ησ2+4

Plugging demand functions qMF
n
(

pMF
n , pMF

r
)

and qMF
r
(

pMF
n , pMF

r
)

into MF’s utility

function and taking partial derivatives, we have ∂2uMF
MF

∂pMF
n 2 = 2

δ−1 < 0, ∂2uMF
MF

∂pMF
r 2 = 2

δ−1 − 2
δ < 0,

and ∂2uMF
MF

∂pMF
n ∂pMF

r
= 2

1−δ > 0. Then ∂2uMF
MF

∂pMF
n 2

∂2uMF
MF

∂pMF
r 2 −

(
∂2uMF

MF
∂pMF

n ∂pMF
r

)2
= 4(1−δ)

(1−δ)2δ
> 0 implies that

MF’s utility function is joint concave in pMF
n and pMF

r , and uMF
MF has a unique optimal

solution. Through first-order conditions ∂uMF
MF

∂pMF
n

= 0 and ∂uMF
MF

∂pMF
r

= 0, MF’s optimal responses

are obtained as p∗MF
n = cn+1

2 , p∗MF
r = cr+A+δ

2 .
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By substituting pL
n
(
wL

n , wL
r
)
, pL

r
(
wL

n , wL
r
)
, p∗MF

n and p∗MF
r into demand functions

qL
n
(

pL
n , pL

r
)
, qL

r
(

pL
n , pL

r
)
, qMF

n
(

pMF
n , pMF

r
)

and qMF
r
(

pMF
n , pMF

r
)
, the optimal quantities are

obtained as M’s wholesale prices to L. By plugging the optimal quantities into MF’s utility

function with the first-order conditions ∂uMF
MF

∂wL
n

= 0 and ∂uMF
MF

∂wL
r

= 0, MF’s optimal decisions

w∗L
n = cn+1

2 and w∗L
r = cr+A+δ

2 are obtained. �
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Abstract: This paper addresses the formulation of an individual fruit harvest decision as a nonlinear
programming problem to maximize profit, while considering selective harvesting based on fruit
maturity. A model for the operational level decision was developed and includes four features:
time window constraints, resource limitations, yield perishability, and uncertainty. The model
implementation was demonstrated through numerical studies that compared decisions for different
types of worker and analyzed different robotic harvester capabilities for a case study of sweet pepper
harvesting. The results show the influence of the maturity classification capabilities of the robot on
its output, as well as the improvement in cycle times needed to reach the economic feasibility of a
robotic harvester.

Keywords: nonlinear programming; agriculture; harvest planning; production

1. Introduction

The supply chain for fresh fruit and vegetables involves a number of steps from
crop selection to shipment to the customer, including harvesting, processing, packaging,
and transporting the produce [1]. Operational research models have been developed for
this supply chain at three decision levels: strategic, tactical, and operational [2,3]. The
strategic level includes long-term horizon decisions, for example, deciding on farm and
plot locations [4]. The tactical level involves medium-term decisions, such as crop selection,
scheduling, and allocation [2,5]. The operational level involves short-term decisions, such
as water allocation, land preparation, pricing decisions, and harvest scheduling [5–7].

Harvest planning includes several factors (e.g., scheduling and machinery capacity,
allocation, and timing) that have been investigated at all three levels. At the strategic level,
research has focused on topics such as the number of harvesting machines needed for
filling a specific storage capacity [8] and the evaluation of different planting and harvesting
alternatives using bio-economics characteristics [2]. At the tactical level, research has
focused on allocating harvester machines between a number of fields to reduce costs [9] and
on optimizing harvesting and loading sequences to minimize delays in moving products to
storage [10]. At the operational level, research has been conducted on optimizing harvest
data to maximize mill productivity, and on analyzing the labor effect on fruit quality and
quantity at harvest [2,11,12]. However, there are no studies examining operational decisions
related to the harvesting of individual fruit.

Selective harvesting of high-value crops, such as apples, tomatoes, and broccoli, is
currently performed mainly by humans, rendering it one of the most labor-intensive and
expensive agricultural tasks [13]. Any attempts to mechanize all or parts of the supply
chain for these crops must take into account the decades-long research on the robotization
of many different agricultural applications, such as transplanting, spraying, cultivating,
trimming, and selective harvesting [14]. This research has indeed indicated the technical
feasibility of using robotic harvesters in orchards (e.g., apples [15,16] and citrus [17,18]),
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greenhouses (e.g., tomatoes [19] and sweet peppers [20]) and open fields (e.g., melons [21]
and asparagus [22]), but the robots developed to date still lack commercial applicability,
since they have failed to reach the efficiency of human harvesters [13,23].

A robotic harvester must detect the fruit, reach the fruit, decide whether to harvest the
fruit, and then grasp and disconnect the fruit from the branch. The harvest decision of a
selective robotic harvester thus includes a number of aspects. First, methods for maturity
classification must be developed [24,25]. Second, since many fruits are hidden or partially
obscured, the best camera viewpoints for maturity classification must be selected [26].
Since additional viewpoints cost time, an intelligent decision as to the necessity for an
additional viewpoint and its location is needed [27]. The third and last aspect investigates
the operational considerations of maturity classification and harvesting, namely, deciding
whether the fruit is ripe and whether to harvest it, based on a consideration of the above
points. By addressing these aspects, the harvest decision of a selective robotic harvester can
be improved.

To the best of our knowledge, no research has examined the decision making of a
selective robotic harvester. This research lacuna may be attributed to the research focus
on proving the technical feasibility of robotic harvesters [23], i.e., developing sensing
and grasping capabilities. Once the technical feasibility of robotic harvesters has been
proven, successful implementation and commercialization will depend on their integration
into the production cycle [28], similarly to milking robots: after the technical feasibility
of the milking robot had been successfully demonstrated, different operational research
aspects were investigated at various levels, including optimal allocation in a robotic milking
barn [29], the design and layout of an optimal barn [30], and prediction of the milking
robot utilization [29].

One of the operational aspects of a harvesting robot is harvest planning, which in-
cludes scheduling, routing, and resource allocation to ensure high quality of the final
products [1]. The agricultural environment is characterized by several variabilities and
challenges, deriving from its unstructured and dynamic make-up and the biological na-
ture of the product [27,31,32]. Fruit and vegetable crops vary widely in physiology and
management practices, which may involve multiple harvests in a single season [33]. In
particular, in high-value crops, harvesting is performed several times along a production
season. These crops are generally non-staple crops, such as fruit, vegetables, ornamentals,
and spices [34]. For such crops, the decision to harvest a specific fruit/vegetable depends
on the fruit/vegetable maturity level, the harvesting capacity, and market demand.

In this work, we aimed to develop a model for selective harvesting based on the
maturity of the fruit, where harvesting can be performed by human workers or robots, with
each type of harvester having different abilities to identify maturity. The model formulation
and analyses are demonstrated in numerical studies using sweet pepper harvesting as a
case study.

We determined the optimal harvest production order to maximize farmers’ profit.
The production order defines how many peppers of each maturity level to harvest on
each specific harvest day along the harvesting season. The production order defines the
harvesting capacity needed, i.e., the number of workers/robots required to achieve this
production. Usually, different types of workers are available for harvesting, and in the
future, robotic harvesters might also be integrated into the harvesting process [14,23]. The
factors that determine the type of worker include costs (salary), the number of peppers
each worker can harvest each day, and the worker’s ability to classify the peppers into
different maturity classes. For example, an inexperienced worker is able to classify peppers
into only two maturity classes—mature and immature. An experienced worker can classify
the pepper into four maturity classes—immature, partly mature, mostly mature, and must
be harvested [35]. Therefore, more experienced workers, who are better able to estimate
the pepper maturity level, will harvest the fruit at the best fit time, resulting in an overall
higher pepper weight (since the fruit will stay longer on the plant and continue to develop).
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A robotic harvester will be able to non-destructively classify the exact maturity
level [24,36–39] and will have a higher harvest capacity than a human worker, but will
also have higher costs [23]. Only a few previous studies have investigated and analyzed the
economic effect of robotic harvesting, focusing on the machine cost per area unit, compared
to human workers [1,40]. This work extends the literature by estimating the selective robotic
harvester quality savings, taking into consideration both the cost (comparing robot costs
to manual costs) and the effect of maturity classification using a robotic harvester (the
quality effect).

The remainder of this paper is organized as follows: Section 2 gives the relevant
background and previous research. Section 3 describes in detail the basic formulation of
the harvesting problem, and Sections 4 and 5, respectively, present expansions of the basic
formulation and numerical studies. Finally, Section 6 concludes the paper.

2. Literature Review

Harvest yields tend to be uncertain regarding quantity, quality, and timing, due to
dynamic and unpredictable weather, soil, and water conditions [1,41]. Moreover, the
harvesting time of individual fruits or vegetables will influence the production yield and
quality [11]. The harvest time is affected by many factors, such as cultivation practices,
weather conditions, soil conditions, geographical location, rate of quality decay, storage
capacity, the required processing needed, and transport considerations [1,11,41]. Given
the yield and quality attributes and the transport and storage restrictions, mathematical
optimization techniques, such as linear or integer programming, are often used to determine
the best possible harvest time [8]. This type of programming determines the best harvesting
time for different objective functions, such as maximum profit or minimum expenses [2,11].
To date, this best harvesting time has been considered at the field level only for non-selective
harvesting (i.e., when to harvest a specific field with a single harvest).

Another decision that must be made before harvesting concerns the number of workers
to recruit for the harvest season. Labor costs are a significant expense in agricultural produc-
tion, specifically in the harvesting process [42]. Harvesting often involves migrant seasonal
workers and requires recruitment processes that take time and require planning [43]. Fur-
thermore, it is necessary to maintain a balance between ensuring a sufficient number of
workers to harvest the ripe products (not missing harvestable produce due to a lack of
workers) and ensuring that workers are fully utilized to reduce operational costs.

Usually, the harvest planning problem is modeled using a mathematical formulation
and then solved by different operational research methods [2]. Integer linear programming,
the most common method [2], has been used to find the optimal date for grape and
apple harvesting, taking into consideration operational costs and fruit quality [44,45]. In
these studies, the harvest date was set for non-selective harvesting, i.e., harvesting the
whole field at once. A different planning model for wine grape harvesting involving
uncertainty combined integer linear programming and robust stochastic optimization [26].
Other studies have used dynamic programming [10] and simulation models [46] to solve
problems in harvest planning. However, all of these studies addressed decisions related to
the whole field and did not relate to individual fruits.

Any study related to the modeling of harvest planning must take the following features
into consideration, as reviewed in [1]:

• Time window constraints—The model should consider the optimal time for harvesting
and the quality decay resulting from harvesting outside of that time window, as well
as its effect on revenues.

• Resource limitations—These include capacity and productivity constraints, together
with labor and machine availability.

• Yield perishability—The deterioration of fresh products during the post-harvest period
must be taken into account. Yield perishability can be modeled in several ways,
including continuous deterioration curves, a loss factor for each period after harvesting,
and the effect of product deterioration on customer demand.
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• Uncertainty—There is uncertainty in the harvest yield (quantity and quality), due to
unknown weather conditions and the inherent variability of agricultural processes.

• Inventory control—The inventory should be considered in terms of holding costs,
duration of keeping in the inventory constraints, or as a decision variable.

Integrating all of the above elements into a single model is complicated and may be
impossible to solve in reasonable computational times. Therefore, heuristics algorithms are
usually developed to derive an operational solution [47].

None of the studies covered in the review [1] included all the aforementioned features,
and only two included four out of the five features. Maatman et al. created a multiperiod stochas-
tic model to determine the cultivating strategy for crops under rainfall uncertainty [48].
This model did not include time window constraints, i.e., the optimal time for harvesting was
not considered. Annetts and Audsley considered four out of the five features described
above. Their study dealt with cultivating strategy and machinery selection [49], aiming to
maximize profits while minimizing environmental impact. The developed model did not
include the uncertainty feature; the researchers used historical weather data to determine
the available working hours of the machines but did not consider the weather data effect on
crop maturity, yield, and costs [49]. In addition, none of the above models considered selective
harvesting (focusing on decisions related to individual fruit). The current paper addresses this
knowledge gap by focusing on decisions related to individual fruit and taking into consideration
four features for selective harvesting. The inventory control feature was excluded, because we
assume that fresh fruit are supplied on the same day of harvest.

The literature review revealed three studies that solved a problem with similarities
to planning the harvest of a selective crop. Arnaout and Maatouk developed a model for
scheduling the harvest operation of grapes to maximize harvest quality with minimum
cost. Their model used a quality decay function to measure the quality loss of the grapes
and its effect on the profits corresponding to the harvest date [47]. However, in this case,
the grape crop was harvested once in a season (not selectively harvested). In contrast, crops
such as sweet peppers require selective harvesting, once every few days. Each fruit could be
harvested at different maturity levels over an extended period. Therefore, when planning to
address the harvest of a selective crop problem, the inventory level and product quality
can be controlled via the right decision related to the harvested product’s maturity level.

Golenko-Ginzburg et al. developed a multilevel decision-making system for human
and machine cotton harvesters. They created a hierarchical system of three levels; the
first level determines the harvesting speed, the second level re-allocates the resources to
create balanced teams, and the third level re-allocates the teams among farms, aiming
to maximize the probability of completing cotton harvesting by a due date [50]. The
principle of integrating two types of resources (man–machine) is similar to the current work
formulation. However, cotton, similar to grapes, is a non-selective crop and is harvested all
at once. Therefore, adjustment for a selective crop, such as sweet peppers, was needed and
was the aim of this paper.

Albornoz et al., suggested an approach for grape-selective harvest scheduling and
planning via management zone delineation [51]. Their work minimized the total costs of
harvest operations and established planning and scheduling for selective harvest of each
selected management zone. Although dealing with selective harvesting, their article did not
consider the fruit growth function or the maturity status of individual fruit.

In this paper, we present a model for deciding on the selective harvest of an individual fruit.
Four features are considered in the model, which is based on an economic analysis that
takes into account robot/worker capabilities and the growth model of the fruit. The model
is demonstrated for sweet pepper harvesting, but it is general and can be applied to other
crops requiring selective harvesting.
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3. Problem Description and Formulation

3.1. Growth Function

Sweet pepper fresh weight, similar to other fruits, is determined in terms of days
after anthesis (DAA). Anthesis is taken as time zero, after which the pepper continues to
grow, and after dm days from anthesis, if not harvested, the pepper is considered rotten and
cannot be supplied to the customer. Let W(d) denote the weight of a pepper d days after
anthesis. W(d) is determined via the pepper growth function. Several growth functions
for sweet peppers can be found in the literature [52], and the following common growth
function was used [52]:

W(d) =
Wmax(

1 + e−a(d−dm)
) (1)

where Wmax is the maximum weight of the pepper, dm is the maximal value of d, and a is a
constant determining the curvature of the growth pattern [33].

The pepper maturity class is determined by d. In the future, a robotic harvester might
be able to identify the exact d for the pepper. However, workers can distinguish only
between pepper maturity classes (they cannot identify the exact d of a pepper), since it
would require tagging each flower, which is an expensive and complicated task. Therefore,
the maturity classes are modeled as follows; the lowest maturity class is defined as pepper
DAA between [d1start, . . . , d1end], the second-lowest maturity level is defined as pepper
DAA between [d2start, . . . , d2end], etc.

3.2. Model Formulation

Inputs

n—number of periods
m—number of maturity levels
d—number of days after anthesis
djstart—min days after anthesis of maturity level j
djend—max days after anthesis of maturity level j
yd,1—number of peppers d DAA available to harvest in the first period
I0—number of peppers at anthesis each day
Ch—harvester capablities in one period
p—price per kilogram of pepper fresh weight
W(d)—fresh weight (kilogram) of pepper d days after anthesis
S—harvester’s salary/rental cost through all planning horizons
F—total fixed expenses through all of planning horizons, including utilities, land, water,
fertilization, planting, and taxes

Variables

N—number of harvesters (hired workers or equivalent numbers of robots see Section 5.2.2)
(decision variable)
Hj,t—peppers harvested from maturity class j in period t (decision variable)
THWt—total harvest weight of the peppers in period t (fresh weight in kilograms)
Aj,t—peppers from class j available to harvest at the beginning of period t
Pd,t—peppers d days after anthesis that are harvested in period t
Yd,t—peppers available to harvest d days after anthesis at the beginning of period t

The farmer has two decisions to make: the number of harvesters to use for the harvest
season (N), and the number of peppers to harvest from each maturity class at each period (Hj,t).
Since we are dealing with selective harvesting, the number of harvesters is calculated as the
number of workers or the equivalent-performing robotic harvesters (see Section 5.2). The
harvest season is n periods long, and the harvesters can distinguish between peppers in m
maturity classes.
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The objective function represents the profit to the farmer and includes the following
components: income from the harvested peppers (calculated as the fresh weight of the
harvested peppers (THWt) multiplied by the price per kilogram (p)); variable expenses
(calculated as the number of harvesters (N) multiplied by the workers’ salaries or the
robots’ rental cost (S) through all planning horizons); the total fixed expenses (F) through
all planning horizons (calculated by summing expenses due to utilities, land, water etc.):

Max Z = p ×
n

∑
t=1

THWt − N × S − F (2)

subject to: (the constraints are explained one by one below):

Y1,t = I0 ∀t = 2 . . . n (3)

Yd,t = Yd−1,t−1 − Pd−1,t−1 ∀t = 2 . . . n, d = 2 . . . dm (4)

Yd,t ≥ Pd,t ∀t = 1 . . . n, d = 1 . . . dm (5)

Hj,t =
djend

∑
d=djstart

Pd,t∀t = 1 . . . n, j = 1 . . . m (6)

Aj,t =
djend

∑
d=djstart

Yd,t∀t = 1 . . . n, j = 1 . . . m (7)

Aj,t ≥ Hj,t∀t = 1 . . . n, j = 1 . . . m (8)

m

∑
j=1

Hj,t ≤ N·Ch∀t = 1 . . . n (9)

THWt =
dm

∑
d=1

(W(d)× Pd,t)∀t = 1 . . . n (10)

Equations (3)–(5) define the mechanism of pepper growth in the greenhouse using
the variables Yd,t and Pd,t. The number of available peppers d DAA at the beginning of the
planning horizon (Yd,1) is given. Since the actual d of a pepper is unknown to the workers,
the decision is made based on the maturity classes (Aj,t and Hj,t), as described above. The
composition of each maturity class is obtained from Equations (6) and (7). In addition, the
number of peppers harvested from each maturity class is limited by the peppers available,
seen in Equation (8), and the maximal number of peppers harvested is determined by the
number of harvesters in Equation (9). The actual harvest weight (THW) is determined via
the harvested pepper’s d, as in Equation (10).

If we take into consideration the potential of a robotic harvester, the above set of
constraints is somewhat different. If we assume that the robots can identify the exact DAA
d, then Hj,t = Pd,t and thus constraints 6–8 can be removed and Pd,t is replaced by Hj,t in the
remaining set of constraints.

This model formulation contains [(n × m) + 1] variables and [n × (m + 1) + 2] con-
straints. We note that different methods for solving nonlinear programming differ in the
computational effort expressed by the number of variables and constraints.

3.3. Dealing with Uncertainty

The complex aspect of this formulation is to update the value of Pd,t, which determines
the harvested yield weight and the relation between Hj,t and Pd,t. To update the values of
Yd,t between periods, the value of Pd,t must be known, as is shown in Equation (4).
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To determine the exact value of Pd,t, the distribution of the harvested peppers (Hj,t)
within the different DAAs must be known. Since it is impossible to know the actual DAA
of a harvested pepper, a stochastic process must be considered. We considered four ways
to deal with this problem:

• Distribute the harvested peppers uniformly among the different DAAs.
• Distribute the harvested peppers in proportion to the available peppers of each DAA.
• Create a worst-case scenario in which the peppers with the lowest weight (lower DAA)

available in a maturity class will be harvested.
• Create a best-case scenario in which the peppers with the highest weight (highest

DAA) available in a maturity class will be harvested.

For example, in a problem in which the second maturity level is defined as pep-
pers of 5 to 7 DAAs, let us assume that in period 1, the peppers available are: Y5,1 = 4,
Y6,1 = 6, Y7,1 = 2. This implies that A2,1 = ∑7

k=5 Yk,t = 4+ 6+ 2 = 12. Now, let us assume
the algorithm decided to harvest six peppers from level 2 in period 1: H2,1 = 6.

• The first method, distributing uniformly, will set P5,1 = 2, YP6,1 = 2, P7,1 = 2.
• The second method, distributing in proportion, will set P5,1 = 4

12 × 6 = 2,
P6,1 = 6

12 × 6 = 3, P7,1 = 2
12 × 6 = 1.

• The third method, the worst-case scenario, will set P5,1 = 4, YP6,1 = 2, P7,1 = 0.
• The fourth method, the best-case scenario, will set P5,1 = 0, YP6,1 = 4, P7,1 = 2.

All four ways suggested for dealing with uncertainty are a function of the decision
variables and, therefore, create a nonlinear formulation.

4. Model Extensions

The suggested formulation (Section 3) is based on certain assumptions that enable a
solution to be reached in reasonable computational time. This section discusses and offers
modifications of the formulation to accommodate different aspects of harvest planning.

4.1. Limiting the Harvested Rows and Deciding on the Rows to Harvest

In the current formulation, all fruits in the greenhouse are available for harvesting
in each period. The greenhouse is separated into rows. Usually, the harvesters harvest
only a subset of the total rows in the greenhouse (block) each working day, spacing the
time between one harvest cycle and the next. Such spacing enables fruits to continue to
grow (increase weight) and creates a higher supply of grown peppers to harvest in the next
harvest cycle of the block (the subset). Moreover, harvesting only a subset of rows saves
transition times while advancing along the rows, creating a more productive environment.

An additional index, the block index, should be added to the formulation to apply this
approach. However, such a change will increase the number of variables and constraints
in the current formulation, making it difficult to solve in a reasonable computational time.
Therefore, we applied an additional solution for this approach, which is easier to solve;
we ran the formulation for each block of rows separately. By doing this, the definition of
time between periods could be changed. Instead of representing one day, the time between
periods could be the time between two harvest cycles of the same block. This change in the
definition of time between periods requires scaling the growth function to the appropriate
time, rather than days. For example, if each block is harvested every ten days, the growth
function should be scaled from the change in fruit weight d DAA to change in fruit weight
10 × d DAA.

4.2. Modeling the Change in Pepper Price

The price of a kilogram of fresh peppers varies between different periods along the
harvesting season. While this price variation affects the decision of how many peppers are
to be harvested in each period, the price for each period cannot be known in advance, since
it relies on market supply and demand. Therefore, the price can only be estimated using
post data. Once the prices are estimated, they can be added to the formulation as input.
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Then, instead of multiplying the total harvest weight (THW) of all planning horizons for
the same fixed price per kilogram (p), the THW of each period can be multiplied by the
specific period.

5. Numerical Studies—Harvesters with Different Capabilities to Classify Pepper
Maturity Levels

As described in the Introduction, workers may have different capabilities to classify
peppers into different maturity classes. A robotic harvester may be able to identify the exact
maturity level of a pepper, but renting a robot incurs a certain cost. Based on the different
harvesting capabilities, farmers need to select harvesters. Three numerical studies were
conducted representing problems faced by a typical farmer. The first (Section 5.1) explores
different types of worker. The second (Section 5.2) analyzes the potential capabilities of
a robotic harvester in comparison to human harvesters. Finally, an economic return-on-
investment analysis for the robotic harvester was conducted (Section 5.3) based on the
results of the second example. The model parameters were chosen based on [20,53,54] and
data obtained from an interview with a sweet pepper farmer in Israel for a sweet pepper
greenhouse of a size of 1.2 hectares (Table 1). Since the aim of the numerical studies was
to demonstrate the practical implementation of the model, small/medium-size problems
were analyzed, where the number of periods n was set to 20. The problems were solved via
a Microsoft Excel solver add-in using the generalized reduced gradient nonlinear method,
which derives a local optimum solution (solver’s maximal size is 200 decision variables
and 100 constraints).

Table 1. Model parameters for the numerical example analysis.

General Workers Yield Growth Function

n 20 S 3530 yd,1 7000 ∀d dm 30

p 2 Ch 6750 In0 7000 Wmax 250

a 0.3

5.1. Analysis of the Type of Worker

This numerical example aims to analyze the effect on the objective function of the
workers’ ability to classify peppers into multiple classes. The workers were classified into
three types based on their experience, where the assumption was that more experienced
workers can classify fruit into a higher number of maturity levels. The data regarding the
classifying ability of each worker is given in Table 2. Two versions of the model formulation
were run for each worker type. The first version ran the exact formulation described in
Section 3.2 to determine the optimal number of workers and how many peppers to harvest
from each maturity class (Section 5.1.1). In the second version, the number of workers
was fixed, and the only decision variable was the number of peppers harvested from each
maturity class for a given number of workers (Section 5.1.2).

Table 2. Data for the ability of three types of worker to classify peppers into maturity levels (m).

Type A: m = 2 Type B: m = 3 Type C: m = 4

Class d Start d End Class d Start d End Class d Start d End

1 31 45 1 31 40 1 31 40

2 46 60 2 41 50 2 41 45

3 51 60 3 46 50

4 51 60
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5.1.1. Number of Workers Is a Decision Variable

The results in Table 3 show that the best performance for a variable number of workers
was derived for the experienced workers (Type C). However, the mid-experienced workers
(Type B) obtained a higher total harvest weight with only a slight difference (0.4% less) in
the profit. It seems from the results that for each type of worker a solution with a different
number of workers was derived. A possible reason for this result is that the generalized
reduced gradient method produces a local optimum solution. The difference between the
profit values signifies the maximal difference in workers’ salaries that the farmer will agree
to pay for the change in the type of worker. The difference resulted in 14.2%, 0.4%, and
13.5% improvements in profit when changing the workers from Type C to A, Type C to B,
and Type B to A, respectively. The formulation results lead to two strategies for the harvest
plan (Figure 1) based on the inputs in Table 1.

Table 3. Results of the numerical example for the analysis of worker performance.

Variable Number of Workers Fixed Number of Workers

N Profit THW N Profit THW

Type A: m = 2 2 98,066.7 52,553.37 2 98,066.7 52,553.37

Type B: m = 3 4 111,593 62,836.68 2 107,918 57,478.77

Type C: m = 4 3 112,049 61,304.32 2 108,022 57,531.19
m = # maturity classes.

 

0

10000

20000

30000

40000

50000

60000

70000

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Cu
m

ul
at

iv
e 

ha
rv

es
t w

ei
gh

t [
kg

]

Number of days

Type A Type B Type C

Figure 1. The cumulative total harvest weight (kilogram) for each worker type.

In the first strategy, workers of Types A and C harvest peppers at the same rate
throughout the whole month. In the second strategy, workers of Type B harvest only at
the beginning and at the end of the month. This strategy allows the fruit to keep gaining
weight until the harvest at the end of the month.

The first strategy is simpler to implement, since the solution fully utilizes the work-
ers/robots. The second strategy has the potential for better utilization, but requires tight
planning. Since there are periods without harvesting, in those periods, the workers/robots
can work in a different greenhouse (or different areas in a larger greenhouse) by synchro-
nizing the harvest periods.
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5.1.2. Fixed Number of Workers

This example demonstrates how workers’ experience affects the total harvest weight.
The formulation was executed for the three sub-cases with a fixed number of workers as
input (the number of workers, N, was set to two instead of being a decision variable). The
results in Table 3 show that there is a slight difference between the performances of Type
B and Type C workers. However, there are more marked differences in the total harvest
weight between Type A and Types B and C, with 9.3% and 9.5% improvements, respectively.

5.2. Analysis of the Robotic Harvester Capability

The assumption is that a robotic harvester can potentially classify fruits into multiple
maturity classes, even to their exact DAA, by using AI methods [52]. Peppers are therefore
harvested at the optimal time giving higher weights. In this numerical example, we
compared different types of human harvesters (Table 1) with a robotic harvester.

5.2.1. Difference in the Total Harvest Weight between Robotic and Human Harvesters with
the Same Capabilities

This analysis investigated the difference in the total harvest weight (THW) between
a single robot and a number of workers of different types, where the robot and the total
number workers had the same harvest capabilities Ch. This type of analysis can be applied
to estimate the cost efficiency of a robotic harvester and the maximal price a farmer will
agree to pay for such a robot for one month of operation. To evaluate how the robot’s ability
to classify peppers according to their DAA affects the harvest weight (THW) in one month,
the THW of a robot was compared to the THW of a number of workers, where the number
of workers was set to a number giving the same Ch as one robot (Table 1). The robot’s THW
was then compared to the THW of the workers for each worker type. Six workers (N = 6)
were selected as the basis for comparison, with a total capacity of Ch = 40,500 fruits per
working day being equivalent to the ability of one robot. Any number lower than this
(produced by six workers) creates an imbalanced use case with a high supply of peppers
in the greenhouse, resulting in the harvesting of peppers solely from the highest maturity
class. Similarly, any number higher than Ch = 40,500 creates a use case in which all the
peppers available in the greenhouse are harvested.

The results in Table 4 show the robotic harvester’s high potential, with a 12.28, 7.33, and
4.9% increase in the THW when compared to workers of Types A, B, and C, respectively. The
results show the importance of the ability to classify maturity for evaluating the feasibility
of using a robotic harvester. Since the results are presented in terms of harvest weight,
the higher the pepper price, the greater the advantage of the robot when compared to the
workers. From Table 4, the difference in THW between the robot and the workers can be
calculated as quality savings [55] (pp. 683–687) measured for the planning horizon period.
For example, the quality savings between the robot and Type B workers is 2716 kg/month,
resulting in overall savings of 23,765 kg/year. The quality savings can then be used to
calculate return-on-investment measures. This analysis also reveals the importance of
decreasing the robot’s cost to increase its economic feasibility, as expected.

Table 4. The total harvest weight (kilogram) for a harvester robot and for different types of workers
with the same Ch for one month and for an estimated growing period of 35 weeks.

Harvester Type Robot 6 Type A Workers 6 Type B Workers 6 Type C Workers

THW (kg)
in one month 37,069.03 32,885.64 34,352.45 35,253.99

THW (kg)
in one year

(35 harvest weeks)
324,354 287,749.35 300,583.93 308,472.41
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5.2.2. Required Cycle Time for the Harvester Robot

This analysis aimed to assess the required cycle time for the harvester robot to reach
the same THW of the human harvesters based on the results of the analysis in 5.2.1 (Table 4).
The required robot harvest capabilities (Ch) to achieve the same THW were searched
manually using the “goal seek” method. The results show that robot harvest capabilities
(Ch) of 34,000, 36,070, and 37,370 kg in one working day are needed to reach the same THW
as Type A, B, and C workers, respectively. However, it should be remembered that the
robot’s capabilities were compared to the capabilities of six workers. Therefore, assuming
that the robot can work 20 h a day [56], Table 5 shows the equivalent number of workers for
different harvester robot cycle times. It has been reported that harvester robots achieved
cycle times between 5.5 and 24 s to harvest a single fruit [20], which according to this
analysis, is equal to 0.5 to 2.3 workers (Table 5). The results show the importance of the
robot harvest capabilities in one period and the improvement in cycle times needed for a
robotic harvester to reach economic feasibility.

Table 5. The equivalent number of workers for different harvester robot cycle times.

Robot Cycle Time Type A Workers Type B Workers Type C Workers

0.5 25.4 24.0 23.1

1 12.7 12.0 11.6

2.5 5.1 4.8 4.6

5.5 2.3 2.2 2.1

7.5 1.7 1.6 1.5

10 1.3 1.2 1.2

12.5 1.0 1.0 0.9

15 0.8 0.8 0.8

20 0.6 0.6 0.6

25 0.5 0.5 0.5

5.3. Payback Period and Rate-of-Return Analysis

Two return-on-investment measures for the harvester robot were calculated, similar to
the analysis suggested by [55] (pp. 683–687): the payback period and the internal rate of
return (IRR) in five years. The payback period is the number of years required for incoming
cash flows to balance cash outflows. The IRR is the annual growth rate that an investment
is expected to generate [55]. The analysis required cost estimation of the investment in the
robot and the savings via its use. It includes the following data based on SWEEPER project
estimations [56]:

• The cost of the robot is set at 100,000, 130,000, or 160,000 €
• The harvest season lasts 35 weeks per year
• Manual harvesting requires 3 s/pepper
• Robot harvesting requires 10 s/pepper
• Manual harvesters work five months, five days/week, 8 h/day
• A robotic harvester works 20 h/day, six days/week
• Manual harvest hourly rates of 16.5 (corresponding to rates in the Netherlands) and

9.97 € (corresponding to rates in Israel) result in 23,100 and 14,000 €/year, respectively

In addition, the analysis estimates robot operation costs of 20,000 € for the first two
years and 10,000 € for the years thereafter. The use tax rate and the depreciation were
based on the United States Internal Revenue Service’s Modified Accelerated Cost Recovery
System (MACRS), as in ref. [55] (p. 684).

The analysis included the following data, based on the corresponding use case
(Section 5.2.1); the use case considers four harvest weeks of planning, multiplied by 8.75
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to represent the number of plannings per year. The formulation result was used to esti-
mate the robot quality savings. Type B workers were chosen for the analysis, resulting in
23,769.4 kg/year of quality savings.

The results in Table 6 show that, considering the highest robot cost (160,000 €), for
pepper prices lower than 1.25 and 1.75 €/kg, it will take more than five years to recover
the robot investment in both the Netherlands and Israel. The p of sweet peppers in the
Netherlands varies between 1.2–1.3 €/kg, resulting in 4.72 payback periods and 1.9% IRR.
The p of sweet peppers in Israel varies between 1.7–2.2 €/kg, resulting in 3.98 payback
periods and 7.8% IRR.

Table 6. Payback periods (years) and IRR in five years in the Netherlands and Israel for different
pepper p and robot costs.

The Netherlands Israel

Payback Periods IRR in Five Years (%) Payback Periods IRR in Five Years (%)

Pepper p (€)/
Robot Cost (€)

100K 130K 160K 100K 130K 160K 100K 130K 160K 100K 130K 160K

1 3.72 4.58 5.50 10.5 2.9 0.0 4.89 >6 >6 0.0 0.0 0.0

1.25 3.21 3.99 4.72 16.2 7.8 1.9 4.05 5.00 >6 7.3 0.0 0.0

1.5 2.89 3.52 4.19 21.1 12.4 5.9 3.46 4.29 5.08 13.3 5.2 0.0

1.75 2.63 3.17 3.76 25.7 16.6 9.8 3.05 3.76 4.46 18.5 9.9 3.8

2 2.42 2.91 3.40 30.3 20.3 13.6 2.76 3.33 3.98 23.3 14.5 7.8

2.25 2.24 2.70 3.14 34.7 24.0 16.8 2.53 3.04 3.58 27.9 18.3 11.6

2.5 2.08 2.52 2.93 39.0 27.6 19.8 2.33 2.81 3.27 32.4 22.1 15.1

2.75 1.95 2.36 2.75 43.2 31.0 22.8 2.16 2.61 3.03 36.7 25.7 18.2

3 1.82 2.23 2.59 47.4 34.5 25.8 2.02 2.45 2.84 41.0 29.2 21.3

For a lower robot cost, a 100,000 € return on investment will reduce to a payback of
3.21 and 2.71 years for the Netherlands and Israel, respectively. As expected, the return-on-
investment measures are sensitive to both the pepper price and the robot cost.

6. Conclusions

This paper presents a formulation for decisions related to the selective harvesting of
individual fruit. The formulation serves as the basis for the operational decision of the production
order and can assist farmers of selective crops in deciding how many fruit to harvest from
each maturity class and the required number of harvesters (workers to hire for the harvesting
season or equivalent performing robot). It takes into consideration four features, namely, time
window constraints, resource limitations, yield perishability, and uncertainty. We suggest
ways to deal with agricultural product uncertainty and adopted the formulation to different
variations of the problem. The formulation was demonstrated here for a case study of sweet
pepper harvesting. The case study presents the required cycle times for a robotic harvester
and return-on-investment measures for different pepper and robot costs. The research
formulation also enables the estimation of robot quality savings, a critical factor in a return
on investment analysis and provides an economic analysis for different robot capabilities.
The numerical examples analyzed the difference between types of worker and showed the
potential added value of a robotic harvester, which can improve maturity classification and
harvesting capabilities. This work focused on demonstrating use cases for farmers based on
solutions obtained with personal computer-based systems. The aim was to show how our
model can assist the individual farmer to decide on the production order. Specifically, we
showed how this analysis can be used to decide on the number of workers and type of workers.
Furthermore, the formulation results have proven the quality savings of a robotic harvester
and reveal the importance of reducing its cycle times. A practical tool for the farmer can be
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developed based on this formulation and could be part of an IT package provided when
renting a robotic system and/or part of a production management software.

The current operational model for selective harvesting can be developed further. The
current formulation does not enable a combination of different types of workers/robots
due to formulation complexity. This problem can be solved by developing a simulation
model to simulate different combinations of workers and robots to determine the best
combination. Despite this limitation, running the formulation separately for each available
type of worker can contribute to the decision as to the best single type of worker to hire.

The current formulation does not take into consideration maturity classification mis-
takes of the robot and manual harvesters; thus, future research should consider adding
such an analysis along with addressing inventory control aspects. Additional aspects of the
robotic harvester that influence performance should also be considered, such as detection
and grasping rates. These can influence the individual operational decision for a single
fruit (whether to harvest or not) and not the overall production order (the number of
workers to hire and peppers to harvest from each maturity level), which was the main goal
of this paper. These future developments will be important once robotic harvesters will
have become available and if human–robot collaborative harvesting is considered. The
overall economic justification for robotic harvesting presented here indicates the need for
further development of such harvesters. It demonstrates the importance of ensuring the
high-quality maturity classification of such a robot and the reducing of its cycle time. The
formulation of harvesting decisions related to the individual fruit is an important contribu-
tion to the field, providing a basic model in production and operations management of
selective harvesting.
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Abstract: Machine workshops generate high scrap rates, causing non-compliance with timely delivery
and high production costs. Due to their natural characteristics of a low volume, high-mix production
batches, and serial and parallel configurations, generally the causes of their failure are not well
documented. Thus, to reduce the scrap rate, and evaluate and improve their reliability, their system
characteristics must be considered. Based on them, our proposed methodology allows us to evaluate
the system, subsystem, and component–subsystem relationship by using either the Weibull and/or
the exponential distribution. The strategy to improve the system performance includes reliability tools,
expert interviews, cluster analysis, and root-cause analysis. In the application case, the failure sources
were found to be mechanical and human errors. The component maintenance/setup, institutional
conditions/attitude, and subsystem process/operation were the machine factors that presented the
lowest reliability indices. The improved activities were monitored based on the Weibull β and η

parameters that affect the system reliability. Finally, by using a life–effort analysis, and the method of
comparative analysis of two sequential periods, we identified the causes that generated a change in
the Weibull parameters. The contribution of this methodology lies in the grouping of the tools in the
proposed application context.

Keywords: reliability; FMEA; life–strength model; statistical evaluation model; Weibull and exponential
distribution; machine tools; root-cause analysis; cluster analysis; performance evaluation

1. Introduction

Reliability theory allows us to analyze failures that occur in the components of
a system over time; therefore, its application crosses diverse areas of knowledge, including
health sciences [1–3], social sciences [4,5], engineering and technology [6–8], and industry
in general [9]. In the industrial sector, the concept of reliability is used in maintenance,
where it is necessary to keep machines in good working condition, under statistical control,
and even avoiding variation. However, complex tools are needed to achieve these goals
due to random variables.

Appl. Sci. 2022, 12, 1681. https://doi.org/10.3390/app12031681 https://www.mdpi.com/journal/applsci118



Appl. Sci. 2022, 12, 1681

Moreover, in manufacturing where computer numerical control (CNC) equipment
plays an essential role in production, high reliability is desirable. Unfortunately, determin-
ing the system’s reliability is complex. Existing research studies mainly focus on univariate
degradation data or multiple correlated data, which might not be accurate in equipment
reliability assessments [10]. Li et al. [11] investigated the early failure of the Main Drive
Systems of Computerized Numerical Control machine tools and developed a Bayesian
network model to conduct a comprehensive reliability analysis. Li et al. [12] adopted
a Bayesian network predictive analysis to model and analyze the reliability characteristics,
such as failure probability, failure rate, and mean time to failure, of a floating offshore
wind turbine. Bobbio et al. [13] proposed improving the analysis of dependable systems
by mapping fault trees into Bayesian networks. Guo et al. [14] introduced a degradation-
analysis-based reliability assessment method for CNC machine tools under performance
testing by considering unit non-homogeneity. Langeth and Portinale [15] discussed the
properties of the modeling framework that makes BNs particularly well suited for reliability
applications and pointed to ongoing research that is relevant to practitioners in reliability.
Mi et al. [16] focused on the reliability analysis of a complex multi-state system (MSS) based
on the Bayesian network (BN) method using the Dempster–Shafer (DS) evidence theory to
express the epistemic uncertainty in the system, considering a complex redundant system
and introducing a modified β parametric factor for the reliability analysis.

Huai-Wei et al. [17] proposed a novel Failure Mode and Effects Analysis (FMEA)
model based on multi-criteria group decision-making that integrates a rough best–worst
method for machine tool risk analysis. Adamyan and He [18] presented a methodology that
can be used to identify the failure sequences and assess the probability of their occurrence in
a manufacturing system. Bai et al. [19] proposed a modified fatigue damage accumulation
model to precisely predict lifetimes of aero-engine materials according to an interaction
factor that is able to quantitatively map damage interactions introduced by high cycle
fatigue and low cycle fatigue loads.

Dundulis et al. [20] present an overall framework for the estimation of the failure
probability of pipelines based on the results of a deterministic–probabilistic structural
integrity analysis, the corrosion rate, the number of defects, and failure data. A method
for estimating the reliability of a wind power system based on modeling and analysis was
developed by Erylmaz and Kan [21]. In Fan et al. [22], the evaluation of a small sample
was applied in a CNC grinding machine evaluation based on Bayes theory. In terms of the
production of CNC machine tools, due to the use of big data technology, CNC machine tools
have been rapidly produced on a large scale, which has played an important role in the
upgrading of CNC machine tools and the improvement of their quality and efficiency [23].

In Li et al. [24], the fuzzy theory was employed to represent uncertainties involved
in prediction. Reliability prediction under fuzzy stress with and without fuzzy strength is
conducted by using a dynamic stress–strength interference model that takes types of cycles
of aero-engines into consideration. Taking into account the fuzziness associated with the
failure probability of hydraulic systems, a fuzzy fault tree was proposed by integrating
fuzzy set theory into the conventional fault tree analysis method.

Mi et al. and Vineyard et al. [25,26] describe failures and repair rate characteristics
as well as distribution data for a typical flexible manufacturing system (FMS) that is in
use in a manufacturing plant in the United States. Data included mechanical, hydraulic,
electrical, electronic, software, and human failures as well as repairs. The data were also fit
with appropriate theoretical distributions.

For this case, we present a methodology to evaluate and improve the reliability of the
man–machine system in a machine tool workshop by considering the system characteristics,
particularly those presented by the machine shops of Chihuahua city. Workshops of this
metal-mechanic sector work with a low-volume production system and high-mix batches.
These, by using the same machine, can manufacture parts of different materials for different
customers. Therefore, a great variety of cutting tools and the use of different operations are
needed. Consequently, failures that occur in the machine tool can be generated by several
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factors, which in our proposed methodology are conveniently addressed as a component,
a component–system relationship, or a subsystem, to reduce the scrap rate and to improve
the system reliability.

Although the man–machine system’s evaluation is complex due to the interaction
of the system’s elements, its reliability evaluation consists of determining the reliability
of each component-subsystem relationship by applying the probability rules that apply
according to the series–parallel configuration, and then by computing the whole system’s
reliability. The application of the methodology to a regional man–machine system enables
us to use the Weibull and exponential distributions to determine the reliability of the
addressed component–subsystem combinations and the subsystems themselves. Finally,
by implementing the proposed methodology the causes of critical failures were addressed
and improved. This was done by considering that failures of mechanical and human origin
are the major contributors to the system’s failure (by a case study), and that the component
maintenance/setup and institutional conditions/attitude are subcauses with a greater
impact on the presence of failures in the machine tool. These components interacting
with the subsystem process/operation and the machine were the factors that presented
the lowest reliability indices. Once they were improved, the improvement actions were
monitoring using their related Weibull β and η parameters.

2. Materials and Methods

Machining shops in the metal-mechanical sector operate as batch production systems
with a high mix and a low volume. Conventional and CNC machine tools are included in
the system, which presents as a common problem the generation of high scrap rates, which
affect the ability to comply with the delivery times committed to customers and produce
an increase in production costs. Another characteristic of this machine shop is that there
is no culture of recording incidents related to the defects or failures that occur; therefore,
there is no systematic analysis and follow-up of them. The interaction of the elements of
the system makes it complex and affects its reliability.

The evaluation of the reliability of the man–machine system consists of determining
the appropriate reliability by modeling each component of the system, applying the rules
of probability according to its configuration, and computing the system’s reliability. The
components within a system can be related in the following two primary ways: serial
configuration and parallel configuration. In serial reliability, all components must function
for the system to operate correctly. In the case of a parallel (redundant) configuration,
at least one component must be functioning for the system to operate correctly [27].

For this case, the methodological design consists of four phases: an operational
context, a human–machine system design, the reliability evaluation model, and some
improvement methods. They are presented in Figure 1. The four phases for the evaluation
and improvement of the reliability of the human–machine system from Figure 1 range
from the system approach and production system definition to the human–machine system
design, reliability assessment, and improvement methods. These phases were developed
using a system approach, reliability engineering concepts, root-cause analysis techniques,
and some probability and statistical concepts. Some other methodologies, such as Bayesian
networks, fuzzy theory, rates of failures and repairs, and data distributions, have also
been found to be useful to evaluate the reliability of different kinds of systems. However,
they have not focused on evaluating the reliability of a complex and flexible system with
a series–parallel configuration using some statistical models with the same configuration,
such as the one presented in this publication. A description of these four phases will be
presented in the following subsections.
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Figure 1. The four phases for the evaluation and improvement of the reliability of the human–
machine system.

3. Case Study. The Applied Evaluation Processes

3.1. Phase 1: Operational Context

Preliminary research was conducted to identify the different kinds of Conventional
and Numerical Control machines used in machine shops and the required knowledge
and responsibilities. Table 1 shows some of the machines, knowledge, and responsibil-
ities considered in this research. In addition to identifying the machinery, knowledge,
and responsibilities, it was necessary to investigate the functions and activities developed
to manufacture parts. Some of them are shown in Table 2. Then, based on functions and
relationships, a Production System of the machine tools model was developed.

Table 1. Some of the machines, knowledge, and responsibilities considered.

Machine Knowledge Responsibility

Milling Measurement Take care of yourself
Griding Geometric tolerances Machine care

Machining center Machine and tools Order
Turnstile Materials Precision

Table 2. Some functions and activities considered for the production system.

Function Activity

Production control Plan the quantity of parts to be manufactured.
Shipment Packing and shipping of parts

Quality control Inspection of material and parts manufactured
Quotes Quote orders

Functions, activities, and relationships (production systems). Using interviews with
experts from the machine shop, the Production System of the machine tools was developed
based on the workshop functions, activities, and relationships. This model is presented in
Section 3. Some other models were developed using a system approach.

Models for the system approach. A system approach was used to analyze the produc-
tion system as an open system. The inputs of the system and the outputs were identified
in order to understand how it operates. Figure 2 shows the production system with
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an open system approach. Figure 2 shows how the customer requirements or inputs acti-
vate functions and activities and relationships between them. The influence of internal and
external factors affects the functioning of the system, as well as the entropy or tendency
to disorder. The outputs of the system are the manufactured pieces. Some quality and
reliability indices were required to generate the guideline to improve the system.

Figure 2. The production system with an open system approach.

Activities and functions and the relationships between them were helpful in establish-
ing the Production System of the human–machine system presented in Figure 3.

 

Figure 3. The production system of the human–machine system.

3.2. Phase 2: Human–Machine System

A human–machine system for the machine tool was designed in this phase. The
procedure was as follows:
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Data collection. To obtain uniform and consistent information, first, a standardization
of the terminology used to identify the failures that occurred and the assignment of their
causes and sub-causes were performed using the following materials and methodology:

a. An awareness interview was conducted with operators, technicians, designers, pro-
grammers, and managers to establish a diagnosis that facilitated the survey’s design.

b. The survey was designed and applied to identify the terminology used in the pres-
ence of failures, when they occurred in the area, the causes and sub-causes that
originated them, and the places where they occurred.

c. Based on the standardized terminology and the survey’s results, a relationship matrix
was created. Based on the name of the failure and the assigned causes and sub-causes
in the different areas, the used terminology was standardized and used to create
a catalog of visual aids.

d. A database was designed in excel that records the failures, causes, and sub-causes.
They were recorded according to their (standardized) name, production date, part
number, and standardized type of failure.

Classification and analysis of data. Once the information was collected in the database
and it was standardized, for the analysis of the failures, a classification was performed
to identify the causes, classify them, determine the place where they were detected,
and determine the sub-causes of the failure. Each failure’s classification was carried out
with the information from the three participating machining workshops. To carry out this
activity, the participation of production, quality, and engineering personnel from the three
machine shops considered was required. The procedure followed is described below.

Detection of failures that occurred in the machine tool area. Detection of the failures
in the machine tool area in the three machine shops was conducted in order to use only
standardized failures. Some examples of these failures are great height, pores, large groove
dimension, groove out of tolerance, bad grips, and chopped materials.

Identification of causes and sub-causes of failures and the places where the failures
occurred. The failures that occurred in the machining area were analyzed based on their
causes, sub-causes, and where they occurred using the root-cause analysis (RCA) [28–31].
The sub-causes of failure were listed and classified by groups or clusters and the place
where the failure occurred. As a result, the six sub-causes used in this research are called
components and the six places where the failures occurred are called subsystems. With
them, a proper and adequate classification was obtained to develop a relationship matrix.

Matrix of component–subsystem relationships. Using the classification of faults
through the cluster technique and root-cause analysis (RCA), a relationship matrix between
components and subsystems was constructed, identifying the component and subsystem
relationship. This matrix is presented in Table 3, showing that Admission Profile and
Institutional Conditions/Attitude are present in every one of the six subsystems. Main-
tenance/Setup, Supplier, Calibration, and Information/Communication only influenced
some blocks.

Table 3. Matrix of the component–subsystem relationship.

Subsystems Sub-Causes/Components

Maintenance/Setup
Admission

Profile

Institutional
Conditions/

Attitude

Information/
Communication

Calibration Supplier

Machine X X X X X
Tool X X X X

Process/Operation X X X X
Measurement/

Instrumentation X X X X X

Programming/Design X X X
Material X X X
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This matrix resulting from the component–subsystem relationship is the basis of the
model of the human–machine system for the machine tool given in Figure 4. Considering
Figure 4, a serial–parallel system approach as an adequate configuration to evaluate the
system’s reliability was developed. It is important to mention that, for this research,
the term “reliability” refers to the probability of finding a product without failures for
which it must be scrapped.

Figure 4. Human–machine system of the machine tool.

3.3. Phase 3: Reliability Evaluation Models

To evaluate the reliability of the human–machine system, some statistical models
were formulated using a serial–parallel system approach, some concepts of reliability
engineering, and statistics. According to these statistical models, it was necessary to have
a database that recorded failures that occurred over time.

Recording of product failures. When a failure is recorded, the sub-cause of failure
and the place where the failure occurred are also analyzed. A list of the six components
(sub-causes) and subsystems (where the failure occurred) is conveniently included to
facilitate this analysis. Table 4 shows the database used to collect the product failure
information and its respective analysis. The database from Table 4 was obtained from the
scrap report by a machine, and it was helpful in failure control and the identification of
component–subsystem relationships.

Standardization and systematization of terminology. The process of standardization
of the terminology used to feed the database consisted of the following:

a. An awareness interview was conducted with operators, designers, and managers to
establish a diagnosis to help design the survey.

b. The survey was designed and applied in each one of the three machining workshops
to identify the terminology used by each person involved in the different functions,
the failures found in the products in each area, the causes and sub-causes of the
failures, and the places where failures occurred.

c. A matrix of relationships was constructed between the areas involved using the
terminology identified in the application of the surveys in the different areas of the
machine shops, reducing terms to obtain a standardization of the terminology used.

It is important to ensure (through the commitment of the main actors in each machine
shop) that the information-gathering process is carried out periodically and without inter-
ruption, and that the analysis of the collected data is constantly monitored (as required by
the designed database). It is the responsibility of each machine shop that participates in
this activity.
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Table 4. Database used to collect and analyze failures that occurred in machine tools.

Date Machine
Part

Number
Failure #

QTY. Fail-
ures/Day

Total Fail-
ures/Day

Time to
Failure

Cause Subsystem Component

jan/06 MT 138 37 5 Operation 3 1
jan/06 MT 138 19 2 7 0.73684 Adjustment 3 1
jan/07 MT 138 33 1 Adjustment 3 1
jan/07 RS3 591 16 1 Program setting 3 1
jan/07 TMO 18 33 1 Adjustment 3 1
jan/07 RAB 584 24 1 4 0.42105 Adjustment 3 1
jan/08 RS3 591 16 2 2 0.21053 Program setting 3 1
jan/09 LOP 82 6 1 1 0.10526 Tool selection 3 1
jan/12 MT 954 19 1 Adjustment 3 1
jan/12 RS3 563 19 1 2 0.21053 Adjustment 3 1
jan/13 LM 131 4 1 1 0.10526 Tool selection 2 1
jan/14 R2 121 8 1 Adjustment 3 1
jan/14 R2 246 8 1 Adjustment 3 1
jan/14 TUI 563 21 1 3 0.31579 Mat handling 3 3

Determination of the periodicity of the analysis of the information. We previously
selected the periodicity with which the analysis of the information collected would be
carried out (monthly, weekly, daily, etc.), depending on the response time we wanted to
obtain and the amount of data available for the analysis and evaluation of reliability.

Evaluation of the reliability using a statistical model. For this research, reliability is
understood as the probability that the man–machine system works appropriately or does
not produce defective parts after some time. The basis of the reliability evaluation is the de-
fective parts that have been manufactured in the machine tool area. The subsystems consid-
ered are machines, tools, processes, measurement/instrumentation, programming/design,
and materials, and the components considered are maintenance, admission profile, institu-
tional conditions/attitude, information/communication, calibration, and supplier.

Evaluation of the reliability of a component–subsystem combination. The first step in
evaluating the reliability of a component–subsystem combination is to perform a goodness-
of-fit test to determine the theoretical distribution that best describes the failure’s be-
havior and its parameters. Here, the parameter estimation was performed by using the
Weibull ++ Software. For data that follow a Weibull distribution, the reliability of each
component–subsystem combination is evaluated by using Equation (1a). For data that
follow an exponential distribution, their reliability is evaluated by using Equation (2).

R(t) = e−{ t
η }β (1a)

In the Weibull reliability function given in Equation (1a), R(t) is the reliability index,
β is the shape parameter, and η is the scale parameter. In Equation (1b) is given the
instantaneous Weibull time-dependent risk function.

h(t) =
β

η

(
t
η

)β−1
(1b)

From Equation (1b), notice that because, for the Weibull distribution, the instantaneous
risk is dependent on time, then any failure mode whose probability depends on time
should be modeled by using the Weibull distribution. In particular, observe that the time-
dependent behavior implies that the event is generated by a non-homogeneous Poisson
process (see [Rine] for details), and, consequently, the exponential distribution should
not be used to represent time-dependent events. The exponential distribution does not
depend on time, and it is generated by a homogeneous Poisson process. In Equation (2),
the exponential reliability is given, where λ is the non-time-dependent risk function.

R(t) = e−λt (2)
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Evaluation of the reliability of a subsystem. The evaluation of the reliability of a subsys-
tem affected by one or more components that participated in the failure of the product assumes
that components have a series configuration within the subsystem, as they are independent
and not mutually exclusive. The statistical model of Equation (3) is used to evaluate the
reliability of a subsystem with a series configuration. In Equation (3), Rs is the reliability of
the subsystem, and Ri is the reliability of the component–subsystem relationship.

Rs = ∏n
i=1 Ri (3)

Evaluation of the reliability of the human–machine system. To evaluate the reliability
of the human–machine system, the assumption is made that the subsystems have a parallel
configuration since they are independent and mutually exclusive. Using the statistical
model of Equation (4), the reliability index of the human–machine system is evaluated. It is
worth mentioning that the subsystems that do not have any component affecting them will
have a reliability of 1 and will not affect the calculation of the system’s reliability, given by

RS = 1 − ∏n
i=1(1 − Ri) (4)

In Equation (4), RS is the reliability of the man–machine system, and Ri is the reliability
of the subsystem. The equation for its calculation assumes a parallel system. The reliability
index obtained by the statistical models represented by Equations (1)–(4) represents the
probability of not finding defective parts to be scrapped after a period t. Depending on the
reliability obtained, it may be necessary to identify the lowest reliability presented in the
system and perform improvement actions, such as those presented in the next section.

3.4. Phase 4: Improvement

In this phase, two methods that can help to improve the reliability of the human–
machine system in the machine tool area are applied. These methods depend on the type
of origin of the failures that occurred and their effect on the system’s reliability. Failures
were analyzed to identify their origin. A case study was used for this purpose, so the data
that appear were obtained from a machine shop.

Origin and contribution of failures. The analysis consists of a classification of kinds
of failures by origin using a cluster analysis to detect the kinds of origins of failures in
the machine tool area according to similar characteristics of each identified failure that
occurred in the machine tool.

Table 5 shows this classification. Table 5 shows that the failure origins identified were
mechanical, human error, heat treatment, material, and unexpected event and that failures
of a mechanical origin were most common in the machine tools.

Table 5. Classification of kinds of failure by origin.

Mechanical Mechanical Mechanical Human Error Heat Treatment Material Unexpected Event

3 15 31 1 43 26 42
4 18 35 2 49 30 45
5 19 37 10 50 33
6 20 38 16 51 34
7 21 40 17 52 58
8 22 41 27 53
9 23 46 32 55
11 24 47 36 56
12 25 48 39 57
13 28 44
14 29 54

The frequency of each kind of failure by origin is presented in Table 6. Through the
Pareto Diagram shown in Figure 5, we identified the sources of failure that most affected
their appearance and made the greatest contribution to or had the highest impact on the
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reliability of the man–machine system. Table 6 shows that the origin with the highest
number of failures is the mechanical type, with 31 out of 58 (53.54%). Using data from
Table 6, a Pareto Diagram of the origins of failures and their contribution from Figure 5
was drawn. In Figure 5, failures of mechanical and human-error origin are vital causes,
with 72.4% of the contribution. In contrast, failures of heat treatment, material, and other
origin were identified as trivial causes, with a 27.6% contribution to the failures in the
products of the machine tool area. After identifying that the failures of both mechanical
and human-error origin contribute most to the appearance of failures in the products,
two improvement methods, namely monitoring the parameters β and η of the Weibull
distribution for time-dependent failures, such as those of a mechanical origin, and mon-
itoring the parameter λ of the exponential distribution for non-time-dependent failures,
were developed.

Table 6. Frequency of kinds of failures by origin.

Origin Qty. of Failures Relative Cumulative

Mechanical 31 53.45% 53.45%
Human Error 11 18.97% 72.42%

Heat treatment 9 15.51% 87.93%
Material 5 8.62% 96.55%

Unexpected event 2 3.45% 100.00%
Total 58 100.00%

 

Figure 5. Pareto diagram of the origins of failures and their contribution.

Monitoring of Parameters between Two Sequential Periods

The objective of monitoring the parameters is to identify the lowest reliabilities in the
human–machine system during two sequential periods. A case study from a machine shop
was carried out to develop this method. The steps were as follows:

Component–subsystem relationships present in failures. This refers to the time to
failure generated by a specific component–subsystem combination from a data distribution,
either Weibull or exponential, with their corresponding parameters. Tables 7 and 8 show the
parameters for each component–subsystem relationship presented in the failure analysis
for the period from 25 January to 30 January 2021 and for the period from 17 May to
28 May 2021, respectively. These parameters were helpful in evaluating the reliability
of each component–subsystem relationship and they were obtained using the software
Weibull ++.
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Table 7. Component–subsystem relationships presented in the failure analysis and their parameters
from 25 to 30 January 2021.

Weibull Exponential

Combination β η Λ

1, 1 1 3.1667
1, 6 1 9.5
2, 1 1 9.5
3, 1 1.0688 3.1268

Table 8. Component–subsystem relationships presented in the failure analysis and their parameters
from 17 May to 28 May 2021.

Weibull Exponential

Combination β η Λ

1, 1 3.4615 7.9737
1, 6 2.18399 7.19726
2, 1 1.52633 5.32846
3, 1 1.90918 2.34728
3, 3 1/9.5

Evaluation of the reliability of component–subsystem relationships. To evaluate the
reliability from the period of 25 January to 30 January 2021, the statistical model represented
by Equation (1) (Weibull distribution) was used because only failures of mechanical origin
were present. To evaluate the reliability from the period of 17 May to 28 May 2021, both the
Weibull distribution (Equation (1a)) and the exponential distribution (Equation (2)) were
used because there were failures of mechanical and human-error origin. Table 9 shows the
reliability indices for the component–subsystem relationships present in the machine tool
during the period of 25 January to 30 January 2021 for five time periods considered within
the 9.5-h shift.

Table 9. Reliability for the component–subsystem relationships during five time periods from 25 to
30 January 2021.

Periods R1,1 R1,6 R2,1 R3,1 R3,3

1 h 0.7292 0.9 0.9 0.645 0.7292
3 h 0.3877 0.7292 0.7292 0.2683 0.3877
5 h 0.2061 0.5907 0.5907 0.1111 0.2061
7 h 0.1096 0.4786 0.4786 0.0464 0.1096
9 h 0.0583 0.3877 0.3877 0.0193 0.0583

Table 10 shows the reliability indices for the component–subsystem relationships
present in the machine tool during the period of 17 to 28 May 2021 for five time periods
considered within the 9.5-h shift.

Table 10. Reliability for the component–subsystem relationships during five time periods from 17 to
28 May 2021.

Periods R1,1 R1,6 R2,1 R3,1 R3,3

1 h 0.6478 0.7382 0.7509 0.4437 0.9000
3 h 0.2718 0.4023 0.4234 0.0871 0.7292
5 h 0.1141 0.2193 0.2387 0.0171 0.5907
7 h 0.0478 0.1195 0.1346 0.0033 0.4786
9 h 0.0200 0.0651 0.0759 0.0006 0.38776
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Evaluation of the reliability of the subsystems and the man–machine system. Using
Equation (3), which considers a series configuration, the reliabilities of the subsystems
that contributed to the failures were evaluated. Considering Equation (4), which considers
a parallel configuration, the reliability of the man–machine system was evaluated. Table 11
shows the reliability indices of the subsystems that contributed to the failures and the
reliability indices of the man–machine system for five time periods considered within the
9.5-h shift during the period from 25 to 30 January 2021.

Table 11. Reliability of the subsystems and the man–machine system during five time periods for the
period from 25 to 30 January 2021.

Periods R1 R2 R3 RS

1 h 0.6563 0.9 0.645 0.9878
3 h 0.2827 0.7292 0.2683 0.8579
5 h 0.1218 0.5907 0.1116 0.6807
7 h 0.0524 0.4786 0.0464 0.5289
9 h 0.0226 0.3877 0.0193 0.4131

Table 11 shows that, in the 7-h period after the start of the shift, in subsystem 1 (ma-
chine), the probability that there were no failures for scrap was 5.24%, while in subsystem
2 (tool) it was 47.86% and in subsystem 3 (process/operation) it was 4.64%. The lowest
reliability was obtained for subsystem 3. Regarding the reliability of the man–machine
system, the analysis showed a probability of 52.89% that no scrap failures would occur in
the 7-h period after the shift started.

Table 12 shows the reliability indices of the subsystems present in the failure analysis
and the reliability indices of the man–machine system for five time periods considered
within the 9.5-h shift during the period from 17 May to 28 May 2021. Table 12 shows that
in the 7-h period after the start of the shift, in subsystem 1 (machine), the probability that
there were no failures for scrap was 0.57%, while in subsystem 2 (tool) it was 13.46% and in
subsystem 3 (process/operation) it was 0.16%.

Table 12. Reliability of subsystems and the man–machine system during five time periods for the
period from 17 to 28 May 2021.

Periods R1 R2 R3 RS

1 h 0.4782 0.7509 0.3990 0.9219
3 h 0.1094 0.4234 0.0635 0.5191
5 h 0.025 0.2387 0.0101 0.2653
7 h 0.0057 0.1346 0.0016 0.1409
9 h 0.0013 0.0759 0.0002 0.0773

The lowest reliability was obtained for subsystem 3. Regarding the reliability of
the man–machine system, the analysis showed a probability of 14.09% that no scrap
failures would occur in the 7-h period after the shift started. Once the lowest reliabilities
of the subsystems (process/operation) and the components (maintenance/setup) were
identified, to determine which component or components had an influence on the low
reliability, the causes that generated it, the origin of these causes, and the actions to be taken,
we performed a FMEA analysis. The recommended actions were documented as a work
instruction. This action is described below.

Failure Mode and Effect Analysis (FMEA). The analysis developed in the previous
section for the case study yielded the causes that generated the low reliability of the
subsystem (process/operation) and the components (maintenance/setup and institutional
conditions/attitude). With this information as an input, we generated a FMEA analysis with
a work team of two operators, one maintenance technician, and the production supervisor.
Table 13 shows the FMEA analysis used to control and monitor the activities that affect the
reliability of the man–machine system.
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Table 13. FMEA analysis used to control and monitor activities.

Activity
Potential Failure
Mode

Potential Effect of
Failure

Sev
Potential
Causes/Failure
Mechanism

Oc
Current Process
(Detection)

Det RPN

Check the condition
of the tool.

Tool in bad condi-
tion/damaged Excess of burrs

3 Inability to calculate tool
life expectancy. 2 None 2 12

3 The machinery for
sharpening is not available 2 None 5 30

Perform set-up
of tools. Wrong tool Scrap 7 Operator’s error 2 None 3 42

Load the material
into the machine.

Incorrect material Scrap 7 Warehouseman’s error 1 None 7 49
Incorrect location Scrap 6 Operator’s error 2 None 2 24

Assembly, welding,
and polishing. Pores

Noncompliance with
specifications
(error/scrap)

7 Material contamination 5 None 2 70
9 Tungsten contamination 5 None 2 90
7 Incorrect gas flow 3 None 2 42

7 Fixture dirt 5 INS204 base assembly
and fabrication 2 70

Table 13 presents some activities identified as being of a mechanical and human-error
origin. The corresponding activity for assembling, welding, and polishing, whose defect
was the presentation of porous pieces due to contaminated tungsten, was the one that
presented the highest NPR value. This particular action was monitored and controlled,
as a work instruction, to prevent recurrence as shown in Figure 6. The work instruction
presented in Figure 6 was used to reduce or eliminate failures due to this failure mode and
evaluate the system’s improvement.

Figure 6. Work instruction to avoid the recurrence of the failure. Source: SOMSAC.

Monitoring of the parameters β and η and the parameter λ for activities with critical
failures. The relationship between the reliability index and the Weibull β and η parameters
shown in Equation (1a) is unique; for fixed t and R(t) values, unique β and η values exist. For
activities that depend on time, addressed here as failures generated by a mechanical source,
we propose to monitor the system’s reliability by monitoring the corresponding β and η
parameters. Therefore, since the parameter β represents the dispersion of the logarithm
of the failure times, then when its value is lower compared with the previous period,
the log-dispersion among the failure times will increase, implying that no improvement
was made; that is to say, the higher the β value the lower the log-dispersion. Similarly, since
η represents the product strength, then the higher the η value the better the product strength,
implying that if its value is lower compared with the previous period, no improvement
was made.

On the other hand, for failures generated by human errors, by considering that human
errors do not depend on time, their reliability was monitored by monitoring the λ parameter
of Equation (2). Consequently, because λ is the inverse of the mean time to failure, if its
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value is lower compared with the previous period, then this implies that no improvement
was made.

We started from the identification of the critical problem (FMEA analysis), as in the
case of the cutting tool. Referring to the unidentified wear of the edge, we propose that
an analysis of the life–strength relationship be carried out and a model be generated as
a way of solving the problem. A specific material, a cutting tool, and a process/machine
that were identified as critical were considered. From Table 14, the critical wear failure of
the edge of the cutting tool was considered, whose NPR value is 30. Thus, to determine the
parameters β and η, the minimum and maximum forces generated by the machine were
measured. Then, by using the method proposed in [32], the Weibull shape (β) and scale (η)
parameters were determined based only on the observed maximal (σ1) and minimal (σ2)
applied effort. The method’s efficiency was based on the following facts:

(1) The square root of σ1/σ2 represents the base life on which the Weibull lifetimes
are estimated;

(2) The mean of the logarithms of the expected lifetimes (g(x)) is completely determined
by the determinant of the analyzed stress matrix;

(3) The Weibull distribution is a circle centered on the arithmetic mean (μ), and it covers
the entire span of the principal stresses;

(4) σ1/σ2 and g(x) completely determine the σ1i and σ2i values, which correspond to any
lifetime in the Weibull analysis; and

(5) σ1/σ2 and η completely determine the minimal and maximal lifetime, which corre-
spond to any σ1i and σ2i values. Additionally, the β and η parameters are used when
the stress is either constant or variable.

Table 14. Machine efforts were recorded for roughing with the cutting tool according to the number
of cycles per part.

C 9 18 27 36 45 54 63 72 81 90 99 108 117

X 7–16 7–21 7–19 4–19 6–17 5–17 4–13 4–17 5–10 4–14 4–19 4–12 2–19
Y 5–10 5–12 4–11 4–9 3–10 3–10 2–10 4–9 2–10 4–13 3–10 3–10 2–10

C, cycles per piece; X, Effort S (%); Y, Effort S (%).

Life–effort relationship analysis as a method for improving the reliability of the man–
machine system in the machining area. The data in Table 14 aim to generate a model of
the life–effort relationship between the cutting tool used in the manufacturing process of
different steel parts in the CNC machining center. The model was built as follows. The %
strength represents the excess effort to which the machine is subjected in order to carry out
the operation on the part for the x and y axes.

Table 15 shows the values captured from the screen of the machining center board
referring to the effort generated in the z axis for drilling the pieces with a 3/8” drill
according to the number of accumulated cycles.

Table 15. Machine efforts recorded for the z axis, for drilling, according to the number of cycles
per part.

C 9 18 27 36 45 54 63 72 81 90 99 108 117

Z 27–29 27–29 26–28 26–28 27–29 26–28 26–28 27–29 22–28 27–29 27–29 27–29 27–29

C, cycles per piece; Z, Effort S (%).

Table 16 shows the values captured from the screen of the machining center board
referring to the efforts generated in the z axis for drilling the pieces with a 1/4” center drill
according to the number of accumulated cycles.
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Table 16. Machine efforts recorded for the z axis, for drilling, according to the number of cycles
per part.

C 1 2 3 4 5 6 7 8 9 10 11 12 13

Z 23–25 23–25 24–26 23–25 23–25 24–26 23–24 25–28 23–28 25–29 25–29 24–29 22–25

C, cycles per piece; Z, Effort S (%).

A comparison among Tables 14–16 shows that efforts presenting the most variation
occur when roughing the part on the x axis, which range from 4% to 21%. Second, there are
efforts in roughing the part on the y axis, which range from 2% to 13%. The efforts exerted
on the z axis to drill the pieces, with two types of drill bits, range from 22% to 29%.

Considering the most significant variation in the effort values, corresponding to that
exerted on the x axis (minimum 4% and maximum 21%), these values were used to calculate
the parameters β and η given in Table 17 according to [28]. Additionally, the 95% confidence
interval was constructed in order to monitor the maximal machine resistance. Tables 5–13
are given In Table 17.

Table 17. Calculation of the β and η parameters using the minimum and maximum values
of resistance.

i Y R(t) toi
Applied

Effort
Minimal

Resistance

1 −3.4034833 0.9673 0.06751 0.619 135.764
2 −2.491662 0.9206 0.13899 1.274 65.942 Max= 21
3 −2.0034632 0.8738 0.20460 1.875 44.796 Min= 4
4 −1.6616459 0.8271 0.26821 2.458 34.172 Beta= 1.26264954
5 −1.3943983 0.7804 0.33143 3.038 27.653 Eta= 9.16515139
6 −1.1720537 0.7336 0.39525 3.622 23.189 From the maximum range of values:

0.704 0.43644 4.000 21.000 3.146 Standard deviation
7 −0.9793812 0.6869 0.46040 4.220 19.907 1.4353 Variation
8 −0.8074473 0.6402 0.52756 4.835 17.373

9 −0.6504921 0.5935 0.59739 5.475 15.342 22.435
Upper limit

for
resistance

10 −0.5045088 0.5467 0.67061 6.146 13.667 19.565
Lower limit

for
resistance

11 −0.3665129 0.5 0.74806 6.856 12.252
12 −0.2341223 0.4533 0.83075 7.614 11.032
13 −0.1052851 0.4065 0.92000 8.432 9.962

0 0.3679 1.00000 9.165 9.165
14 0.0219284 0.3598 1.01752 9.326 9.007
15 0.1495258 0.3131 1.12572 10.317 8.142
16 0.279845 0.2664 1.24811 11.439 7.343
17 0.4159621 0.2196 1.39018 12.741 6.593
18 0.562502 0.1729 1.56126 14.309 5.870
19 0.7276158 0.1262 1.77937 16.308 5.151
20 0.9293107 0.0794 2.08757 19.133 4.390
21 1.2296598 0.0327 2.64818 24.271 3.461

The above-mentioned analysis was performed by using the Weibull parameters fitted
from the data as

β =
−4μy

0.0954 ln(σ1/σ2)
(5)

η =
√
σ1∗σ2 (6)
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where σ1 and σ2 are the maximum and minimum efforts at which the machine is perform-
ing, and μy is the mean of the median rank approach estimated from the elements of the Y
vector determined by using the sample size from Piña-Monarrez et al., [32] given as

n =
−1

ln(R(t))
(7)

The n elements of the Y vector used to estimate μy were determined based on the
median rank approach as

Yi = ln
(
− ln

(
1 − (i − 0.3)

(n + 0.4)

))
(8)

From these Y elements, the corresponding standardized base lifetime t0i values that
allowed us to determine both the applied effort and its corresponding minimal resistance
(see Table 17) are given as

t0i = exp
{

Yi
β

}
(9)

Therefore, from Equations (5), (6), and (9) the applied effort and the minimal resistance
are given as

Applied e f f ort = η ∗ t0i (10)

Minimal resistance = η/t0i (11)

Finally, the mean and standard deviation for the maximum values of resistance and
the corresponding 95% confidence interval are given as

μmax = ∑n
i=1

max values o f resistance
n

(12a)

σmax =

√
∑n

i=1

(
maxvalue o f resistance − μmax

n − 1

)2
(12b)

CI = μmax ±
(

1.96√
n

)
(13)

As shown Table 17, the corresponding reliability indicator was established for each
machine resistance. For a machine that has a minimum resistance of 21% over its nominal
value, it has a reliability of 0.704 (the minimum resistance that the machine must have to
have this reliability). When the effort is 9.1651 (η) and the process has a resistance of 21,
the reliability is 0.7040. When the resistance is higher, the reliability is higher too. This
method consists of monitoring the critical value of 21% through the confidence interval,
hoping that the maximum value of the machine effort does not exceed the upper limit
of 22.4353. It is also possible to evaluate whether the maximum efforts produced by the
machine exceed the standard efforts considered in the confidence interval.

4. Results

Phase 1: Operational Context. The importance of the participation of different func-
tions and activities developed by operators and technicians in the machine tool, the respon-
sibility they have when performing their functions, as well as the possession of sufficient
knowledge, skills, and abilities to efficiently and effectively develop the use of conventional
and semi-automated CNC machines and tools, without forgetting the fundamental aspects
of safety, formed the fundamental basis for establishing the production system of the ma-
chine tool. Regarding the Production System of the machine tool, Figure 3 helped to identify
the relationships between functions and activities involved in the production system and
made it possible to identify the human–machine interactions within the production system,
which were considered when establishing the human–machine system.
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Phase 2: Human–Machine System of the machine tool. The component–subsystem
relationship is the basis of the model shown in Figure 4. Admission Profile and Insti-
tutional Conditions/Attitude were present in every one of the six subsystems. Mainte-
nance/Setup, Supplier, Calibration, and Information/Communication only influenced
some blocks. The serial–parallel configuration of this system helped us analyze and assess
the system’s reliability.

Phase 3: Reliability evaluation models. With the evaluation of the reliability indices
for the component–subsystem relationships, comparing Tables 10 and 11, the component–
subsystem relationships with the lowest reliability values were 3,1 and 1,1, referring to
Process/Operation Maintenance/Setup and Machine Maintenance/Setup, respectively,
being Maintenance/Setup the common component affecting the reliability. Regarding
the evaluation of the reliability for subsystems, Table 12 shows that in the 7-h period
after the start of the shift, in subsystem 1 (machine), the probability that there were no
failures for scrap was 5.24%, while in subsystem 2 (tool) it was 47.86% and in subsystem
3 (process/operation) it was 4.64%. The lowest reliability was obtained for subsystem 3.
Table 13 shows that in the 7-h period after the start of the shift, in subsystem 1 (machine),
the probability that there were no failures for scrap was 0.57%, while in subsystem 2 (tool)
it was 13.46% and in subsystem 3 (process/operation) it was 0.16%. The lowest reliability
was obtained for subsystem 3. Subsystem 3 (process/operation) was the most common
subsystem affecting the reliability. Regarding the reliability of the man–machine system,
Table 12 shows a probability of 52.89% that no scrap failures would occur in the 7-h period
after the shift started. Regarding the reliability of the man–machine system, Table 13 shows
a probability of 14.09% that no scrap failures would occur in the 7-h period after the shift
started, with the second period having the lowest human–machine system reliability.

Phase 4: Improvement. Table 14 (FMEA) presents the corresponding activity for
assembling, welding, and polishing, whose defect is the presentation of porous pieces due
to contaminated tungsten, which presented the highest NPR value. A comparison between
Tables 15–17 shows that the efforts presenting the most variation occurred when roughing
the part on the x axis, which range from 4% to 21%. Second, there are efforts in roughing the
part on the y axis, which range from 2% to 13%. The efforts exerted on the z axis to drill the
pieces, with two types of drill bits, range from 22% to 29%. Considering the most significant
variation in the effort values, corresponding to that exerted on the x axis (minimum 4% and
maximum 21%), the corresponding reliability indicator was established for each machine
resistance as shown in Table 17. For a machine that has a minimum resistance of 21% over
its nominal value, it has a reliability of 0.704 (the minimum resistance that the machine
must have to have this reliability). When the effort is 9.1651 (η) and the process has
a resistance of 21, the reliability is 0.7040. When the resistance is higher, the reliability is
higher too. The proposed method consists of monitoring the critical value of 21% through
the confidence interval, hoping that the maximum value of the machine effort does not
exceed the upper limit of 22.4353. Table 17 shows the maximum resistance that the machine
must have to obtain a certain degree of reliability. It is also possible to evaluate whether the
maximum efforts produced by the machine exceed the standard efforts considered in the
confidence interval.

5. Discussion

The results obtained were congruent with the hypotheses formulated. From them,
one hypothesis was raised: the man–machine system of the machining area is defined from
the component–subsystem relationship if the non-conforming parts present in the machine
tool have been considered, analyzed, and classified for a specific period. Its validation was
supported by the structured analysis of the collected information, which allowed us to
obtain the conditions to be analyzed with the series–parallel system approach. Another
hypothesis raised was: the reliability of the man–machine system can be accurately evalu-
ated from the component–subsystem relationship if the used statistical model considers the
subsystems and the component–subsystem relationship that have a series–parallel system
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configuration. Monitoring the reliability of components and subsystems and probability
distribution parameters improves the reliability of the man–machine system of the machin-
ing area if it is complemented with tools for the identification of failure modes, such as the
FMEA, and actions are taken based on it.

In our case, we presented a methodology to evaluate and improve the reliability of the
man–machine system in a machine tool workshop by considering the system characteristics
presented in workshops of Chihuahua city. Our proposed methodology can be used to
conveniently assess the component–subsystem relationship, the subsystems, and the system
to detect the lowest reliability. These allow us to reduce the scrap rate and to improve the
system’s reliability. Regarding the evaluation of the reliability of a man–machine system,
the tools used by other authors do not consider the establishment of an evaluation model
based on a man–machine system designed with the characteristics of a specific machine
tool area that aims to reduce scrap. Additionally, the tools proposed to improve the man–
machine system are based on the assumptions of the Weibull and exponential distributions
for the analysis of failures of mechanical and human-error origin as they were the most
common kinds of origin.

Other authors have applied the Weibull and exponential distributions in different
contexts, methodologies, and tools from the perspective of reliability. Their research work
is explained below in order to highlight their different contributions that contrast with
the contribution of this research work, both in the context of the application and in the
methodology used, but having in common the process reliability perspective. Zhang,
Xie, and Tang [33] presented a study of efficiency using robust regression methods over
the ordinary least-squares regression method based on a Weibull probability plot. The
emphasis was on the estimation of the shape parameter of the two-parameter Weibull
distribution. Both the case of small data sets with outliers and the case of data sets
with multiple-censoring were considered. Maximum-likelihood estimation was also com-
pared with linear regression methods. Simulation results showed that robust regression is
an effective method for reducing bias and performs well in most cases.

Flores, Torres, and Alcaraz [34] analyzed three technological alternatives to produce
electricity and compress gas in offshore crude oil processing facilities to be installed in
Mexico. The comparison of alternatives was performed based on system reliability es-
timations by using the “reliability block diagram” method. The fundamental concepts
of systems reliability theory were pointed out, and the reliability model was defined as
a parallel arrangement with redundancy in passive reserve and without maintenance for
any component.

Assuming that Weibull time-to-fail distributions cannot be correctly estimated from
field data when manufacturing populations from different vintages have different failure
modes, Rand and McLinn [35] investigated the pitfalls of ongoing Weibull parameter
estimation and analyzed two cases based upon real events. Assessment of the mixed popu-
lation at each month of calendar time resulted in an increasing Weibull shape parameter
estimate at each assessment. When the two populations were separated and estimated
properly, a better fit with more accurate estimates of Weibull shape parameters resulted.

Pascual and Zhang [36] proposed control charts for monitoring changes in the Weibull
shape parameter β. These charts were based on the range of a random sample from the
smallest extreme value distribution. The control chart limits depended only on the sample
size, the desired stable average run length (ARL), and the stable value of β. They derived
control limits for both one- and two-sided control charts. They were unbiased with respect
to the ARL. Pascual and Zhang discuss sample size requirements when estimating the
stable value of β from past data. The proposed method was applied to data on the breaking
strengths of carbon fibers. For this case, the authors recommended one-sided charts for
detecting specific changes in β because they were expected to signal out-of-control sooner
than the two-sided charts.

Guevara, Valera-Cárdenas, and Gómez-Camperos [37] proposed a methodology to
assess the reliability factor in the management of industrial equipment designing. The com-
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plexity of several industrial procedures and the equipment required establishes that not all
of an asset’s failure patterns may be easily handled through maintenance service activities
done after its manufacture and use. To avoid all kinds of high-impact failures when using
the product, there must be a stage of elimination by removing some maintenance needs,
and it should be done considering their own foundations from the very first moment when
the asset is designed and produced. These failures might emerge in production, quality,
safety, the environment, and costs, among others, which are hard to identify and control.
All this requires different concepts and tools in industrial maintenance and service and the
engineering of reliability during the design phase.

Piña-Monárrez [38] proposed conditional Weibull control charts using multiple linear
regression. Because, in Weibull analysis, the key variable to be monitored is the lower
reliability index (R(t)), and because the R(t) index is completely determined by both the
lower scale parameter (η) and the lower shape parameter (β), a pair of control charts to
monitor a Weibull process were proposed based on the direct relationships between η and
β with the log-mean (μx) and the log-standard deviation (σx) of the analyzed lifetime data.
Moreover, because of the fact that, in Weibull analysis, right-censored data are common,
and because they introduce uncertainty into the estimated Weibull parameters, in the
proposed charts, μx and σx are estimated based on the conditional expected times of the
related Weibull family. After that, both μx and σx are used to monitor the Weibull process.
In particular, μx was set as the lower control limit to monitor η, and σx was set as the upper
control limit to monitor β. Numerical applications were used to show how the charts work.

Ferreira and Silva [39] analyzed the parameter estimation for the Weibull distribution
with right-censored data using the EM algorithm. Maximum-likelihood estimation (MLE)
is a method for estimating the parameters of a statistical model for given data set. This
method allowed the authors to estimate the unknown parameters of a statistical model.
These parameters were obtained by maximizing the likelihood function of the model in
question. The estimation of the parameters of the Weibull distribution by the maximum-
likelihood method based on information from a historical record with right-censored data
showed this difficulty. The solution used the Expectation Maximization (EM) algorithm.

Although the Weibull distribution for B = 1 mimics the exponential distribution, both
distributions are different and behave differently. This fact is due to the Weibull distribution
being generated by a non-homogeneous Poisson process in which the risk depends on
time, and the exponential distribution is based on a Poisson process in which the risk
does not depend on time (a lack of memory property). Based on this fact, we used the
Weibull distribution for components and subsystems whose failure mode is mechanical.
Due to the mechanical stress that accumulates damage over time, the failure risk depends
on time as in the Weibull distribution (or the non-homogeneous Poisson process). On the
other hand, by considering that human errors do not depend on time, we used the expo-
nential distribution for components and subsystems whose failure mode is human error
(the Poisson process).

This is an innovative contribution because it is based on the participation of the failures
in different machining areas. The man–machine system proposed was designed based on
the causal relationship between the failures occurring in different machining areas, where
the components represent the sub-causes of failures and the subsystems represent the places
where failures occur. The series–parallel configuration given to this system allowed us to
find statistical models to evaluate the reliability of the component–subsystem relationship
(Weibull and exponential distributions), of the subsystems (serial configuration), and of the
man–machine system (parallel configuration). No man–machine systems were found to
have been configured in a serial–parallel manner based on the participation of the failures.

The Weibull and Exponential distributions were used due to the fact that, at the
beginning of the research, it was assumed that the random variables involved in the failures
within the man–machine system had a Weibull distribution and an exponential distribution.
As the study developed, it was found that failures of mechanical and human-error origin
were the most frequent occurrences in the machining area, proving these assumptions to be
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correct. The Weibull distribution is suitable for representing failures of mechanical origin
because they are time-dependent, and the exponential distribution represents failures of
human-error origin, which are not time-dependent.

To monitor two sequential periods that have an exponential distribution in one of
their component–subsystem relationships, it is only a matter of checking whether their
reliability has improved or not and to act on the affected component. This is not the case
with the Weibull distribution, where its parameters must be monitored to check whether
the reliability has improved with the actions taken. Some proposed improvement actions,
such as the use of the life–effort model, may help when the failure is caused by cutting
tool wear.

Because, in Weibull analysis, the shape parameter β characterizes the aging of the
system, then in the Weibull reliability analysis the used β value plays a key role in accurately
determining the reliability R(t) of the analyzed product. Moreover, because in practice β

cannot be accurately estimated, then it is generally selected from historical data or from
a baseline (a similar product). The estimation of the Weibull scale parameter η depends
on both the estimated β value and on the desired R(t) index. The η parameter of the stress
distribution is estimated by using R(t) = 0.9535 with n as an integer.

6. Conclusions

The failure analysis of a man–machine system is flexible because it allows us to include
any quantity of components, systems, and component–subsystem relationships for the
analyzed period. Once the man–machine system had been designed, using the series–
parallel system approach proposed to assess the reliability of the man–machine system
turned out to be efficient. The man–machine system and the statistical models can be
adapted to any company in the metal-mechanic sector with low-volume and high-mix
production whose operations are carried out on conventional and CNC machine equipment
that utilizes the characteristics of batch production. The man–machine system reliabil-
ity indicators provide useful information that can be monitored over time. Due to the
unique relationship between the Weibull parameters and the reliability index, monitor-
ing the Weibull parameters is an effective way to improve the reliability of the system,
the components, and the subsystems.

Limitations of the proposed methodology include the lack of records related to failures
and, therefore, the analysis of data. In some cases, the same failure was registered with
a different name (standardization) and the data collection process was not continuous
(systematization). The information in this paper can be used as the basis for the devel-
opment of a process to improve the reliability of machine shops considering the lower
reliability indices.

Considering that Industry 4.0 works together with machines in innovative and highly
productive ways, and due to the dependence of the reliability evaluation on the ability of
the operator, the technician, and the programmer to determine the causes and sub-causes
of failure, to strengthen this research it would be convenient to automate the information
captured in the databases as well as the monitoring of improvement actions. Industry 4.0 is
an area of great entrepreneurship, where technologies are used to promote new models.
Industry 4.0 is also a space of new opportunities, creativity, and innovation. In response to
the problems presented by the machining workshops in Chihuahua City, the digitalization
of connected Industry 4.0 is a good option because it means lower production costs, faster
lead times, and greater responsiveness to customer demand. Customer expectations have
changed due to the advent of connected devices and platforms. The needs in production
volume have changed from mass production to customized production, which is hap-
pening at an accelerated pace. The introduction of digital technologies in manufacturing
processes implies the need for systems to operate and manage broadband information and
IT infrastructure, as well as buildings and traffic systems. Digital transformation of the
industrial sector with automation, data sharing, uploading to the cloud, Big Data, artificial
intelligence, the Internet of Things, and technological techniques can be used to achieve
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smart industrial and manufacturing goals by interacting with people, new technologies,
and innovation. The basis of our proposal is the analysis of the failures that occur in the
machine tool, which is obtained from a database containing Big Data. Then, automation of
the database with the manufacturing processes of the company, the use of artificial intelli-
gence (algorithms) during development for task performance, and on-demand manufactur-
ing for customized prototypes and parts in short-run productions (smart factories) must
be considered.

Innovative applications in Smart Cities. Innovation is a driver of the development
of current and future Smart Cities. Innovation, understood as newness, improvement,
and spread, is often promoted by Information and Communication Technologies (ICTs)
that make it possible to automate, accelerate, and change the perspective of the way that
economic and “social good” challenges can be addressed. In economics, innovation is
generally considered to be the result of a process that brings together various novel ideas
to affect society and increase competitiveness. In this sense, the economic competitiveness
of future Smart City societies is defined as an increase in consumers’ satisfaction given
by the right product price/quality ratio. Therefore, it is necessary to design production
workflows that maximize the resources used to produce products and services of an ap-
propriate quality. Companies’ competitiveness refers to their capacity to produce goods
and services efficiently (decreasing prices and increasing quality), making their products
attractive in global markets. Thus, it is necessary to achieve high productivity levels that in-
crease profitability and generate revenue. Beyond the importance of stable macroeconomic
environments that can promote confidence and attract capital and technology, a necessary
condition to build competitive societies is to create virtuous creativity circles that can pro-
pose smart and disruptive applications and services that can spread across different social
sectors and strata. Smart Cities are willing to create technology-supported environments to
make urban, social, and industrial spaces friendly, competitive, and productive contexts in
which natural and material resources can be accessible to people and citizens can develop
their potential skills in the best conditions possible. Since countries in different geographic
locations and with different natural, cultural, and industrial ecosystems must adapt their
strategies to these conditions, Smart City solutions are materialized differently. This study
shows an example of an experience where industrial planning, urban planning, and health
and sanitary problems are addressed with technology, leading to disruptive-data- and
artificial-intelligence-centered applications. By sharing research experiences and results
that, to date, have mostly been applied in Latin American countries, the authors and editors
show how they have contributed to making cities and new societies smart through scientific
development and innovation.
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Abstract: One of the most challenging problems in last mile logistics (LML) has been the strategic
delivery due to various market risks and opportunities. This paper provides a systematic review of
LML-related studies to find current issues and future opportunities for the LML service industry. To
that end, 169 works were selected as target studies for in-depth analysis of recent LML advances. First,
text mining analysis was performed to effectively understand the underlying LML themes in the target
studies. Then, the novel definition and typology of LML delivery services were suggested. Finally,
this paper proposed the next generation of LML research through advanced delivery technique-
based LML services, environmentally sustainable LML systems, improvement of LML operations
in real industries, effective management of uncertainties in LML, and LML delivery services for
decentralized manufacturing services. We believe that this systematic literature review can serve as a
useful tool for LML decision makers and stakeholders.

Keywords: last mile logistics; systematic literature review; last mile logistics innovation; logistics
system design; logistics service characterization

1. Introduction

The evolution of e-commerce markets has drawn great attention to various delivery
service issues [1,2] which are intrinsically related to last mile problems. As last mile delivery
services require various logistics elements to satisfy faster and more reliable delivery
conditions [3], last mile problems have been treated as more inefficient, more expensive, and
less environmentally-friendly issues than any other problems in supply chain networks [4].
Indeed, the last segment of supply chains has been increasingly fragmented and has
caused additional delivery costs due to the distributed collection/destination locations
of customers using e-commerce services [5]. The route from the shop to the courier or
shipping agency that will handle the delivery is known as the first mile. In contrast, the
transit of products from the shipping agency or transportation hub to the intended final
destination is referred to as the last mile. The final delivery between the local parcel depot
and the customer who has purchased goods traditionally accounts for up to 28% of the
total shipping cost but the lack of economies of scale that makes the last mile costly and
ineffective necessitates new last mile strategies and solutions [4,6]. In particular, over
the last few years, the stakeholders of last mile deliveries have faced many challenges
in providing strategic deliveries due to a wide variety of market risks (e.g., COVID-19
pandemic, urban population growth, densification, traffic congestion and safety, customers’
behavior change, and greenhouse gas emissions) and opportunities (e.g., globalization,
advanced transport systems, innovative information and communication technologies,
Internet of Things, and Industry 4.0) [1,4,7–12]. Accordingly, last mile logistics (LML) that
inevitably involve complex operations of last mile deliveries have been more critical in the
modern logistics industry.
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Issues in LML can be viewed from various geographical dimensions of logistics.
Many consumers in urban areas require same-day and on-demand delivery services that
involve LML for groceries, prepared meals, and retail purchases as LML can provide
customers with convenience and flexibility [13]. Furthermore, LML suppliers in urban
areas have experienced many challenges such as traffic congestion, limited delivery time,
service regulations, inefficient delivery vehicle routing, and inappropriate supply chain
network design [4,14,15]. Consequently, urban logistics should be addressed to enhance
the economic, environmental, and social sustainability of LML [11].

Many reports have presented that economic growth, improvement of environmental
sustainability, resolution of urban unemployment, safe urban freight transport, and regional
economy development are particularly related to LML [10]. As such, an appropriate design
for city logistics is considered essential to improve welfare in society [16]. For instance, the
first mile in a city and the last mile to the final consignee can be operated by conventional
trucks and environmentally friendly city freighters or technology-advanced delivery cars,
respectively [17]. Furthermore, the high demand of LML delivery services has increased
complexity in design of urban logistics [14,18]. In 2014, 54% of the world population already
lived in cities or urban areas, and by 2050 a projected two thirds will be urban [19]. This
means that more than six billion people globally will live in urban areas, which leads to
great pressure on all aspects of urban planning, including LML [20]. The necessity of LML
clearly shows that the overarching objective of LML efforts is to elevate the prosperity of
city logistics while alleviating their emerging negative consequences [10,12]. In this regard,
existing LML-related studies have provided a wide variety of approaches to solve last mile
problems in urban areas.

This paper aims to provide a comprehensive and structured review of recent studies
relevant to LML and focuses on operational as well as technological aspects. Our state-of-
the-art review identifies various potentials and opportunities associated with LML-related
research. Although individual studies have successively achieved the ultimate goal of LML,
they tend to provide redundant and ambiguous concepts across critical LML terminology
defined by different contexts and properties in supply chain management. In other words,
there has been no widely agreed upon framework to characterize LML and its innovations
in a supply chain, and only a few studies have investigated the conceptualization of
LML to contemplate a comprehensive framework for practical LML services. In order to
improve the operational efficiency of last mile applications and offer practical guidelines for
future research, it is necessary to first develop consensus on the underlying characteristics
and design for LML. Along with previous LML issues and approaches that have been
primarily addressed in existing studies, major opportunities for more innovative design
and development are suggested to motivate various future applications in this paper.

The rest of this paper is organized as follows. In Section 2, we introduce the methodol-
ogy behind our systematic literature review. We employ a text mining of an extensive set of
existing LML-related studies to effectively understand major themes in the literature as a
basis for a comprehensive literature review. In Section 3, existing definitions and concepts
of LML in the literature are examined to provide a standard definition of LML. Section 4
discusses four main issues (i.e., sharing economy, proximity stations/points and hubs,
environmentally sustainable LML, and delivery technology innovation), which are identi-
fied from LML themes through text mining, are further reviewed in order to characterize
current issues and approaches for LML. New opportunities for design and development of
innovative LML are proposed in Section 5. Finally, Section 6 offers guidelines for practice
and offers opportunities for future research.

2. Systematic Literature Review Methodology and Analysis

A literature review for LML was performed based on a systematic literature review
procedure widely adopted in other domains [10,21]. First, the objective and scope of
the literature review on LML were established. In this study, the main objective was to
provide a systematic review of recent LML-related studies to investigate the definition and
typology of LML, main issues and concerns in LML, and new opportunities for the next
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generation of LML. Based on a preliminary search of highly cited LML studies, significant
keywords that include “last mile logistics”, “urban logistics”, “city logistics”, “typology
of last mile logistics”, “last mile logistics innovation”, “collaborative last mile logistics”,
“cooperative last mile logistics”, “sustainable last mile logistics”, and “robust last mile
logistics” were identified to better search target research articles. Different combinations of
these keywords using Boolean AND and OR operators were used to retrieve initial articles
published between 2001 and the end of August 2021 in scientific platforms—EBSCO,
Elsevier, Google Scholar, JSTOR, Science Direct, Springer, Web of Science, and Wiley
Online Library. Examples of the keyword combinations for the literature search are (“last
mile” AND “logistics”), (“last mile logistics” AND “urban logistics”), (“last mile logistics”
AND city logistics”), (“last mile logistics” AND “innovation”), and (“collaborative last
mile logistics” OR “cooperative last mile logistics”). Various research works including
these keywords or their combination in the title, keyword list, or abstract were disclosed.
Consequently, more than 400 research works written in English were collected as the initial
article set for review. Next, the following search criteria were applied to refine the initial
article set: (i) inclusion of research areas related to LML, and (ii) inclusion of peer-reviewed
journal articles having meaningful keywords in their abstract. Then, 169 research articles
from 84 unique journals were identified as LML studies that contributed to recent LML
advances, but 15 journals were associated with more than three articles each (Figure 1).
This indicates that a small number of journals dominate LML studies over most other
journals. Finally, the 96 research articles which had more than 10 citations were selected
as target articles. The literature demonstrates that LML is an emerging research area with
rapid growth (Figure 2a). The black solid line and the green dashed line represent the
total number of and the average number of publications, respectively, while the red line
means the number of publications for each year. Moreover, Figure 2b shows the top eight
countries producing the most LML research based on the affiliation of the first author.
Furthermore, the top five articles in terms of the number of citations are [22] (476), Ref. [23]
(331), Ref. [24] (243), Ref. [25] (236), and [26] (233). An overview of the literature review
method used for this study is presented in Figure 3.

Figure 1. Top 15 journals according to the number of papers.

To better understand the underlying themes addressed in the target research article
set, text mining analysis was performed using the following procedure. First, text data
were collected from the title, abstract, and keywords of each article and separately saved
to a text file. The set of text data was processed by the tm package for the R statistical
program language [27] to standardize the text data; stop-words, whitespaces, numbers, and
punctuation were removed from the original text dataset, and all letters were transformed
to lower case. In addition, each word in the set of text data was stemmed by the SnowballC
package [28] to regard word variants originated from the same root as the same term
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(e.g., “destin” for “destination” and “destinations”). As a result of the above pre-processing,
an initial document-term matrix (F) was produced consisting of 96 target articles and
2616 terms in Equation (1). The individual frequency of 2616 terms observed from the
target research articles was represented by the following (m × n) sparse matrix:

F =

⎡
⎢⎢⎢⎣

f (a1, t1) f (a2, t2) · · · f (a1, tn)
f (a2, t1) f (a2, t2) · · · f (a2, tn)

...
...

...
...

f (am, t1) f (am, t2) · · · f (am, tn)

⎤
⎥⎥⎥⎦, (1)

where am refers to the mth target research article for all m ∈ M = {1, 2, · · · , 96}, tn is the
nth term appearing in the set of articles am for all n ∈ N = {1, 2, · · · , 2616} and for all
m ∈ M, and f (am, tn) is the frequency of term tn in article am for all n ∈ N and for all
m ∈ M. The above procedure was performed by the application provided in [29].

(a) Publication year (b) Regional profile

Figure 2. Systematic review analysis of target research articles.

Figure 3. Framework for systematic literature review.

As common terms (e.g., last mile and logistics) that frequently appeared across the
target research articles did not help explain specific features of the different works, the
frequency f (am, tn) for all m ∈ M and for all n ∈ N was transformed into the Term
Frequency-Inverse Document Frequency (TF-IDF) [30]. The TF-IDF transformation for a
document-term matrix treats common terms frequently appearing in a specific set of articles
as more important than common terms widely observed in most articles. First, TF-IDF
values of each term for all the articles are calculated using Equation (2) and then averaged.
Herein, the relative term frequency (= tn/ ∑ tn of each article) was used to avoid a situation
where a lengthy article has a high TF-IDF. Next, terms having a mean TF-IDF average were
sorted to finalize the document-term matrix (F) using the equation in Equation (2):
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f ∗(am, tn∗) = f (am, tn∗)× log(|M|/|Mtn |), (2)

where tn∗ is the relative term frequency, |M| is the cardinality of the target research article
set M (i.e., |M| = 96), and |Mtn | is the cardinality of the set of articles, including the
specific term tn for all n ∈ N = {1, 2, · · · , 2616}. The term selection based on TF-IDF
was performed based on the R-codes provided by [31]. As a result, a new document-term
matrix consisting of 96 target articles and 827 terms was generated for the term-frequency
analysis of the target articles.

Figure 4 shows the 50 most frequent terms that describe significant features of the target
research articles. Overall, the frequently appearing terms across the LML studies indicate
that the 169 target research articles have focused on strategic and operational improvements
in LML; for example, “hub”, “omnichannel”, “crowdsourc (e.g., crowdsource)”, “platform”,
“collabor (e.g., collaborative)”, “crowdship (e.g., crowdshipping)”, “consolid (e.g., con-
solidation)”, “alloc (e.g., allocation)”, “energi (e.g., energy)”, “stochast (e.g., stochastic)”,
“price”, “global”, and “profit”. Furthermore, the frequency of terms shows that techno-
logical advances in LML are another main focus in the literature; for example, “smart”,
“autonom (e.g., autonomous)”, “intellig (e.g., intelligent)”, “electr (e.g., electric)”, “drone”,
and “bike”. This paper thus focuses on (i) strategic and operational aspects and (ii) techno-
logical aspects of LML to highlight research issues and identify future opportunities.

Figure 4. The 50 most frequent terms identified from the target research articles.

3. Conceptualization of Last Mile Logistics

The term last mile was first coined in the telecommunications industry [14] and was
originally used to indicate the final leg of a delivery system for traditional deliveries
from brick-and-mortar retailers [32]. Early applications of LML in the literature narrowly
extended supply chains directly to the end consumer, which simply represented a home
delivery service for consumers [33,34] and the last part of a delivery process [13]. In this
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regard, traditional LML was conceived of as deliveries for the last mile supply chain, last
mile, final mile, home delivery, B2C distribution, or grocery delivery.

However, the traditional definitions have not been sufficient to describe newly emerg-
ing LML features driven by recent e-commerce changes that inherently involve new uncer-
tainties [35,36], exclusion of in-store order fulfilment processes [23], and non-specific final
locations [33,37]. Despite a steady increase in the number of contributions to LML research,
LML has been conceptualized inconsistently across studies without consensus around a
single definition of LML [11]. As various LML approaches have been available, a consistent
and robust definition of LML is necessary to be a basis for LML design frameworks. Table 1
shows the various LML-related definitions used in our target research articles.

Table 1. Definitions of LML-related terminologies.

Terminology Reference Definition

Last mile

[32] Final leg in a B2C delivery process in which the parcels are delivered to the destination,
either at the recipient’s place or at a collection point

[38] Last part of a delivery process of physical goods from a last transit point to a final
drop point

[39] Distance from the main traffic station, such as rail transit, to the destination
[40] Last segment of distribution for a delivery with the specific distance
[41] Transport of goods from a local contact place to a point of consumption

Last mile delivery

[14] Final leg of transport of goods in the supply chain to their consumption point
[42] Delivery of purchased items to the doors of customers
[43] Delivery of goods to the home in the last link of the supply chain
[44] Delivery of parcels to their destination in a city

[45] Last segment of a delivery process that involves all required activities and processes
of the delivery chain

[46] Delivery from the last upstream transit point to the last recipient
[47] Transport from the retailer’s local point to the final recipient’s place
[48] Delivery of items to their final recipient’s point within a city

Last mile distribution [49] Last part of the supply chain delivery process, including necessary activities from the
last transit point to

Last mile parcel distribution [50] Delivery of parcels from distribution centers or substations to individual addresses

Last mile logistics

[51] Movement of goods from a distribution center to the last recipient’s doorstep
[13] Last stretch of a B2C consignment delivery process

[11] Last stretch of the logistics system from the last distribution point to the recipient’s
preferred final drop point

[1] Last stage of a delivery from a distribution center to a customer’s place

[52] Last stretch of a B2C parcel delivery process of goods from a penetration point to the
final consignee’s point

An important insight from the target research articles is the functional scope of three
different logistics domains: city logistics, urban logistics, and LML. The three logistics
domains can be clarified with different perspectives [14]. City logistics is a critical field in
urban areas and mainly focuses on stakeholders’ interrelationships from the perspective
of macro-level logistics. However, urban logistics refers to how parcels can be effectively
transported in urban areas at a meso level. On the other hand, LML is related to delivery
processes at a micro level. Considering these three different functional scopes, in this
paper, a working definition for LML is proposed to synthesize all the above LML-related
definitions as follows:

LML is the final branch of parcel delivery services that involves a point of delivery to a final
consignee’s preferred, predefined collection point or destination location after order placement.

Based on the above LML definition, the scope of interest in this paper covers a research
stream from leaving warehouses of the supplier or logistics provider to arriving at the
collection point designated by a final consignee. The underlying characteristics of LML
concepts under the LML definition have been presented in various types of LML-related
research. The operational and technological aspects of LML identified in Section 2 show
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that the nature of LML-related research can be categorized into four LML main research
areas in Section 4 (see Table 2).

Table 2. Typology of LML-related research.

Research Area Main Issue

Sharing economy
Impact of sharing economy in LML to employment market
Operations of sharing economy in LML
Environmental impact of sharing economy in LML

Proximity stations/points and hubs

Integrating proximity stations/points into the existing LML seamlessly
Searching for potential locations for these stations/points
Location-routing problem for LML
Vehicle routing problem for LML
Assessment of distributed network strategies for LML

Environmentally sustainable LML

Multi-criteria decision making for sustainable LML
Environmental impact assessment and sustainable strategies for e-commerce LML
Integration of environmental sustainability into new LML approaches

Delivery technology innovation
Limitations of traditional truck-or van-based last mile delivery services
Transition to innovative and environment-friendly last mile delivery services using advanced
vehicle technologies

4. Current Issues of Last Mile Logistics

The keywords frequently appearing in existing LML studies address that the main is-
sues of LML in the literature are associated with sharing economy, proximity stations/points
and hubs, environmental sustainability, and delivery technology innovation. The following
subsections show extant LML studies that discussed each issue through various approaches.

4.1. Sharing Economy

The advancement of information and communications technologies has accelerated
the introduction of sharing economy in LML. Sharing economy in LML involves a way
of parcel deliveries by individual, self-contracted contractors joined at a crowdsourcing
platform. New technologies that help find optimal routing and parking spots in real time
have been lowering the entry barriers of crowdsourcing so that more logistics service
providers can join a crowdsourcing platform for last mile parcel deliveries. Crowdsourcing
for last mile deliveries is likely to spread further as the digital economy grows, which may
be one of the viable options for tackling rising unemployment [53]. Using a crowdsourcing
platform, passenger cars in urban areas can be utilized for home delivery services. Crowd
workers in LML can be characterized by open-loop car routes, drivers’ wage-response
behavior, interplay with the ride-share market, and service zone sizes for fulfilling last
mile deliveries from shared logistics. Although sharing economy in LML is not as scalable
as a traditional truck-only system, this transition to the sharing economy paradigm for
LML has a potential to create economic benefits by reducing original truck fleet sizes and
exploiting additional operational flexibilities [54]. Specifically, from the logistics company’s
perspective, using a personal car to carry delivery parcels by an individual contractor
can keep costs low, as it does not require additional fleet capability even if more parcels
need to be carried. Instead, the company apply surge pricing to resolve a demand-supply
imbalance for the last mile parcel deliveries. This allows the logistics company to be more
flexible to the logistics-related market. From the self-contracted worker’s perspective, their
idle capacity can be utilized for carrying parcels. Many people have idle capacity in the
course of their day, and using small slivers of time to carry parcels can be one of the ways
to effectively use such an idle capacity. Furthermore, this provides an avenue toward
the gig economy and shows options for resolving unemployment issues. From the final
customer’s perspective, the reduction in high overhead business intermediaries with a
low-cost technology platform can reduce the delivery cost to the customer’s site.

Table 3 summarizes the major issues and findings of LML studies related to sharing
economy. Ref. [55] presented a mixed integer programming (MIP) model that solves a
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vehicle routing problem (VRP) in which vehicles are operated by crowdsourced occasional
drivers. Ref. [56] extended the work of [55] to an MIP model considering multiple parcel
deliveries for each crowdsourced driver. Ref. [42] performed a simulation analysis based
on logistic regression and an agent-based transportation simulator to identify the benefits
of LML for retail store order pickups using a social network of customers. The results
showed that employing friends in a social network for LML can decrease transportation
emissions and delivery costs while maintaining delivery speed and reliability. Ref. [18]
performed a discrete event simulation analysis based on a conceptual framework with five
principles to facilitate the integration of crowdsourced delivery into a conventional delivery
network. Ref. [57] identified the effectiveness of crowdsourcing last mile delivery through
a simulation model for same-day delivery using crowdsourced vehicles. They found that
crowdsourced fleets can be effective to maximize the total number of deliveries when late
delivery penalties are not severe. Ref. [25] proposed a route planning problem to model
a dynamic crowdsourced delivery platform that automatically matches delivery tasks,
ad-hoc drivers, and dedicated backup vehicles for deliveries uncovered by ad-hoc drivers.
They found a total cost reduction through ad-hoc drivers, along with backup vehicles and
an increase in the cost-efficiency of the system depending on the drivers’ stop willingness.
Ref. [58] presented a model to identify factors that affect the acceptability and preferences
of crowdshipping attributes between consignors and consignees for package deliveries.
They found that preferences can be described distinctively depending on shipment distance.
Ref. [50] proposed a last mile parcel delivery system that employs ridesharing strategy
based on internet of vehicles intelligence for deliveries in a smart city.

Table 3. LML-related issues and research findings: Sharing economy.

LML-Related Issue Research Finding Reference

Social impact Crowdsourcing delivery to decrease unemployment [53]

Economic impact

MIP model to address the VRP for crowdsourced drivers [55]
Total cost reduction by ad-hoc drivers with backup vehicles [25]
Effectiveness of crowdsourcing last mile delivery [57]
Delivery cost reduction by a dual-channel logistics system [18]
Multiple parcel deliveries for each crowdsourced driver [56]
Acceptability and preferences of crowdshipping attributes characterized depending on
shipment distance [58]

Potential of crowdsourcing last mile delivery [54]

Environmental impact

Negative impacts of crowdsourcing deliveries on overall
environmental performance

[59]
[54]

Reduced transportation emissions and delivery costs due to the use of social network [42]
Positive effect of shared mobility on greenhouse gas emissions [60]
Reduced carbon emissions and delivery distance in urban and suburban areas by a social
network-enabled package pickup [61]

4.2. Proximity Stations/Points and Hubs

Using proximity stations or proximity points is a new way to improve the efficiency of
LML. This is useful for small- to medium-sized delivery parcels when customers are not at
home. Deliverers store parcels at a depot station near a customer’s address when home
deliveries fail, and customers pick up their products later. In addition, delivery time can be
reduced by visiting a proximity point during the night when traffic volume is low [62].

The applications of proximity stations and/or proximity points to LML are aimed,
not only to integrate proximity points into existing LML, but also to identify locations for
proximity points (see Table 4). Ref. [63] proposed a modular bento-box system to store
delivery parcels until customers pick up their deliveries. Shopping malls, central squares,
and residential districts were suggested as examples for the possible location of proximity
points. Ref. [64] proposed an effective mobile crowd-tasking model that handles many
citizens as crowd workers to perform LML. They formulated a proximity station problem
in LML as a minimal-cost network flow problem, which minimizes the additional cost
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to assign all delivery parcels in pick-own-parcel stations to the most convenient crowd
workers. Similarly, Ref. [26] investigated the utilization of parcel locker pickups for LML
in the Polish InPost Company system and found that the proper location of parcel lockers
was one of the most important factors for delivery efficiency.

Table 4. LML-related issues and research findings: Proximity stations/points and hubs.

LML-Related Issue Research Finding Integrating Proximity Stations/Points Reference

Integrating proximity sta-
tions/points into the existing

Improvement of delivery time, increase in average travel speed, and reduction in
greenhouse gas emissions by using proximity stations/points [62]

LML Modular bento-box system for customer pickup [63]

Identifying potential locations
for proximity stations/points

Network min-cost flow problem with pick-own-parcel stations to maximize resources
using a collaborative approach [64]

Evaluation of using parcel lockers in the Polish InPost Company system [26]

Routing problem for last
mile delivery hubs

Location-routing model to determine the placement of last mile delivery hubs [65,66]
Development of a hybrid genetic algorithm to efficiently solve the computational com-
plexity issue of the location-routing problem with large-size instances for LML hubs [67]

Development of a two-stage stochastic travel time model to solve a delivery VRP to
the set of final customer’s homes and the set of hub locations for pickup stores [68]

Hub location problems can be also applied to properly address the location of prox-
imity stations and/or points and to consolidate last mile deliveries across urban areas
that can reduce traffic and cut greenhouse gas emissions (see Table 4). Depending on the
type of demand allocation for final customers, a last mile hub location problem can be
partitioned into single and multiple allocation problems. The single allocation problem
assigns every final customer to a single last mile delivery hub, while the multiple allocation
problem assigns every final customer to more than one last mile delivery hub. Setting
up efficient hub locations for LML can lead to great economic/temporal benefits for both
consignors and consignees in delivery costs, quality of delivery services, and environmental
impacts [69].

The location of last mile delivery hubs affects both the fixed cost of hub placement
and the variable cost of delivery parcels to final customers. Refs. [65,66] respectively
proposed a location-routing model to determine multiple last mile delivery hubs based
on the total location and delivery vehicle routing costs for each customer’s pickup and
delivery needs. Ref. [67] further proposed a hybrid genetic algorithm that efficiently
handles the computational complexity issue of existing LML location-routing models.
Ref. [68] proposed a two-stage stochastic travel time model to solve a delivery VRP for the
sets of both final customers and hub locations of pickup stores.

With a number of studies focusing on the potential locations for last mile delivery
hubs, last mile delivery hubs have been established in practice. For instance, the City of
London Corporation determined its first last mile delivery hub for the purpose of removing
large numbers of delivery vehicles from city streets. This last mile delivery hub is expected
to accelerate the use of e-cargo bikes and people on foot for the final leg of parcel deliveries
and to take up to 23,000 fewer vehicle journeys in central London every year [70].

4.3. Environmentally Sustainable LML

As the environmental impact of operational activities in industries has become an
urgent global issue, environmental sustainability is now essential in the management and
operations of the entire supply chain [71]. In particular, LML involves various externalities
such as gas emissions, air pollution, noise, and congestion [11]. The significant role of
LML in the environmental sustainability of a supply chain has urged the transformation
of the conventional LML into a more environmentally sustainable system. Accordingly,
various studies have adopted environmental factors in modeling LML problems along with
traditional time and cost factors through proposed LML approaches (Table 5).
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Table 5. LML-related issues and research findings: Environmental impact.

LML-Related Issue Research Finding Reference

Multi-criteria
decision making for
sustainable LML

Conceptual framework to evaluate LML from economic, social,
and environmental aspects [72]

Bi-criteria auction process of last mile delivery orders that
maximizes both economic and environmental sustainability [73]

A distributed network based on crowd logistics as the most
sustainable LML strategy [74]

Environmental
impact assessment
and sustainable
strategies for
e-commerce LML

Lower carbon footprints in last mile deliveries through e-
commerce than conventional brick-and-mortar stores [43]

Effective reduction in greenhouse gas emissions through local
collection and delivery points for failed home deliveries [75]

Stochastic last mile model to calculate probabilistic estimates
of traveling distances and break-even point at which last mile
delivery causes less carbon emissions than customer pickup

[76]

Reduction in light goods vehicle traffic and associated envi-
ronmental impacts through LML [77]

A framework to reduce CO2 emissions in e-commerce LML [78]
Principles for sustainable LML [79]

Integration of
environmental
sustainability into
new LML
approaches

Reduction in carbon emissions and delivery distances through
a social network enabled package pickup [61]

Importance of local authorities to promote cargo cycles [24]
Reduction in CO2 emissions per person through
shared mobility [60]

Emissions and cost savings by using a social network in LML
for retail store order pickups [42]

Slightly more emissions in minimizing operating costs for the
last mile delivery system than minimizing emissions for the
system

[54]

Negative impact of crowdsourcing in LML on the environment
of the road [59]

Crowd logistics that can be environmentally-friendly only if it
is optimized for existing delivery trips [80]

Both environmental and economic benefits obtained by crowd-
shipping through public transportation in urban areas [81]

The importance of environmental sustainability in LML led to multi-criteria decisions
to simultaneously consider both economic and environmental factors that have trade-offs
in LML. Ref. [72] provided a conceptual framework to evaluate last mile options from
economic, social, and environmental aspects that involve design criteria and performance
attributes for industrial, institutional, and consumer group stakeholders. Ref. [73] proposed
a bi-criteria auction process to assign last mile delivery orders to trucks that maximizes
both the economic and environmental sustainability of LML. Ref. [74] evaluated three
LML strategies (i.e., centralized distribution network, decentralized distribution network
through home-delivery, and decentralized distribution network based on crowd logistics)
through a system dynamics simulation and its multi-criteria decision analysis using the
Preference Ranking Organization METHod for Enrichment of Evaluations (PROMETHEE)
on economic, technological, environmental, and societal criteria. Their case study of
local food LML showed that a distributed network based on crowd logistics is the most
sustainable LML strategy.

The sustainability role of LML in e-commerce was also widely discussed to sug-
gest new sustainable LML strategies in the literature. Ref. [43] addressed that last mile
deliveries through e-commerce resulted in lower carbon footprints than conventional brick-
and-mortar stores. Ref. [75] addressed that local collection and delivery points for failed
home deliveries of e-commerce can effectively reduce greenhouse gas emissions against
traditional shipping methods. Ref. [76] developed a stochastic LML model to calculate
probabilistic estimates of traveling distances, and they compared carbon emissions gener-
ated by conventional customer pickup and last mile delivery through e-commerce. Ref. [77]
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examined LML for light goods from e-commerce retailers in London, and they concluded
that last mile deliveries for e-commerce can reduce light-goods vehicle traffic and associ-
ated environmental impacts. Ref. [78] developed a framework to reduce carbon dioxide
(CO2) emissions in e-commerce LML and suggested potential solutions (e.g., re-allocation
of vehicles, use of electric vehicles (EVs), reduction in delivery failures, proper vehicle
planning, alternative fuels, and urban consolidation centers) to reduce CO2 emissions in
LML. Ref. [79] examined the urban delivery performance of LML for business-to-consumer
and business-to-business cases in the United Kingdom.

Recent studies have paid more attention to environmental sustainability of new LML
operations and approaches that are expected to provide both economic and environmental
benefits in urban logistics. Ref. [61] compared last mile delivery distances and greenhouse
gas emissions in last mile delivery systems (i.e., door-to-door delivery, designated package
pickup, and socially networked package pickup) for online purchases, which were modeled
through a genetic algorithm. Their results showed that a social-network-enabled package
pickup can significantly reduce carbon emissions, as well as delivery distances in both
urban and suburban scenarios. Ref. [24] proposed a sustainable urban logistics framework
to boost the potential use of cargo cycles based on empirical case studies in the United
Kingdom. They claimed that local authorities play a critical role in promoting cargo
cycles to make them major urban freight transport. Ref. [54] proposed a novel logistics
planning model for last mile deliveries based on shared movability, which can characterize
open-loop car routes, wage-response properties, and competition in the ride share and
delivery services. Refs. [54,59] found that last mile delivery through shared mobility
may increase greenhouse gas emissions due to an increase in vehicle traveling distance.
Ref. [60] conducted a survey from 363 car sharing respondents in the Netherlands to
analyze the effect of shared mobility on car use and CO2 emissions, and they concluded
that shared mobility positively affected the environment in Belgium. Ref. [42] claimed
that LML for retail store order pickups using a social network of customers can reduce
emissions from ground logistics as well as delivery costs while maintaining delivery
speed and reliability. Ref. [80] suggested crowd logistics platforms, and compared the
performance their proposed platform with traditional logistics counterparts in terms of
the unit delivery cost and the environmental impact of crowd logistics. Their multi-actor
multi-criteria analysis to evaluate the delivery scenarios showed that crowd logistics can
be environmentally-friendly only if they are optimized for existing delivery trips. Ref. [81]
evaluated the environmental and economic impacts of crowdshipping through public
transportation in the city of Rome. The scenario analysis based on a discrete choice
model in [81] showed that the crowdshipping platform can have both environmental and
economic benefits.

4.4. Delivery Technology Innovation

Along with the studies addressing operational challenges, LML studies related to
overcoming technical issues were also abundant in the literature. Newly emerging delivery
technologies such as unmanned aerial vehicles (UAVs) or drones, connected autonomous
vehicles (CAVs), EVs, automated lockers, real-time data transmission systems, dynamic
route planning systems, fleet management solutions, tracking devices, and identification
means and devices [4,12,82] were discussed to improve LML performance (see Table 6).
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Table 6. LML-related issues and research findings: Delivery technology innovation.

LML-Related Issue Research Finding Reference

Limitations of tradi-
tional truck- or van-

Service transition from truck- or van-based goods delivery to
drone-assisted delivery in urban areas [82]

based last mile deliv-
ery services

Social costs of home delivery due to increased delivery traffic
flows in residential areas [83]

Transition to innova-
tive and environme-

Possibility that UAVs or drones can carry heavier goods while
hovering [22]

nt-friendly last mile Challenges of drones used for LML services in urban areas [1]delivery services us-
ing advanced vehi-
cle technologies

Importance of using CAVs for future LML delivery services in
urban areas [84]

An innovative transition of delivery services from truck- or van-based parcels deliv-
eries to drone-assisted deliveries in urban areas has received attention in logistics [4,82].
According to the 2016 Material Handling Industry (MHI) Annual Industry Report [85],
59% of survey respondents recognized that emerging technologies, including UAVs or
drones, CAVs, EVs, or robots, were having influence on logistics. The report also claimed
that adoption rates for such technologies are expected to grow to higher than 50% over
the next decade. Indeed, drones have been extensively utilized in the logistics field, de-
ployed for delivery services in LML [86,87]. However, challenges in the legal restrictions
and restricted service areas, labor and logistics costs, battery safety, and cost efficiency of
drone applications for LML prevented drones from being prevalently used for urban LML
deliveries [1]. For more reliable deliveries by drones in LML, operational challenges for
drone-assisted delivery or truck–drone hybrid delivery will need to be tackled [88–91].
With improved adoption processes, drones can be an essential strategic delivery method
to innovate conventional LML delivery services if they can carry heavier goods while
hovering [22].

Traffic flows in urban areas have frequently fluctuated by uncertain traffic factors on
the road. Accordingly, home delivery services impose many social costs due to a sudden
increase in delivery service vehicles in residential areas [83]. The use of CAVs for future
LML delivery services in urban areas has been the kernel of recent studies as traditional
logistics delivery services have caused intrinsic drawbacks [84]. Furthermore, autonomous
trucks or vans can be integrated with drones or robots, which may significantly improve
LML delivery services in urban areas [92]. EVs have also received attention in LML as an
alternative to internal combustion engine vehicles, with increasing interest in new forms of
delivery vehicles which are more economically and environmentally sustainable.

5. New Opportunities for Design and Development of Innovative Last Mile Logistics

The current interests and focuses of LML delivery service studies should be more
closely scrutinized to find new potentials in innovative LML fields. The following subsec-
tions show new opportunities for design and development of innovative LML delivery
services to improve the current LML-related issues.

5.1. Advanced LML Services with New Delivery Techniques

As we discussed in Section 4.4, LML delivery services in urban areas will accelerate
technological innovation due to the extensive use of unmanned vehicles, CAVs, UAVs
or drones, EVs, automated lockers, real-time data transmission systems, dynamic route
planning systems, tracking devices, and identification means or devices. These can provide
more opportunities for application of new delivery techniques in LML including the
following areas:
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• Smart scheduling and urban consolidation through new delivery technologies: The
innovative and advanced delivery technologies will lead to new methods of boosting
effective LML delivery services. Several Industry 4.0 solutions for LML delivery
services can be actualized from advanced techniques for enabling smart scheduling
and developing real-time stochastic optimization models [1]. Furthermore, the con-
struction of consolidation centers in urban areas can improve urban LML delivery
services with micro consolidation and distribution centers [84]. These overarching
trends are expected to continue into the future of urban LML delivery systems.

• Improvement in operations of new delivery techniques: UAVs or drones will dominate
LML delivery services in a few years. For instance, many global logistics powerhouses
have already initiated drone-assisted delivery services for food and industrial products.
Consumer goods represent finished products that are sold to and consumed by people,
in general, whereas industrial products are materials used in the production of other
commodities. Industrial products are purchased and used for both industrial and
commercial purposes. They consist of machinery, manufacturing plants, raw materials,
and any other commodity or component that is used by industries or businesses.
Similarly, the surge in adoption of new delivery techniques, including drone taxis
and small/large drones, will prominently attract a lot of attention in LML-related
markets in the near future. Another promising opportunity to enhance urban LML
delivery services will be realized by diversifying LML delivery channels with EVs,
which is also an environmentally-friendly delivery service. However, potential issues
associated with using EVs are their short drive distance, which is generally less than
150–200 miles per charge, and long recharging time of batteries compared to their
internal combustion engine counterparts. Along with these issues, the LML industry
also needs to improve the performance of solid-state batteries (e.g., lithium-ion and
sodium-ion solid-state batteries) and recharging technologies with lower installation
costs [93].

• Development of optimization models for last mile delivery operations using new
advanced techniques: Owing to the commercialization of new advanced techniques
and the need for innovative last mile delivery services, there are many delivery routing
problems which require resolution within a short time period [94], e.g., modified VRPs
or extended traveling salesman problems in LML using drones [91,95–98], autonomous
vehicles [99], robots [9,92], and drone-robot integration [100]. Ref. [95] proposed a
truck–drone delivery optimization model using mixed integer linear programming
(MILP) and its solution approach that reflects drone energy consumption and restricted
flying zones. Ref. [97] developed an MILP model to minimize the total completion
time of LML delivery services using autonomous drones and delivery trucks. Ref. [91]
presented an MILP to minimize the customer waiting time when using a single truck
and multiple drones for delivery. Yu (2018) proposed a mixed integer, non-linear
programming model to decide optimal delivery schedules (i.e., allocation, routing and
battery charging) of autonomous vehicles, not only to minimize driving distance, but
also to maximize renewable energy utilization. Furthermore, the delivery scheduling
problems in LML need to be addressed for adopting autonomous robots [9,101].
This significant stream of research for last mile delivery operations using advanced
technologies can stimulate the LML markets’ innovation, as well as create steady
demand for LML in the future.

5.2. Innovative LML Applications Using New Technologies and Systems for
Environmental Sustainability

Although many extant studies addressed the significant effects of new LML deliv-
ery technologies on environmental sustainability (see Section 4.3), adverse effects of new
technologies on the environment should be also investigated. For example, using crowd-
sourcing may have a negative impact on the environment in the road owing to an increase
in traffic flow [59]. In particular, greenhouse gas emissions may increase due to open-loop
routes of delivery vehicles, and a resultant low per-kilometer emission rate of crowdsourced
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vehicles can be offset in that the aggregated car trip distance is over 35% longer than that
of trucks due to cars’ much smaller capacity [54]. In this regard, the role of future LML
delivery services in terms of environmental sustainability should be investigated in more
detail to facilitate a transition to environmentally sustainable LML as follows:

• Management of negative impacts on the environment through technology enabled
LML services: From the perspective of environmental sustainability in LML systems,
a major challenge is to significantly decrease greenhouse gas emissions that affect
climate changes. Replacing existing light delivery vehicles that are powered by an
internal combustion engine to EVs for LML services can be more sustainable than
traditional delivery trucks or vans [1,12,102]. New technologies to achieve sustainable
LML can be performed with innovative management strategies for LML deliveries
such as LML delivery services during the night avoiding high traffic congestion [103]
and using EVs [78] for CO2 emission reduction with fuel saving.

• Sustainable LML system design in urban areas: Collaborative urban logistics services
should be considered for better consolidation of existing infrastructure and resources
to leverage the environmental sustainability of LML deliveries in urban areas. An
environmentally-friendly LML system can be operated by fewer delivery vehicles and
light-weight vehicles to lessen emissions [104]. Moreover, the innovative digitalization
of LML systems is required for the successful development of a sustainable smart city.
Future LML delivery services are expected to integrate automation technologies and
digitization into operational strategies to facilitate real-time decisions [88,105]. Thus,
an intelligent system that can monitor and analyze environmental impacts of deliver-
ies in LML in real-time will be necessary to enhance environmental sustainability in
urban areas. Similarly, integrating drone- and/or robot-assisted last mile deliveries
should be evaluated from both cost and environmental perspectives to suggest sus-
tainable LML operations. For LML innovations through new technologies, policies
and regulations for different stakeholders can affect successful implementation of
LML [10]. Development of novel methodologies from different perspectives and that
of tools to assess the viability of sustainable LML should be also addressed in future
LML studies.

5.3. Effective Management of Uncertainties in LML

Supply chain systems inevitably involve structural and operational complexity as there
are a wide variety of stakeholders, information, and materials that should be managed with
their associated uncertainties [106,107]. Supply chain complexity becomes more critical in
LML in which highly distributed supply channels and end-user locations exist with multiple
delivery methods; more uncertain elements should be carefully controlled to achieve the
effectiveness of LML in practice. For this, the following issues should be discussed more in
depth to properly handle an increase in uncertainties while operating LML:

• Conceptualization and measurement of LML complexity: Complexity in supply chains
has been variously defined depending on aspects and domains in the existing litera-
ture relevant to traditional supply chains [108]. However, the concepts and measures
of complexity in LML have not been widely addressed in LML studies to date. Un-
certainties that are caused by the variety, size, and dynamic operations of LML may
be distinct from those in conventional logistics. Therefore, complexity in LML needs
changes in definitions and measures that were originally used for conventional logis-
tics, although basic concepts for supply chain complexity may be partially applicable
to LML cases. Along with efforts to define and develop complexity measures for LML,
the impact of complexity on LML performance should be investigated to understand
underlying complexity dynamics in an LML system.
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• Modeling LML with dynamic factors: The dynamic nature of a city’s logistics system
should be reflected on LML models with new indicators and aspects that properly
describe uncertainties in LML. Multiple indicators to comprehensively represent traf-
fic congestion conditions and parking space availability, which can affect delivery
productivity, should be considered as sources of complexity in LML [109]. In addition,
various types of uncertainty such as demand volatility, infrastructure accessibility, con-
flicting objectives among stakeholders [10] are required to be incorporated into LML
models. Indeed, real-time data, fleet management and dynamic route planning, and
tracking devices will be important resources to develop algorithms and optimization
techniques in LML to reflect real-world problems.

• Mitigation of uncertainties in LML: The complexity of LML would exponentially in-
crease as crowd-sourcing and new delivery technologies such as drones and UAVs are
actively employed in logistics operations. In this regard, studies that discuss how the
impact of new uncertainties in advanced LML approaches is effectively controlled are
needed. For example, operational strategies that enable a highly distributed delivery
network to be simplified are required to avoid complex routes [18]. Autonomous
robots that assist truck-based LML can be effective in making deliveries in relatively
small areas with multiple delivery stops [92].

• Developing solution approaches: Addressing VRP or location routing problems for
LML generally makes associated mathematical models more complicated. This leads
to high computational complexity due to its combinatorial structure in searching for
optimality. As integrating new LML concepts and approaches into existing LML
operations usually increases computational complexity, well-designed algorithms
and/or heuristics should be developed to solve a large-scaled problem in a polynomial
time. Refs. [110,111] classified multiple VRP variants for urban freight transportation
and the associated algorithms solving the various LML problem.

5.4. LML for Decentralized Manufacturing Services

The growth of 3D printing technologies and services has accelerated a new paradigm
of manufacturing. 3D printing provides a new opportunity that can decentralize man-
ufacturing by producing parts near consumption, which can lead to shortened supply
chains and reduced inventory [112]. Under decentralized manufacturing, LML would
be more important as a large set of low-volume and lightweight final products made by
decentralized manufacturing may need to be effectively delivered to highly distributed
consumer locations through local transports [113]. The 3D printing industry can provide
new opportunities in logistics operations, and more insights into the effects of 3D printing
on LML should be scrutinized to prepare for the transition to this new paradigm of LML.
In this regard, the following topics should be further discussed:

• LML for local fabshop-based 3D printing: Local 3D printing fabshops can provide a
new business opportunity for logistics companies if they are able to offer 3D printing
services as well as delivery services at the same time through their local 3D printing
shops [114]. This type of local 3D printing is effective for orders that are required to
fabricate customized design shapes and high-quality products [113]. As customers
simply need to order what they want to manufacture through an online system, the
role of LML for the deliveries of 3D printed products to individual customers will
become more important. A dynamic local logistics network that is assisted by new
mobility options (e.g., drones or UAVs) will be helpful to achieve operational efficiency
if a few local fabshops should handle individual low-volume orders requested from
highly distributed end-customers.
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• LML for consumer-based (home) 3D printing: Consumer-based (home) 3D printing
is more suitable for low-end and common products [113]. The acceleration of 3D
printing at home would make material flows from material suppliers to end-users
more critical [82,112], and conventional last mile delivery for final products may
need a significant transition to last-mile delivery for raw materials. Therefore, rapid
replenishment of a wide variety of low-volume materials for customers would be an
important decision-making problem in LML. In addition, reverse logistics to reproduce
raw materials from disused 3D printed products will emerge as a new competitive
edge in LML.

• Concurrent manufacturing logistics (mobile manufacturing): Amazon Technologies,
Inc. recently filed patents for mobile manufacturing that enables carriers equipped
with 3D printers to take and produce orders at the same time during delivery [115,116].
This new form of logistics will eliminate the current strict separation between manufac-
turing and logistics and will provide a great deal of flexibility and competitiveness for
offering final products to customers [117]. Mobile manufacturing is expected to open
a new way to optimize order lead-time by valuably using delivery time, which has
traditionally been considered as cost addition for final delivery. This new approach
will be applicable not only to mobile manufacturing of low-variety products within
small-sized vehicles (e.g., cars and small trucks) but also to mobile manufacturing
of high-variety products within large-sized vehicles (e.g., large trucks and aircraft).
For both cases, product quality and autonomous manufacturing in a moving vehicle
should be technically and operationally supported for successful LML operations of
mobile manufacturing.

6. Conclusions

LML delivery services have been a critical part of the supply chain management.
Our findings in this study further indicate that additional research is required to enhance
environmental, operational, and technical sustainability of LML delivery services. In this
paper, we identified four new opportunities for LML: (i) Advanced LML services with new
delivery techniques, (ii) innovative LML applications using new technologies and systems
for environmental sustainability, (iii) effective management of uncertainties in LML, and
(iv) LML for decentralized manufacturing services. The identified opportunities indicate
that additional efforts in the LML research field should be given to enhance the operational,
technological, and environmental sustainability of LML services.

This paper presents a literature review of LML. The main goal of this review study
was to provide a systematic review of LML-related studies by investigating the definition
and the typology of LML, exploring issues and concerns in LML, and discussing new
opportunities and future directions for the next generations of LML. In this literature review,
more than 400 works written in English were initially identified, and 169 target research
articles were eventually found to meet the study criteria and identified as complete LML
studies that contributed to recent LML advances. Furthermore, to better understand the
underlying themes addressed in the target research, text mining analysis was performed.

Considering all reference papers comprehensively, a novel definition of LML and a ty-
pology of LML-related research are proposed in this paper. The challenges constraining the
innovation of LML services are discussed with various current issues: (i) the development
of information and communications technology has recently accelerated the introduction of
the sharing economy era; (ii) using proximity stations or proximity points is a new way to
improve the efficiency of LML, and the hub location problem has also has attention re-paid
to consolidate last mile deliveries across urban areas to reduce traffic and cut greenhouse
gas emissions; (iii) the innovation of techniques in LML services may be helpful to design
environmentally sustainable LML; and (iv) various advanced delivery technologies can be
contemplated (e.g., UAVs or drones, robots, CAVs, and EVs) to improve performance in
LML services.
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To improve LML services, more efforts and suggestions should be addressed for
various applications that are associated with new transportation modes for LML operations
and their environmental sustainability, digital transformation, and novel methodology
to improve LML operations of real industries, managing uncertainties in LML, and LML
for decentralized manufacturing services. In this paper, such major opportunities for
design and development of innovative LML services were discussed from technological
and operational perspectives.

We believe that this systematic literature review can serve as a useful tool for LML
decision makers and stakeholders to model an efficient delivery system. In addition, the
future directions and suggestions proposed in this paper can be leveraged for smart city
designs with smart logistics systems considering sudden increases in last mile deliveries.
Our study would leverage interdisciplinary collaboration with various logistics researchers
and urban planners to develop a system to meet their needs.
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Abstract: Idea management is a crucial pillar of corporate management. Organizations may save
research expenses, influence future development, and maintain distinctive competency by controlling
front-end ideas. To date, several idea management tools have been developed. However, it is
unknown to what extent they support the idea management process. Therefore, this scoping review
aims to understand the classification of idea management tools and their effectiveness through an
overview of the academic literature. Electronic databases (Scopus, ACM Digital Library, Web of
Science Core Index, Elsevier ScienceDirect, and SpringerLink) were searched, and a total of 38 journal
papers (n = 38) from 2010 to 2020 were retrieved. We identified 30 different types of idea management
tools categorized as digital tools (n = 21), guidelines (n = 5), and frameworks (n = 4), and these tools
have been utilized by software designers, hardware designers, and stakeholders. The identified
tools may support various stages of idea management, such as capturing, generating, implementing,
monitoring, refinement, retrieving, selection, and sharing. However, most tools only support a single
stage (either capture or generate), and they cannot track the life cycle of the ideas, which may lead to
misunderstanding. Therefore, it is essential to develop tools for managing ideas that would allow
end users, designers, and other stakeholders to minimize bias in selecting and prioritizing ideas.

Keywords: information system; fuzzy front end; engineering design; idea management; idea generation

1. Introduction

Idea management, which is at the forefront of innovation management, is a crucial
pillar of corporate management [1], and idea management can be viewed as a subsidiary
innovation management process with the objectives of efficient and effective idea pro-
duction, assessment, and selection [2]. Therefore, a company must innovate to become more
competitive considering globalization. Researchers and practitioners proposed different
solutions to managing improvement, such as idea management described in innovation
and information technology [3]. Companies aim to achieve breakthroughs of innovation.
However, their ideas are the real issue. In recent decades, front-end innovation has been
recognized for its potential to strengthen innovation capability [4]. The early stage of
new product development (NPD) has broadly recognized the same meaning as the fuzzy
front-end phase [5]. Researchers believe that the fuzzy front end significantly influences
the whole process and the outcome (input–output process) since it substantially affects the
innovation’s design and total costs [6].

Therefore, the given field has paid more attention to fuzzy front-end innovation.
Ideation is a vital phase of ambiguous front-end innovation and an integral part of the
design [7] critical to business success [8]. Particularly conceptual ideas are the foundation
of a product that continuously determines the design solutions’ success and has the most
significant impact on the product development cost [9]. From a business perspective,
improved design ideas can shift buying decision criteria, benefiting companies’ competi-
tiveness [10]. The idea represents the potential starting point of innovation that strengthens
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individual and innovative company capability [4]. The research chooses to pursue a higher
quality of ideas since quality ideas heavily impact success [11,12]. How can we improve
the effectiveness and appropriateness of idea management systems, applications, tools,
or methods?

Idea management is an approach for capturing, organizing, and developing ideas.
Several researchers have investigated the idea management area to improve idea qual-
ity [5,10,13]. Various challenges to proposing creative ideas arose because of too many
collected ideas and limited relevant information [2]. Additionally, by managing ideas,
companies can save on research costs [14], extend users’ coverage [15], impact future devel-
opment [16], maintain unique competency [10], etc. Many companies established research
and development (R&D) and user experience (UX) departments [13]. Idea management in
the R&D lab managed idea flow as information processing [17]. Researchers have discussed
the process of idea management from insights to validation [18,19].

Moreover, they have discovered external idea generation, in which community inno-
vation requires collecting ideas through the idea management system [13,20]. Using tools
to track and record idea development, researchers can further discuss, reflect, and offer
the ideation [21]. The essential requirements for designers are capturing, managing, and
utilizing design ideas [22]. Furthermore, because management is not single-use, research in
different contexts may require various idea management tools. Tools help to illuminate
the apparent path for the growth of ideas and all evidence contexts [12]. Idea management
tools allow one to capture, generate, and save ideas from stakeholders. As such, researchers
can obtain new knowledge to iterate current products, propose new products [23], and
expand the problem space [8].

Nevertheless, previous research only investigated the quality of ideas and did not
include UX of the idea management system. Researchers discuss the process model [24],
life cycle [18], success factor [12], and quality of ideas [25]. Still, research should address
the interaction of people and idea management systems, which would help showcase
how different concepts are managed in other contexts [4]. There is a gap between an
ideal proposal and implementation in the real world. It is challenging to connect product
planning, design, and engineering teams with trust and certainty [12]. For example, UX
designers reflect on formal ideas [26]. They need to pay more attention to the importance
of a methodical and sustainable process since the idea management tools should build
on a specific conceptual framework [3,27]. Only a few studies mentioned the design of
idea management tools from the perspective of UX. For example, Inie and Dalsgaard
investigated the cognitive and social processes of users [22]. Moon and Han [28] developed
a creative idea generation methodology for the fuzzy front end (FFE) of radical innovation
from the perspective of UX.

It is imperative to understand user behavior, especially interaction when using the
idea management system to suggest a more holistic and efficient idea management system.
It is used to conduct market research. Therefore, this scoping review aimed to understand
the criteria, potentials, tools, and issues emerging in the idea management area from 2010
to 2020 through an overview of the academic literature. The specific objectives were to
examine (1) the overview of the idea management tools and (2) the evaluation methods
and criteria of these tools.

2. Materials and Methods

A scoping review represents a practical way to map fields of study in which the
material range could be more straightforward. It summarizes and disseminates current
research findings from a broader range of views [29]. This study follows the JBI reviewer’s
manual [30]. We follow the PRISMA-ScR protocol standards [31]. This scoping review aims
to understand what idea management tools, systems, or applications were utilized and
how those were evaluated.
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2.1. Inclusion and Exclusion Criteria

Studies were included, highlighting idea management applications and defined out-
comes to assist designers over the last ten years (from 2010 to 2020). Studies published in
the English language were considered, including studies that reported one of the eligible
outcomes, including the tool, strategy, application, product, system, or platform. However,
the research team excluded studies that were review articles or systematic reviews and
had objectives only as an iteration of current tools instead of developing new tools or
entailing research commentary without initial results [32]. The included studies should
clearly describe the process and results of idea management tools. Analysis without users’
data was excluded. The studies where idea management was not the prime focus of the
study (e.g., only mentioned in the discussion or references) were excluded. The study must
include information to assess the methodological quality. Full papers that could not be
retrieved were excluded.

2.2. Search Strategy

To reflect the position of all uses of the idea management tools in the design context,
keywords about idea management tools were used (see Table A1 in Appendix A). Literature
search strategies were developed using idea management titles and outcomes related to
devices, applications, platforms, software, design, and systems. Since an “idea” may
have many combinations, this study looked for the exact phrases using database settings.
The electronic database searches were supplemented by combining Scopus, ACM Digital
Library, Web of Science Core Index, Elsevier ScienceDirect, and SpringerLink. Only journals
were considered. The literature searches were limited to English, with a range covering the
last ten years (2010–2020). To ensure literature saturation, the research team scanned the
reference lists of the included studies for additional sources and authors’ files to guarantee
that all relevant material had been identified.

2.3. Screening

The database search resulted in 82 titles, with 78 identified from a database search
and four from a Google Scholar search. As per Figure 1, it was a three-level screening.
The review authors independently screened the titles. Then, abstracts were yielded by
the investigation against the inclusion criteria. The first screen level entailed rapid title
screening, followed by the reviewing of author pairs, filtering of full-text reports, and
deciding whether these met the inclusion criteria. The team sought additional information
from study authors to resolve eligibility questions, and disagreements were resolved
through discussion. The next level was full-text screening that screened the titles and
abstracts. Thirty-seven full-text articles were assessed for eligibility. Commentary without
actual results was excluded since idea management was not the focus of the study (e.g., only
mentioned in the discussion or references). Reports that required more information to
assess the methodological quality or the complete reports that could not be retrieved were
excluded. Ten articles were identified through reference scanning, and finally, 38 articles
were included in the review.

2.4. Data Extraction and Analysis Method

The results, including focus, findings, target users, and tools, are presented in diagrams
and tables. Two analysis parts summarize articles based on a standardized form and
thematic synthesis. Using a standardized format (as Table A1 in Appendix A shows)
and a detailed instruction manual that informs specific tailoring of the NVivo 12 file, two
reviewers extracted data independently and duplicated them from each eligible study. To
guarantee consistency across reviewers, the team conducted calibration exercises before
starting the review. The data abstracts included demographic information, methodology,
design details, and all reported essential outcomes. The reviewers resolved disagreements
through discussion, and one of the two arbitrators adjudicated unresolved disputes. The
data extraction covered basic information about the study, research methods, and findings.
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The research team utilized thematic synthesis to identify trends and opportunities for
developing idea management tools. The thematic synthesis had two stages, including
coding text and developing descriptive themes. To structure and gather idea management
outcomes, researchers selected texts that reflected the perception and used the context of
tools, applications, and strategies.
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n

n

n

n

n

n

N

n

n

Figure 1. Article screening process of the scoping review.

At first, the team sorted publications per the tools of idea management, with selected
texts reflecting the views and descriptions of idea management tools. The team then
organized them in a matrix where texts were clustered and coded [33]. The general
characteristics of the literature were organized into descriptive themes. The research team
identified and described codes reflecting how the concept was described in the literature.
Thus, the encoding was to bring out the essence of the texts that illustrated the concept of
idea management tools.

3. Results

3.1. Overview of the Tools

As Table 1 shows, we classified 38 tools based on outcome classification, theories to
support idea management work, type of user, and design task.

3.1.1. Classification of Tools

Three categories exist within idea management research: digital tools, guidelines,
and frameworks.
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• Digital tools (21 papers, 70%). This category contains idea management tools that
support idea management work including local work and online collaboration. For
example, these tools may zoom in on idea generation and can display images and
texts with different inputs that inspire and promote idea management, especially
idea generation. Furthermore, these applications tend to focus on a single context.
Most applications are designed for computer terminals, with only one being a mobile
app [21]. These applications support the entire process of ideas, for instance, product
planning [16], idea generation [2,7], and ideation [34,35]. Some applications provide
vital structure and suggestions [23] to express explicit knowledge [34]. Other appli-
cations rely on the company’s internal system [36]. One research paper evaluates
the classroom climate by using the application to stimulate the generation of ideas
and originality [37]. Some of the digital tools are more complete, supporting more
general context with users [5]. It can test more users in natural settings following their
diverse experiences [5,38,39]. The purpose of systems is to increase collaboration [40],
transparency [38], and quality [41,42]. Three research studies involve more users via
the Internet, such as forums based on information and communication technology,
developing a distributed-innovation capability [36]. As such, this research focuses on
fostering the habit of posting ideas on the system [38] and increasing the ideas’ quality.
The idea management system concentrates more on anonymous online collaboration,
attracting users to contribute.

• Guidelines (five papers, 16.6%). Guidelines are instructions or printed materials to
support overall idea management work. Users can follow the instruction of strate-
gies and guidelines to work on idea management effectiveness. Idea management
strategies are designed more toward professional practitioners such as design-driven
entrepreneurs [10] and experienced engineering teams [43]. Guidelines explain how
designers used product characteristics for concept identification and how previous con-
cepts were turned into new solutions by adjusting their characteristics [9]. These strate-
gies are summarized by experienced designers [43] or those proposing high-quality
ideas [25]. Furthermore, cards are a way to display the context and explanation [43].
Researchers identify a conceptual framework by understanding the development of
new ideas for familiar problems or daily design activities [22]. Guidelines are de-
rived from users’ design activities, including the activities of designers, engineers,
and entrepreneurs. It means research adopts more user research methods than other
format outcomes.

• Framework (four papers, 13.3%). A framework helps explain the process, structures,
and relationships of idea management processes. It usually includes the holistic and
contextual views. The framework shows the metrics [15], life cycle [19], business
model [44], and process [45] regarding idea management. These frameworks were
developed following a more apparent scope and purpose than the other three outcome
formats. For example, the metrics introduce the annotation of ideas with a domain-
independent taxonomy that describes concepts, gathering creative ideas from large
groups [15]. It presents a relationship between different stages and elements from a
new perspective, leading to more innovative ideas.

In conclusion, more studies focus on digital tools to support idea capturing, gener-
ation, refinement, and selection. Guidelines assist professional designers who have the
expertise to conduct idea management. The framework shows a visual overview of the
idea management process.

3.1.2. Use of Theory to Design the Idea Management Tool

The designed idea management tools used different theories to develop their key
features. Below we summarize the theories mentioned in the 35 studies.

Cognitive psychology (10 papers, 40%). This perspective is focused on individual studies.
Based on cognitive psychology theory, participants have a distinct way of experiencing the
world. From the standpoint of cognitive psychology, idea management tools related to
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emotion and memory search converge and diverge. To improve idea management activities,
consumers’ emotions using sentiment analysis can be studied [13]. From a memory search
perspective, researchers propose a cognitive model [46]. Treating idea management as a
creative activity is conducted according to the reflective practice theory of designing [47].
The focus is on the example design by inspiration and fixation influence [48] and fragment
ideas using morphological analysis [10]. Specific studies are revised from the former design
behavior framework [21] or complementary basic schemata [35]. Stimuli discussion is the
most complicated topic given the many types of stimuli, such as visual and verbal, abstract
and concrete, emotional, and cognition. The purpose is to assist designers in producing
creative ideas [2]. The analogy applies the structured knowledge from a familiar field to one
less familiar. One tool uses analogical reasoning and ontology to provoke participants to
generate more creative ideas [7]. The study highlights that the heartbeat has an impact on the
creativity of participants. Therefore, using heartbeat variations to create high-quality ideas
during brainstorming can be helpful [11]. From the perspective of the cognitive psychology,
ideas are influenced by various types of ideations, intuitive and logical [49], type of design [8],
and inspirational resources [18]. Cognitive strategies can broaden the analysis perspective
regarding further exploration [44]. Furthermore, because of inherent design knowledge, there
are cognition differences between participants, such as experienced designers and novice
designers with idea generation reference behavior [49], and engineering performs better in
individual brainstorming sessions [9]. Triggers promote a higher quality of ideas [50] for
individual designers or design teams [13]. Studies show that stimuli significantly impact
problem-solving styles [47], with words, images, and videos as potential triggers [21]. There
are different types of incentives, low levels (concrete) and high levels (abstract) [48], tests, and
visual [46]. Sharing diverse ideas can stimulate other ideas [25].

• Information management technology (eight papers, 32%). Idea management is a
sub-category of information management. Information management technology can
foster collaboration and transparency among participants with diverse experiences [5],
possibly leading to a new service idea [44]. Three studies target crowds that gain more
advantages thanks to information technology than others since it helps manage a large
amount of information [38]. Public service, aging, and intelligent space fields require
diverse user feedback [15]. The other existing tool analogy recommends an approach
that helps organizations to improve how they generate new ideas [42]. Ideas could
be considered knowledge, specifically explicit knowledge [41]. Users have a hold on
the consumers’ domain-specific knowledge [51]. These two studies aim to express the
evident expertise of participants.
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• Social psychology (six papers, 24%). Idea management is commonly considered group
work, especially regarding idea generation and selection. Enhancing interaction can lead
to higher-quality idea management by considering the participants as a group. Heuris-
tics, peer interaction, and social context are the primary theories adopted by studies.
A heuristic is a potential shortcut to reducing psychological consumption. It is a sim-
ple rule allowing one to make complex decisions or inferences quickly and effortlessly,
providing design heuristics to designers, and helping engineers to facilitate concept
generation [9]. Thus, the study recruits experienced designers to summarize their idea’s
development [43]. The other perspective is activating interaction between participants by
establishing a social context [37] and sharing ideas with group members [34], especially
with peers. During group collaboration, including face-to-face and remote modes, partic-
ipants are more likely to generate higher-quality ideas and increase their creativity [39].
One of the most practical problems is tracking the concept over time to identify the
challenges [25]. It would be easier for the right question to lead to more creative ideas.
A straightforward design solution space that involves known elements is needed [9].
It includes specific dimensions, contexts, constraints, and goals [36]. Regulations can
change the design solution. These constraints could be time awareness [54], paper-based
or computer-based time design activity, time on searching online [21], and detailed or
less detailed design briefs [45].

3.1.3. Tools to Support Individual and Group Work

Unique tools are included, supporting personal work and group tools that aid
team collaboration.

• Individual work (16 papers, 61.5% total). Table 2 shows these tools are designed for
individuals and most likely apply to university students or individual designers. These
studies aimed to generate unique ideas and provide different triggers [48] and tools [9]
to test better ways of generating more creative ideas that uphold specific constraints.
Some of these tools have another hypothesis. For example, stimuli presented to student
designers through texts and design problems would enhance the quality of their design
solutions [55]. Moreover, tools can be tested in a lab environment. One of the tools is
based on computer-aided design (CAD), designed by Autodesk. Bacciotti’s research
aids NPD initiatives’ product preparation and ideation processes [14]. Individual work
only has a single user and relies on the quality of ideas. Therefore, these individual
tools focus more on promoting the unique potential of creative design. The differences
of the tools depend on the design briefs users may work on; if users have limited scope
of the design topics, the tools provide more concrete support such as CAD to support
product design [16]. If users have broader design aims, the tools offer more abstract
guidance to support various design direction, such as design steps [40].

• Group work (10 papers, 38.5% total). As Table 3 shows, creative design activities
consistently involve a group of participants as part of the concept design. These
participants have different roles, including designers [46], entrepreneurs [10], service
providers [38], mobile carriers [44], and crowdsourcing users [25]. The main goal
when asking a group of participants is to improve the quality of ideas during the idea
generation stage. These tools aim to collect diverse users’ ideas, suggestions, and
feedback. Following the generation of better ideas is the first goal; the second goal
is selection [46], refinement [41], and sharing [36]. Furthermore, some researchers
recruit stakeholders to develop ideas of higher feasibility, especially regarding public
service, providing service to diverse users [38]. The idea management collaboration
consistently occurs in a professional environment with many employees [36], design
teams [46], and engineering teams [43]. The different focus is linked to the relation-
ship between the users and company, such as employees [43], informants [41], and
co-creator [25]. Besides inter-role collaborations in the professional group work, such
as idea management in UI design teams [13], others may involve the interdisciplinary
group members [40]. The interdisciplinary collaboration may balance the different
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knowledge reserve and different level of involvement and accelerate the collabora-
tion. Therefore, understanding the relationship between users’ social interactions and
innovation contributions may promote team idea management.

Table 2. List of individual-based tools.

Author Name of the Tool Purpose of the Tool

Bacciotti et al., 2016 [16] CAD Support product planning in ideation processes of new
product development (NPD) initiatives

Han et al., 2018 [7] The Retriever
Create ontologies that facilitate reasoning over real-world
datasets that are sufficiently deep and comprehensive to

inspire original thought

Parjanen et al., 2012 [5] Not mentioned Investigate how brokerage works in a virtual setting where
experts from various fields and perspectives engage

Daly et al., 2012 [9] Design Heuristics Support designers’ defined concepts using product
characteristics and modify them to create new solutions

Cheng, 2016 [21] AGCI interface prototype Support the idea development of individual designers and
greatly affect idea communication

Žavbi et al., 2013 [35] Computer tools Assist engineering designers in generating concept designs

Ardaiz-Villanueva et al., 2011 [37] Wikideas and Creativity
Connector tools Encourage creativity and analyze classroom atmosphere

Xie et al., 2010 [40] IMS Manage the whole process of idea and support team
creation

Vasconcelos et al., 2017 [48] Not mentioned Compare the inspiration effects from these two types of
stimuli (abstract and concrete)

Oldschmidt et al., 2011 [55] Not mentioned Present stimuli along with a design problem, which would
improve the quality of their design solution

Howard et al., 2011 [8] Sweeper Use internally sourced stimuli

Sozo et al., 2019 [13] Emotriggers Emotional stimuli for creativity

Fiorineschi et al., 2018 [23] A nine-step method Make recommendations for finding potential new uses for
current products and/or technologies

Han et al., 2018 [2] The Combinator Assist designers to produce creative ideas and be beneficial
in expanding the design space

Kokogawa et al., 2013 [53] GUNGEN-PHOTO Provide photographs that are used to support idea
generation

Gonçalves et al., 2014 [49] Not mentioned Report preferences for inspirational approaches

Table 3. List of group-based tools.

Author Name of the Tool Purpose of the Tool

Tanyavutti et al., 2018 [8] Not mentioned An idea generation method for the concept

Alessi et al., 2015 [38] Sentiment analysis tool and
gamification

Stay in line with the needs of society and foster
collaboration and transparency

López-Mesa et al., 2011 [47] SCAMPER Effects of additional stimuli on the design process and on
the creativity of the outcomes

Jeong et al., 2016 [44] To-Be curve
Lead to a new service idea and new business models for

smart spaces with adequate technology and market
feasibility

Benbya et al., 2018 [36] Not mentioned Develop a distributed-innovation capability

Munemori et al., 2018 [41] GUNGEN-Web II Enable the expression of explicit knowledge

172



Appl. Sci. 2023, 13, 3570

Table 3. Cont.

Author Name of the Tool Purpose of the Tool

Westerski et al., 2011 [19] Not mentioned
Aid in gathering, organizing, choosing, and managing the

creative ideas offered by the communities established
around businesses or organizations

Yang et al., 2021 [56] Not mentioned Understand the relationship between users’ social
interactions and innovation contributions

Bayus, 2012 [25] Dell’s IdeaStorm Challenges in maintaining an ongoing supply of quality
ideas from the crowd over time

Yilmaz et al., 2013 [44] Design Heuristics Suggest how experienced designers develop new ideas for
familiar problems

3.1.4. Users of Idea Management Tools

We identified three types of users, software designers, hardware designers, and stake-
holders, who use idea management tools.

• Software designers (11 papers, 31.4% total). Design is the activity of conceiving and
planning what does not yet exist. Software designers design interfaces, features, and
processes, including interaction designers, graphic designers, and UX designers. They
are mentioned in the highest frequency alongside a variety of types, including novice
designers [51], student designers [55], and professional designers [49]. Some research
discusses the impacts of remaining stimuli, such as abstract and concrete stimuli [51]
and emotional triggers [13]. Designers must capture inspiration in daily life. Therefore,
some tools considered this use scenario. Furthermore, different types of designers may
have diverse needs, such as interaction designers [22]. All the research highlights the
importance of creativity and proposed tools to help designers improve their creations.

• Hardware designers (nine papers, 25.7% total). Hardware designers design prod-
ucts, structures, and environments and include industrial and engineering designers.
Usually, they need support in managing their ideas, especially engineering designers.
Throughout these studies, engineering students are equal to industrial [9] and novice
designers [47]. Instead of designers, they have limited space for innovation since
the tangible prototype is limited by material and structure. Furthermore, some of
them may already have patents protected. As such, studies aim to understand how
experienced designers transform ideas into solutions [9] and then follow the cognitive
process, assisting engineering designers in generating concept designs [35]. Design
challenges can focus on a smaller scope, such as product line improvement [43]—
an engineer’s idea management concentrates on improving the idea generation of
tangible solutions.

• Stakeholders (15 papers, 42.9% total). The remaining roles in idea management re-
search are within the professional field, considered as stakeholders. The functions
include entrepreneurs [10], service providers [38], mobile carriers [44], many em-
ployees [36], and crowdsourcing community users [15]. It switches the focus from
ways to improve creation to collaboration. Crowdsourcing attracts users to propose
ideas [25], allowing the company to collect more ideas from the idea pool [56]. It is
based on quantity leading to quality [1,3]. Additionally, the company can create a
community where users can share their ideas and contribute. Peer interaction impacts
idea generation [49]. Some researchers recruit users from the community, but design
idea management systems for designers come from the future [39]. Crowdsourcing
should be traceable over time [25], with the quality and motivation of generating
ideas changing.
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3.1.5. How Do Tools Support Idea Management Work?

Figure 2 displays how all research considers idea generation since it is the primary con-
sideration of idea management. The phases include capturing, generating, implementing,
monitoring, refinement, retrieving, selecting, and sharing.

 
Figure 2. Frequency of idea management research phases.

The idea selection phase was mentioned in seventeen papers. Ideas must be prioritized
when crowdsourcing or teams have to provide many ideas. This step focuses on the impact
of ideas [19]. Sixteen papers discuss capturing ideas by studying the stimuli, including
photographs, abstract, and concrete stimulations [48]. Furthermore, the crowd’s innovation
has to interact with others’ ideas [35,53] through social interaction such as commenting and
teamwork [53]. Through refinement, potential ideas are combined to propose a better one.
Fourteen papers study idea refinement with creative activity being iterative [18]. Thus, it
must combine the former ideas following the current context. Implementation (six papers)
is more relevant to teamwork, which must develop ideas [38]. Sharing (six papers) is more
about crowdsourcing, which requires sharing ideas in the community. Some designers
and engineers need to retrieve ideas (five papers) from the idea pool [45]. Only one study
mentions monitoring related to public service [38].

3.2. Effectiveness Evaluation of Idea Management Tools

The section below explains the findings following the idea management tool evaluation.

3.2.1. Evaluation Criteria of Idea Management Tools

According to Table 3, there are various criteria for evaluating idea management tools.
Based on the exact definition of criteria, some criteria share the same meaning, such as
novelty, obviousness, creativity, and originality, which all represent uniqueness of the ideas;
therefore, the research team combined these criteria into a cluster. Most of the standards
focus on justifying the idea’s quality and impact.

The most frequently mentioned criterion is novelty, meaning the idea should be
unusual and unexpected [8], implying originality and creativity. A novel idea commonly
expands the design space [46]. Furthermore, quantity is an important criterion. It can
be evaluated by the number of views [16], even given a time limit [25]. Quantity should
be considered the criterion since quantity leads to quality, which is a mixed criterion.
Quality does not have a precise measurement, making researchers think about its adoption
intention [51], usefulness, and flexibility [2]. They also invite experts to evaluate the quality

174



Appl. Sci. 2023, 13, 3570

of ideas [13]. Variety is seen as a measure of design solution scope. It requires further
analysis to define the cluster category [13]. Usability measures how easily a user interacts
with the ideas [21] and perceived usefulness [8]. Feasibility means applicable, adaptive
task constraints [8], which are both marketable and precise [54]. Satisfaction also requires
an evaluation from others, which usually adopts the Likert scale [41]. Improvement equals
the added value of recommender systems, which are not considered in older ideas [42].

3.2.2. Testing the Effectiveness of the Idea Management Tool

Applying idea management tools to complete a specific design challenge was the
most common tool evaluation method. Fourteen papers utilized experimental comparison,
specifically group comparison. For example, a CAD tool supports idea generation, compar-
ing ideation performance between engineering students who use the tool and those without
it [16]. They receive the same design brief used for the screwdriver design. Most research
defines a transparent object, including a tangible product such as a washing machine [13]
and a digital game such as the ultimate game [11].

Digital tools are idea management systems and platforms (five papers) that are created
through user developmental testing. An example is the idea management system for team
creation. Idea management is a continuous process. The testing lasts years, and a further
two months are necessary to evaluate performance by asking to design a die mold [40]. The
objects are stable, like the employees and crowds in the community. A survey method is
adopted to collect the data.

Studies with interactive designs conduct evaluation experiments, such as application
and platform evaluation. Most research adopts experimental comparison as the first step
of research with more precise evaluation criteria, and seven papers select students to
participate in the experiment, especially design and engineering students. Longitudinal
experiments require target users to participate. Therefore, crowds [38,53], employees [36,40],
and aging people [5] are considered.

4. Discussion

Numerous idea management tools have been developed to aid designers in generating
more innovative ideas and improving their effectiveness.

4.1. How Are Idea Management Tools Classified?

Idea management tools can be divided into three clusters: digital tools (70%), guide-
lines (16.6%), and framework (13.3%). Following this research, digital tools are the most
common outcome of idea management research because these tools could be used to ad-
dress a specific problem and support idea management work directly. On the other hand,
the system is the most complex outcome and should adapt to various challenges. It takes
a long time to build prototypes, and it is hard to test them in the field—guidelines and
frameworks face the same specific question but with different forms. Strategies use text to
explain the details. Frameworks use visual models such as the matrix and life cycle.

Given the complexity of design [52,57], professional designers and students always
use computers to solve design-related problems. Computer-based tools are simple to test
in a lab environment, with professional designers always conducting idea management
on computers. However, mobility is a trend in design research, while mobile phones have
a larger screen and a higher-speed processor. Portable devices would help them catch
ideas in their everyday life. Thus, we should consider the features on the mobile phone
that can support designers anytime and anywhere, such as idea capture and idea selection.
Furthermore, these applications focus more on the idea generation phase, providing stimuli
to improve idea quality.

There are more opportunities for different phases of idea management. The system
manages ideas in a complex process well, such as group work, especially the community’s
role in crowdsourcing. More stakeholders would be involved in making decisions. Benbya
and Leidner emphasized that the system must consider the interaction between users and
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systems on features, including comments and voting [36]. Guidelines and frameworks
differ since they are more theoretical. Strategies provide instruction in idea management,
guiding design activities, not through specific tools but with a clear direction. Such a
conceptual framework of ten systems supports interaction designers [22]. It summarizes
the explicit knowledge of how designers can improve the management of ideas. Tools
designed according to the theoretical framework may improve the quality and efficiency of
thoughts. Modeling is the other way to organize the results of idea management. It is more
detailed than strategies targeting the context, such as emotional metrics [15]. This study
argues that methods and framework should be tested in the real world. Therefore, research
should explain the tool’s theoretical basis and performance.

In addition to various carrier forms, these tools have the following three theoretical
origins: cognitive psychology theory (40%), information technology theory (32%), and
social psychology theory (24%). Cognitive psychology theory wants to improve individual
performance. Information technology theory aims to enhance explicit knowledge transfor-
mation, and social psychology theory seeks to provide opportunities for social interaction.
Unsurprisingly, cognitive psychology represents wanting to improve idea management
performance. The latest research introduces the idea quality forecasting models to measure
and forecast the quality [58]. It considers that stimuli would affect users to avoid fixation
and provide inspiration [48], such as visual and verbal, abstract and concrete, and emotion
and cognition. These triggers define idea quality. Even physical conditions affect them [11].
Information management technology relies on the internet and original data, meaning
that the research is more likely to build on the current system. The tools are affected by
cognitive models of various job roles. Researchers have mentioned the hierarchical roles
of the idea provider, for example, an idea provider with a higher hierarchical rank may
have more of an effect of constructive feedback on the idea quality [14]. Users of the idea
management tools include software and hardware designers, professionals, and crowds
in the community. It has different types of ideations, intuitive and logical [49], types of
design [6], and inspirational resources [21]. Still, there needs to be research comparing
different cognitive models of idea management. Furthermore, Cheng et al. observed the
moderating effects of perceived goal clarity, knowledge self-efficacy, and cognitive demand
on the correlations between germane cognitive load and idea convergence quality [59].

The social psychology perspective treats idea management work as a group activity.
It introduces facilitator comment activities that increase the possibility of views colliding,
leading to higher-quality ideas [37]. The social psychology research summarizes strategies
from former idea management activities that can support novice designers in improving
their effectiveness. Heuristics is a helpful way to enhance peer interaction [9]. However,
the group discussion displays more uncertainty. It requires an experienced facilitator or a
higher fault tolerance system. If we desire to generalize the findings, the idea management
tools should be stable, practical, and effective. Hence, we should investigate current
idea management stimulus, technologies, and strategies. Then, we could decide which
combination improves the effectiveness of idea management tools. The right design
questions can affect the idea management results. The questions always contain timing
of awareness [54], paper-based or computer-based time design activity, time performing
online searches [21], and detailed or less detailed design briefs [45]. There is increasing talk
about measurable elements such as times and types of activity. Regarding the design brief,
it is not easy to evaluate its details. Triggers promote higher-quality ideas [50] for individual
designers or design teams [13]. It is still necessary to investigate which stimuli trigger
creative ideas more effectively, especially the performance between words and visual
stimuli. Future research should study low-level (concrete) and high-level (abstract) mixing.

4.2. Tools to Support Individual Work and Group Work

There are more individual tasks (61.5%) since it is more straightforward for researchers
to design individual lab studies or empirical studies, providing concrete results and making
it easier to recruit users. Personal tools solve design problems by a single designer or
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engineer, primarily for academic purposes. With 38.5% of researchers having studied group
collaboration, most focus on community idea management. Users post and discuss their
ideas via the forum. Group tools can support more idea management work than scenario
diversity, even for professional purposes.

However, idea management work continuously occurs within teams [22]. With team-
work studies, it is easier for researchers to understand the actual needs of the users. Only
some of them consider professional settings, which involve stakeholders such as design-
ers [47], entrepreneurs [8], service providers [38], and mobile carriers [44]. Furthermore,
studies geared toward design and engineering students as subjects to test the feasibility may
contribute less to professional scenarios. Future research should focus on the interaction
between professions with individual users. The single involvement of users may generate
good ideas. However, fewer prove feasible and valuable. Practitioners have relied on users’
sense of belonging and used the voting system to collect consumer feedback [57].

Yet, if users find their voice does not contribute to any change, they may feel frustrated
and stop sharing their opinions. Researchers offer suggestions for designing online studies
that respect respondents’ time, effort, and dignity following participants’ crowdsourcing
experiences [60]. If we rely on algorithms, these choices are frequently complicated, ne-
cessitating algorithms that consider users’ strategic (or occasionally irrational) behavior
and how available tasks or people are distributed over time [61]. The involvement of
professionals can generate valuable ideas and can also pay attention to the critical needs of
users. Researchers have reported that conflict, decreased collaboration, and diminished
innovation are more common in teams with individuals in charge [62]. Therefore, we
should create opportunities for professionals and end users to discuss their opinion and
make decisions together.

4.3. Who Are the Target Users of Idea Management Tools?

There are three types of users: software designers (31.4%), hardware designers (25.7%),
and stakeholders (42.9%). Designers can be divided into software designers, who design
interfaces, features, and processes, and hardware designers, who create products, structures,
and engineering environments. Software designers must be more creative since the cost of
a design application is lower than a product, and they face fewer limitations [63]. Therefore,
the research concentrates more on the improvement of creativity with tools. Inspiration
proves an essential element [48].

Still, hardware designers have more constraints since the product must be usable. It
has a lot of mechanical requirements, given a basic structure. Therefore, they investigate
effects from different functional parts, using techniques such as sentiment analysis [38].
The design assignment is simplified to a sub-problem. It requires the design problem
to be divided into parts easily. Stakeholders exert authority when making decisions. It
depends on different departments and teams. Real-world settings impact the final product.
However, more papers must explain the diverse needs of stakeholders only by providing
a channel that involves them in the idea management process. It is difficult to determine
whether stakeholders express more opinions in the discussion.

4.4. How Do Tools Support Idea Management Work?

Idea management tools can support different stages of idea management. As Figure 2
shows, capturing, generating, refinement, and selection are the most popular topics in-
tensely affecting performance. The generating phase (n = 35, 100%) has drawn the most
attention. All included papers support idea generation. It has been proven that idea gener-
ation’s quantitative and qualitative components are vital to concept management [64]. Idea
capturing (n = 16, 45.7%) and idea selection (n = 17, 48.6%) were other frequently mentioned
phases. Ideas are generated and shared through the extracting process, while ideas are
captured and evaluated utilizing the landing process [65]. The premise that organizations
producing many ideas would pick excellent ideas has been the focus of most idea selection
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research [66]. Nevertheless, idea management is a holistic process. It should not consider
only a few stages or a single stage. It should be viewed as a journey of ideas.

4.5. What Are the Evaluation Criteria of Idea Management Tools?

How useful do users consider idea management tools? Do the tools help provide a
better idea management experience? Nineteen papers evaluating the performance of ideas
management tools, reviewing the evaluation design, and testing the results are necessary to
consider. Most of the studies are conducted by academic researchers. Fewer are designed
by corporations such as Allianz [36]. Only some tools are tested in real contexts with target
users [8,13,22,34,36,40]. As we mentioned, they often use students as subjects. Table 4
displays different criteria to evaluate the idea management tools. The research team
combined the requirements with the exact definition. Most standards look to justify the
idea’s quality and impact. Some criteria are measurable, such as quantity, satisfaction,
and usability.

Table 4. Frequency of criteria for evaluating ideas in the literature.

Criteria for Evaluating Ideas Frequency Reference

Novelty 11 [2,7,10,13,35,37,39,47,48,54,55]
Quantity 10 [2,7,8,10,13,16,25,34,47,48]
Quality 9 [2,5,7,10,13,25,34,47,51,53]
Variety 6 [13,16,35,43,47,48]

Usability 6 [2,7,10,11,21,54]
Satisfaction 2 [3,6,40]
Feasibility 2 [8,54]

Improvement 2 [34,42]

Regarding quality, improvement, and appropriateness, it is necessary to involve ex-
perts or users to identify the qualitative performance and turn it into a score [51]. Novelty,
quantity, and quality are the most mentioned criteria. However, measures depend on differ-
ent idea management requirements, such as radical and incremental innovation. Therefore,
we should further explore the effectiveness of other criteria combinations, especially in
different innovation types.

Researchers adopted an experimental comparison (n = 14, 73.7%) to evaluate the
effectiveness and performed longitudinal experiments (n = 5, 26.3%). It was found that
these methods map the classification of tools since the longitudinal investigation requires
the mutual idea management system to test over months or even years. Furthermore, to
evaluate the performance of tools, researchers need a benchmark against which to compare
the performance. Researchers tend to use the usual methods to solve design problems, such
as brainstorming and the K-J method. However, there are more techniques to improve the
performance of idea management. Mikelsone and Liela found that researchers have created
a wide range of potential routes for further study, demonstrating the infinite potential of
this subject [20].

Supposing the idea management system relies on crowdsourcing, it is more technology-
oriented and capable of managing a large amount of data. Crowdsourcing markets have
gained popularity and show promise, facilitating theoretical and empirical research into
the creation of algorithms to improve several features of these markets [61]. Still, these
data are more quantitative, including satisfaction and feasibility. The convergence of
ideas for further examination from a vast pool of candidate ideas of varying quality
poses a significant challenge [59]. Therefore, we must decide which technique has the best
performance. Future directions are related to the improvement of selecting the more popular
benchmark and investigating how to enhance the idea quality in the crowdsourcing system.
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5. Conclusions

We identified three types of idea management tools: digital tools, guidelines, and
frameworks. Most tools are validated for the research context, but little is known about
users and design tasks affecting their implementation. For those tools that collect users’
ideas that will gather a large number of different ideas, designers lack channels to further
investigate and understand the user suggestions. The idea management tools may involve
stakeholders without a rich experience of managing ideas. Without effective communica-
tion between the designers and users, designers and other stakeholders may experience
misunderstanding. To minimize the bias, we should further investigate the potential bar-
riers of multiple stakeholders managing ideas and recommendations to overcome these
barriers. Since idea generation is iterative, most idea management tools support a single
stage (either capture or generate). Therefore, they cannot track the life cycle of the ideas
in all stages of idea management. Therefore, it is essential to develop tools for managing
ideas that would allow end users, designers, and other stakeholders to minimize bias in
selecting and prioritizing ideas.
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