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An Extended Theory of Rational Addiction
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Abstract: This study extends the rational addiction theory by introducing an endogenous discounting
of future utilities. The discount rate depends on habits accumulating over time because of the
repeated consumption of an addictive good. The endogeneity of the discount rate affects consumption
decisions via a habit-dependent rate of time preference and discloses a patience-dependence trade-off.
The existence of a steady state in which habits do not grow and its optimality are proven. The local
stability properties of the steady state reveal that the equilibrium can be a saddle node, implying
smooth convergence to the steady state, but also a stable or unstable focus, potentially predicting
real-world behaviors such as binge drinking or extreme addiction states that may drive to death.
The stability of the steady state mostly depends on the habit formation process, suggesting that
heterogeneity in habit formation may be a key component to explain heterogeneity in time preferences.

Keywords: addiction; habit formation; endogenous discounting; time consistency

MSC: 34A30; 34A45; 34D20

1. Introduction

In economics, consumption decisions are the result of an optimizing choice. The
consumer chooses the consumption bundle that maximizes their felicity, represented by an
utility function, given a budget constraint. Since Ramsey [1], the dynamics of consumption
are analyzed considering a representative consumer which maximizes the weighted sum
of all their future lifetime utilities, wherein weights decrease with time. In this context, the
consumer is seen as a perfectly rational individual, who can exactly predict future earnings
and prices and will never change their preferences over time.

However, considering some specific goods, such as alcohol, tobacco or drugs, the
phenomenon of addiction may arise and the Ramsey model could be inappropriate for a
correct analysis. The state of addiction can lead the consumer to give more importance
to the immediate consumption of the addictive good regardless of anything else. In
general, addiction creates physical abstinence or withdrawal symptoms when the use of the
substance is discontinued, and generates tolerance, which is a physiological phenomenon
requiring the individual to use more and more of the substance [2,3]. However, addiction
does not arise from one day to another: it is the result of a habitual consumption perpetuated
over time. The consumption of possibly addictive goods implies a habit formation process,
in which the habit is built day by day through consumption itself. Hence, a habit is formed
when past and current consumption are linked by a positive relation. The higher previous
consumption was, the larger the habit, and the higher the current consumption level needs
to be to deliver the same utility. Pioneer studies on habit formation are due to Gorman [4],
Pollak [5], Lluch [6] and Boyer [7], but the reference model for applied studies of rational
addiction (RA) is proposed by Becker and Murphy [8].

This model is characterized by a constant discount rate for future utilities that implies
a constant rate of time preference. The rate of time preference is a subjective indicator of
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impatience representing the desire of an agent to anticipate and enjoy the benefits stemming
from higher current consumption. A high rate of time preference lowers the propensity
towards future utility in determining current consumption choices. This property is known
as the time consistency of consumers, as once they have chosen an optimal consumption
path in, e.g., time t, they will stick to it even if allowed to reconsider its consumption path
in, e.g., t + x.

Such a preference structure cannot properly describe situations such as addiction to
alcohol (but also in drug use or cigarette smoking), or the existence of goods as holidays and
works of art whose benefits continue over the consumption act. For these reasons, several
works, starting with Strotz [9], Blanchard and Fisher [10], Deaton [11] and Romer [12], have
criticized the assumption of a constant rate of time preference, as suggested more by conve-
nience than economic rationales. Critics have also been made by empirical works, such as
Bishai [13] and Laibson et al. [14], who rejected the hypothesis of constant discounting.

One parsimonious attempt at modeling time inconsistency is by introducing the
quasi-hyperbolic discounting of future utilities that enable capturing present-biased time
preferences. In the formulation proposed by [15], the degree of present bias is modeled
through an additional discount parameter β ∈ (0, 1), which reduces the weight of all future
utilities accordingly. As a consequence, the optimal future consumption path will never
be realized because the intertemporal trade-off changes over time as each future period
becomes present and the present bias kicks in.

Present-biased preferences modeled through quasi-hyperbolic discounting have been
applied to a variety of choices and situations. For instance, refs. [15–19] studied consump-
tion and saving behavior; ref. [20] studied retirement decisions; ref. [21] applied it to
economic growth; ref. [22] analyzed caloric intake; ref. [23] applied it to welfare program
participation and labor supply; ref. [24] applied it to job search; and ref. [25] applied it to
gym attendance). More closely related to our study, ref. [26] introduced quasi-hyperbolic
discounting in an RA setting and applied it smoking behavior (also see [27,28] for similar,
more recent applications.

Present-biased preferences, however, are not the only way in which time inconsistency
may arise, and such a formulation may not be sufficient to capture more complex forms
of time inconsistency. For instance, Piccoli and Tiezzi [29], who developed an empirical
test for quasi-hyperbolic discounting within the rational addiction framework developed
by [26], found no evidence of time inconsistency of this type for Russian smokers.

Given the conspicuous critics of the constant rate of time preference of the RA model
and the possibly insufficient complexity of the quasi-hyperbolic discounting extension, this
paper contributes to the literature by proposing an extended theory of rational addiction
(ERA) that extends the RA model proposed by Becker and Murphy [8]. The relevance
of properly introducing time-inconsistent consumers within the RA framework has also
recently been highlighted by [30]. In our model, future utilities are discounted by an
endogenous discount rate that depends on the stock of habits accumulated over time and
is thus capable of describing the behavior of more complex time inconsistent consumers,
but remains encompassing to the RA model itself as a special case. In the present paper, we
solve the ERA model, study the existence and uniqueness of a steady state in consump-
tion and habits, and analyze its local stability properties. We then open the way for a
possible explanation in the observed heterogeneity of the rate of time preference, which is
through the heterogeneity of the habit-formation process: individuals that more rapidly
accumulate habits will increase their discount rate faster over time and may behave very
differently from other individuals. We study these heterogeneity properties of the rate of
time preference by a comparative dynamics exercise.

This approach, first introduced by Epstein and Shi [31], generates a non-constant rate of
time preference which depends on habits—an index of past consumption. The consumption
decision is influenced by the time at which the decision is taken, as different time periods
imply different stocks of habits (which evolve over time) and therefore different discount
rates. Thus, a consumer that is allowed to reconsider their consumption plan in a future
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period may choose to change plans, because the accumulated habits have increased their
discount rate, and hence the weights given to future utilities. In contrast to Epstein and
Shi [31], we keep the general utility structure of the RA model since it allows to model the
negative effects that habits can have on consumers, for example, through health problems
(see [32–36]). A similar approach has recently been applied by [37,38] to the study of health
behavior and its consequences for aging and longevity.

The paper is structured as follows. Section 2 introduces the extended rational addiction
model, where the consumer maximizes a lifetime utility function with an endogenous
discount rate depending on habits. Euler equations resulting from the ERA model are
derived and analyzed. Section 3 proposes a definition of the steady state and derives its
properties. Section 4 assesses the stability properties of the steady state. Section 5 discusses
heterogeneity in the habit formation process. Section 6 presents the comparative dynamics
of the rate of time preferences and Section 7 concludes.

2. The Extended Theory Rational Addiction (ERA)

The reference model in the field of addiction is the rational addiction model proposed
by Becker and Murphy [8]. This model endows some characteristics that make it an
appealing tool for applied works (see, for example, [32,39,40]), being characterized by a
linear Euler equation with a simple test for the presence of addiction. This comes at a cost:
a constant discount rate equal to the rate of return to savings is assumed. This assumption
has never been supported by theoretical reasoning or empirical evidence and has been
widely criticized by the literature. We propose to relax this assumption in favor of an
endogenous specification of the discount rate determined by the habits accumulated by
the individuals.

The underlying assumption is that habits are likely to influence the discount rate
and the rate of time preference inducing increased impatience and, eventually, addiction.
In doing so, we follow the work of Epstein and Shi [31], in which the discount rate is a
function of the stock of habits, an index of past consumption (Becker and Murphy [8] refers
to this concept as the “consumption capital,” in a framework in which “past consumption
of c affects current utility through a process of learning by doing. . . .” We prefer to use
the definition proposed by Ryder and Heal [41], which explicitly talks about habits in
determining this index of past consumption.) denoted as z. To enlighten notation, we omit
the time indication for time varying variables, except when integrating over time. For
instance, z(t) would generally be noted as simply z. An individual’s degree of habit is
represented by the stock variable z, which accumulates according to a dynamic process.
Generally, this process depends on the personal characteristics of the individual and on the
consumption level of the addictive good c. The endogeneity of the discount rate implies
that the rate of time preference is also endogenous, making the analysis more interesting in
terms of optimizing behavior.

In this framework, consumers maximize their felicity, which depends on the consump-
tion of two goods and the stock of habits. The first good, g, is a composite good, which
does not cause addiction. The second good, c, is a potentially addictive good (by which
we mean a good which generates addiction when consumed under certain conditions, for
example, in high quantity) which generates habits in consumption. Alcoholic beverages, for
example, are potentially addictive goods. A moderate consumption of alcohol does not lead
to addiction, but excessive consumption does. We assume that felicity also depends on the
strength of habits, synthesized by the stock of habits z. In line with Becker and Murphy [8],
we assume that this effect is negative. Being a potentially addictive good, c generates habits
over time, which in turn causes felicity to decrease, so that a larger amount of c needs to be
consumed to maintain the same level of felicity.

To keep things simple, we assume that g does not directly interact with c and z
in generating felicity, so that the utility function is additively separable and defined
by v(g) + w(c, z). In line with Cawley and Ruhm [42], addiction is characterized by
enforcement—the marginal utility of current consumption increases with the stock of habits
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(wcz > 0). We denote the derivative of a generic function f (x) with respect to some variable
x (∂ f (x)/∂x) as fx. The second derivative (∂2 f (x)/∂x2) is denoted as fxx.—tolerance–and
the stock of habits lowers utility (wz < 0)—and withdrawal—as the current consumption
of the addictive good increases utility (wc > 0). Other usual regularity conditions impose
vg > 0, vgg ≤ 0, wcc ≤ 0, and wzz ≥ 0.

The endogenous specification of the discount rate closely follows Epstein and Shi [31].
In each instant in time, the discount rate is defined by a discount function θ(z) which
depends on the stock of habits. The discount function θ(z) is a twice continuously differen-
tiable function assumed to be strictly positive (θ(z) > 0), strictly increasing (θz > 0) and
concave (θzz ≤ 0).

Regarding the habit formation process, the literature proposes two approaches, which
we call the partial adjustment approach and adaptive approach. We propose these names
to remind, respectively, the partial adjustment model and the adaptive expectation model,
which have evident similarities with the habits specifications under discussion. The partial
adjustment approach consists of considering the habit formation as an investment process.
The stock of habits z accumulates as if it was capital. Investment is represented by current
consumption and the stock of habits depreciates at rate σ. As in Becker and Murphy [8],
“the rate of habits depreciation σ measures the exogenous rate of disappearance of the phys-
ical and mental effects of past consumption of c.”The dynamic equation which describes
this process is

ż = c − σz. (1)

In the adaptive approach, the habits accumulation process is due to the difference
between the current consumption of the potentially addictive good c and the current stock
of habits z, through the rate of habits adjustment λ. If current consumption c exceeds the
current stock of habits z, there will be a formation of further habits, at a rate λ; otherwise,
the stock of habits decreases. The dynamic equation which describes this approach is

ż = λ(c − z).

In this work, we follow the partial adjustment approach, for consistency with the RA
model. However, using the adaptive approach, as in [31], would not substantially alter the
results.

In the economic literature there is an open discussion if the endogenous discount
rate should be considered as increasing or decreasing with respect to consumption c.
Koopmans [43] suggests a decreasing rate of impatience, while Lucas and Stokey [44]
observe that an increasing rate of impatience is necessary to obtain a single, stable, non-
degenerate equilibrium point into wealth distribution in a deterministic horizon with a
finite number of agents. According to Blanchard and Fisher [10], the assumption of an
increasing rate of impatience is difficult to defend ex ante. On the other side, Epstein [45,46]
argues that the more a person consumes, the more she discounts in the future. In line with
Epstein, we assume that the endogenous discount rate, θ(z), is strictly increasing with
respect to the stock of habits, and hence consumption. This assumption does not imply an
always increasing discount rate. The discount rate may also decrease if, for instance, the
consumer quits consuming the addictive good. In this case, the stock of habits z smoothly
depreciates at rate σ, and consequently also lowers the discount rate.

This condition is necessary to ensure the stability of the long-run optimal consumption
plan, because it guarantees that consumption levels in different dates are substitutes. In this
case, as wealth and consumption rise, the marginal private return to further savings, which
depends on the marginal utility of future consumption, falls. A discount rate decreasing in
consumption would cause consumption in different dates to be complements, so that an
increase in present consumption rises the marginal utility of future consumption.

The implication of a discount rate strictly increasing with respect to consumption is
that a higher consumption level at time t increases the discount rate applied to utilities
after t. An increase in current consumption in t induces an increase in the rate of time
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preference: the consumer’s desire to anticipate the effects of future consumption is picked
up by a larger consumption in t + 1. An increase in current consumption in t + 1 rises
the stock of habits in t + 2, inducing a further increase in the discount rate: the larger the
previous consumption is, the larger the habit and the larger the current consumption must
be to deliver the same utility. Moreover, an increase in the discount rate rises the degree of
adjacent complementarity and hence strengthens the commitment to all habits.

Defining a cumulative subjective discount rate Θ as (We use this formulation be-
cause it allows for some mathematical simplifications. This specification is equivalent
to using the integral, from period 0 to t, of the discount function. In fact, e−Θe−rt =

e−
∫ t

0 (θ(z(s))−r)dse−rt = ert−∫ t
0 θ(z(s))dse−rt = e−

∫ t
0 θ(z(s))ds )

Θ =
∫ t

0
θ(z(τ))− r dτ, (2)

the consumer problem can be written as

max
g(t),c(t)

∫ ∞

0
(v(g(t)) + w(c(t), z(t)))e−Θ(t)e−rtdt (3)

s.t. ȧ = ra − g − pc, a(0) ≥ 0 given
ż = c − σz, z(0) ≥ 0 given,
Θ̇ = θ(z)− r Θ(0) = 0

where

v(g) and w(c, z) are the instantaneous utility functions;
g is current consumption of the non-addictive good;
c is current consumption of the addictive good;
z is the stock of habits;

Θ is the cumulative discount rate;
a is real wealth;
p is the relative price of the addictive good

(price of g(t) is normalized to 1);
r is the rate of return to savings;
σ is the rate of habits depreciation;

and the rate of habit depreciation σ is assumed to be bounded between 0 and 1.
In (3), consumption goods g and c are control variables, while real wealth a, the stock

of habits z and the cumulative subjective discount rate Θ are state variables.
This specification nests several models of habit formation and addiction (for a sketch

of the proof, see Appendix A), such as:

• The Ramsey model [1,43,47], characterized by a constant rate of time preference;
• The rational addiction model of Becker and Murphy [8], characterized by a constant

discount rate and additive utility function with habits;
• The multiplicative habits model proposed by Carroll [48], characterized by a constant

discount rate and a multiplicative utility function with habits;
• The Uzawa [49] or Obstfeld [50] models, that assume an endogenous discount rate

depending on current consumption, with no explicit modeling of habit formation;
• The Epstein and Shi [31] model, characterized by an endogenous discount rate de-

pending on habits.
The optimization problem is solved according to the maximum principle of Pontriagin

(optimal control theory), and the present value Hamiltonian function (note that the relation
between the current value and present value Hamiltonian is Hd = ert H, where Hd is the
current value Hamiltonian, H is the present value Hamiltonian and r is the rate of return to
savings) is

Hd = e−Θ(v(g) + w(c, z)) + q̃(ra − g − pc)− ϕ̃(θ(z)− r) + Ψ̃(c − σz),

5
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where q̃ = ertq̂, ϕ̃ = ert ϕ̂ and Ψ̃ = ertΨ̂ are the discounted costate variables.
The first-order necessary conditions for an interior solution are (to save notation,

partial derivatives are denoted with a subscript. Thus, for example, ∂w(c, z)/∂c = wc)

∂Hd
∂c

= 0 −→ q̃p = wce−Θ + Ψ̃

∂Hd
∂g

= 0 −→ q̃ = vge−Θ

and

∂Hd
∂a

= rq̃ − �
q̃ −→ �

q̃ = rq̃ − rq̃ = 0

∂Hd
∂Θ

= rϕ̃ − �
ϕ̃ −→ �

ϕ̃ = rϕ̃ − (v(g) + w(c, z))e−Θ

∂Hd
∂z

= rΨ̃ −
�

Ψ̃ −→
�

Ψ̃ = (r + σ)Ψ̃ + ϕ̃θz − wze−Θ.

It is convenient to re-scale the co-state variables in order to eliminate Θ. Letting
q = q̃eΘ, ϕ = ϕ̃eΘ and Ψ = Ψ̃eΘ, the first-order necessary conditions become

q =
1
p
[wc + Ψ] (4)

q = vg, (5)

and, given that q = q̃eΘ, and

q̇ =
�
q̃eΘ + q̃eΘΘ̇ = 0 + qΘ̇,

the remaining conditions are

q̇ = q(θ(z)− r) (6)

ϕ̇ = rϕ − (v(g) + w(c, z)) (7)

Ψ̇ = (r + σ)Ψ + ϕθz − wz. (8)

Differentiating Equations (4) and (5) with respect to time, we obtain

q̇ =
1
p
(
wccċ + wczż + Ψ̇

)
(9)

q̇ = vggg, (10)

and using Equation (10) with (6), we obtain the following Euler equation for ġ

ġ
g
=

vg

vggg
(θ(z)− r) (11)

Note that, by equating Equations (4) and (5), it is possible to obtain a simple analytical
expression for Ψ, which is

Ψ = pvg − wc. (12)

The differential Equation (7) gives a continuous time specification of the recursive
structure of consumer preferences for every feasible consumption path. If we solve the
differential Equation (7) (recall that the solution for a differential equation with no constant
coefficients as ẏ + Py = Q is y = e−

∫
P(t)dt ∫ Q(t)e

∫
P(t)dtdt + Ce−

∫
P(t)dt. The value that

6
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the solution approaches is referred to as the steady state so the limit for t → ∞ of the
solution is y =

∫
Q(t)e

∫
P(t)dtdt.), we obtain

ϕ =
∫ ∞

t
(v(g(τ)) + w(c(τ), z(τ)))e−

∫ τ
t θ(z(s))dsdτ, (13)

which is the present value of future utilities at time t which corresponds to the shadow
price of the accumulated impatience rate Θ.

By equating the two equations for q̇, (6) and (9), we can solve for ċ and find the Euler
equation

ċ
c
= ηc(g, c, z)(ρc(g, c, z, ϕ)− r),

where, by means of Equations (1), (8), (5) and (12), the rate of time preference for good c is

ρc(·) = θ(z)− wcz(c − σz) + (r + σ)
(

pvg − wc
)
+ θz ϕ − wz

pvg
(14)

and the elasticity of intertemporal substitution is

ηc(·) = pvg

wccc
.

In summary, the resulting Euler equations for g and c are

ġ
g

=
vg

vggg
(θ(z)− r) (15)

ċ
c

=
pvg

wccc

(
θ(z)− wcz(c − σz) + (r + σ)

(
pvg − wc

)
+ θz ϕ − wz

pvg
− r

)
. (16)

In light of Equation (13), the shadow price of the cumulative discount rate Θ may be
seen as an index of impatience. In fact, since ϕ is the weighted sum of all future utilities
from time t, the higher future utilities are, the higher the patience is, since the agent is
willing to wait for the realization of their desires of consumption. For this reason, from
now on, we will refer to ϕ as the rate of impatience.

This formulation, which involves the non-separability of preferences, is suggested by
Ryder and Heal [41], who introduced the notion of adjacent complementarity. Adjacent
complementarity occurs when the past consumption of a good raises the marginal utility
of present consumption. An increase or decrease in consumption at t − 1 can induce
a variation of the marginal rate of substitution of current and future consumption at
t + 1. Complementarity is represented by a utility function that depends on both current
consumption c and the stock of habits z, which is a weighted average of past consumption
levels. Weights decline exponentially in the past at the exogenous depreciation rate σ,
which can be interpreted as a measure of permanence of physical and mental effects of past
consumption on present consumption c. As σ becomes larger, less weight is given to past
consumption in determining z.

The two Euler equations in (15) and (16) implicitly define the rates of time preference
and the elasticities of inter-temporal substitution for the two goods. The rate of time
preference for g is simply equal to the discount function θ(z), as for any standard inter-
temporal model of consumption. However, the discount rate is not constant and depends
on the stock of habits z, implying that the rate of time preference for g depends on the
past consumption of c. The inter-temporal elasticity of substitution for g is completely
defined by the preference structure, and in particular, by the shape of v(g). The rate of time
preference for c, shown in Equation (14), embeds:

7
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1. Memory of past events through the stock of habits z and the rate of habits deprecia-
tion σ;

2. Perception of present events by the current consumption levels of c and g;
3. The anticipation of future events by the present-value of future utilities ϕ.

Consumer behavior is non-separable over time, revealing complementarity and time
inconsistency. The present consumption of the potentially addictive good c and future
consumption (represented by ϕ) depends on the past consumption of the addictive good
through the rate of habits depreciation σ, and does not need to be valued equally along a
locally constant consumption path. The rate of time preference expresses the propensity
that a person reveals towards future utility in determining current choices. This depends
on the ability to anticipate the benefits of future consumption and the related physical and
mental consequences of present and past consumption effects.

The Euler equation for c is different from canonical expressions mainly because it
endows the complementarity between past consumption z, current consumption c and g,
and future consumption by the rate of impatience ϕ through the endogenous rate of time
preference and the elasticity of inter-temporal substitution.

3. The Steady State

Given the Euler Equations (15) and (16), the system of differential equations which
describes the dynamic behavior of the ERA model is

ż = c − σz (17)

ϕ̇ = rϕ − (v(g) + w(c, z)) (18)

ċ =
pvg

wcc

(
θ(z)− wcz(c − σz) + (r + σ)(pvg − wc) + θz ϕ − wz

pvg
− r
)

(19)

ġ =
vg

vgg
(θ(z)− r) (20)

ȧ = ra − g − pc. (21)

Defining the steady state as an optimal solution to program (3) in which the stock of
habits z and wealth a do not change over time, (ż = 0, ȧ = 0), a steady state for system
(17)–(21) exists and lies on the optimal consumption path. This definition comes from the
consideration that it is physically implausible that a substance continues to generate habits
to the infinite, otherwise, to keep a certain level of utility, the consumer should continuously
increase the consumption of the addictive good. This, in a world of finite resources, is
rather unlikely, although not impossible. If an equilibrium exists where ż = 0, it brings a
number of consequences. First, if the stock of habits does not grow, then the consumption
of the addictive good c also does not grow at the steady state. In fact, from Equation (17),
we find that c∗ = σz∗ (with the superscript ∗, we denote the variables at their steady state
value). Second, if z is constant, Θ is also constant because of Equation (26), and thus θ(z) is
constant and equal to r, as implied by the cumulative discount rate motion equation and
Θ̇ = 0.

These considerations lead to a first important consequence. At the steady state, the
stock of habits z∗ is uniquely determined by the discount function θ(z) and the interest
rate r. Hence, the steady state consumption level c∗, which is determined by the stock of
habits z∗ and the rate of habits adjustment σ, also depends on the shape of the discount
factor and the interest rate, but not on the structure of preferences.

The fact that c∗ and z∗ are constant implies that utility w(c∗, z∗) is constant at the
steady state, and so must be the index of impatience ϕ, which is the discounted value of
the future streams of utilities. From Equation (18), considering that ϕ̇ = 0, we obtain

ϕ∗ = v(g∗) + w(c∗, z∗)
r

. (22)

8
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The fact that, at the steady state, θ(z) = r has another important consequence: g does
not grow at the steady state. A condition for this to happen is that marginal utility vg is
constant, whereby Equation (5) implies that q is also constant, i.e., q̇ = 0. From condition
(4), we find that

q∗ = 1
p
(wc + Ψ∗), (23)

which in turn, by condition (5), defines the steady state value of g∗.
Finally, assuming that, at the steady state, real wealth a does not grow, from Equa-

tion (21), we obtain the steady state value of wealth

a∗ = g∗ + pc∗

r
.

To date, we determined the steady state levels of the variable involved in the dynamic
system of the ERA model. To verify the existence of the steady state and that the steady
state is an optimum solution to the maximization program, we can use Equation (19). We
know that in the steady state, ċ must be zero. For this to be verified, the term in square
brackets must also be zero, and since θ(z∗)− r = 0, we can concentrate on the term

w∗
cz(c

∗ − σz∗) + (r + σ)
(

pv∗g − w∗
c

)
+ θ∗z ϕ∗ − w∗

z .

Considering that, from (17), (c∗ − σz∗) is 0 and substituting Equation (12), we obtain

(r + σ)Ψ∗ + θ∗z ϕ∗ − w∗
z ,

and using Equation (12), Equation (8) can be set to 0, and

Ψ∗ = w∗
z − θ∗z ϕ∗

r + σ
,

which implies that

(r + σ)
w∗

z − θ∗z ϕ∗

r + σ
+ θ∗z ϕ∗ − w∗

z = 0.

Then, the steady state lies on the optimal solution to the ERA model. The steady state
defined as (ż = 0, ȧ = 0) is unique. To verify the uniqueness of the steady state, we consider
the case in which ż is still 0, but assume that this hypothetical steady state level of z# is
such that θ

(
z#)− r �= 0, i.e., z# can be any value different from z∗. This implies that at the

steady state, the cumulative discount rate Θ constantly changes because Θ̇ is constant. By
Equation (20), g also constantly changes at the steady state.

Since z is constant, by Equation (17), the consumption of addictive good c must also
be constant. The fact that g grows indefinitely at the steady state while c does not suggests
that this hypothetical steady state may not satisfy all optimality conditions, so we need
to verify that ċ = 0 even when θ

(
z#)− r �= 0. The steady state levels of ϕ and Ψ are not

constant and will change at a constant rate proportional to ġ. From (19), the necessary
condition for ċ = 0 is

θ
(

z#
)
− r − w#

cz
(
c# − σz#)+ (r + σ)

(
pvg − w#

c
)
+ θ#

z ϕ − w#
z

pvg
= 0,

but since
(

pvg − wc
)
= Ψ and Ψ̇ �= 0, using Equation (11), the expression can be written as

pvggġ − (r + σ)Ψ − θ#
z ϕ + w#

z

pvg
,

9
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which, by Equation (20), is 0 if and only if

(r + σ)Ψ + θ#
z ϕ = w#

z + θ
(

z
#
)
− r. (24)

Note that the right-hand side of Equation (24) is constant, which would either imply
that both Ψ and ϕ were constant and take some specific values, which is not the case, or
that

Ψ =
w#

z + θ
(

z
#
)
− r − θz ϕ

r + σ
,

which, again, is not the case. This implies that this alternative steady state is infeasible.
It follows that, if we define the steady state as an optimal solution to the optimization
problem (3) in which the stock of habits is stationary (ż = 0), the unique feasible solution
implies that the discount rate θ(z∗) has to be equal to the interest rate r. Other steady
states may exist when the definition of the steady state is different. However, at least we
proved the existence and uniqueness of at least one steady state. This, in turns, defines the
steady state value of the stock of habits z∗ and the consumption of the addictive good c∗
purely as a function of the habit-generating process (through σ) and the discount function
shape. This sounds intuitively reasonable, since a steady level of the stock of habits could
be reached only if the process that generate habits stabilizes and does not affect preferences
for the addictive good.

4. Local Stability Properties

The system described by (17)–(21) generates a five-dimensional hyperplane which is
divided into a number of regions (25 = 32, to be precise), each of which is characterized by
a force leading the system toward the steady state or away from it.

We can reduce the dimension of the system, noting that a is only present in the
wealth accumulation equation. Since a does not influence other dynamic equations, we can
consider the accumulation equation of wealth (21) as exogenous to the system and drop it
from the stability analysis. Because a is recursively determined for each value of c and g
by Equation (21), when considered in the system, it would imply an eigenvalue equal to r,
which would not influence the stability properties of the system. The new system generates
a four-dimensional hyperplane, which allows for an easier mathematical analysis.

Rewriting Equation (19) as

ċ = cεc(·)(ρ(·)− r)

where

ρ(·) = ρ(g, c, z, ϕ)

θ(z)− wcz(c − σz) + (r + σ)
(

pvg − wc
)
+ θz ϕ − wz

pvg

εc(·) = pvg

wccc
;

Equation (20) as
ġ = gεg(·)(θ(z)− r)

where
εg =

vg

vggg
;

10
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and making each dynamic equation equal to 0 at the steady state (and since every function
is intended to be evaluated at the steady state), the system can be written as

(z) 0 = c∗ − σz∗

(ϕ) 0 = rϕ∗ − w(c, z)− v(g)

(c) 0 = c∗εc(·)(ρ(·)− r)
(g) 0 = g∗εg(θ(z)− r).

(a) 0 = ra∗ − g∗ − pc∗.

To analyze local stability, we first drop the (a) equation, since the corresponding
eigenvalue is trivial and equal to r, and then we linearize the system by a first-order Taylor
expansion, obtaining

ż ∼= c∗ − σz∗ (25)

ϕ̇ ∼= r(ϕ − ϕ∗)− wc(c − c∗)− wz(z − z∗)− vg(g − g∗)
ċ ∼= A(c − c∗) + B(g − g∗) + C(z − z∗) + D(ϕ − ϕ∗)
ġ ∼= E(g − g∗) + θz(z − z∗)

where A = (εc(·) + c∗εc
c(·))(ρ(·)− r) + c∗εc(·)ρc(·), B = c∗εc(·)ρg(·), C = c∗εc(·)ρz(·),

D = c∗εc(·)ρϕ(·) and E = εg(θ(z)− r) + gε
g
g(θ(z)− r). The resulting Jacobian matrix J is

z ϕ c g
z −σ 0 1 0
ϕ −wz r −wc −vg
c C D A B
g θz 0 0 E

The stability properties of system (25) are determined by the eigenvalues of matrix J,
through its characteristic polynomial

α0 + α1λ + α2λ2 + α3λ3 + λ4,

where

α0 = rθzB + vgθzD − E(rC + rσA + σwcD + wzD)

α1 = C(r + E)− AE(r − σ) + rσ(A + E) + D(σwc + wz − wcE)− θzB

α2 = (r − σ)(A + E) + AE − rσ + wcD − C

α3 = σ − r − A − E.

The stability of the system is determined by the number of stable and unstable eigen-
values for matrix J, and in particular, if all eigenvalues are real and positive, the steady
state is an unstable point; if they are all real and negative, the steady state is a stable point;
if they are all real but some are positive and some negative, the steady state is an saddle
node; if some of them are complex, the steady state is a saddle focus. The saddle node is
the multidimensional equivalent of the saddle point. The system will converge towards
the steady state only if the starting point lies on the stable eigenspace. In the saddle, focus
convergence (if the real part of the eigenvalue is negative) or divergence (if the real part of
the eigenvalue is positive) will be cyclical.

The roots of the characteristic polynomial correspond to the eigenvalues of matrix J.
We know that an analytical solution exists for the roots of polynomials of the fourth degree,
and that it is given by the Ferrari method. However, the analytical solution and the relative
stability analysis are by far too complex to be meaningful, even if we decided to use the
Routh–Hurwitz stability criterion.

11
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It is clear that the existence and stability of the steady state depends on the parameters
values. For example, if the discount function θ(z) is always greater than r, a steady state is
not possible because of the increasing property of θ(z). For this reason, to characterize the
stability properties of the steady state, we conduct a numerical simulation. The strategy of
the simulation is as follows: first, we choose a functional form for the utility functions and
the discount function; second, we select plausible numerical values for the parameters of
the system and compute the steady state; third, we let the parameters vary and calculate
the numerical value of the eigenvalues of matrix J.

In the choice of the functional form of the utility function, we depart from Becker and
Murphy [8]. In fact, a quadratic utility function is characterized by a point of maximum
and the non-satiation property, commonly assumed in consumption studies, would not
hold. The model could still reach the steady state, if lower than the global maximum of
utility, but this would imply an additional set of restrictions on the parameters which we
prefer to avoid. Instead, we use logarithmic utility functions, and, for simplicity, a linear
specification for the discount function:

θ(z) = θ1 + θ2z (26)

w(c, z) = β ln c − γ ln z

v(g) = α ln g.

The discount function parameters θ1 and θ2 are both chosen to be 0.02. Utility parame-
ters α and β are set to 0.8, while γ is 0.2. The relative price of the addictive good p is fixed
to 1.2, the rate of returns to savings r is equal to 0.05 and the rate of habits depreciation σ is
0.2. To evaluate the stability of the steady state, we allow each parameter to vary.

The results of the simulations (The table with all eigenvalues is available upon request,
together with the program that generates the results.) indicate that the system is a saddle
node in the neighbor of the parameters values. The eigenvalues are all real—three are
positive and one is negative. This means that the system monotonically approaches the
steady state, provided that the starting point lies on the stable eigenfold. This situation is
depicted in Figure 1. This phaseplot for the variable current consumption of the addictive
good ct and the current value of future utilities φt represents in red the stable eigenfold and
black arrows represent the forces driving the system away from the steady state if out of
the stable eigenfold.

Figure 1. Phaseplot of the steady state.
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The stability of the system with respect to the variations of the parameters is less
trivial. For example, the steady state keeps being a saddle node for values of σ in the
range (0.1, 0.25). For values smaller than 0.1 or greater than 0.25 and smaller than 0.47, the
equilibrium is an unstable focus, with a cyclical behavior that diverges from equilibrium.
Then, it becomes a stable focus and for values greater than 0.55, again a saddle node.
Aside from the numerical values, that depend on the actual choices for the parameters
and the consequent steady state’s values, this means that the rate of habit depreciation
is a key parameter for the behavioral interpretation of the model, and a fundamental
ingredient to analyze heterogeneity in habit formation. Normal people with reasonable
rates of habit depreciation can find an equilibrium in the consumption of the addictive
substance and enjoy a moderate consumption. People with a small σ may be more likely to
develop an addiction and for them, a stable equilibrium might not be possible. The cyclical
fluctuations of the equilibrium for values in between 0.25 and 0.55 could be interpreted as
binge drinking, while a very large rate of habits depreciation may not result in problematic
behaviors.

Other parameters that could possibly be of interest from the behavioral point of view
are the discount function parameters. In particular, θ2 determines the degree of dependence
of the discount rate on the stock habits z. The discount rate corresponds to the rate of time
preference of g and is one of the main determinants of that of c. We observe that for very
small values of the parameter, the system becomes an unstable focus. This seems reasonable
since one of the equations that must be verified at the steady state is θ(z)− r = 0. If θ(z)
does not grow sufficiently quickly with z, then the equilibrium could be unstable. On the
other side, for any value larger than the chosen one, the system behaves as a saddle node.

Furthermore, the disutility caused by the stock of habits, through the utility parameter
γ, plays an important role. We observe that the equilibrium becomes an unstable focus
with a cyclical path if the disutility of habits is small (below 0.1). This may indicate that
people with an insufficient perception of the health issues related to the consumption of
alcohol, for example, may fall into binge drinking. For larger values, the equilibrium is
always a saddle node. Other parameters’ variations do not show unexpected results, and
in general, result in a saddle node equilibrium for wide intervals.

A similar result was observed using isoelastic utility functions, while, as mentioned
above, the case of a quadratic utility function is slightly more complicated. Our simulations
suggest that the model behaves as in the previous cases in several situations, however,
depending on the parameters of the utility function, the steady state may be infeasible,
since it can lie above the global maximum of the utility functions.

5. Heterogeneity in the Habits Formation Process

Heterogeneity is a necessary feature for almost any work on consumer demand. In
fact, it is a common opinion that each individual has their own preference structure and
that a correct demand analysis should take this into account. When considering a dynamic
context, heterogeneous preferences can be captured through the rate of time preference,
as suggested by Fuchs [51] and Lawrance [52]. Following this path, in this section, we
concentrate on introducing heterogeneity through the rate of time preference for c.

The definition of an endogenous rate of time preference permits separating the effects
of heterogeneity from a generic habit effect. This is achieved through the definition of a rate
of habits depreciation σ as a function of personal characteristics d. This implies that each
individual develops habits and eventually addiction with a different consumption–habits
path and achieve a different steady state. In particular, in Section 3, we have seen how
the steady state level of the stock of habit z∗ only depends on the discount function θ(z)
and on the interest rate r. As a consequence, the steady state level of consumption of the
addictive good c∗, which is equal to σ(d)z∗, depends on the individual characteristics of
the consumer d. Moreover, these characteristics may not be constant over time, as for age,
which, as suggested by Bishai [13], may influence the rate of time preference.
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An example can help one understand our hypotheses. Define two categories of
agents which constitute society, e.g., myopic (m) and forward-looking ( f ) (any resemblance
between the symbols used to indicate the two kind of agents and those used to indicate
males and females is purely coincidental). An agent is myopic if they are characterized by
strong a preference towards actual consumption, with a large degree of impatience. The
impatience is caused by a large discount rate θ(z), which in turn is caused by a large stock
of habits z. A large stock of habits may be caused by a rapid growth of z induced by a small
rate of habits depreciation σ(d).

An agent is forward-looking if they are characterized by a preference towards future
consumption, with a small degree of impatience. The discount rate θ(z) is small, due to
a small stock of habits z, which remains small thanks to a relatively large rate of habits
depreciation σ(d).

The likelihood that they reveal addiction is picked up by the rate of habit depreciation
σ f (d) and their preferences towards alcohol consumption and habits. The larger is σ(d),
and less weight is given to past habits in determining current habits z. Therefore, even if
preferences towards alcohol are strong, the large value of σ f (d) and the strong adversity
against health injuries caused by habits, can prevent falling into addiction. Two simulations
with a plausible value of σ(d) to ensure a saddle node steady state are depicted in Figure 2.
Here, the forward-looking agent is characterized by a larger σ, which ensures a lower level
of consumption of the addictive good and achieves the steady state later in life.

Figure 2. Heterogeneity analysis: paths to the steady states for a myopic (small σ) and a forward-
looking (large σ) individuals.

Regarding the shape of the rate of habit depreciation σ(d), to ensure the needed
regularity properties of the maximization problem, it is necessary to bound it between 0
and 1. In fact, allowing for a negative rate of habit depreciation would rule out the existence
of a steady state since habits would arise and continuously accumulate over time even if
the consumption of the addictive good happened just once. On the other hand, for values
of σ(d) greater than 1, the stock of habits z would respond more than proportionally to
a change in consumption c, allowing for a negative stock of habits z which would have
no sense from a behavioral point of view. The limiting case of σ(d) = 1 implies that the
stock of habits fully depreciates each period, thus excluding the possibility that habits
accumulate and addiction ensues.
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Other characteristics of σ(d), which are not relevant for obtaining an interior solution
to the optimization problem, such as slope and concavity, may have important implications
for the behavioral analysis.

For example, one appealing feature could be an inverse-U-shape with respect to age,
which would imply that an individual is more likely to develop addiction when young
or elder, rather than when they are middle-aged. Another example is provided by recent
medical evidence that suggests that men and women have different a predisposition to
addiction. For example, a research conducted by Mancinelli et al. [53] links the stronger
effects produced by alcohol abuse, with a scarce presence of alcohol dehydrogenase (ADH),
which is an enzyme involved in the metabolization of alcohol. It is observed that, in
general, women have smaller quantities of ADH than men. This may lead to a physiological
differences in the process that generates addiction, in which women may be more exposed
to the risk of become addicted. However, even if women need less alcohol than men
to become addicted to alcohol, they may have different preferences with respect to both
alcohol, which may be less valued, and to habits, regarded as the negative health effects
that habits may bring, which could be greater valued (in negative). The result may be that
there is a smaller probability that women become addicted, since, even if women are more
likely to become addicted for a given amount of consumed alcohol, they may be much less
inclined to consume than men.

6. Comparative Dynamics

The comparative dynamic analysis investigates how a variation of a variable or pa-
rameter of interest, such as c, z, ϕ and σ, affects the endogenous rate of time preference
ρ(g, c, z, ϕ) in the neighborhood of the steady state.

The rate of time preference ρ(g, c, z, ϕ) is strictly decreasing with respect to current
consumption c. In the neighborhood of the steady state c − σz ≈ 0, the partial derivative of
the rate of time preference with respect to current consumption is thus

∂

∂c
ρ(ḡ, c, z̄, ϕ̄) = − 1

pvg
(wcz − (r + σ)wcc − wzc) =

(r + σ)wcc

pvg
< 0.

The rate of time preference is decreasing with respect to an increase in the current
consumption of the possibly addictive good c(t). This implies that the consumer is more
concerned with immediate consumption rather than future consumption. In such cases,
the need to “save against a rainy day” becomes less urgent and there is higher willingness
to consume today. In other words, a rise in current consumption causes an increase in the
level of impatience. The rate of time preference ρ(g, c, z, ϕ) strictly decreases with respect
to the stock of habits z. In the neighborhood of the steady state c − σz ≈ 0, the partial
derivative of the rate of time preference with respect to the stock of habits is impatience

∂

∂z
ρ(ḡ, c, z, ϕ̄) = θz − 1

pvg
(−wcz(r + 2σ) + θzz ϕ − wzz) > 0.

The rate of time preference ρ(g, c, z, ϕ) is strictly decreasing with respect to the rate of
impatience ϕ. The partial derivative of the rate of time preference with respect to the rate
of impatience is

∂

∂ϕ
ρ(ḡ, c̄, z̄, ϕ) = − θz

pvg
< 0.

An increase in the rate of impatience ϕ indicates that the consumer is less impatient,
giving more weight to future consumption. Hence, the rate of time preference is reduced
and the consumption of the addictive good grows at a smaller rate. The rate of time
preference ρ(g, c, z, ϕ) is strictly decreasing with respect to the rate of the habit depreciation
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σ if wc < pvg. In the neighborhood of the steady state c − σz ≈ 0, the partial derivative of
the rate of time preference with respect to the rate of habits depreciation is thus

∂

∂σ
ρ(ḡ, c̄, z̄, ϕ̄) = − 1

pvg

(
pvg − wc

)
< 0 i f f wc < pvg.

An increase in the rate of habits depreciation implies that the rate of time preference
declines, i.e., a decrease in the habit effects of the possibly addictive good tends to reduce
the growth of consumption of c. This is true provided that the marginal utility of the
possibly addictive good wc is smaller than the marginal utility of the non-addictive good,
pvg. Hence, unless preferences are biased towards the addictive good, an increase in the
rate of habit depreciation lowers the rate of time preference, reducing the growth path of c.

The analysis of the variation of the rate of time preference with respect to a variation
of the stock of habits is more complex, with no meaningful results.

The analytical and behavioral properties of the rate of time preference allow us to
describe the dynamic evolution of an agent from a condition of potential habit to a state
of addiction.

Reconsider the case of the myopic and forward-looking agent introduced above. The
degree of impatience of the myopic agent is generally higher (lower ϕ) than the degree
of the forward-looking and so will be the degree of habits (σm < σ f ). The propensity to
exchange current for future consumption becomes less and less considerable. The myopic
agent reveals an increasing impatience since their stock of habits is larger.

The subjective rate of time preference of the myopic agent encloses reinforcement and
tolerance, two behavioral factors that are closely related to the concept of adjacent comple-
mentarity. Reinforcement means that, to obtain the same level of utility, the consumption
of the addictive good has to increase when current consumption increases, while tolerance
means that given levels of consumption are less satisfying when past consumption has
been greater.

The analysis reveals a patience-dependence trade-off. A patient person tends to have
a lower stock of habits than an impatient person, since the desire to anticipate future
consumption is lower. It is not surprising that addiction is more likely for people who
discount the future heavily since they pay less attention to the adverse consequences. Becker
et al. [40] suggested that poorer and younger persons discount the future more heavily
while Chaloupka [32] found that less educated persons may have higher rates of time
preference. The ability of anticipating the consequences of present and past consumption
depends on income, education, rank and degree of awareness of dangers.

In line with Becker and Mulligan [54], we find that “. . . the analysis of endogenous
discount rates implies that even fully rational utility-maximizing individuals who become addicted
to drugs and other harmful substances or behavior are induced to place less weight on the future,
even if the addiction itself does not affect the discount rate.”

7. Conclusions

Traditionally, the economic literature represents the structure of preferences in a
dynamic context through utility functions discounted by a constant rate. This choice, often
adopted for the sake of mathematical tractability, does not allow explaining situations where
the discount rate changes over time for the same individual (see, for example [10–14]).

Starting from the rational addiction model proposed by Becker and Murphy [8], this pa-
per develops an extension which allows for time-inconsistent consumers. Assuming an en-
dogenous discount rate depending on past consumption as adopted in Epstein and Shi [31],
this study develops a formulation of intertemporal preferences that generalizes several
rational models of habit formation and addiction. The proposed rate of time preference
supports a subjective structure of preferences that comprehends the memory of past events,
the perception of present events and the anticipation of future events, revealing adjacent
complementarity. The behavioral contents delivered by the ERA model are consistent
with the results of the theory of rational addiction proposed by Becker and Murphy [8]

16



Mathematics 2022, 10, 2652

but introduce a further dimension in the analysis—an endogenous discount rate—that
allows the consumer to be time inconsistent in a more complex way with respect to the
quasi-hyperbolic discounting used by [26].

The proposed model presents a steady state in which the stock of habits, consumption
of the possibly addictive and non-addictive goods, the shadow price of habits and the
index of impatience do not grow. This steady state shows the interesting property that the
consumption level of the addictive good and the stock of habits are not determined by the
corresponding preferences, but only by the discount function parameters, the interest rate
and the rate of habit depreciation.

Numerical simulations show that the steady state tends to be a saddle node, but some
parameters variations, in particular the rate of habits depreciation, can introduce instability
in the equilibrium by being cyclical. This introduces a strong motivation for analyzing
heterogeneity in the consumption of addictive goods, with the possibility of finding the
conditions under which habits generate addiction or even binge drinking behavior. A
further feature of our specification is that it allows us to analyze how heterogeneity in time
preferences may in part arise by how easily individuals accumulate habits over time.

The main limitation of the current study is that the presented model is not suitable—as
it currently is—to be used in empirical applications. To overcome this limitation, our
future research agenda foresees an econometric implementation of our extended rational
addiction model in the form of a discrete time/finite time model which will produce an
estimable Euler equation allowing us to test the hypotheses derived in the comparative
dynamics analysis of the model and to estimate the subjective individual specific rate of
time preferences. This parameter would then be used to calibrate our ERA model and
run dynamic simulations reproducing the competitive evolution leading to the prevalence
of the patient and forward-looking sub-population over the impatient and myopic sub-
population that are more exposed to the risk of addiction. From a policy perspective, this
evolutive exercise would show the importance for society to invest in the “production” of
young people with a greater endowment of non-cognitive skills such as patience, which
may increase the share of forward-looking individuals in the population, much in the spirit
of the so-called Heckman equation line of research [55].
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Appendix A

Here, we present a sketch of the proof that the ERA model is encompassing with
respect to the models listed in the introduction. We show how imposing restrictions on the
parameters or on the utility function of the proposed model is reduced to each of those
models.
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We start specifying the representative consumer optimization problem for the ERA
model, i.e.,

max
∫ ∞

0
u(g(t), c(t), z(t))e−

∫ t
0 θ(z(τ))dτdt

s.t. ȧ = ra − g − pc,
ż = c − σz.

This specification is different from (3) in two ways: the utility function that here is not
divided into the non-addictive and addictive parts, and the discount rate, which, as shown
in footnote 14, is perfectly equivalent to the alternative specification.

Epstein and Shi. The ERA model reduces to the endogenous discounting model
with habits proposed by Epstein and Shi [31] by setting u(g, c, z) = u(c) and assuming an
adaptive habits accumulation process. Under these restrictions, the consumer maximization
problem is

max
∫ ∞

0
u(c(t))e−

∫ t
0 θ(z(τ))dτdt

s.t. ȧ = ra − c,
ż = λ(c − z),

which corresponds to Epstein and Shi [31] (page 63 Equation (2.1)).
Uzawa and Obstfeld. The model proposed by Uzawa [49] and Obstfeld [50] is ob-

tained by assuming that the utility function only depends on the consumption of a non-
addictive good, i.e., u(g, c, z) = u(g), and that the endogenous discount rate depends
on the current consumption of the non-addictive good. This would be equivalent to
set θ(z(t)) = θ(g(t)). The maximization program, taking into account that the habits
accumulation equation must not be considered, becomes

max
∫ ∞

0
u(g(t))e−

∫ t
0 θ(g(τ))dτdt

s.t. ȧ = ra − c,

which correspond to Obstfeld [50] (page 14, Equations (20) and (21)).
Carroll. The multiplicative habits model by Carroll [48] is characterized by a constant

discount rate, such that θ(z) = θ, by a utility function which depends on the ratio between
the consumption of the addictive good c and the stock of habits z, so u(g, c, z) = u(c, z),
and by an adaptive habits formation process. Even though the author explicitly sets up a
CES-like utility function from the beginning and uses a capital investment equation rather
than a wealth equation, the following program

max
∫ ∞

0
u(c(t), z(t))e−θtdt

s.t. ȧ = ra − c,
ż = λ(c − z),

can be considered equivalent to Carroll [48] (page 7, Equations (4) and(5)).
Rational addiction. The rational addiction model proposed by Becker and Murphy [8]

is characterized by a constant discount rate and by an utility function which depends on
the current consumption of an undifferentiated good g, a possibly addictive good c and
the stock of habits z. Hence, the RA model can be easily obtained by setting θ(z) = θ and
taking into account the fact that the authors prefer to use a lifetime budget constraint rather
than a motion equation for wealth. It is worth noting that the authors initially consider an
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additional term, the expenditure on endogenous depreciation D, which is not present in
the ERA model. Since the authors soon assume D = 0, we consider the program

max
∫ ∞

0
u(g(t), c(t), z(t))e−θtdt

s.t. ȧ = ra − g − pc,
ż = c − σz

to be equivalent to Becker and Murphy [8] (page 677, Equations (2)–(4)).
Ramsey. The Ramsey model, often referred to as the basic consumption model, is

characterized by a constant discount rate and a utility function depending on an undiffer-
entiated good. Hence, we can recover it by assuming u(g, c, z) = u(g) and θ(z) = θ. The
resulting maximization problem is

max
∫ ∞

0
u(g(t))e−θtdt

s.t. ȧ = ra − g,

which is one of the possible representations of the Ramsey model.
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Abstract: For the purpose of solving a second-order singularly perturbed problem (SPP) with
variable coefficients, a mth-order asymptotic-numerical method was developed, which decomposes
the solutions into two independent sub-problems: a reduced first-order linear problem with a left-end
boundary condition; and a linear second-order problem with the boundary conditions given at
two ends. These are coupled through a left-end boundary condition. Traditionally, the asymptotic
solution within the boundary layer is carried out in the stretched coordinates by either analytic or
numerical method. The present paper executes the mth-order asymptotic series solution in terms of
the original coordinates. After introducing 2(m + 1) new variables, the outer and inner problems
are transformed together to a set of 3(m + 1) first-order initial value problems with the given zero
initial conditions; then, the Runge–Kutta method is applied to integrate the differential equations to
determine the 2(m + 1) unknown terminal values of the new variables until they are convergent. The
asymptotic-numerical solution exactly satisfies the boundary conditions, which are different from the
conventional asymptotic solution. Several examples demonstrated that the newly proposed method
can achieve a better asymptotic solution. For all values of the perturbing parameter, the method not
only preserves the inherent asymptotic property within the boundary layer but also improves the
accuracy of the solution in the entire domain. We derive the sufficient conditions, which terminate
the series of asymptotic solutions for inner and outer problems of the SPP without having the spring
term. For a specific case, we can derive a closed-form asymptotic solution, which is also the exact
solution of the considered SPP.

Keywords: linear singularly perturbed problem; higher-order asymptotic-numerical method; initial
value problem method; iterative method; modified asymptotic solution

MSC: 65L11

1. Introduction

Inside the singularly perturbed problem (SPP) is a second-order derivative term
multiplied by a small parameter, whose perturbation operates over a thin region across
which the solution varies rapidly. This phenomenon happens for the boundary layer
in fluid mechanics, the edge layer in solid mechanics, and the skin layer in electronics.
To properly simulate this sort of thin-layer behavior, some special numerical methods have
been developed in [1–12] by taking the singularity for the SPP into account.

The most common asymptotic approximation to the SPP is the matched asymptotic
expansion method, which includes the solutions to outer and inner problems and their
matching technique [13,14]. However, the asymptotic solution only satisfies a one-side
boundary condition within the boundary layer, and it does not exactly match the boundary
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condition on another side. A modified asymptotic approximation can improve the conven-
tional asymptotic solution. Some researchers have solved the SPP by dividing the domain
of the problem into non-overlapping outer and inner regions with a terminal point near the
boundary layer [15–18]. Within each region, a different type of governing equation is given
with two boundary conditions being attached.

Instead of the process of determining the outer and inner expansions, matching
them and then performing a composite expansion, many authors directly decomposed the
asymptotic solution as the superposition of an outer solution in terms of the original variable
and an inner solution in terms of stretched variable. The decomposition methods [19–22]
have been broadly used to find an asymptotic expansion of the SPP due to its advantages
toward the asymptotic analysis by resolving two sub-problems, which modified the original
problem into a reduced problem and a boundary layer correction problem. There exists
no discrepancy about the reduced problem to find the outer solution; however, there are
different techniques to construct the boundary layer correction problems for the inner
solutions. Padmaja and Reddy [23], according to the idea of [19], developed a numerical
patching method with the Padé approximation to solve the linear SPP.

In the text books [24,25], there are many different methods, such as the WKB, a method
to eliminate the first derivative term and then use the exponential phase function to
approximate the singular solution, and the reproducing kernel method to reconstruct the
solution in the Hilbert space. Recently, Xu et al. [26] have applied the reproducing kernel
method to solve some BVPs with the optimal convergence rate.

There are different initial value methods appearing in the literature [27–32]. Some meth-
ods are replacing the original SPP by an asymptotically equivalent first-order differential equa-
tions system and solving them as the initial value problem. Reddy and Chakravarthy [30]
have factorized the original problem into three first-order initial value problems. These are
different from our approaches outlined above. In [33], the method of the reduction of order
was proposed for solving SPP, which is replaced by a pair of initial-value problems. The
integration of these initial-value problems goes in the opposite direction and the second
problem can be solved only if the solution of the first one is known.

In this paper, we propose a mth-order asymptotic numerical method to treat the
linear SPP by decomposing the numerical process into a coupled outer solution to the
inner solution. The latter problem satisfies the derived boundary conditions. Inspired
by the previous works in [34], a novel initial value problem method is developed which
guarantees that all boundary conditions are satisfied. Consequently, we need to solve
3(m + 1) first-order problems with the given zero initial values and integrate them in the
same direction. The method of the reduction of order is distinguished by the fact that the
original problem is replaced by initial value problems, which are easy implementations
to compute.

We arrange the paper as follows. The mathematical backgrounds are given in Section 2,
prescribing the basic ingredients in the asymptotic analysis for a certain example. In Section 3,
we decompose the SPP into finding an inner solution and an outer solution in the newly
proposed boundary layer correction problem, and introduce a transformation of the inde-
pendent variable, such that the second-order SPP in the new coordinate is less sharpened
within the boundary layer. Here, a higher-order asymptotic expansion method is depicted.
In Section 4, we derive two functions for automatically preserving the boundary conditions,
and the SPP is transformed into the initial value problems (IVPs) for two new variables.
A mth-order iterative algorithm is developed to determine the unknown right-end val-
ues of the new variables, and thus, the modified asymptotic solution can be successfully
determined with a few iterations. Some numerical examples are solved in Section 5 by
the proposed asymptotic-numerical algorithm. A special type SPP without having the
spring term is considered in Section 6, where the three main results are proven and three
examples are given. For a specific relation of the damping coefficient and the forcing term,
a closed-form asymptotic solution can be derived. Finally, the conclusions are drawn in
Section 7.
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2. Mathematical Backgrounds

We consider a second-order linear SPP with variable coefficients:

εu′′(x) + p(x)u′(x) + q(x)u(x) = r(x), 0 < x < 1, (1)

u(0) = α, u(1) = β. (2)

The exhibition of boundary layers at one or both ends of the interval depends on the
property of p(x). Under the assumption p(x) > 0, the boundary layer is attached to the
left end. As customarily used in the mechanical vibration problem, r(x) is a forcing term,
p(x)u′(x) is a damping term with p(x) a damping coefficient, and q(x)u(x) is a spring
term with q(x) as a spring coefficient.

Before embarking on the higher-order asymptotic numerical solution of Equations (1)
and (2), we demonstrate some basic ingredients of the first-order asymptotic analysis
demonstrated via the following example:

εu′′(x) + u′(x) + u(x) = 0, (3)

u(0) = α, u(1) = β, (4)

where ε > 0 is a sufficiently small perturbing parameter. The exact solution is

ue(x) =
1

ea2 − ea1
[(αea2 − β)ea1x + (β − αea1)ea2x], (5)

where

a1 =
−1 +

√
1 − 4ε

2ε
, a2 =

−1 −√
1 − 4ε

2ε
, (6)

and 0 < ε < 0.25 is the admissible range of ε.

2.1. Conventional Asymptotic Match Method

We demonstrate the first-order asymptotic matched method to approximate Equations (3)
and (4). The outer solution is

uo(x) = y0(x) + εy1(x) + . . . . (7)

Inserting it into Equation (3) and by equating the coefficients preceding ε0 = 1 and ε,
we have {

y′0(x) + y0(x) = 0, y0(1) = β,
y′1(x) + y1(x) = −y′′0 (x), y1(1) = 0.

(8)

Hence, we can derive the first-order outer solution:

uo(x) = β[1 + ε(1 − x)]e1−x +O(ε2). (9)

To seek the inner solution ui(x) of Equations (3) and (4), a stretched coordinate is con-
sidered:

ζ :=
x
ε

, (10)

such that
du(x)

dx
=

1
ε

du(ζ)
dζ

,
d2u(x)

dx2 =
1
ε2

d2u(ζ)
dζ2 . (11)

Inserting them into Equation (3) and multiplying the resultant by ε yields

d2u(ζ)
dζ2 +

du(ζ)
dζ

+ εu(ζ) = 0. (12)
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The inner solution reads as

ui(x) = w0(x) + εw1(x) + . . . , (13)

which, as it is inserted into Equation (12) and by equating the coefficients preceding ε0 = 1
and ε, generates {

w′′
0 (ζ) + w′

0(ζ) = 0, w0(0) = α,
w′′

1 (ζ) + w′
1(ζ) = −w0(ζ), w1(0) = 0.

(14)

Solving Equation (14), the first-order inner solution is given by

ui(ζ) = α − c1(1 − e−ζ) + ε{c2(1 − e−ζ)− [α − c1(1 + e−ζ)]ζ}+O(ε2), (15)

where c1 and c2 are integration constants, determined by the matching principle [35]:

uo
i := lim

ζ→∞
ui = lim

x→0
uo =: ui

o, (16)

which leads to c1 = α − eβ and c2 = eβ. Hence, the first-order inner solution is given by

ui(ζ) = eβ + (α − eβ)e−ζ + ε{eβ(1 − e−ζ)− [eβ − (α − eβ)e−ζ ]ζ}. (17)

Finally, the first-order uniform asymptotic solution denoted by ua(x) can be obtained
by a composition technique [35]:

ua(x) = uo + ui − ui
o = uo + ui − uo

i = β[1 + ε(1 − x)]e1−x + [(α − eβ)(1 + x)− eβε]e−x/ε. (18)

We can observe that

ua(0) = α, ua(1) = β + [2(α − eβ)− eβε]e−1/ε �= β. (19)

This means that the asymptotic solution ua(x) does not match the right-end boundary
condition in Equation (4), which has an absolute error |2(α − eβ)− eβε|e−1/ε. When ε is
small, the error is negligible; however, when ε is a moderate value, the error cannot be
neglected. Thus, it may induce a large error of the original asymptotic solution (18) in the
entire domain.

2.2. A New Asymptotic Method

In order to improve the drawback of the conventional asymptotic method, we propose
a new asymptotic method to approximate Equations (3) and (4). We express Equation (14)
in terms of x with the aid of Equation (11):{

ε2w′′
0 (x) + εw′

0(x) = 0,
ε2w′′

1 (x) + εw′
1(x) = −w0(x),

and then, we obtain

εw′′
0 (x) + w′

0(x) = 0, (20)

ε2w′′
1 (x) + εw′

1(x) = −w0(x), (21)

where the prime denotes the differential with respect to x. Letting zj = εjwj, j = 0, 1,
Equation (21) is changed to

εz′′1 (x) + z′1(x) = −z0(x), (22)

and the inner solution (13) becomes

ui(x) = z0(x) + z1(x) + . . . . (23)
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Now, we solve{
εz′′0 (x) + z′0(x) = 0, z0(0) = α − uo(0), z0(1) = 0,
εz′′1 (x) + z′1(x) = −z0(x), z1(0) = z1(1) = 0,

(24)

and
u(x) = uo(x) + ui(x) = uo(x) + z0(x) + z1(x) (25)

represents a new first-order asymptotic solution of Equations (3) and (4), where uo(x) is
still given by Equation (9) with

uo(0) = βe(1 + ε). (26)

Inserting it into Equation (24), z0(0) = α − βe(1 + ε) is obtained.
Instead of considering the left-end condition in Equation (14), using the matching

method to determine the integration constants c1 and c2 and then finding the composition
solution (18), we directly subject ui(x) to the boundary conditions in Equation (24) and
employ the direct sum in Equation (25) to determine the new asymptotic solution.

Through some operations on Equation (24), we can derive the new first-order asymp-
totic solution:

u(x) = β[1 + ε(1 − x)]e1−x + A + Be−x/ε − Ax + Bxe−x/ε +
2A[1 − e−x/ε]

1 − e−1/ε
, (27)

where

A :=
[eβ(1 + ε)− α]e−1/ε

1 − e−1/ε
, B :=

α − eβ(1 + ε)

1 − e−1/ε
. (28)

Here, u(x) in Equation (27) exactly satisfies the boundary conditions u(0) = α and
u(1) = β in Equation (4).

Given ε = 0.245, α = 0 and β = 1, Figure 1 compares ue, ua and the present result u in
Equation (27), where the maximum error (ME) of |ue − ua| is 1.41 × 10−1 and the ME of
|ue − u| is 6.85 × 10−2. The present u in Equation (27) is closer to the exact solution than
that of ua(x) in Equation (18). In Table 1, we compare the ME1 of |ue − u| and the ME2 of
|ue − ua| for different values of ε, which are close when ε ≤ 0.1. For ε ≥ 0.2, ME1 is smaller
than ME2. Equations (27) and (18) possess the same asymptotic property, since

A → 0, 1 − e−1/ε → 1, when ε → 0.

In this situation,
B → α − eβ, or B → α − eβ(1 + ε),

and Equations (27) and (18) are the same.

Table 1. Comparing ME1 and ME2 obtained from the present solution and the original asymptotic
solution to the exact one with different ε.

ε ME1 ME2

0.24 6.566 × 10−2 1.311 × 10−1

0.2 4.693 × 10−2 7.033 × 10−2

0.1 2.485 × 10−2 2.198 × 10−2

0.01 5.931 × 10−4 5.895 × 10−4

0.001 6.664 × 10−6 6.661 × 10−6

0.0001 6.775 × 10−8 6.774 × 10−8

In summary, we can say that the new asymptotic solution (27) not only preserves the
same asymptotic behavior as that of the original asymptotic solution (18), but also enhances
the accuracy in the entire domain. The present method is easier to work with than the
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original asymptotic matching method and is suitable for the linear SPP with all the values
of the perturbing parameter ε.
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Figure 1. For a given example, comparing the exact solution, a uniform approximation and the
present solution.

3. Higher-Order Asymptotic Expansion Method

Motivated by the analysis in Section 2.2, we extend it to a higher-order asymptotic
expansion method by assuming

u(x) = uo(x) + ui(x) =
m

∑
j=0

εjyj(x) +
m

∑
j=0

εjwj(x) =
m

∑
j=0

εjyj(x) +
m

∑
j=0

zj(x), (29)

where m is the order of asymptotic approximation, and

zj(x) := εjwj(x), j = 0, 1, . . . , m. (30)

Inserting uo(x) into Equation (1) and equating the coefficients preceding εj, j =
0, 1, . . . , m, we can derive⎧⎨⎩ y′0(x) = r(x)

p(x) −
q(x)
p(x)y0(x), y0(1) = β,

y′j(x) = − q(x)yj(x)
p(x) − y′′j−1(x)

p(x) , yj(1) = 0, j = 1, . . . , m.
(31)

Then, we derive the governing equation for the inner solution ui(x) of u(x). In Equation (1),
the nonhomogeneous term r(x) was already taken into account by Equation (31) in the outer
solution and thus, we consider a homogeneous ODE for the inner solution:

εu′′
i (x) + p(x)u′

i(x) + q(x)ui(x) = 0, (32)

ui(0) = α − uo(0), ui(1) = 0. (33)

In terms of ζ in Equation (10), Equation (32) changes to

u′′
i (ζ) + p(εζ)u′

i(ζ) + εq(εζ)ui(ζ) = 0. (34)

We assume

ui(ζ) =
m

∑
j=0

εjwj(ζ), (35)

which is inserted into Equation (34) and by equating the coefficients preceding εj,
j = 0, 1, . . . , m, we have{

w′′
0 (ζ) + p(εζ)w′

0(ζ) = 0, w0(0) = α − uo(0), w0(1) = 0,
w′′

j (ζ) + p(εζ)w′
j(ζ) + q(εζ)wj−1(ζ) = 0, wj(0) = wj(1) = 0, j = 1, . . . , m. (36)
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Now, it is crucial that we can express Equation (36) in terms of x with the aid of
Equation (11):

εw′′
0 (x) + p(x)w′

0(x) = 0, w0(0) = α − uo(0), w0(1) = 0, (37)

ε2w′′
j (x) + εp(x)w′

j(x) + q(x)wj−1(x) = 0, wj(0) = wj(1) = 0, j = 1, . . . , m. (38)

Multiplying Equation (38) by εj−1, yields

εj+1w′′
j (x) + εj p(x)w′

j(x) + q(x)εj−1wj−1(x) = 0, wj(0) = 0, wj(1) = 0, j = 1, . . . , m. (39)

Then, resorting to the definition (30), Equations (37) and (39) change to{
εz′′0 (x) + p(x)z′0(x) = 0, z0(0) = α − uo(0), z0(1) = 0,
εz′′j (x) + p(x)z′j(x) + q(x)zj−1(x) = 0, zj(0) = zj(1) = 0, j = 1, . . . , m. (40)

When 0 < ε � 1, the SPP (1) is very stiff within the boundary layer. In order to
integrate the differential Equations (31) and (40), the following transformation between the
independent variables x and t is considered:

x(t) = 1 − tanh[λ(1 − t)]
tanh λ

, x(0) = 0, x(1) = 1. (41)

It follows from Equations (31), (40) and (41) that

ẏ0(t) = f0(t, y0) :=
λe(t)r(t)

p(t)
− λe(t)q(t)y0

p(t)
, y0(1) = β, (42)

ẏj(t) = f j(t, yj, y′′j−1) := −λe(t)

[
q(t)yj

p(t)
+

y′′j−1

p(t)

]
, yj(1) = 0, j = 1, . . . , m, (43)

z̈0(t) = F0(t, ż0) :=
[

2λ tanh[λ(1 − t)]− λe(t)
ε

p(t)
]

ż0(t),

z0(0) = α − uo(0), z0(1) = 0, (44)

z̈j(t) = Fj(t, żj, zj−1) :=
[

2λ tanh[λ(1 − t)]− λe(t)
ε

p(t)
]

żj(t)− λ2e2(t)
ε

q(t)zj−1,

zj(0) = zj(1) = 0, j = 1, . . . , m, (45)

where

e(t) :=
1 − tanh2[λ(1 − t)]

tanh λ
. (46)

For saving notations, p(t) means that p(x(t)) and others are similar. The term y′′j−1
in Equation (31) can be expressed as a function of y0, . . . , yj−1, which, however, needs a
tedious work when m is increased.

Remark 1. For the sake of comparison, the higher-order formulas developed by Kaushik et al. [36]
are listed as follows:
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u(x) = v(x) + w(ζ), (47)

v = v0 + εv1 + . . . + εkvk + εk+1V, (48)

p(x)v′0 + q(x)v0 = r(x), v0(1) = β, (49)

p(x)v′i(x) + q(x)vi = −v′′i−1, vi(1) = 0, i = 1, . . . , k, (50)

εV′′ + p(x)V′(x) + q(x)V = −v′′k , V(0) = V(1) = 0, (51)

w = w0 + εw1 + . . . + εkwk, (52)

w′′
0 + p(0)w′

0 = 0, w0(0) = α − v0(0), lim
ζ→∞

w0(ζ) = 0, (53)

w′′
i + p(0)w′

i(x) = −
i

∑
j=1

[
p(j)(0)

j!
ζ jw′

i−j +
q(j−1)(0)
(j − 1)!

ζ j−1wi−j

]
,

wi(0) = −vi(0), lim
ζ→∞

wi(ζ) = 0, i = 1, . . . , k. (54)

Equations (47)–(54) are more complicated than Equations (31) and (40). The right boundary
conditions limζ→∞ w0(ζ) = 0 and limζ→∞ wi(ζ) = 0 are not easily realized by numerical method.
Fortunately, Kaushik et al. [36] have derived the formulas:

w0(x) = [α − v0(0)] exp
−p(0)x

ε
, (55)

w1(x) =
(

p′(0)[α − v0(0)]
p2(0)

− v1(0) +
b(0)[α − v0(0)]x

p(0)ε

)
exp

−p(0)x
ε

−p′(0)[α − v0(0)]
(

x2

2ε2 +
x

p(0)ε
+

1
p2(0)

)
exp

−p(0)x
ε

. (56)

Examples 5 and 7 will be given in Sections 6.2.1 and 6.2.3 to show that the accuracy of
the above method is worse than the method in Equations (31) and (40). These two methods in
Equations (40), (53) and (54) are different in four aspects: the coordinates x and ζ, the coefficients
p(x), q(x) and p(0), q(0), the left boundary conditions zi(0) = 0 and wi(0) = −vi(0), and the
right boundary conditions zi(1) = 0 and limζ→∞ wi(ζ) = 0.

4. A Novel mth-Order Asymptotic-Numerical Method

4.1. Two Free Functions

When p and q are nonlinear functions of x, the analytic asymptotic solution is not
easy to obtain from the exact solutions of Equations (31) and (40). Instead, we developed a
novel numerical method to find the asymptotic-numerical solution. Before deriving a novel
iterative method to solve Equations (42)–(45), we cite the following results [37,38].

Theorem 1. For any free function Y(t) ∈ C[0, 1], the function

y(t) = Y(t)− G(t) (57)

satisfies y(1) = b, where
G(t) := et−1[Y(1)− b]. (58)

Proof. It is obvious that

y(1) = Y(1)− G(1) = Y(1)− e1−1[Y(1)− b] = Y(1)− [Y(1)− b] = b;

hence, we prove that y(t) in Equation (57) satisfies the right-end boundary condition
y(1) = b.
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Theorem 2. For any free function Z(t) ∈ C[0, 1], the function

z(t) = Z(t)− H(t) (59)

satisfies the boundary conditions z(0) = a and z(1) = 0, where

H(t) := (1 − t)[Z(0)− a] + tZ(1). (60)

Proof. In Equations (59) and (60), we insert t = 0 to obtain

z(0) = Z(0)− H(0) = Z(0)− [Z(0)− a] = a. (61)

In Equations (59) and (60), we insert t = 1 to obtain

z(1) = Z(1)− H(1) = Z(1)− Z(1) = 0. (62)

Thus, we end the proof.

4.2. Transforming to the Initial Value Problem

Theorems 1 and 2 can be applied in the asymptotic numerical solution of the linear
SPP. For Equations (42)–(45), we consider the following transformations of variables:

yj(t) = Yj(t)− Gj(t) = Yj(t)− et−1[Yj(1)− bj], j = 0, 1, . . . , m, (63)

zj(t) = Zj(t)− Hj(t) = Zj(t)− (1 − t)[Zj(0)− aj]− tZj(1), j = 0, 1, . . . , m, (64)

where

b0 = β, bj = 0, j = 1, . . . , m, (65)

a0 = α − uo(0), aj = 0, j = 1, . . . , m, (66)

in which

uo(0) =
m

∑
j=0

εjyj(0) =
m

∑
j=0

εj{Yj(0)− e−1[Yj(1)− bj]}. (67)

Letting Y = Yj, Z = Zj, y = yj and z = zj with Yj(t) ∈ C1[0, 1] and Zj(t) ∈ C2[0, 1]
and by Theorems 1 and 2, yj satisfies the right-end boundary condition yj(1) = bj, and zj
satisfies the boundary conditions zj(0) = aj and zj(1) = 0, automatically.

Inserting Equations (63) and (64) into Equations (42)–(45), we can derive

Ẏ0(t) = Ġ0 + f0(t, Y0 − G0), (68)

Ẏj(t) = Ġj + f j(t, Yj − Gj, Ÿj−1 − G̈j−1), j = 1, . . . , m, (69)

Z̈0(t) = F0(t, Ż0 − Ḣ0), (70)

Z̈j(t) = Fj(t, Żj − Ḣj, Zj−1 − Hj−1), j = 1, . . . , m. (71)

In Equations (68)–(71), we take the initial values to be Yj(0) = Zj(0) = Żj(0) = 0,
j = 0, 1, . . . , m for saving parameters, while the unknown terminal values Yj(1) and
Zj(1), j = 0, 1, . . . , m are to be determined.

4.3. The Iterative Algorithm

We denote the unknown values Yj(1) and Zj(1) by

cj = Yj(1), dj = Zj(1), j = 0, 1, . . . , m.

To find the mth-order asymptotic numerical solution of u, the current method is: (i)
giving m, c0

j = d0
j = 0, j = 0, 1, . . . , m, ε, and N; and (ii) repeating k = 0, 1, 2, . . . until
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convergence, integrating Equations (68)–(71) by using the RK4 with N steps from t = 0 to
t = 1, and taking

ck+1
j = Yj(1), dk+1

j = Zj(1), j = 0, 1, . . . , m.

If √√√√ m

∑
j=0

(ck+1
j − ck

j )
2 +

m

∑
j=0

(dk+1
j − dk

j )
2 < ε

is satisfied, then the iterations are terminated. The asymptotic numerical solution u(t) is
given by

u(t) =
m

∑
j=0

[εjyj + zj] =
m

∑
j=0

[εj(Yj − Gj) + Zj − Hj], (72)

where
Gj = et−1[ck

j − bj], Hj = tdk
j − (1 − t)aj, (73)

in which ck
j and dk

j are the convergent values of the sequences ck
j and dk

j , k = 1, 2, . . ..

5. Numerical Examples

For most linear SPPs with variable coefficients, there exist no closed-form solutions.
Here, we will apply the initial value problem method (IVPM) developed in [34] to compute
the solutions, which are used as the referenced “exact” solutions, if the “truly exact” solution
is not available.

5.1. Example 1

We consider Equations (3) and (5) again with ε = 0.01, α = 0 and β = 1. Now, we
solve it by using the IVPM developed in [34], and upon comparing it to the exact solution
(5), the ME is found to be 7.096 × 10−10. We give m = 1, λ = 3.5, N = 1000, and ε = 10−10

and apply the iterative algorithm in Section 4.3 to find the first-order asymptotic numerical
solution of Equation (3), whose ME is 5.9305485 × 10−4. On the other hand, the ME of
the asymptotic solution (27) is 5.9305476 × 10−4, which is very close to the asymptotic
numerical solution. In Figure 2, we compare those four solutions, which are very close.

As an extension of the method in Section 2.1 to the second-order asymptotic approxi-
mation, we can derive

ua(x) = βe1−x
[

1 + ε(1 − x) + ε2
(

1
2
(1 − x)2 + 2(1 − x)

)]
+

[
(α − eβ)

(
1 + x +

x2

2

)
− ε[eβ − (α − 2eβ)x]− 5

2
eβε2
]

e−x/ε. (74)

On the other hand, m is raised to m = 2 and we apply the iterative algorithm in
Section 4.3 to find the second-order asymptotic numerical solution of Equation (3), whose
ME is 1.68× 10−5, which is comparable to the solution (74), whose ME is 1.66× 10−5. Upon
comparison with the first-order solutions, the improvement of accuracy is one-order.

5.2. Example 2

Consider [30,32,36]

εu′′(x) + u′(x)− u(x) = 0, u(0) = 1, u(1) = 1, (75)

whose solution is
u(x) =

1
ea2 − ea1

[(ea2 − 1)ea1x + (1 − ea1)ea2x], (76)

where

a1 =
−1 +

√
1 + 4ε

2ε
, a2 =

−1 −√
1 + 4ε

2ε
. (77)
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Given m = 2, λ = 2.9, N = 1000, and ε = 10−7, the present asymptotic numerical
method for the solution of Equation (75) with ε = 0.001 converges within 725 iterations. In
Table 2, we compare the numerical results to that obtained by Reddy and Chakravarthy [30]
and El-Zahar [32]. Obviously, our errors with ε2, as expected, are smaller than other
solutions by approximately two orders.
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Figure 2. For example 1, comparing the exact solution, a uniform approximation, the present
asymptotic-numerical solution and the IVPM solution.

Table 2. For example 2 with ε = 0.001, comparing the numerical solutions at different x with an exact
solution and other solutions.

x Present [30] [32] Exact

0.01 0.3719750 0.3712379 0.3716054 0.3719724

0.02 0.3756809 0.3749439 0.3753111 0.3756784

0.03 0.3794527 0.3787160 0.3790831 0.3794502

0.04 0.3832624 0.3825260 0.3828929 0.3832599

0.05 0.3871104 0.3863742 0.3867410 0.38710787

0.10 0.4069374 0.4062043 0.4065697 0.4069350

0.50 0.6068350 0.6062278 0.6065307 0.6068334

0.90 0.9049277 0.9047471 0.9048374 0.9049277

5.3. Example 3

Consider a variable coefficient SPP [39]:

εu′′(x) +
(

1 − x
2

)
u′(x)− 1

2
u(x) = 0, u(0) = 0, u(1) = 1, (78)

whose asymptotic solution is given [8]:

ua(x) =
1

2 − x
− 1

2
exp
(

x2/4 − x
ε

)
. (79)

It is obvious that

ua(0) = 0, ua(1) = 1 − 1
2

exp
(−3

4ε

)
< 1, (80)

so that Equation (79) does not exactly satisfy the right boundary condition.
We give ε = 0.1, m = 1, λ = 2, N = 1000 and ε = 10−10 and apply the iterative algo-

rithm in Section 4.3 to find the first-order asymptotic numerical solution of Equation (78),
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which converges within 23 iterations, as shown in Figure 3a. In Figure 3b, we compare
the asymptotic numerical solution to the asymptotic solution in Equation (79). We can
observe that the improvement is achieved by using the asymptotic numerical solution,
where ME1: = max |ue − u| = 2.62 × 10−2 and ME2: = |ue − ua| = 4.94 × 10−2.

We give ε = 0.01, m = 2, λ = 3.5, N = 1000 and ε = 10−10 and apply the iterative algo-
rithm in Section 4.3 to find the second-order asymptotic numerical solution of Equation (78),
which converges with 24 iterations. We compare the second-order asymptotic numerical so-
lution to the asymptotic solution in Equation (79), and ME1:= max |ue − u| = 4.903 × 10−5

is much smaller than ME2:= |ue − ua| = 7.28 × 10−3.
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Figure 3. For example 3: (a) showing the convergence of iterations; and (b) comparing the exact
solution, a uniform approximation and the present first-order solution.

5.4. Example 4

Consider

εu′′(x) + (2x + 1)u′(x) + 2u(x) = 0, u(0) = 1, u(1) = 1, (81)

whose asymptotic solution is given by

ua(x) =
3

2x + 1
− 2 exp

(−x2 − x
ε

)
+ ε

[
6

(2x + 1)3 − 2
3(2x + 1)

− 16
3

exp
(−x2 − x

ε

)]
. (82)

We give ε = 0.005, m = 1, λ = 4, N = 1000 and ε = 10−10 and apply the iterative algo-
rithm in Section 4.3 to find the first-order asymptotic numerical solution of Equation (81),
which converges within 207 iterations, as shown in Figure 4a. In Figure 4b, we compare
the asymptotic numerical solution to the asymptotic solution in Equation (82). We can
observe that the improvement is achieved by using the asymptotic numerical solution,
where ME1: = max |ue − u| = 6.87 × 10−4 and ME2: = |ue − ua| = 7.34 × 10−4 .
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Figure 4. For example 4: (a) showing the convergence of iterations; and (b) comparing the exact
solution, a uniform approximation and the present first-order solution.

6. Special Case with q(x) = 0

For the special case with q(x) = 0, Equations (1) and (2) reduce to

εu′′(x) + p(x)u′(x) = r(x), 0 < x < 1, (83)

u(0) = α, u(1) = β. (84)

6.1. Main Results

Theorem 3. For Equations (83) and (84), the series zj(x) in Equation (40) for the inner solution
terminates with

zj(x) = 0, j ≥ 1. (85)

Proof. Inserting q(x) = 0 into Equation (40) yields

εz′′j (x) + p(x)z′j(x) = 0, j ≥ 1. (86)

Let

I(x) := exp
(∫ x

0

p(ξ)
ε

dξ

)
(87)

be the integrating factor. Then, Equation (86) can be written as

d
dx

[I(x)z′j(x)] = 0, j ≥ 1, (88)

and then we have
zj(x) = k1

∫ x

0

dξ

I(ξ)
+ k2, j ≥ 1, (89)

where k1 and k2 are integration constants. Using the conditions zj(0) = zj(1) = 0, j ≥ 1,
we can derive k1 = k2 = 0. This ends the proof.

Theorem 4. For Equations (83) and (84), if p(x) and r(x) satisfy

d
dx

r(x)
p(x)

= kp(x), (90)

33



Mathematics 2022, 10, 2791

where k �= 0 is a constant, then the series yj(x) in Equation (31) for the outer solution termi-
nates with

yj(x) = 0, j ≥ 2. (91)

Proof. Inserting q(x) = 0 into Equation (31) yields

y′0(x) =
r(x)
p(x)

, y′1(x) = −y′′0 (x)
p(x)

= − 1
p(x)

d
dx

r(x)
p(x)

. (92)

Because of Equation (90), the latter one reduces to

y′1(x) = −k. (93)

Inserting q(x) = 0 and j = 2 into Equation (31) and using the above equation yields

y′2(x) = −y′′1 (x)
p(x)

= 0, (94)

which implies y2(x) = 0 due to y2(1) = 0. Then, yj = 0, j > 3 easily follows by using

y′j(x) = −
y′′j−1(x)

p(x)
= 0, yj(1) = 0. (95)

This ends the proof.

As a continuation of Theorem 4, we can prove the following result.

Theorem 5. For Equations (83) and (84), if p(x) and r(x) satisfy Equation (90) with k �= 0, then
the asymptotic solution is given by

u(x) = y0(x) + εy1(x) + z0(x)

= α − kεx +
∫ x

0

r(ξ)
p(ξ)

dξ +
1
B
[β − α + kε − A]

∫ x

0

dξ

I(ξ)
, (96)

which is identical to the exact solution where

A :=
∫ 1

0

r(ξ)
p(ξ)

dξ, B :=
∫ 1

0

dξ

I(ξ)
, (97)

and I(x) is defined by Equation (87).

Proof. According to Theorems 3 and 4, we merely consider y0(x), y1(x) and z0(x) by

y′0(x) =
r(x)
p(x)

, y0(1) = β, (98)

y′1(x) = −k, y1(1) = 0, (99)

εz′′0 (x) + p(x)z′0(x) = 0, z0(0) = α − [y0(0) + εy1(0)], z0(1) = 0. (100)

The first two ODEs are derived from Equations (92) and (90), and the last ODE is
derived from Equation (86) with j = 0.
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It follows from Equations (98)–(100) that

y0(x) =
∫ x

0

r(ξ)
p(ξ)

dξ + β − A, (101)

y1(x) = k − kx, (102)

z0(x) = c1

∫ x

0

dξ

I(ξ)
+ c2, (103)

c1 =
1
B
[β − α + kε − A], c2 = α − β − kε + A. (104)

Inserting y0(x), y1(x) and z0(x) into

u(x) = y0(x) + εy1(x) + z0(x),

we can derive Equation (96).
Multiplying Equation (83) by I(x), it changes to

d
dx

[I(x)u′(x)] =
I(x)r(x)

ε
. (105)

Upon using I′/p = I/ε in

∫ x

0

I(ξ)r(ξ)
ε

dξ =
∫ x

0

I′(ξ)r(ξ)
p(ξ)

dξ =
I(ξ)r(ξ)

p(ξ)

∣∣∣∣x
0
−
∫ x

0
I(ξ)

d
dξ

r(ξ)
p(ξ)

dξ

=
I(ξ)r(ξ)

p(ξ)

∣∣∣∣x
0
− k
∫ x

0
I(ξ)p(ξ)dξ =

I(ξ)r(ξ)
p(ξ)

∣∣∣∣x
0
− kε[I(x)− 1], (106)

we can deduce

I(x)u′(x) =
I(x)r(x)

p(x)
− kε[I(x)− 1] + k1, (107)

where Equation (90) was taken into account and k1 is an integration constant. The constant
I(0)r(0)/p(0) was absorbed into k1.

Further using the condition u(0) = α and from Equation (107), we can derive

u(x) = α +
∫ x

0

r(ξ)
p(ξ)

dξ − kε
∫ x

0

1
I(ξ)

[I(ξ)− 1]dξ + k1

∫ x

0

dξ

I(ξ)

= α +
∫ x

0

r(ξ)
p(ξ)

dξ + k1

∫ x

0

dξ

I(ξ)
+ kε

∫ x

0

[
1

I(ξ)
− 1
]

dξ. (108)

Imposing another condition u(1) = β generates

β = α + A + k1B + kε(B − 1). (109)

Solving k1 and inserting it into Equation (108), we can again derive Equation (96). This
ends the proof.

6.2. Examples
6.2.1. Example 5

Consider [40]:

εu′′(x) + u′(x) = 1 + 2x, u(0) = 0, u(1) = 1, (110)

whose exact solution is

ue(x) = x(x + 1 − 2ε) + (2ε − 1)
1 − e−x/ε

1 − e−1/ε
. (111)
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Equation (110) satisfies Equations (85) and (91) as a special case with p = 1 and
r = 1 + 2x. Equations (31) and (40) lead to

y0(x) = x + x2 − 1, y1(x) = 2 − 2x, (112)

z0(x) = (2ε − 1)
e−1/ε − e−x/ε

1 − e−1/ε
. (113)

Hence,

u(x) = y0(x) + εy1(x) + z0(x) = x + x2 − 1 + ε(2 − 2x) + (2ε − 1)
e−1/ε − e−x/ε

1 − e−1/ε
, (114)

which is just the exact solution (111).
For this example, according to the method developed by Kaushik et al. [36], we can

derive
uk(x) = x + x2 − 1 + ε(2 − 2x) + (1 − 2ε − 1)e−x/ε, (115)

which does not satisfy the right boundary condition because of uk(1) = 1 + (1 − 2ε −
1)e−1/ε �= 1.

In Table 3, we compare ME1:= max |ue − u| and ME2:= max |ue − uk| for different
values of ε, which are close when ε ≤ 0.01. For ε ≥ 0.05, ME1 is smaller than ME2.
Equations (114) and (115) possess the same asymptotic property, because of

e−1/ε → 0, when ε → 0.

Table 3. For example 5, comparing ME1 and ME2 for different ε.

ε 0.6 0.4 0.3 0.1 0.05

ME1 0 0 0 0 0

ME2 3.78 × 10−2 1.64 × 10−2 1.43 × 10−2 3.63 × 10−5 1.86 × 10−9

6.2.2. Example 6

Consider
εu′′(x) +

1√
2x + 2

u′(x) = 1, u(0) = 0, u(1) = 1, (116)

which is a special case satisfying Equation (90) with k = 1. The exact and analytic asymp-
totic solution is given by

uaa(x) =
1
3
[(2x + 2)3/2 − 23/2]− εx +

1
B
[1 + ε − A]

∫ x

0

dξ

exp[{√2ξ + 2 −√
2}/ε]

, (117)

A =
1
3
[8 − 23/2], B =

∫ 1

0

dξ

exp[{√2ξ + 2 −√
2}/ε]

. (118)

We give ε = 0.01, m = 1, λ = 3, N = 1000, and ε = 10−10 and apply the iter-
ative algorithm in Section 4.3 to find the first-order asymptotic numerical solution of
Equation (116), which converges within 54 iterations as shown in Figure 5a. In Figure 5b,
we compare the asymptotic numerical solution, the analytic asymptotic solution and the
exact solution obtained from the IVPM. We can observe that they are almost coincident
with ME1:= max |ue − u| = 2.28 × 10−10 and ME2:= max |ue − uaa| = 1.19 × 10−7.
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Figure 5. For example 6: (a) showing the convergence of iterations; and (b) comparing exact solution
and the present first-order solution.

6.2.3. Example 7

Consider
εu′′(x) + (2 − sin 2πx)u′(x) = (2 − sin 2πx)

(
2x +

1
2π

cos 2πx
)

,

u(0) = 1, u(1) = 1, (119)

which is a special case satisfying Equation (90) with k = 1. Then, the exact and analytic
asymptotic solution is given by

uaa(x) = 1 − εx +
∫ x

0

(
2ξ +

1
2π

cos 2πξ

)
dξ +

1
B
[ε − A]

∫ x

0

dξ

exp[{2ξ + (cos 2πξ − 1)/(2π)}/ε]
, (120)

A =
∫ 1

0

(
2ξ +

1
2π

cos 2πξ

)
dξ, B =

∫ 1

0

dξ

exp[{2ξ + (cos 2πξ − 1)/(2π)}/ε]
. (121)

We give ε = 0.01, m = 1, λ = 3, N = 1000, and ε = 10−10 and apply the iterative algo-
rithm in Section 4.3 to find the first-order asymptotic numerical solution of Equation (119),
which converges within 125 iterations, as shown in Figure 6a. In Figure 6b, we compare the
asymptotic numerical solution to the exact solution obtained from the IVPM, and we can
observe that they are almost coincident with ME: = max |ue − u| = 4.17 × 10−9. Notice
that ME: = max |ue − uaa| = 4.08 × 10−9.

For this example, according to the method developed by Kaushik et al. [36], we can derive

uk(x) = x2 +
1

4π2 sin 2πx + ε(x − 1) +
(

1 + ε + πx +
πx2

ε

)
e−2x/ε, (122)

which does not satisfy the right boundary condition because of uk(1) = 1 + (1 + ε + π +
π/ε)e−2/ε > 1.

In Table 4, we compare ME1:= max |ue − uaa| and ME2:= max |uk − uaa| for different
values of ε. ME1 is much smaller than ME2.
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Figure 6. For example 7: (a) showing the convergence of iterations; and (b) comparing exact solution
and the present first-order solution.

Table 4. For example 7, comparing ME1 and ME2 for different ε.

ε 0.2 0.1 0.05 0.03 0.01

ME1 1.79 × 10−11 6.54 × 10−11 2.78 × 10−11 5.82 × 10−11 1.19 × 10−10

ME2 2.17 × 10−1 1.84 × 10−1 1.00 × 10−1 5.95 × 10−2 1.97 × 10−2

7. Conclusions

It is of utmost importance that an asymptotic-numerical solution for second-order
variable coefficients linear SPP can match the boundary conditions exactly. For the linear
SPP, we proposed a novel boundary layer correction problem in the original coordinates
which can accurately capture the asymptotic behavior within the boundary layer and at
the same time preserve the boundary conditions. Therefore, the new mth-order asymptotic
solution is an improvement of the conventional asymptotic solution. Resorted on the free
functions in Theorems 1 and 2 as being the new variables, we exactly transformed the
linear SPP to the initial value problems for the 2(m + 1) new variables with the given zero
initial conditions and thus a newly developed iterative algorithm is converging very fast
to determine the 2(m + 1) unknown right-end values of the new variables and to find
the singularly perturbed asymptotic solution very quickly. Based on the new idea, we
provided a modification for the conventional asymptotic solution of the linear SPP, such
that the new asymptotic-numerical solution exactly satisfies the boundary conditions. In
doing so, the accuracy of the asymptotic-numerical solution was raised and the applicable
range of the perturbing parameter in the modified asymptotic solution can be extended to
a moderate value. More importantly, the modified asymptotic solution possesses the same
asymptotic behavior with the conventional asymptotic solution. For the special case with
q(x) = 0, we derived the sufficient conditions for the termination of the asymptotic series
solutions of outer and inner problems, and found that it may lead to the exact solution, if
d(r/p)/dx = kp holds for a nonzero value of k.
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Abstract: In this article, a scalar nonlinear integro-differential equation of second order and a non-
linear system of integro-differential equations with infinite delays are considered. Qualitative proper-
ties of solutions called the global asymptotic stability, integrability and boundedness of solutions of
the second-order scalar nonlinear integro-differential equation and the nonlinear system of nonlinear
integro-differential equations with infinite delays are discussed. In the article, new explicit qualitative
conditions are presented for solutions of both the second-order scalar nonlinear integro-differential
equations with infinite delay and the nonlinear system of integro-differential equations with infinite
delay. The proofs of the main results of the article are based on two new Lyapunov–Krasovskiı̌
functionals. In particular cases, the results of the article are illustrated with three numerical examples,
and connections to known tests are discussed. The main novelty and originality of this article are that
the considered integro-differential equation and system of integro-differential equations with infinite
delays are new mathematical models, the main six qualitative results given are also new.

Keywords: integro-differential equation; integro-differential system; first order; second order; infinite
delay; global asymptotic stability; boundedness; integrability; LKF

MSC: 34C11; 34D05; 34D20

1. Introduction

In the relevant literature, the global asymptotic stability, boundedness, integrability, etc.,
of linear and nonlinear integro-differential equations (IDEs) of the first order without delay,
scalar nonlinear delay integro-differential equations (DIDEs), nonlinear delay systems of IDEs
of the first order, functional differential equations (FDEs), etc., have attracted a lot of attention
from researchers. For a comprehensive treatment of the subject on the stability, boundedness,
integrability, etc., of solutions of first-order IDEs without delay, see, Alahmadi et al. [1],
Burton [2], Furumochi and Matsuoka [3], Grimmer and Seifert [4], Jordan [5], Lakshmikantham
and Rama Mohana Rao [6], Mohana Rao and Srinivas [7], Murakami [8], Rama Mohana Rao
and Raghavendra [9], Sedova [10], and the bibliographies therein.

We would now like to outline some qualitative results on IDEs without delay.
In the book of Burton [2], which can be considered as a reference book of integral

equations and IDEs, using the second Lyapunov method and the Lyapunov–Krasovskiı̆
functional (LKF) approach, various kind of stabilities of zero solutions, integrabilities of
solutions, as well as boundedness of solutions when F(t) �= 0 are discussed for the systems
of IDEs given by:

x′ = A(t)x +

t∫
0

C(t, s)x(s)ds,

Mathematics 2022, 10, 4235. https://doi.org/10.3390/math10224235 https://www.mdpi.com/journal/mathematics
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x′ = Ax +

t∫
0

C(t, s)x(s)ds + F(t),

x′ = Ax +

t∫
0

B(t − s)x(s)ds,

x′ = Ax +

t∫
0

D(t − s)x(s)ds + F(t),

x′ = A(t)x +

t∫
0

C1(t, s)x(s)ds +
t∫

0

C2(t, s)x(s)ds,

x′ = Ax + f (t, x) +
t∫

0

C(t, s)x(s)ds.

Next, the book of Lakshmikantham and Rama Mohana Rao [6] is also considered as
a reference book of the qualitative theory of IDEs. In the book of Lakshmikantham and
Rama Mohana Rao [6], using the second Lyapunov method, various qualitative behaviors
of solutions such as stability, uniform stability, asymptotic stability, uniform asymptotic
stability of zero solutions, as well as the integrability and boundedness of nonzero solutions
when f (t, x) �= 0 and g(t, y) �= 0, are discussed, and some interesting results are obtained
for the scalar or systems of IDEs given by:

u′ = αu +

t∫
0

a(t − s)u(s)ds,

u′ = α(t)u +

t∫
0

a(t, s)u(s)ds,

x′ = A(t)x +

t∫
0

K(t, s)x(s)ds,

x′ = Ax +

t∫
0

K(t, s)x(s)ds,

x′ = A(t)x +

t∫
−∞

K(t, s)x(s)ds + f (t, x),

x′ = Ax +

t∫
0

C(t − s)x(s)ds,

y′ = A(t)y +

t∫
0

C(t − s)y(s)ds + g(t, y).

Sedova [10] considered the nonlinear system of IDEs

x′ = G(t, x) +
t∫

0

H(t, s, x(s))ds.
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In [10], sufficient conditions for uniform asymptotic stability of the zero solution of
this system are obtained using the Razumikhin method. Similar qualitative results can be
found in the other sources mentioned above.

Next, for numerous results in relation to the stability, boundedness, integrability, etc.,
of solutions of scalar and vector DIDEs of the first order and DIDEs of fractional order,
see Berezansky and Braverman [11], Berezansky et al. [12], Du [13], Tunç and Tunç [14],
Funakubo et al. [15], Tunç and Tunç [16–18], Tunç [19], Tunç et al. [20], Xu [21], Wang [22],
Wang [23], Wang et al. [24], and the bibliographies therein.

We would now like to outline some of these qualitative results in relation to delay
integro-differential equations.

In Berezansky and Braverman [11], new explicit exponential stability conditions are
obtained for the non-autonomous scalar linear DIDE:

x′(t) =
m

∑
k=1

ak(t)x(hk(t)) +
t∫

g(t)

K(t, s)x(s)ds,

t ∈ [0, ∞), x ∈ R.

The proofs in the article of Berezansky and Braverman [11] are based on establishing
the boundedness of solutions and exponential dichotomy.

Next, in Berezansky et al. [12], uniform exponential stability of the linear delayed
integro-differential vector equation

x′(t) =
m

∑
k=1

Ak(t)x(hk(t)) +
l

∑
k=1

t∫
gk(t)

Pk(t, s)x(s)ds, t ∈ [0, ∞), x ∈ R
n,

is studied. In [12], the main technique of the proofs is splitting the linear expressions
in the equation (both with points and with distributed delays) into a “dominant” and a
“remainder” part, which can be achieved in a number of different ways, thus providing
a number of different criteria. The next important ingredient is the use of a Bohl–Perron-
type result stating that a linear equation is exponentially stable if the solutions of the
inhomogeneous counterpart of that equation are bounded.

In 1995, Du [13] considered the following system of linear DIDEs:

dx
dt

= Ax + Bx(t − τ(t)) +
t∫

t−τ(t)

Ω(t, s)x(s)ds,

where x ∈ Rn, t ∈ [0, ∞), τ is a non-negative and differentiable variable delay, A ∈ Rn×n,
B ∈ Rn×n and Ω(t, s) ∈ C(Rn×n,Rn×n). Du [13] is interested in constructing an LFK for this
system of DIDEs, which yields uniform asymptotic stability of zero solutions of this system.

Tunç and Tunç [14] considered the nonlinear system of IDDEs with the constant
time delay:

ẋ(t) = −A(t)x(t)− AdG(x(t − h)) + C
t∫

t−h

F(x(s))ds + Q(t, x(t), x(t − h)),

where x ∈ Rn is the sate vector, t ∈ [0, ∞), and h is a positive constant, that is, the constant
time delay. The authors [14] investigated the uniform asymptotic stability and integrability
of solutions when Q = 0 and boundedness of solutions when Q �= 0, based on the LKF
approach. Similar qualitative results for the IDDEs of integer and fractional order have
been obtained in [15–24].
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We now outline some papers in relation to the results of this article. Additionally, for
several classes of nonlinear scalar DIDEs of second order, linear and nonlinear two-dimensional
systems and nonlinear n-dimensional systems, numerous qualitative results can be seen in
the literature, see, e.g., Becker and Burton [25], Dishen [26], Hale and Kato [27], Berezansky
and Domoshnitsky [28], Crisci et al. [29], Gözen and Tunç [30], Graef and Tunç [31], and the
references of these sources. In particular, there is a scarcity of qualitative results for both scalar
DIDEs of second order and system of DIDEs of first order with infinite delays, which are
considered in this article.

In [25], Becker and Burton obtained a number of results on uniform stability and
equi-asymptotic stability of the zero solution of the FDE:

x′(t) = f (t, xt), (t ≥ 0),

where f : R× C → Rn, R = (−∞, ∞) is a continuous mapping with f (t, 0) = 0, and
f takes bounded sets into bounded sets. For some h > 0, C = C([−h, 0], Rn) denotes
the space of continuous functions φ : [−h, 0] → Rn. For any a ≥ 0, some t0 ≥ 0, and
x ∈ C([t0 − h, t0 + a], Rn), it is assumed that xt = x(t + s) for s ∈ [−h, 0] and t ≥ t0. They
also found results on the uniform stability of the Volterra functional equation:

x′(t) = F(t, x(s); α ≤ s ≤ t), (t ≥ t∗),

where, for −∞ ≤ α ≤ t∗, the right-hand side of this equation is a Volterra functional whose
value in Rn is determined by t ≥ t∗ and the values of x(s) for α ≤ s ≤ t. It is assumed that
F is continuous in t and x for t ≥ t∗ whenever x ∈ C([α, ∞),Rn) is bounded (see [25]).

In Becker and Burton [25], the investigations are based on the Lyapunov’s direct
method and Jensen’s inequality. Some results of Becker and Burton [25] are well illustrated
by examples, including the DIDEs of second order with infinite delay. In [25], as the first
application, the following DIDEs of second order with infinite delay is considered:

x′′ + tx′ +
t∫

−∞

a exp(− (t − s))x(s)ds = 0, a > 1. (1)

Next, in Becker and Burton [25], depending upon suitable Lyapunov–Krasovskiı̌
functionals (LKFs),

V(t) = V(t, x(.), y(.)) = y2 + ax2 +

t∫
−∞

a exp(−(t − s))y2(s)ds, (2)

the authors proved that the zero solution of DIDE (1) is uniformly stable for t ≥ t∗.
In addition, in the same paper of Becker and Burton [25], as the second application,

the authors considered the following non-linear DIDE of second order with infinite delay:

x′′ + t f (x)x′ +
t∫

−∞

γ(t − s)g(x(s))ds = 0. (3)

Becker and Burton [25], using the following two multi-functional approaches of
the LKFs:

U(t) =U(t, x(.), z(.)) =

⎡⎣z −
t∫

−∞

T(t − s)g(x(s))ds

⎤⎦2

− 2
x∫

0

g̃(s)ds

+ K
t∫

−∞

∞∫
t−s

|T(u)|du g2(x(s))ds, (4)
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and

V(t) = V(t, x(.), z(.)) =y2 + 2T(0)g(x)− 2
x∫

0

g̃(s)ds

+ D
t∫

−∞

∞∫
t−s

|T(u)|du y2(s)ds, (5)

where T(t) =
∞∫
t

γ(u)du, F(x) =
x∫

0
f (u)du, g̃(x) = T(0)g(x)− F(x), K and D are positive

constants such that |g′(x)| ≤ D for |x| < δ, δ > 0, δ ∈ R, obtained sufficient conditions for
both the uniform and equi-asymptotic stability of zero solution of DIDE (3).

We should note that the first reference paper for this research is the paper of Becker
and Burton [25]. Motivated by Becker and Burton [25], in this article, first, we are concerned
with the nonlinear DIDE of second order with infinite delay:

x′′ + a(t)F(t, x, x′) + b(t)G(x, x′) + c(t)H(x′) + d(t)Q(x)

+

t∫
−∞

exp(− (t − s))U
(
s, x′(s)

)
ds = E(t, x, x′), (6)

where x ∈ R, R = (−∞, ∞), x(t) = φ(t) on (−∞, 0], s, t ∈ R, t ≥ s. We suppose that
F, E ∈ C(R+ ×R2,R),R+ = [0, ∞), G, U ∈ C(R×R,R),H, Q ∈ C(R,R), F(t, x, 0) = 0,
G(x, 0) = 0, H(0) = 0, Q(0) = 0, U(s, 0) = 0, a, b, c ∈ C(R+, (0, ∞)) and d ∈ C1(R+,R+),
where C(R+, (0, ∞)) is the space of functions defined and continuous on R+, taking values
in (0, ∞), and C1(R+,R+) is the space of functions defined and continuously differentiable
on R+, taking values in R+.

We convert DIDE (6) to the following system:

x′ =y,

y′ =− a(t)F(t, x, y)− b(t)G(x, y)− c(t)H(y)− d(t)Q(x)

−
t∫

−∞

exp(−(t − s))U(s, y(s))ds + E(t, x, y). (7)

As for our next reference paper, Dishen [26] deals with the following linear system of
DIDEs with infinite delay:{

x′ = A(t)x +
∫ t
−∞ C(t, s)ds + f (t),

y′ = A(t)y +
∫ t
−∞ C(t, s)ds + f (t),

(8)

and the author investigates the properties of this system such as the boundedness of
solutions as well as the h-stability of this system. These properties of solutions are studied
by using a phase space and the space Ch (which is somewhat different from the traditional
phase space for infinite delay, in the sense of Hale and Kato [27]). In [26], the LKF

V(t, xt, yt) = |x(t)− y(t)|+
t∫

−∞

∞∫
t

h(s − u)|x(s)− y(s)|duds. (9)
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In this article, secondly, motivated from the results of Dishen [26], instead of the
linear system of DIDEs (8), we investigate the following non-linear system of DIDEs with
infinite delay: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

x′ = −A1(t) f1(x) +
t∫

−∞
C1(t, s)g1(x(s))ds + �1(t, x),

y′ = A2(t) f2(y) +
t∫

−∞
C2(t, s)g2(y(s))ds + �2(t, y),

(10)

where x, y, s, t ∈ R, x(t) = φ(t) on (−∞, 0], s, t ∈ R, t ≥ s. We suppose that A1, A2 ∈
C(R, (0, ∞)), C1, C2 ∈ C(R×R, R), f1, f2, g1, g2 ∈ C(R,R), f1(0) = 0, f2(0) = 0, g1(0) =
0, g2(0) = 0, �1, �2 ∈ C(R×R, R), �1(t, 0) = 0 and �2(t, 0) = 0.

In this article, we construct new sufficient qualitative conditions on the global asymp-
totic stability, boundedness, and integrability of solutions for both the scalar nonlinear
DIDE (6) of second order and the non-linear system of DIDEs (10) with infinite delays.
Defining and then using these two new LKFs, the main results of this article are proved. In
special cases of (6) and (10), three examples are given as numerical applications to illustrate
and verify our results. We aim to provide some new contributions to qualitative theory of
FDEs and some known results in the relevant literature.

Scientific interest in both of these kinds of FDEs with infinite delays is not purely
theoretical. Indeed, there are numerous and very interesting real-world applications for
these kinds of FDEs with infinite delays. For example, for various real-world applications
of such scalar FDEs of second order and two-dimensional systems of FDEs with infinite
delays, we refer the readers to look at the books of Fridman [32], Gopalsamy [33], Hale
and Verduyn Lunel [34], Hsu [35], Kolmanovskii and Myshkis [36], Rihan [37], Smith [38],
Yoshizawa [39], and the bibliographies therein.

The paper is organized as follows. Section 2 contains four new qualitative results on
the global asymptotic stability, the integrability of solutions of (6) and (10), and a numerical
application for the particular case of (6). In Section 3, we obtain two new theorems on the
bounded solutions of (6) and (10), and in particular cases for (6) and (10), two examples
are given as numerical applications of these results. In Section 4, we compare qualitative
results of the present paper with known ones, as well as discuss some open problems for
future research.

2. Stability and Integrability

As we know from the relevant literature according to the LKF approach, to investigate
the qualitative behaviors of solutions of FDEs, it is needed to construct suitable LKFs for the
problems under study. The construction of LKFs for linear and nonlinear FDE still remains
as an open problem in literature by this time. There is no general method to construct LKFs.
When an LKF is defined or constructed, the essential question is whether the LKF has to be
positive definite and its time derivative along solutions of the considered FDE has to be
negative semidefinite or negative definite such that the stability or asymptotic stability of
the solutions can be guaranteed, respectively. In this section, we take into consideration
these facts and define two new LKFs to achieve the aim of this paper.

We define two new LKFs, L = L(t, xt, yt) and W = W(t, xt, yt), which are given by:

L(t, xt, yt) = d(t)
x∫

0

Q(ξ)dξ +
1
2

y2 + γ

t∫
−∞

exp(−(t − s))U2(s, y(s))ds, (11)
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and

W(t, xt, yt) =|x(t)|+ |y(t)|+ ρ1

t∫
−∞

∞∫
t

|C(u, s)| |g1(x(s))|duds

+ ρ2

t∫
−∞

∞∫
t

|C(u, s)| |g2(x(s))|duds, (12)

where γ , ρ1 and ρ2 are positive constants, and they will be chosen in the coming proofs.
LKF (11) and LKF (12) are our basic tools in the proofs of the new results: Theorems 1, 3, 5
and Theorems 2, 4, 6, of this paper, respectively.

We now give the stability, integrability, and boundedness results of solutions of
DIDE (6) and prove them using the LKF approach. At the first, we present the fundamental
assumptions, called (A1)–(A4), of the main results of Theorems 1, 3, and 5 for DIDE (6):

(A1) There are positive constants F0, G0, H0 and Q0 such that:

a(t) ≥ 1, b(t) ≥ 1, c(t) ≥ 1, d(t) ≥ 1, d′(t) ≥ 0, ∀t ∈ R
+,

F(t, x, 0) = 0, yF(t, x, y) ≥ F0y2, ∀t ∈ R
+, ∀y �= 0 as x, y ∈ R,

G(x, 0) = 0, yG(x, y) ≥ G0y2, ∀y �= 0 as x, y ∈ R,

H(0) = 0, yH(y ≥ H0y2, ∀y �= 0 as y ∈ R,

Q(0) = 0, xQ(x) ≥ Q0x2, ∀x �= 0 as x ∈ R.

(A2) There is a positive constant U0 such that:

U(t, 0) = 0, U2(t, y) ≤ U2
0 y2, ∀t, y ∈ R.

(A3) There are positive constants F0, G0, H0 from (A1) and U0 from (A2) and �0 such that:

F0a(t) + G0b(t) + H0c(t)− 2−1U2
0 − 2−1 ≥ �0, ∀t ∈ R

+.

(A4) Let λ be a continuous function such that:

|E(t, x, y)| ≤ |λ(t)| |y|, ∀t ∈ R
+, ∀x, y ∈ R,

and there are positive constants F0, G0, H0 from (A1) and U0 from (A2) and h̄0 such
that:

F0a(t) + G0b(t) + H0c(t)− |λ(t)| − 2−1U2
0 − 2−1 ≥ h̄0, ∀t ∈ R

+.

As for the next step, we introduce the basic assumptions, called (C1)–(C3) of the main
results, Theorems 2, 4, and 6 for the system of DIDEs (10) with infinite delay:

(C1) There are positive constants f10, g10, f20, g20 and functions α0, β0 ∈ C(R+, (0, ∞))
such that

f1(0) = 0, x f1(x) ≥ f10x2, g1(0) = 0, |g1(x)| ≤ g10|x|, ∀x �= 0 as x ∈ R,

f2(0) = 0, y f2(y) ≥ f20y2, g2(0) = 0, |g2(y)| ≤ g20|y|, ∀y �= 0 as y ∈ R,

�1(t, 0) = 0, |�1(t, x)| ≤ α0(t)|x|, �2(t, 0) = 0, |�2(t, y)| ≤ β0(t)|y|,
∀t ∈ R

+, ∀x, y �= 0 as x, y ∈ R.
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(C2)
∞∫

t

|C1(u, t)|du < ∞,
∞∫

t

|C2(u, t)|du < ∞.

(C3) There are positive constants f10, g10, f20, and g20 from (C1) and h0, h1 such that:

f10 A1(t)− α0(t)− g10

∞∫
t

|C1(u, t)|du ≥ h0

and

f20 A2(t)− β0(t)− g20

∞∫
t

|C2(u, t)|du ≥ h1, ∀t ∈ R
+,R+ = [0, ∞).

First, we give the following new global asymptotic stability theorem of (6), which is
equivalent to system (7).

Theorem 1. If (A1)–(A3) hold and E(t, x, y) ≡ 0, then the trivial solution of (7) is global asymp-
totic stable.

Proof. We consider the LKF L(t, xt, yt) of (11). Hence, it is obvious that

L(t, xt, yt) = 0 iff x = y = 0.

By virtue of (A1), we obtain:

L(t, xt, yt) = d(t)
x∫

0

Q(ξ)

ξ
ξdξ +

1
2

y2 + γ

t∫
−∞

exp(−(t − s))U2(s, y(s))ds

≥ d(t)
x∫

0

Q(ξ)

ξ
ξdξ +

1
2

y2

≥ 1
2

Q0x2 +
1
2

y2,

i.e., we obtain:

L(t, xt, yt) ≥ 1
2

Q0x2 +
1
2

y2. (13)

By the time derivative of the LKF (11) along solutions of system (7), we obtain:

d
dt

L(t, xt, yt) =− a(t)yF(t, x, y)− b(t)yG(x, y)− c(t)yH(y)

− d′(t)
x∫

0

H(ξ)dξ − y
t∫

−∞

exp(−(t − s))U(s, y(s))ds

+ γU2(t, y)− γ

t∫
−∞

exp(−(t − s))U2(s, y(s))ds.

Hence, according to (A1) and (A2), we have:

d
dt

L(t, xt, yt) ≤− F0a(t)y2 − G0b(t)y2 − H0c(t)y2 − d′(t)
x∫

0

H(ξ)dξ
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+
1
2

t∫
−∞

exp(−(t − s))
[
y2(t) + U2(s, y(s))

]
ds

+ γU2(t, y)− γ

t∫
−∞

exp(−(t − s))U2(s, y(s))ds

≤−
[

F0a(t) + G0b(t) + H0c(t)− 2−1
]
y2

+
1
2

t∫
−∞

exp(−(t − s))U2(s, y(s))ds

+ γU2(t, y)− γ

t∫
−∞

exp(−(t − s))U2(s, y(s))ds

≤−
[

F0a(t) + G0b(t) + H0c(t)− 2−1
]
y2

+
1
2

t∫
−∞

exp(−(t − s))U2(s, y(s))ds

+
(

γU2
0

)
y2 − γ

t∫
−∞

exp(−(t − s))U2(s, y(s))ds. (14)

Let γ = 1
2 . Then, according to (A3), we obtain from (14) that:

d
dt

L(t, xt, yt) ≤−
[

F0a(t) + G0b(t) + H0c(t)− 2−1U2
0 − 2−1

]
y2

≤− (�0)y2 ≤ 0. (15)

The inequalities (13) and (15) together imply that the trivial solution of system (7) is
stable, when E(t, x, y) ≡ 0. Next, d

dt L(t, xt, yt) = 0 if y = 0. Since y = dx
dt , then dx

dt = 0.
Hence, integrating this term, we have x(t) = ξ, ξ ∈ R, say ξ �= 0. When we take x(t) = ξ
and y(t) = 0 into system (7), we derive that Q(ξ) = 0. It is obvious that Q(ξ) = 0 if ξ = 0.
Consequently, the largest invariant set is {(0, 0)}. Thus, the trivial solution of system (7) is
global asymptotic stable. This is the end of proof.

Second, we present the following new global asymptotic stable theorem of (10).

Theorem 2. If (C1)–(C3) hold, then the trivial solution of (10) is global asymptotic stable.

Proof. According to the LKF of (12), we derive that:

W(t, 0, 0) = 0 and W(t, xt, yt) ≥ |x(t)|+ |y(t)|.

From the LKF (12) and system (10), by the virtue of (C1)–(C3), we obtain:

d
dt

W(t, xt, yt) ≤− A1(t)| f1(x)|+
t∫

−∞

|C1(t, s)| |g1(x(s))|ds + |�1(t, x)|

− A2(t)| f2(y)|+
t∫

−∞

|C2(t, s)| |g2(y(s))|ds + |�2(t, y)|
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+ ρ1

∞∫
t

|C1(u, t)| |g1(x(t))|du − ρ1

t∫
−∞

|C1(t, s)||g1(x(s))|ds

+ ρ2

∞∫
t

|C2(u, t)| |g2(y(t))|du − ρ2

t∫
−∞

|C2(t, s)| |g2(y(s))|ds. (16)

Let ρ1 = ρ2 = 1. Then, (16) implies that:

d
dt

W(t, xt, yt) ≤− A1(t)| f1(x)|+ |�1(t, x)| − A2(t)| f2(y)|+ |�2(t, y)|

+

∞∫
t

|C1(u, t)| |g1(x(t))|du +

∞∫
t

|C2(u, t)| |g2(y(t))|du. (17)

According to (C1)–(C3), from (17), we obtain:

d
dt

W(t, xt, yt) ≤− f10 A1(t)|x|+ α0(t)|x| − f20 A2(t)|y|+ β0(t)|y|

+ g10|x|
∞∫

t

|C1(u, t)|du + g20|y|
∞∫

t

|C2(u, t)|du

=−
⎡⎣ f10 A1(t)− α0(t)− g10

∞∫
t

|C1(u, t)|du

⎤⎦|x|
−
⎡⎣ f20 A2(t)− β0(t)− g20

∞∫
t

|C2(u, t)|du

⎤⎦ |y|

≤ − h0|x| − h1|y| < 0, (x �= 0, y �= 0).

Hence, we arrive at the end of the proof of Theorem 2.

We now present the following new integrability theorem of (6), which is equivalent to
system (7).

Theorem 3. If (A1)–(A3) hold and E(t, x, y) ≡ 0, then the square derivatives of solutions of (7)
are integrable.

Proof. According to (A1)–(A3) and E(t, x, y) ≡ 0, we obtain:

d
dt

L(t, xt, yt) ≤ − (�0)y2 ≤ 0.

Taking into account that the LKF L(t, xt, yt) is decreasing and then integrating the
inequality above, we obtain:

∞∫
0

y2(η)dη < +∞.

Thus, this result verifies the idea of Theorem 3. Here, the integrability concept is in
the sense of Lebesgue.

We now introduce the following new integrability result of (10).

Theorem 4. If (C1)–(C3) hold, then the solutions of (10) are integrable.
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Proof. By virtue of (C1)–(C3), we have:

d
dt

W(t, xt, yt) ≤ − h0|x| − h1|y| ≤ 0.

This relation shows that the LKF W(t, xt, yt) is decreasing. According to this informa-
tion, it follows that W(t, xt, yt) ≤ W(0, x0, y0) = W0, W0 > 0, W0 ∈ R. Integrating,

h0

t∫
0

|x(s)|ds + h1

t∫
0

|y(s)|ds ≤ W(0, x0, y0)− W(t, xt, yt) ≤ W(0, x0, y0) = W0.

Consequently, we obtain:

∞∫
0

|x(s)|ds ≤ h−1
0 W0 < ∞ and

∞∫
0

|y(s)|ds ≤ h−1
1 W0 < ∞,

where the integrability concept is in the sense of Lebesgue. This is the end of the proof.

We now give an example as numerical applications of the global asymptotic stability
and integrability theorems, Theorems 1 and 3.

Example 1. For the case E(t, x, y) ≡ 0 of (7), we take into consideration the following nonlinear
DIDE of second order with infinite delay:

x′′ + (2 − exp(−t))
(

25 + exp(−t2 − x2 − (x′)2
)
)

x′ +
(

1 +
1

1 + t6

)(
16 + x4 + (x′)2

)
x′

+ (1 + exp(−t))
(

4 + (x′)4
)

x′ +
(

4 − 3
1 + 2 exp(t)

)
x

+

t∫
−∞

exp(−(t − s))
2x′(s)√

1 + s2 + (x′(s))2
ds = 0. (18)

Then, the DIDE (18) is converted to the following system:

x′ =y,

y′ =− (2 − exp(−t))
(

25 + exp(−t2 − x2 − y2)
)

y −
(

1 +
1

1 + t6

)(
16 + x4 + y2

)
y

− (1 + exp(−t))
(

4 + y4
)

y −
(

4 − 3
1 + 2 exp(t)

)
x

−
t∫

−∞

exp(−(t − s))
2y(s)√

1 + s2 + y2(s)
ds. (19)

From the comparison of (19) and (7) and some elementary calculations, we have the following data:

a(t) = 2 − exp(−t) ≥ 1, t ≥ 0,

b(t) = 1 +
1

1 + t6 ≥ 1,

c(t) = 1 + exp(−t) ≥ 1, t ≥ 0,

d(t) = 4 − 3
1 + 2 exp (t)

≥ 1,
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d′(t) = 6 exp(t)

(1 + 2 exp(t))2 ≥ 0;

F(t, x, y) =
(

25 + exp(−t2 − x2 − y2)
)

y,

F(t, x, 0) = 0,

yF(t, x, y) = y2
(

25 + exp(−t2 − x2 − y2)
)
≥ 25y2, F0 = 25;

G(x, y) =
(

16 + x4 + y2
)

y, G(x, 0) = 0,

yG(x, y) = y2
(

16 + x4 + y2
)
≥ 16y2, G0 = 16;

H(y) =
(

4 + y4)
)

y, H(0) = 0,

yH(y) = y2
(

4 + y4)
)
≥ 4y2, H0 = 4;

Q(x) = x, Q(0) = 0,

xQ(x) = x2, Q0 = 1;

U(t, y) =
2y√

1 + t2 + y2
,

U(t, 0) = 0, U2(t, y) =
4y2

1 + t2 + y2 ≤ 4y2, U2
0 = 4;

F0a(t) + G0b(t) + H0c(t)− 2−1U2
0 − 2−1

= 25 × (2 − exp(−t)) + 16 ×
(

1 +
1

1 + t6

)
+4 × (1 + exp(−t))− 5

2
≥ 85

2
= �0 > 0.

According to the data above, (A1)–(A3) of Theorems 1 and 3 hold. Thus, the trivial solution of
DIDE (18) is globally asymptotically stable and the square of the derivatives of its solutions are integrable.

The next section studies the boundedness of solutions of (6) and (10).

3. Boundedness

In this section, we prove two new theorems, Theorems 5 and 6, on the bounded
solutions of DIDE (6), which is equivalent to system (7), and system of DIDEs (10). In
particular cases of (6) and (10), two examples are given as numerical applications of
Theorems 5 and 6, respectively.

The following Theorem 5 investigates the boundedness of solutions of system (7).

Theorem 5. If (A1), (A2), and (A4) hold, then the solutions of system (7) and their derivatives
are bounded.

Proof. Clearly, by virtue of (A1), (A2), and (A4), we obtain the inequality of (13) and the
following result:
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d
dt

L(t, xt, yt) ≤−
[

F0a(t) + G0b(t) + H0c(t)− 2−1U2
0 − 2−1

]
y2 + yE(t, x, y)

≤−
[

F0a(t) + G0b(t) + H0c(t)− 2−1U2
0 − 2−1

]
y2 + |y| |E(t, x, y)|

≤ −
[

F0a(t) + G0b(t) + H0c(t)− |λ(t)| − 2−1U2
0 − 2−1

]
y2

≤− (h̄0)y2 ≤ 0. (20)

According to (20), the LKF L(t, xt, yt) is decreasing, i.e.,

L(t, xt, yt) ≤ L(t0, xt0 , yt0), ∀t ≥ t0.

Hence, from (13) and (20), we obtain:

1
2

Q0x2 +
1
2

y2 ≤ L(t, xt, yt) ≤ L(t0, xt0 , yt0),

where L(t0, xt0 , yt0) is a positive constant. This inequality verifies that the solutions of
system (7) are bounded.

The following Theorem 6 investigates the boundedness of solutions of system (10).

Theorem 6. If (C1)–(C3) hold, then the solutions of system (10) are bounded.

Proof. It is noted from Theorem 2 that

|x(t)|+ |y(t)| ≤ W(t, xt, yt).

Next, by (C1)–(C3) of Theorem 6, we obtain that:

d
dt

W(t, xt, yt) ≤ 0.

As a consequence of both of the results above, we can conclude that:

|x(t)|+ |y(t)| ≤ W(t, xt, yt) ≤ W(t0, xt0 , yt0) ≡ W0 > 0, W0 ∈ R, t ≥ t0.

Consequently,
|x(t)| ≤ W0 and |y(t)| ≤ W0, ∀t ≥ t0.

Thus, clearly, the solutions of system (10) are bounded.

We now give two examples as numerical applications of Theorems 2 and 5 and Theo-
rems 4 and 6, respectively.

Example 2. For the case E(t, x, y) �= 0, we take into consideration the following nonlinear DIDE
of second order with infinite delay:

53



Mathematics 2022, 10, 4235

x′′ + (2 − exp(−t))
(

25 + exp(−t2 − x2 − (x′)2
)
)

x′ +
(

1 +
1

1 + t6

)(
16 + x4 + (x′)2

)
x′

+ (1 + exp(−t))
(

4 + (x′)4
)

x′ +
(

4 − 3
1 + 2 exp(t)

)
x

+

t∫
−∞

exp(−(t − s))
2x′(s)√

1 + s2 + (x′(s))2
ds.

=
2x′

1 + t2 + x2 + (x′)2 . (21)

Then, the DIDE (21) is converted to the following system:

x′ =y,

y′ =− (2 − exp(−t))
(

25 + exp(−t2 − x2 − y2)
)

y −
(

1 +
1

1 + t6

)(
16 + x4 + y2

)
y

− (1 + exp(−t))
(

4 + y4
)

y −
(

4 − 3
1 + 2 exp(t)

)
x

−
t∫

−∞

exp(−(t − s))
2y(s)√

1 + s2 + y2(s)
ds +

2y
1 + t2 + x2 + y2 . (22)

As for the next step, the discussions and the estimates relation to the functions a(t), b(t),
c(t), d(t), F, G, H, Q, and U of Example 1 hold for Example 2, too. Hence, the former previous

discussions will not be given here for these functions once again. As for the next step for the function
E of Example 2, it is given by:

E(t, x, y) =
2y

1 + t2 + x2 + y2 .

Hence, we derive:

|E(t, x, y)| = 2|y|
1 + t2 + x2 + y2 ≤ 2|y|

1 + t2 = λ(t)|y|,

where

λ(t) =
2

1 + t2 , t ≥ 0.

F0a(t) + G0b(t) + H0c(t)− |λ(t)| − 2−1U2
0 − 2−1

=25 × (2 − exp(−t)) + 16 ×
(

1 +
1

1 + t6

)
+ 4 × (1 + exp(−t))− 2

1 + t2 − 5
2
≥ 81

2
= h̄0 > 0.

Then, the conditions of Theorem 5 hold. Thus, the solutions of system (22) and their derivatives
are bounded.

Remark 1. It is seen from Theorems 1–3 that we do need the differentiability of the functions
a(t), F, b(t), G, c(t), H, Q, U, and E. This case is an advantage for the results of this paper,
Theorems 1–3, and leads to a weaker condition for these results.
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Example 3. We consider the following nonlinear system of DIDEs with infinite delay, which is
included by (10):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

x′ = − (1 + exp(t2))
(

24πx + x
1+exp(x2)

)
+

t∫
−∞

1
1+t2+s2

x(s)
1+x4(s)ds

+ x
(1+t6)(1+exp(x2))

,

y′ = − (1 + exp(t4))
(

24πy + y
1+exp(y2)

)
+

t∫
−∞

1
1+4t2+4s2

3y(s)
1+y4(s)ds

+ y
(1+t6)(1+exp(y2))

.

(23)

From the comparison of systems (23) and (10) and some elementary calculations, we have the
following data:

A1(t) = 1 + exp(t2),

A2(t) = 1 + exp(t4),

f1(x) = 24πx +
x

1 + exp(x2)
,

f1(0) = 0, x f1(x) = 24πx2 +
x2

1 + exp(x2)
≥ 24πx2, f10 = 24π;

f2(y) = 24πy +
y

1 + exp(y2)
,

f2(0) = 0, y f2(y) = 24πy2 +
y2

1 + exp(y2)
≥ 24πy2, f20 = 24π;

C1(t, s) =
1

1 + t2 + s2 ,

∞∫
t

C1(u, t)du =

∞∫
t

1
1 + u2 + t2 du ≤

∞∫
t

1
1 + u2 du

≤
∞∫

0

1
1 + u2 du =

π

2
< ∞;

C2(t, s) =
1

1 + 4t2 + 4s2 ,

∞∫
t

C2(u, t)du =

∞∫
t

1
1 + 4u2 + 4t2 du ≤

∞∫
t

1
1 + 4u2 du

≤
∞∫

0

1
1 + 4u2 du =

π

4
< ∞;

g1(x) =
2x

1 + x4 , g1(0) = 0, |g1(x)| ≤ 2|x|, g10 = 2;

g2(y) =
3y

1 + y4 , g2(0) = 0, |g2(y)| ≤ 3|y|, g20 = 3;

�1(t, x) =
x

(1 + t6)(1 + exp(x2))
, �1(t, 0) = 0,

|�1(t, x)| ≤ |x|
1 + t6 , α0(t) =

1
1 + t6 ;
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�2(t, y) =
y

(1 + t6)(1 + exp(y2))
, �2(t, 0) = 0,

|�2(t, y)| ≤ |y|
1 + t6 , β0(t) =

1
1 + t6 ;

f10 A1(t)− α0(t)− g10

∞∫
t

|C1(u, t)|du = 24π
(

1 + exp(t2)
)
− 1

1 + t6 − π

> 23π = h0;

f20 A2(t)− β0(t)− g20

∞∫
t

|C2(u, t)|du = 24π
(

1 + exp(t4)
)
− 1

1 + t6 − 3π

4

> 23π = h1.

According the data above, (C1)–(C3) of Theorems 2, 4, and 6 hold. Thus, the trivial solution of
the non-linear system of DIDEs (23) is globally asymptotically stable, and the solutions of (23) are
also integrable and bounded.

4. Conclusions and Discussion

In this part, we compare Theorems 1–6 of this paper with some articles in the references
of this paper.

(1) DIDEs (1) and (3) are particular cases of our DIDE (6). Next, our LKF (11) is different
from the LKFs (2), (4), and (5). This is our first contribution.

(2) The system of IDEs (8) with infinite delay is linear. Our system of IDEs (10) with
infinite delay is nonlinear. The system of IDEs (10) with infinite delay generalizes and
improves the linear system (8). Next, our LKF (12) is different from the LKF (9). This
is our second contribution.

(3) The uniform stability of solutions of DIDE (1) and the uniform and equi-asymptotic
stability of the zero solution of DIDE (3) are investigated using the LKF method. In our
paper, we investigate the global asymptotic stability, boundedness, and integrability of
solutions of DIDE (6) using the LKF method. As it is seen our results, we established the
different qualitative concepts of our solutions. Next, in the past literature, some stability
concepts are discussed. In our paper, in addition to the global asymptotic stability concept,
we also study boundedness and integrability of solutions, which are different from the
uniform and equi-asymptotic stability concepts. These are our third contributions.

(4) h-uniformly stability, h-uniformly asymptotically stability, and h-bounded solutions
of the system of IDEs (8) with infinite delay are discussed by using a phase space
and the LKF method. In this paper, the global asymptotic stability of zero solution,
boundedness, and integrability of solutions of (10) are discussed by the LKF method.
These qualitative concepts are a bit different from the h-uniformly stability, h-uniformly
asymptotically stability, and h-bounded solutions because of the defined norm. These
are our next contributions.

(5) As numerical applications of the results of this paper, we provide three examples, Exam-
ples 1–3, to illustrate the applications of Theorems 1–6 of this paper. Examples 1–3 are
also new contributions of this paper.

(6) To the best of our knowledge, the scalar nonlinear DIDE (6) of second order and the
non-linear system of IDEs (10) with infinite delays are new mathematical models.
Qualitative behaviors of solutions of these mathematical models have not been in-
vestigated in the relevant literature as of yete. Hence, the new results of this paper,
Theorems 1–6, and the illustrative Examples 1–3 are complementary outcomes of this
paper to the theory of FDEs.
As some open problems for future researches, we would like to suggest that qualitative
properties of fractional forms of the scalar nonlinear DIDE (6) of second order with
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infinite delay and the non-linear system of DIDEs (10) with infinite delay can be
investigated.

Author Contributions: Conceptualization, C.T. and O.T.; Data curation, O.T. and C.T.; Formal
analysis, C.T. and O.T.; Methodology, C.T. and O.T.; Project administration, C.T.; Validation, C.T.;
Visualization, C.T. and O.T.; Writing—original draft, O.T. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to thank the anonymous referees and the handling Editor
for many useful comments and suggestions, leading to a substantial improvement in the presentation
of this article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Alahmadi, F.; Raffoul, Y.N.; Alharbi, S. Boundedness and stability of solutions of nonlinear Volterra integro-differential equations.
Adv. Dyn. Syst. Appl. 2018, 13, 19–31.

2. Burton, T.A. Volterra Integral and Differential Equations, 2nd ed.; Mathematics in Science and Engineering, 202; Elsevier B.V.:
Amsterdam, The Netherlands, 2005.

3. Furumochi, T.; Matsuoka, S. Stability and boundedness in Volterra integro-differential equations. Mem. Fac. Sci. Eng. Shimane
Univ. Ser. B Math. Sci. 1999, 32, 25–40.

4. Grimmer, R.; Seifert, G. Stability properties of Volterra integro-differential equations. J. Differ. Equ. 1975, 19, 142–166.
5. Jordan, G.S. Asymptotic stability of a class of integro-differential systems. J. Differ. Equ. 1979, 31, 359–365.
6. Lakshmikantham, V.; Rao, M.R.M. Theory of Integro-Differential Equations. In Stability and Control: Theory, Methods and

Applications, 1; Gordon and Breach Science Publishers: Lausanne, Switzerland, 1995.
7. Rao, M.R.M.; Srinivas, P. Asymptotic behavior of solutions of Volterra integro-differential equations. Proc. Am. Math. Soc. 1985,

94, 55–60.
8. Murakami, S. Exponential asymptotic stability for scalar linear Volterra equations. Differ. Integral Equ. 1991, 4, 519–525.
9. Rao, M.R.M.; Raghavendra, V. Asymptotic stability properties of Volterra integro-differential equations. Nonlinear Anal. 1987, 11,

475–480.
10. Sedova, N. On uniform asymptotic stability for nonlinear integro-differential equations of Volterra type. Cybern. Phys. 2019, 8,

161–166.
11. Berezansky, L.; Braverman, E. On exponential stability of linear delay equations with oscillatory coefficients and kernels. Differ.

Integral Equ. 2022, 35, 559–580.
12. Berezansky, L.; Diblík, J.; Svoboda, Z.; Šmarda, Z. Uniform exponential stability of linear delayed integro-differential vector

equations. J. Differ. Equ. 2021, 270, 573–595.
13. Du, X.T. Some kinds of Liapunov functional in stability theory of RFDE. Acta Math. Appl. Sin. 1995, 11, 214–224.
14. Tunç, C.; Tunç, O. On the stability, integrability and boundedness analyses of systems of integro-differential equations with

time-delay retardation. Rev. Real Acad. Cienc. Exactas Físicas Nat. Ser. A Matemáticas 2021, 115, 115. [CrossRef]
15. Funakubo, M.; Hara, T.; Sakata, S. On the uniform asymptotic stability for a linear integro-differential equation of Volterra type. J.

Math. Anal. Appl. 2006, 324, 1036–1049. [CrossRef]
16. Tunç, C.; Tunç, O. New results on the stability, integrability and boundedness in Volterra integro-differential equations. Bull.

Comput. Appl. Math. 2018, 6, 41–58.
17. Tunç, C.; Tunç, O. New results on the qualitative analysis of integro-differential equations with constant time-delay. J. Nonlinear

Convex Anal. 2022, 23, 435–448.
18. Tunç, C.; Tunç, O. Solution estimates to Caputo proportional fractional derivative delay integro–differential equations. Rev. Real

Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. 2023, 117, 12. [CrossRef]
19. Tunç, O. Stability, instability, boundedness and integrability of solutions of a class of integro-delay differential equations. J.

Nonlinear Convex Anal. 2022, 23, 801–819.
20. Tunç, C.; Wang, Y.; Tunç, O.; Yao, J.-C. New and Improved Criteria on Fundamental Properties of Solutions of Integro-Delay

Differential Equations with Constant Delay. Mathematics 2021, 9, 3317. [CrossRef]
21. Xu, D. Asymptotic behavior of Volterra integro-differential equations. Acta Math. Appl. Sin. 1997, 13, 107–110.
22. Wang, Q.Y. Stability of a class of Volterra integrodifferential equations. J. Huaqiao Univ. Nat. Sci. Ed. 1998, 19, 1–5.
23. Wang, Q.Y. Asymptotic stability of functional-differential equations with infinite time-lag. J. Huaqiao Univ. Nat. Sci. Ed. 1998, 19,

329–333.
24. Wang, L.; Du, X.T. The stability and boundedness of solutions of Volterra integro-differential equations. Acta Math. Appl. Sin.

1992, 15, 260–268.

57



Mathematics 2022, 10, 4235

25. Becker, L.C.; Burton, T.A. Asymptotic stability criteria for delay-differential equations. Proc. R. Soc. Edinb. Sect. A 1988, 110, 31–44.
26. Dishen, J. Stability and boundedness of solutions of Volterra integral differential equations with infinite delay. Ann. Differ. Equ.

2006, 22, 256–260.
27. Hale, J.K.; Kato, J. Phase space for retarded equations with infinite delay. Funkcial. Ekvac. 1978, 21, 11–41.
28. Berezansky, L.; Domoshnitsky, A. On stability of a second order integro-differential equation. Nonlinear Dyn. Syst. Theory 2019, 19,

117–123.
29. Crisci, M.R.; Kolmanovskii, V.B.; Russo, E.; Vecchio, A. Stability of continuous and discrete Volterra integro-differential equations

by Liapunov approach. J. Integral Equ. Appl. 1995, 7, 393–411.
30. Gözen, M.; Tunç, C. Stability in functional integro-differential equations of second order with variable delay. J. Math. Fundam. Sci.

2017, 49, 66–89.
31. Graef, J.R.; Tunç, C. Continuability and boundedness of multi-delay functional integro-differential equations of the second order.

Rev. Real Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. 2015, 109, 169–173. [CrossRef]
32. Fridman, E. Introduction to Time-Delay Systems Analysis and Control. In Systems & Control: Foundations & Applications;

Birkhäuser: Basel, Switzerland; Springer: Cham, Switzerland, 2014.
33. Gopalsamy, K. Stability and oscillations in delay differential equations of population dynamics. In Mathematics and Its Applications,

74; Kluwer Academic Publishers Group: Dordrecht, The Netherlands, 1992.
34. Hale, J.K.; Verduyn Lunel, S.M. Introduction to functional-differential equations. In Applied Mathematical Sciences, 99; Springer:

New York, NY, USA, 1993.
35. Hsu, S.B. Ordinary Differential Equations with Applications, 2nd ed.; Series on Applied Mathematics, 21; World Scientific Publishing

Co. Pte. Ltd.: Hackensack, NJ, USA, 2013.
36. Kolmanovskii, V.; Myshkis, A. Introduction to the Theory and Applications of Functional-Differential Equations. In Mathematics

and Its Applications, 463; Kluwer Academic Publishers: Dordrecht, The Netherlands, 1999.
37. Rihan, F.A. Delay Differential Equations and Applications to Biology. Forum for Interdisciplinary Mathematics; Springer: Singapore, 2021.
38. Smith, H. An Introduction to Delay Differential Equations with Applications to the Life Sciences; Texts in Applied Mathematics, 57;

Springer: New York, NY, USA, 2011.
39. Yoshizawa, T. Stability theory by Liapunov’s Second Method; The Mathematical Society of Japan: Tokyo, Japan, 1966.

58



Citation: Gromova, E.; Zaremba, A.;

Masoudi, N. Reclamation of a

Resource Extraction Site Model with

Random Components. Mathematics

2022, 10, 4805. https://doi.org/

10.3390/math10244805

Academic Editor: Mehdi Salimi

Received: 6 November 2022

Accepted: 10 December 2022

Published: 17 December 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Reclamation of a Resource Extraction Site Model with
Random Components

Ekaterina Gromova 1,*, Anastasiia Zaremba 2 and Nahid Masoudi 3

1 Transport and Telecommunication Institute, LV-1019 Riga, Latvia
2 Faculty of Applied Mathematics and Control Processes, St. Petersburg State University,

199034 St. Petersburg, Russia
3 Department of Economics, Memorial University of Newfoundland, St. John’s, NL A1C 5S7, Canada
* Correspondence: gromova.e@tsi.lv; Tel.: +371-2057-1406

Abstract: We compute the cooperative and the Nash equilibrium solutions for the discounted optimal
control problem in a two-player differential game of reclamation of a resource extraction site, where
each firm’s planning horizon presents the period that extraction of the resources from their site is
economically viable. Hence, the planning horizon is defined by a random duration determined
on the infinite time horizon. The comparison of the cooperative and Nash solutions and also the
comparative statics are provided numerically. We also define the concept of “normalized value of
cooperation” and explain how this concept could help us to better characterize the losses the players
will face if they continue to refrain from cooperation.

Keywords: differential game; random time horizon; open-loop strategies; resource extraction;
reclamation; clean-up of extraction site
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1. Introduction

The extraction of natural resources, i.e., the withdrawal of materials (e.g., fossil fuels,
rocks, timber, fish), have great impacts on the environment. Examples of such impacts
are: soil degradation, destruction of natural habitats, water contamination, air pollution,
deforestation, and solid waste. Moreover, as expectations for higher standards of living and
the world’s population continue to grow, the demand for resources will continue to grow.
Hence, reclamation and clean-up of the resource extraction sites remain a top concern and
priority for environmental regulation bodies and have given rise to a growing interest in
reclamation and clean-up issues, especially over the past decade (see, e.g., [1–5]).

In the extant literature, the planning horizon is always assumed to be known. However,
while the lease terms are usually known to the firms, what defines an extraction site’s active
lifespan is the duration when extraction remains economically viable. In other words, firms
abandon their extraction sites when extraction becomes economically unprofitable. Firms
make economic assessments about the availability of resources in each site; however, the
exact amount of the resources and their economic profitability and hence, the economically
viable resource extraction period, remain uncertain both due to factors related to the market
(e.g., demand and extraction cost) and also technical limitations. These uncertainties could
have important implications both for the regulators and firms. In this paper, we make a
first exploratory attempt to embed uncertainty in the economic extraction period into a
site reclamation model. For that purpose, we extend the paper by Marsiglio and Masoudi
[1] by assuming that the extraction period (firm’s planning horizon) is a random variable.
Moreover, in this article, we define the concept of “normalized value of cooperation” and
explain how this concept could help us to better characterize the losses players will face if
they continue to refrain from cooperation.
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The paper proceeds as follows. Section 2 presents our model. In Section 3, we focus
on the cooperative solution of the problem, while Section 4 presents the results for the
non-cooperative scenario. A comparison of the two scenarios is provided in Section 5. The
concept of normalized value of cooperation is introduced in Section 6. Finally, Section 7
presents concluding remarks and highlights directions for future research.

2. Model Formulation

Consider a differential game with two players (indexed by z, where z = {i, j}) [6]
devoted to resource management [7,8]. The model setting follows [1], except for the fact that
in our model, firms’ planning horizon presents the period that extraction of the resources
from each site is economically viable and not the lease duration. Hence, while in [1], the
extraction period is known, in our model this is defined by a random duration determined
on the infinite time horizon, denoted Tj and Ti. For the models with a random time horizon,
see [9–12].

Denote the level of environmental degradation or the pollution stock as pt, which is
the state variable of the process.

Assume that firm z, z = {i, j} extracts resources at a rate γz > 0. For simplicity, we
assume the extraction rate is given. However, the emissions due to extraction are not
constant but increasing in the pollution stock due to, e.g., the decreasing returns of the
extraction technologies. In other words, emissions, ez

t , are given by ez
t = εzγz pt, where

εz > 0 is an exogenous parameter defining the environmental inefficiency of extraction
activity of the firm z.

Firms engage in reclamation or abatement activities throughout the entire planning
horizon. Let the reclamation efforts of the firm be az

t = αzτz
t , where αz > 0 is the efficiency

of environmental reclamation. Therefore, the environmental degradation dynamics is given
by:

ṗt =
(

εiγi + εjγj − δ
)

pt − αiτi
t − αjτ

j
t , (1)

where δ > 0 is the natural pollution decay rate. We assume that the growth rate of pollution
in the absence of abatement is positive εiγi + εjγj − δ > 0, pollution will increase over
time, leading the firms to face a substantial reclamation fee on their lease termination date.

We assume that at the closure time Tz, by regulations, the firm z is responsible to pay
a reclamation cost, referred to as the abandonment reclamation fee, proportional to the

environmental costs of the unclaimed pollution stock at that time, given by: f (pTz) = φz p2
Tz
2 .

Here, φz ≥ 0 is determined by the regulator and quantifies the extent to which the firm z
is effectively liable for the damage caused by the unclaimed pollution at its site dismissal.
For any φz > 0 (and finite) the firm needs to account for both its instantaneous losses
and abandonment reclamation fee to determine its rehabilitation efforts. For the sake of
simplicity, assume also that the reclamation cost of the firm z is quadratic: �(τz

t ) =
(τz

t )
2

2 .
Thus, the cost of the firm z is the following:

Cz =
∫ Tz

0

(τz
t )

2

2
e−ρtdt + φz p2

Tz

2
e−ρTz → min

τz
t

, (2)

where ρ is the discount rate. We assume that Tj and Ti are random variables defined on
the infinite interval [0, ∞). Let Tj and Ti correspond to the exponential distribution with
the cumulative distribution function [11]

F(t) = 1 − e−rt, t ∈ [0, ∞).

In this paper, although the model is formulated for the general case with different
random terminal times, we assume that decision-makers have the same exponential dis-
tribution. Considering two different distributions would result in a problem with time
inconsistent preferences, which would require a different approach to the analysis.
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Thus, each firm’s payoff is the sum of the mathematical expectation of the integral
payoff and the mathematical expectation of the terminal part according to the considered
cumulative distribution function F(t), i.e., we have:

Cz = E

[∫ Tz

0

(τz
t )

2

2
e−ρtdt

]
+ E

[
φz p2

Tz

2
e−ρTz

]
. (3)

We can simplify (3) using integration by parts, provided that the probability density
function (p.d.f.) f (t) exists and well-defined (a similar approach has been used in [13,14]):

Cz = E

[∫ Tz

0

(τz
t )

2

2
e−ρtdt

]
+ E

[
φz p2

Tz

2
e−ρTz

]
=

∫ ∞

0

∫ t

0

(
τz

θ

)2
2

e−ρθdθdF(t) +
∫ ∞

0
φz p2

t
2

e−ρt f (t)dt =
∫ ∞

0

(τz
t )

2

2
e−ρt(1 − F(t))dt +

∫ ∞

0
φz p2

t
2

e−ρt f (t)dt =

∫ ∞

0

[
(τz

t )
2

2
e−ρt(1 − F(t)) + φz p2

t
2

e−ρt f (t)

]
dt =

∫ ∞

0

[
(τz

t )
2

2
e−(ρ+r)t + φzr

p2
t

2
e−(ρ+r)t

]
dt =

∫ ∞

0

[
(τz

t )
2

2
+ φzr

p2
t

2

]
e−(ρ+r)tdt, z = i, j. (4)

where f (t) = F′(t) is a p.d.f. for Ti and Tj.

3. Cooperative Scenario

As our baseline, we first find the socially optimal levels of pollution and abatement
activities of the two firms. In other words, we first solve the game assuming that the two
firms cooperate with each other and minimize their joint reclamation cost. This solution
gives us a benchmark to compare with the non-cooperative or the business as usual results.
In the cooperative scenario, the two firms minimize their joint cost as follows:

Ci + Cj =
∫ ∞

0

[(
τi

t
)2

2
+ φir

p2
t

2

]
e−(ρ+r)tdt +

∫ ∞

0

⎡⎢⎣
(

τ
j
t

)2

2
+ φjr

p2
t

2

⎤⎥⎦e−(ρ+r)tdt =

∫ ∞

0

⎡⎢⎣(τi
t
)2

2
+

(
τ

j
t

)2

2
+ (φi + φj)r

p2
t

2

⎤⎥⎦e−(ρ+r)tdt. (5)

For simplicity, denote d =
(
εiγi + εjγj − δ

)
. We then transform the problem to a

maximization problem as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫ ∞

0 (−1)

[
(τi

t)
2

2 +

(
τ

j
t

)2

2 + (φi + φj)r p2
t

2

]
e−(ρ+r)tdt → max

τi
t ,τ j

t
,

ṗt = dpt − αiτi
t − αjτ

j
t ,

p0 is given.

(6)
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To solve the problem, we proceed by using a modification of Pontryagin’s Maximum
Principle [15] for an infinite interval [16]. The Hamiltonian function corresponding to our
problem is defined as

H = ψt

[
dpt − αiτi

t − αjτ
j
t

]
−

⎡⎢⎣(τi
t
)2

2
+

(
τ

j
t

)2

2
+ (φi + φj)r

p2
t

2

⎤⎥⎦. (7)

Hence,
∂H
∂τz

t
= −αzψt − τz

t = 0, z = i, j. (8)

The optimal control of the player z is given by:

τz∗
t = −αzψt, z = i, j. (9)

The adjoint variable equation (according to maximum principle modification on
infinite interval) is:

ψ̇t = (ρ + r)ψt − dψt + r(φi + φj)pt. (10)

At the same time, using (9) we have:

ṗt = dpt + ((αi)2 + (αj)2)ψt. (11)

Hence, we obtain the following system of differential equations:{
ψ̇t = (ρ + r − d)ψt + r(φi + φj)pt,
ṗt = dpt + ((αi)2 + (αj)2)ψt.

(12)

In the matrix form, we have:[
ṗt
ψ̇t

]
=

[
d (αi)2 + (αj)2

r(φi + φj) ρ + r − d

][
pt
ψt

]
= AC

[
pt
ψt

]
. (13)

Note that for the optimal control problem defined on an infinite horizon, the optimal
solution is a trajectory that converges to the equilibrium point (assuming there is only one
equilibrium point; otherwise, more analysis is needed). If the canonical system is linear,
this problem can be solved relatively easily, as a linear system has only one equilibrium
point. To find a stable trajectory to this point, we need to identify all negative eigenvalues
of the matrix AC.

AC has two eigenvalues:

Λ(AC) =
{

σC
1 , σC

2

}
=
{

r
2 + ρ

2 −
√

DC

2 , r
2 + ρ

2 +
√

DC

2

}
,

where DC = (ρ + r − 2d)2 + 4r(φi + φj)((αi)2 + (αj)2) > 0.

Since the second eigenvalue σC
2 = r

2 + ρ
2 +

√
DC

2 is positive, it can not produce a stable

solution. However, the first eigenvalue σC
1 = r

2 + ρ
2 −

√
DC

2 is negative if DC − (r + ρ)2 =
4r(φi + φj)(α

2
i + α2

2) + 4d(d − r − ρ) > 0. Then its corresponding eigenvector is

vC =

[
1

2(φi+φj)r

2d−r−ρ−
√

DC

]
.

Note that any trajectory that starts from p0 + span(v) will converge to the equilibrium
point. There is only one stable equilibrium, so the initial value p0 is uniquely determined.
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To save in notation, let us denote σC
1 = σC. Given the initial condition p0, we can write

the solution as follows:
pC

t = p0eσCt, (14)

ψt = − 2(φi + φj)r

r − 2d + ρ +
√

DC
p0eσCt. (15)

and consequently, the optimal controls are:

(τz
t )

C = αz 2(φi + φj)r

r − 2d + ρ +
√

DC
p0eσCt. (16)

Proposition 1 summarizes this result.

Proposition 1. The cooperative rule for the reclamation effort for firm z = {i, j}, (τz
t )

C, and the
cooperative time path of pollution, p∗C

t , are respectively given by:

(τz
t )

C = αz 2(φi + φj)r

r − 2d + ρ +
√

DC
p0eσt, (17)

pC
t = p0eσt, (18)

where σC = r
2 + ρ

2 −
√

DC

2 < 0, and DC = (ρ + r − 2d)2 + 4r(φi + φj)((αi)2 + (αj)2) > 0.

From Proposition 1 we can see that, since under the cooperative scenario firms take
into account their joint abandonment reclamation fees, the only factor that differentiates
their optimal reclamation efforts is their reclamation efficiency, αz, z = {i, j}, so much
so that the firm with higher reclamation efficiency is asked to implement higher efforts
and when αi = αj, regardless of any other heterogeneity among the two firms, they will
implement the same levels of reclamation efforts over time. Moreover, as expected, higher
initial pollution stock and abandonment reclamation fees leads to higher reclamation efforts
for the two firms.

4. Nash Equilibrium

Now, we turn to solve the problem under the business as usual scenario, that is, when
firms do not cooperate on their reclamation efforts and tend to focus on minimizing their
own individual costs. This leads us to seek for the open-loop Nash Equilibrium, where we
are facing the following optimal control problem:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Ci = (−1) 1
2

∫ ∞
0 e−(ρ+r)t

[(
τi

t
)2

+ φirp2
t

]
dt → maxτi

t
,

Cj = (−1) 1
2

∫ ∞
0 e−(ρ+r)t

[(
τ

j
t

)2
+ φjrp2

t

]
dt → max

τ
j
t
,

ṗt = dpt − αiτi
t − αjτ

j
t ,

p0 is given.

(19)

To find the Nash equilibrium, we define two (current state) Hamiltonian functions:

Hz(p, ψz
t , τi

t , τ
j
t ) = −φz r p2

2
− τz

t
2

2
+ ψz

t

(
dpt − αiτi

t − αjτ
j
t

)
. (20)
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Note that the calculations are similar to the ones under the cooperative scenario.
Hence, the optimal controls will be τ∗

i = −αiψi
t. The respective canonical system written

for (p, ψi
t, ψ

j
t) is: ⎡⎣ ṗ

ψ̇i

ψ̇j

⎤⎦ =

⎡⎢⎣ d αi2 αj2

φi r r − d + ρ 0
φj r 0 r − d + ρ

⎤⎥⎦
⎡⎣ p

ψi

ψj

⎤⎦ = AN

⎡⎣ p
ψ1
ψ2

⎤⎦. (21)

The matrix AN has three eigenvalues:

Λ(AN) =
{

σN
1 , σN

2 , σN
3

}
=
{

r − d + ρ, r
2 + ρ

2 −
√

DN

2 , r
2 + ρ

2 +
√

DN

2

}
,

where DN = 4φi(αi)2r + 4φj(αj)2r + 4d2 − 4dr − 4dρ + r2 + 2rρ + ρ2 > 0.
The optimal solution corresponds to a stable solution to (21). To determine the stable

solution, we need to analyze the eigenvalues. Note that σN
3 > 0 is positive, so it can not

produce a stable solution. However, the second one σN
2 = 1

2 (r + ρ −√
D) is negative if

DN − (r + ρ)2 = 4φi(αi)2r + 4φj(αj)2r + 4d(d − r − ρ) > 0.

and then its corresponding eigenvector is:

vN
2 =

⎡⎢⎣ 2d−r−ρ−√
D

2r
φ1
φ2

⎤⎥⎦.

Note that any trajectory of (21) that initiates from a point along this vector, will be

described by ṗ = σ2 p, and ψi = pt
2rφi

2d−r−ρ−
√

DN . It is important to note that 2d − r − ρ −
√

DN < 0, so the optimal values of the adjoint variables that correspond to pt > 0 are
strictly negative and hence, the respective optimal controls τi∗

t = −αiψ
i∗
t are positive.

One special case occurs when d > r + ρ, i.e., the growth rate of pollution stock exceeds
the depreciation rate r + ρ (which is very realistic). In this case, the system (21) has 2 stable
eigenvalues. Note that d > r + ρ immediately implies σN

2 < 0.
The eigenvector corresponding to σN

1 = r + ρ − d is:

vN
1 =

⎡⎣ 0
−(αj)2

(αi)
2

⎤⎦.

However, since the components corresponding to ψi
t and ψ

j
t are of different signs, in a

neighborhood of the equilibrium point one of the adjoint variables will turn positive, which
does not make sense. Thus, we dismiss this eigenvector and the respective eigenvector.

Finally, we obtain the optimal adjoint variables in the following form:

ψi∗
t = − 2p0φireσN

2 t

r − 2d + ρ +
√

DN
.

Now, to save in notation, let us denote σN
2 = σN . Proposition 2 summarizes the results

for the Nash Equilibrium.
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Proposition 2. The Nash rule for the reclamation effort for firm z = {i, j}, (τz
t )

C, and the
cooperative time path of pollution, p∗C

t , are respectively given by:

(τz
t )

N = αz 2p0φireσN t

r − 2d + ρ +
√

DN
, (22)

pN
t = p0eσN t, (23)

where σN = r
2 + ρ

2 −
√

DN

2 < 0, and DN = 4φi(αi)2r + 4φj(αj)2r + 4d2 − 4dr − 4dρ + r2 +
2rρ + ρ2 > 0.

Proposition 2 suggests that, like the cooperative case, under the non-cooperative
scenario, the firm with higher reclamation effort efficiency will implement higher efforts,
ceteris paribus. However, unlike the cooperative scenario, in this case, since firms are
taking only their private costs into account, another factor causes asymmetry in the firms’
reclamation effort trajectory: their individual abandonment reclamation fees. Indeed,
ceteris paribus, the firm with higher abandonment liability engages in more reclamation
activities. Note that other sources of heterogeneity will not cause asymmetries in the two
firms choices.

5. Comparison Analysis

In this section, we compare the results under cooperative and non-cooperative scenar-
ios. However, due to the nature of our model, analytical comparison is not feasible and
hence, we need to resort to numerical illustrations. The base parameter values we use for
our numerical analysis are as follows: p0 = 1, r = 0.0001, ρ = 0.0001, d = 0.01, φ1 = 5,
φ2 = 7, α1 = 20, α2 = 30. We used these values in order to make sure we have an interior
solution, but we report the results for other values in our analysis.

Figure 1 compares the trajectory of the reclamation efforts of player i under cooperative
and non-cooperative scenarios. As expected, at the beginning, the reclamation efforts
are considerably higher under the cooperative scenario than the non-cooperative case.
However, as the gap between pollution stock under these two scenarios increases (see
Figure 2), interestingly, this behavior reverses and the cooperative reclamation efforts
become less than non-cooperative. Note that both reclamation efforts and pollution stock
converge to zero under both scenarios, even though the rate of convergence is faster under
cooperation.

Figure 1. The optimal controls of player i under cooperation VS Nash equilibrium.
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Figure 2. The optimal trajectory of pollution stock under cooperation VS Nash equilibrium.

5.1. Nash Equilibrium Analysis

Now, we turn to analyzing the impact of our key model parameters on the behavior of
the players under a non-cooperative scenario. To clearly see the impact of the variables,
we plot the optimal controls from two different perspectives: we show the figures for
two heterogeneous players, and also we present the results for a representative player
considering different values for the parameter, ceteris-paribus.

First, let us focus on the impact of the environmental reclamation efficiency, α. The
analytical presentation of this impact is presented by Equation (24), which is too compli-
cated to allow analytical comparisons. Hence, we use numerical analysis by plotting the
reclamation effort trajectories under different values for α.

∂(τz
t )

N

∂αz =
2p0φzreσN t

(r − 2d + ρ +
√

DN)2

[
(1 − 2(αz)2φzr

1√
DN

)(r − 2d + ρ +
√

DN)− 4(αz)2φzr
1√
DN

]
. (24)

From Figure 3, we can see that, as expected, the player with higher α implements
higher reclamation efforts throughout the entire non-cooperative game. However, from
Figure 4, that presents the representative player i’s optimal controls assuming different
values of α for this player, we see a rather interesting result. That is, the impact of α on
the trajectory of the optimal control of the representative player is not monotonic. In fact,
while the higher α encourages the player to implement higher efforts, as the pollution stock
drops quickly, the player reduces its efforts faster in compare to a situation with lower α, so
much so, after some point of time, the case with lower α performs higher reclamation.

Figure 3. The optimal controls of two players under Nash equilibrium and different α.
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Figure 4. The optimal controls of player i under Nash equilibrium and different α.

Equation (25) presents the impact of the abandonment reclamation fee parameter φ on
the players’ choices. In Figures 5 and 6, we demonstrate this numerically.

∂(τz
t )

N

∂φz =
2p0αzreσN t

(r − 2d + ρ +
√

DN)2

[
(1 − (αz)2φzr

1√
DN

)(r − 2d + ρ +
√

DN)− 2(αz)2φzr
1√
DN

]
. (25)

From Figure 5, we can see that, again as expected, the player with higher abandonment
fees puts more efforts into cleaning-up the site throughout the entire planning horizon.
However, the effect of the abandonment fees remains strong and monotonically increasing,
i.e., as seen in Figure 6, the higher the player’s abandonment environmental obligations is,
the higher is their reclamation efforts at any point of time.

Figure 5. The optimal controls of two players under Nash equilibrium and different φ.
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Figure 6. The optimal controls of player i under Nash equilibrium and different φ.

5.2. Cooperative Scenario Analysis

In this subsection, we focus on the impact of our key variables under the cooperative
scenario. First, let us discuss the impact of reclamation effort efficiency parameter α, as
presented in Equation (26).

∂(τz
t )

C

∂αz =
2p0(φ

i + φj)reσCt

(r − 2d + ρ +
√

DC)2

[
(1 − 2(αz)2(φi + φj)r

1√
DC

)(r − 2d + ρ +
√

DC) −4(αz)2(φi + φj)r
1√
DC

]
. (26)

From Figures 7 and 8, it is clear that the impact of environmental efficiency parameter
on players’ reclamation effort is similar to what we observed under the non-cooperative
scenario. That is, higher efficiency calls for higher reclamation efforts. However, as this
leads to faster fall in pollution stock (see Figure 9), this relationship reverses over time.

Figure 7. The optimal controls of two players under cooperative equilibrium and different φ.
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Figure 8. The optimal controls of player i under cooperative scenario and different α.

Figure 9. The optimal trajectory of pollution stock under cooperative scenario and different α.

As for the impact of abandonment fee φ, similar to the cooperative case, the player
with higher environmental liability φ is asked to put more effort during the entire time
horizon (see Figure 10). The same is true at the beginning of the game if we look at a
representative player with different values for φ. However, in contrast with what we saw
in the non-cooperative case (see Figure 11), here, higher φ does not result in a monotonic
increase in reclamation effort rates at all points of time. The reason for this sharp difference
between the impact of φ in these scenarios is that under cooperation, to minimize their joint
optimal costs, both players will implement higher reclamation efforts when either player’s
environmental liabilities φ increases. However, under the non-cooperative scenario, if
player i faces higher φ, player j may strategically lower their efforts with the knowledge
that i will raise their efforts to avoid high abandonment fees. Hence, under cooperation
pollution stock drops faster; consequently, the rate of cooperative reclamation efforts slow
down, eventually.

∂(τz
t )

C

∂φz =
2p0αzreσCt

(r − 2d + ρ +
√

DC)2

[
(1 − ((αi)2 + (αj)2)(φi + φj)r

1√
DC

)(r − 2d + ρ +
√

DC)−

2((αi)2 + (αj)2)(φi + φj)r
1√
DC

]
. (27)
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Figure 10. The optimal controls of player i under cooperative scenario and different φ.

Figure 11. The optimal controls of two players under Nash equilibrium and different φ.

6. Normalized Value of Cooperation

In this section, we present a novel method to compare the non-cooperative and
cooperative solutions based on their total costs by introducing the concept of normalized
value of cooperation (NVC). A similar approach was discussed in [17]; however, in [17] the
value of cooperation was computed for individual players for the entire period of the game
and hence, it did not depend on a current time instant. In this paper, NVCt is computed
by taking the difference between the total cost of the two players in the Nash equilibrium
and the cooperative case then dividing this value by the total cost of all players under the
Nash equilibrium in the subgame of the game beginning at the time t. Note, that in this
case, we consider only the subgames that start from the optimal trajectory. Hence, NVCt
takes values between 0 and 1, where 0 means that both costs coincide, i.e., there will be
no difference between playing the game cooperatively or non-cooperatively from time t
on, cost-wise. A value close to 1 means that the total sum of the costs corresponding to
the Nash are much larger than the costs for the cooperative case. Intuitively, NVC value
reveals how big the gap between cooperation and non-cooperation costs will be if players
continue to play the game non-cooperatively.

NVCt =
∑z=i,j(Cz

t )
N − ∑z=i,j(Cz

t )
C

∑z=i,j(Cz
t )

N . (28)

Below, we illustrate the computation of the normalized value of cooperation. Consider
a subgame starting at some point θ, then the life-time cost of a player z is:
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Cθ
z = E

[∫ ∞

θ

(τz
t )

2

2
e−ρtdt

]
+ E

[
φz p2

Tz

2
e−ρTz

]
=

1
1 − F(θ)

∫ ∞

θ

(τz
t )

2

2
e−ρt(1 − F(t))dt +

1
1 − F(θ)

∫ ∞

θ
φz p2

t
2

e−ρt f (t)dt =

1
1 − F(θ)

∫ ∞

θ

[
(τz

t )
2

2
e−ρt(1 − F(t)) + φz p2

t
2

e−ρt f (t)

]
dt = erθ

∫ ∞

θ

[
(τz

t )
2

2
e−(ρ+r)t + φzr

p2
t

2
e−(ρ+r)t

]
dt =

erθ
∫ ∞

θ

[
(τz

t )
2

2
+ φzr

p2
t

2

]
e−(ρ+r)tdt, z = i, j. (29)

Thus, in cooperative case, the joint cost of the two players is:

Ci
θ + Cj

θ = erθ
∫ ∞

θ
(−1)

⎡⎢⎣(τi
t
)2

2
+

(
τ

j
t

)2

2
+ (φi + φj)r

p2
t

2

⎤⎥⎦e−(ρ+r)tdt =

(−1)
1
2

erθ
∫ ∞

θ

[
4((αi)2 + (αj)2)(φi + φj)2r2

(r − 2d + ρ +
√

DC)2
p2

0e2σCt + (φi + φj)rp2
0e2σCt

]
e−(ρ+r)tdt =

(−1)erθ (φ
i + φj)rp2

0
2

∫ ∞

θ

[
4((αi)2 + (αj)2)(φi + φj)r

(r − 2d + ρ +
√

DC)2
+ 1

]
e−

√
DCtdt =

(−1)erθ (φ
i + φj)rp2

0

(−2)
√

DC

[
4((αi)2 + (αj)2)(φi + φj)r

(r − 2d + ρ +
√

DC)2
+ 1

]
(0 − e−

√
DCθ) =

(−1)
(φi + φj)rp2

0

2
√

DC

[
4((αi)2 + (αj)2)(φi + φj)r

(r − 2d + ρ +
√

DC)2
+ 1

]
er−

√
DCθ . (30)

Finally, the total cost of the two players for a subgame beginning from time t under
cooperation is:

∑
z=i,j

(Cz
t )

C = (−1)
(φi + φj)rp2

0

2
√

DC

[
4((αi)2 + (αj)2)(φi + φj)r

(r − 2d + ρ +
√

DC)2
+ 1

]
er−

√
DCt. (31)

Now, we turn to calculating the sum of the total cost of the two players for the subgame
in case of Nash Equilibrium:

Ci
θ + Cj

θ = erθ
∫ ∞

θ
(−1)

⎡⎢⎣(τi
t
)2

2
+

(
τ

j
t

)2

2
+ (φi + φj)r

p2
t

2

⎤⎥⎦e−(ρ+r)tdt =

(−1)
1
2

erθ
∫ ∞

θ

[
4((αiφi)2 + (αjφj)2)r2

(r − 2d + ρ +
√

DN)2
p2

0e2σN t + (φi + φj)rp2
0e2σN t

]
e−(ρ+r)tdt =

(−1)erθ rp2
0

2

∫ ∞

θ

[
4((αiφi)2 + (αjφj)2)r

(r − 2d + ρ +
√

DN)2
+ (φi + φj)

]
e−

√
DN tdt =

(−1)erθ rp2
0

(−2)
√

DN

[
4((αiφi)2 + (αjφj)2)r

(r − 2d + ρ +
√

DN)2
+ (φi + φj)

]
(0 − e−

√
DN θ) =

(−1)
rp2

0

2
√

DN

[
4((αiφi)2 + (αjφj)2)r

(r − 2d + ρ +
√

DN)2
+ (φi + φj)

]
er−

√
DN θ . (32)
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Finally, the sum of the total cost of the players for a subgame commencing at the time
t when they play Nash is:

∑
z=i,j

(Cz
t )

N = −1)
rp2

0

2
√

DN

[
4((αiφi)2 + (αjφj)2)r

(r − 2d + ρ +
√

DN)2
+ (φi + φj)

]
er−

√
DN t. (33)

In Figure 12, the normalized value of cooperation is demonstrated for our baseline
parameter values. The notion of NVC can be used in many insightful ways. For example,
suppose players would only continue to play non-cooperatively up to a point where the
losses of continuing in that manner become too high in comparison to the cooperation.
That is, when they reach such a threshold, they may find it too costly to continue to not
cooperate and choose to switch to cooperation. Figure 12 presents a threshold level of 40%.
So, we can find the time instant when the losses associated with Nash exceed the losses
associated with cooperative case by 40%.

Figure 12. Normalized Value of Cooperation.

7. Conclusions

In this paper, we consider a two-player differential game of reclamation of an extraction
site, where each firm’s planning horizon presents the period that their extraction of the
resources from each site is economically viable. Hence, in our model, the planning horizon
is defined by a random duration determined on the infinite time horizon. We compute the
cooperative and the Nash equilibrium solutions for the discounted optimal control problem
defined on an infinite interval. The corresponding optimal solutions and the respective
payoff functions are computed explicitly.

We use numerical analysis to provide insights into how the cooperative and the Nash
solutions compare, and also how our key parameters affect the players’ choices and the
pollution stock under different scenarios. We also define the concept of “normalized value
of cooperation” and explain how this concept could help us to better characterize the losses
the players will face if they continue to refrain from cooperation.
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Abstract: This paper deals with a new numerical method for the approximation of the early exercise
boundary in the American option pricing problem. In more detail, using the mean-value theorem for
integrals, we provide a flexible algorithm that allows for reaching a more accurate numerical solution
with fewer calculations rather than other previously described methods.

Keywords: American put pricing; nonstandard Volterra integral equations; free boundary problem

MSC: 45D05

1. Introduction

Volterra integral equations have practical applications in many fields, including bi-
ology, medicine, finance and engineering. Although various methods are available to
find analytical solutions for these integral equations, in most cases, finding a closed-form
solution may be unfeasible. To this end, several numerical methods have been developed
in recent years (see, e.g., [1,2]). In the present work, we deal specifically with the Volterra
integral equation of the second kind, defined below

φ(t) = f (t, φ(t)) +
∫ t

0
k(t, s)ψ(t, s, φ(t), φ(s)) ds, (1)

with t ∈ I = [0, T]. Such an equation in which the integrand depends both on φ(t) and φ(s)
is also a nonstandard Volterra integral equation ([3]).

In the field of mathematical finance, Equation (1) and its solution are a matter of
interest in order to determine the value of an American financial option. More generally, a
financial option is a derivative contract allowing for the holder to buy or sell an underlying
financial asset at a fixed price, namely, the strike price. If the holder can buy or sell the
underlying asset only at the expiration date, the option is called European; conversely,
an American financial option provides the holder with the possibility to also exercise its
right before the expiration date. Depending on the value of the underlying asset, it may
become optimal for the holder to exercise its right before the expiration time. Such an asset
value is the optimal exercise price, and by considering the optimal exercise times during
the option duration, we can achieve a collection of optimal exercise prices, namely, the
optimal exercise boundary. From a mathematical perspective, the definition of optimal
exercise boundary identifies a free boundary problem whose solution must be determined
numerically. For instance, Kim [4] showed that the early exercise boundary of an American
put option is the solution of the integral equation having the form (1).

Among others, the authors in [5,6], Barone-Adesi, Whaley [7], Bunch et al. [8], Ait-
sahlia and Lai [9,10] considered integral equations and/or the optimal stopping problem
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for pricing American options. The integral representation proposed by Kim gives a sug-
gestive economic interpretation, but a closed-form solution for these kind of problems
is not available. In particular, Kim’s equation ([4]) contains a double integral due to the
presence of a cumulative normal distribution term. To avoid such a problem, the authors
in [11,12] suggested a transformation of the original equation in order to reduce it to an
one-dimensional integral equation and afterwards consider its numerical solution. The
early exercise boundary shows some kind of singularity near expiration (see, e.g., [13,14]).
Considering the numerical approximation problem of the early boundary exercise for the
American put, there have been more efforts in recent years. The authors in[15] proposed
a four-point extrapolation scheme. Bunch and Johnson [8] proposed a modified version
of the two-point extrapolation scheme of Geske and Johnson. Broadie and Detemple [16]
suggested a lower and upper bound approximation method. The authors in [17] showed
the exponential function method combined with a three-point Richardson extrapolation.
Starting from an integral equation representation for the early boundary exercise, the au-
thors in [12] used an iteration method. The authors in [18] proposed trapezoidal formulas
approximations combined with the Newton–Raphson iteration. In [19], the authors solved
a variational inequality representation of the American put option pricing problem by
applying the projected successive over-relaxation method. The authors in [20] suggested
an analytical expression to the value of American put options and their optimal exercise
boundary. The authors in [21] derived a local iterative numerical scheme based on a solu-
tion of the integral equation proposed by [13]. More recently, Nedaiasl et al. [22], starting
from the cited one-dimensional reformulation of Kim’s integral equations, obtained the
numerical solution by using a modified version of the Nyström method in order to take into
account the singularity near expiry presented by the early exercise boundary. Besides the
method of Zhu [20] and others involving semianalytical approximations that are not cited
for the brevity of treatment, in the American option pricing literature, numerical methods
aim to numerically solve the integral equations describing the early exercise boundary. We
proceed in the latter direction.

More recently, some research studies applied the integral equation approach to deal
with particular financial evaluations. For instance, the authors in [23] exploited the Mellin’s
transform aiming to provide an integral representation for the barrier option price. In [24],
the authors gave an integral equation representation for a two-free-boundaries problem
arising in the American better-of option on two assets.

In the present work, using a very simplified approach, we straightforward solve the
nonstandard Volterra integral equation of the form (1). In more detail, using the mean-
value theorem for integrals, we provide a flexible algorithm that allows for reaching a more
accurate numerical solution with fewer calculations rather than other previously described
methods.

The paper is organized as follows. In Section 2, we propose our numerical method
for nonstandard Volterra integral equations. In Section 3, such a method is applied to the
case of the American put. In Section 4, we present some numerical results confirming the
accuracy of the proposed method. Lastly, in Section 5 we show the conclusions.

2. A New Numerical Scheme for Nonstandard Volterra Integral Equations

Let us fix interval I = [0, T] where T > 0 and consider the following nonstandard
Volterra integral equation:

φ(t) = f (t, φ(t)) +
∫ t

0
k(t, s)ψ

(
t, s, φ(t), φ(s)

)
ds, (2)

with t ∈ I = [0, T], where the kernel function k is continuous in I × I, ψ is continuous in
I × I ×R×R.
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Let n be a positive integer, and let us consider the following partition Γ of the interval
[0, T] into n intervals of equal length Δ = T/n:

0 = t0 < t1 < t2 < · · · < tn−1 < tn = T. (3)

Let us consider Equation (2). By means of the additive properties for integrals, we can
rewrite for each ti, i = 1, 2, . . . , n Equation (2) in the following way:

φ(ti) = f (ti, φ(ti)) +
i

∑
m=1

∫ tm

tm−1

k(ti, s)ψ
(

ti, s, φ(ti), φ(s)
)

ds. (4)

The following result holds.

Proposition 1. Let:

(a) Function k(t, s) be continuous such that it never changes sign for all (t, s) ∈ I × I. Let L > 0
be a constant such that |k(t, s)| ≤ L for each (t, s) ∈ I × I.

(b) Function φ(s) be continuous in I.
(c) Function ψ(t, s, x, y) be continuous in I × I ×R×R.

Then, for each m = 1, 2 . . . , i, the following approximation holds:

∫ tm

tm−1

k(ti, s)ψ
(

ti, s, φ(ti), φ(s)
)

ds =

=
1
2

ψ
(

ti, tm−1, φ(ti), φ(tm−1)
) ∫ tm

tm−1

k(ti, s) ds+

+
1
2

ψ
(

ti, tm, φ(ti), φ(tm)
) ∫ tm

tm−1

k(ti, s) ds + εm,i , (5)

where error |εm,i| satisfies |εm,i| ≤ hm/(2n), with hm a constant, and εm,i → 0 for n → ∞.

Proof. Using the mean value theorem for integrals, it follows that∫ tm

tm−1

k(ti, s)ψ
(

ti, s, φ(ti), φ(s)
)

ds = ψ
(

ti, ξm, φ(ti), φ(ξm)
) ∫ tm

tm−1

k(ti, s) ds,

where ξm is, for each m, a number belonging to the interval [tm−1, tm]. It follows

∫ tm

tm−1

k(ti, s)ψ
(

ti, s, φ(ti), φ(s)
)

ds =
1
2

ψ
(

ti, tm−1, φ(ti), φ(tm−1)
) ∫ tm

tm−1

k(ti, s) ds+

+
1
2

ψ
(

ti, tm, φ(ti), φ(tm)
) ∫ tm

tm−1

k(ti, s) ds − 1
2

ψ
(

ti, tm−1, φ(ti), φ(tm−1)
) ∫ tm

tm−1

k(ti, s) ds+

− 1
2

ψ
(

ti, tm, φ(ti), φ(tm)
) ∫ tm

tm−1

k(ti, s) ds +
1
2

ψ
(

ti, ξm, φ(ti), φ(ξm)
) ∫ tm

tm−1

k(ti, s) ds+

+
1
2

ψ
(

ti, ξm, φ(ti), φ(ξm)
) ∫ tm

tm−1

k(ti, s) ds. (6)

Let us rearrange the elements in (6) in the following way:

∫ tm

tm−1

k(ti, s)ψ
(

ti, s, φ(ti), φ(s)
)

ds =
1
2

ψ
(

ti, tm−1, φ(ti), φ(tm−1)
) ∫ tm

tm−1

k(ti, s) ds+

+
1
2

ψ
(

ti, tm, φ(ti), φ(tm)
) ∫ tm

tm−1

k(ti, s) ds + εA
m,i + εB

m,i , (7)
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where we have set

εA
m,i =

1
2

[
ψ
(

ti, ξm, φ(ti), φ(ξm)
)
− ψ
(

ti, tm−1, φ(ti), φ(tm−1)
)] ∫ tm

tm−1

k(ti, s) ds

and

εB
m,i =

1
2

[
ψ
(

ti, ξm, φ(ti), φ(ξm)
)
− ψ
(

ti, tm, φ(ti), φ(tm)
)] ∫ tm

tm−1

k(ti, s) ds.

Then, it follows that

|εA
m,i| =

1
2

∣∣∣[ψ(ti, ξm, φ(ti), φ(ξm)
)
− ψ
(

ti, tm−1, φ(ti), φ(tm−1)
)] ∫ tm

tm−1

k(ti, s) ds
∣∣∣ =

1
2

∣∣∣ψ(ti, ξm, φ(ti), φ(ξm)
)
− ψ
(

ti, tm−1, φ(ti), φ(tm−1)
)∣∣∣ · ∣∣∣ ∫ tm

tm−1

k(ti, s) ds
∣∣∣ ≤

1
2

∣∣∣ψ(ti, ξm, φ(ti), φ(ξm)
)
− ψ
(

ti, tm−1, φ(ti), φ(tm−1)
)∣∣∣ · ∫ tm

tm−1

∣∣∣k(ti, s)
∣∣∣ ds ≤

1
2

∣∣∣ψ(ti, ξm, φ(ti), φ(ξm)
)
− ψ
(

ti, tm−1, φ(ti), φ(tm−1)
)∣∣∣ · TL

n
=

hA
m,i

2n
,

where hA
m,i is a positive constant because the argument in modulus is a number for each m

and for any fixed ti.
As n → ∞, it follows εA

m,i → 0, and the same considerations apply to εB
m,i with a

positive constant hB
m,i. If we consider the sum εm,i = εA

m,i + εB
m,i, it follows εm,i → 0, as

n → ∞.
In addition, it follows easily that |εm,i| ≤ hm,i/(2n), with hm,i = hA

m,i + hB
m,i.

Remark. If we consider Equation (4), it follows, through Proposition 1 for each fixed ti, that

i

∑
m=1

∫ tm

tm−1

k(ti, s)ψ
(

ti, s, φ(ti), φ(s)
)

ds =

=
1
2

i

∑
m=1

[
ψ
(

ti, tm−1, φ(ti), φ(tm−1)
) ∫ tm

tm−1

k(ti, s), ds+

+ ψ
(

ti, tm, φ(ti), φ(tm)
) ∫ tm

tm−1

k(ti, s), ds
]
+ εi ,

where

εi =
i

∑
m=1

εm,i.

From Proposition 1, it is easy to check that: |εi| ≤ H/(2n), with H = ∑i
m=1 hm,i. It is straightfor-

ward to notice that εi → 0 for n → ∞.

We provide the following algorithm in order to find the numerical solution.

Step 1. Let n be a positive integer. Let us consider the following partition Γ of interval [0, T] into n
intervals of equal length Δ = T/n:

0 = t0 < t1 < t2 < · · · < tn−1 < tn = T.
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If Proposition 1 is verified, and from the additive property for integrals, for each ti, with i =
0, 1, 2, . . . , n, we can rewrite Equation (2) in the following way:

φ(ti) = f (ti, φ(ti)) +
1
2

[ i

∑
m=1

ψ
(

ti, tm−1, φ(ti), φ(tm−1)
) ∫ tm

tm−1

k(ti, s) ds+

+ψ
(

ti, tm, φ(ti), φ(tm)
) ∫ tm

tm−1

k(ti, s) ds
] (8)

Step 2. We observe that

φ(t0) = f (t0, φ(t0)) +
∫ t0

t0

k(t0, s)ψ
(

t0, s, φ(t0), φ(s)
)

ds = f (t0, φ(t0)). (9)

Then, for i = 0, . . . , n we consider the following nonlinear system.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ(t0) = f (t0, φ(t0)),

φ(t1) = f (t1, φ(t1)) +
1
2

[
ψ
(

t1, t0, φ(t1), φ(t0)
) ∫ t1

t0
k(t1, s) ds+

+ψ
(

t1, t1, φ(t1), φ(t1)
) ∫ t1

t0
k(t1, s) ds

]
,

φ(t2) = f (t2, φ(t2)) +
1
2

[
∑2

m=1 ψ
(

t2, tm−1, φ(t2), φ(tm−1)
) ∫ tm

tm−1
k(t2, s) ds+

+ψ
(

t2, tm, φ(t2), φ(tm)
) ∫ tm

tm−1
k(t2, s) ds

]
,

...

φ(tn) = f (tn, φ(tn)) +
1
2

[
∑n

m=1 ψ
(

tn, tm−1, φ(tn), φ(tm−1)
) ∫ tm

tm−1
k(tn, s) ds+

+ψ(tn, tm−1, φ(tn), φ(tm)
) ∫ tm

tm−1
k(tn, s) ds

]
.

(10)

The above nonlinear system is solved with a numerical method that provides the
approximate solution {φ̃(t0), φ̃(t2), . . . , φ̃(tn)}.

3. Approaching the American Put Pricing Problem

Let us assume the asset price process {S(t), t ≥ 0} following the log-normal distribu-
tion of the form

dSt = (r − δ)St dt + σSt dWt, (11)

where Wt is the standard Wiener process, r is the constant interest rate, and δ is the
dividend yield. For the aim of the present work, we follow [25] assuming that the volatility
term, σ, is constant. The latter is a simplifying hypothesis, and Equation (11) can be
generalized considering nonconstant volatility, as in [26]. In this case, the boundary
problem is represented by a multidimensional Volterra integral equation involving more
complicated integrals (see, e.g., [27]). We leave the nonconstant volatility problem to future
research works.

Let us consider the interval I = [0, T]. We denote with Φ(·) the standard cumulative
normal distribution function. Let us denote with B(t) the early exercise boundary of an
American put option, where t ∈ I. Let P the price of an American put. The authors in [28]
proved the existence and uniqueness of the pair (P,B), and the continuity and monotonic
behaviour of B. In [4], the authors showed that B(t), as a function of time to expiration,
satisfies the following weakly singular Volterra integral equation:
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K −B(t) = Ke−rtΦ

⎛⎝− log
(B(t)

K

)
+ (r − δ − σ2

2 )t

σ
√

t

⎞⎠+
−B(t)e−δtΦ

⎛⎝− log
(B(t)

K

)
+ (r − δ + σ2

2 )t

σ
√

t

⎞⎠+
+Kr

∫ t

0
e−r(t−s)Φ

⎛⎝− log
( B(t)
B(s)
)
+ (r − δ − σ2

2 )(t − s)

σ
√

t − s

⎞⎠ ds+

−δB(t)
∫ t

0
e−δ(t−s)Φ

⎛⎝− log
( B(t)
B(s)
)
+ (r − δ + σ2

2 )(t − s)

σ
√

t − s

⎞⎠ ds,

(12)

where K is the exercise price.
In Equation (12), let us consider the two integrals and in particular the two functions

k1(t, s) = e−r(t−s) and k2(t, s) = e−δ(t−s). It is easy to check that k1(t, s) and k2(t, s), for any
(t, s) ∈ I × I, satisfy Proposition 1 with L = 1.

We apply the algorithm presented in Section 2. Let us consider the following result.

Proposition 2. Assume that the asset price, St, follows a log-normal distribution process of the
form dSt = (r − δ)Stdt + σStdWt, in which Wt is the standard Wiener process.

Let B(t) be the solution of Integral Equation (12). Then, B(t) is a continuously differentiable
function on (0, T] and

• for r ≤ δ:
lim
t→0

B(t) = K; (13)

• for r > δ:

lim
t→0

B(t) = r
δ

K. (14)

Proof. See [4].

For our purposes, let us rewrite Equation (12) in contract form:

B(t) = K − f (t,B(t))− rK
∫ t

0
e−r(t−s)Φ

(
− d2(t, s,B(t),B(s))

)
ds+

+ δB(t)
∫ t

0
e−δ(t−s)Φ

(
− d1(t, s,B(t),B(s))

)
ds,

(15)

where

• f (t,B(t)) = Ke−rtΦ

(
− log

( B(t)
K

)
+(r−δ− σ2

2 )t

σ
√

t

)
−B(t)e−δtΦ

(
− log

( B(t)
K

)
+(r−δ+ σ2

2 )t

σ
√

t

)
;

• d1(t, s,B(t),B(s)) = log
( B(t)
B(s)
)
+(r−δ+ σ2

2 )(t−s)

σ
√

t−s
;

• d2(t, s,B(t),B(s)) = log
( B(t)
B(s)
)
+(r−δ− σ2

2 )(t−s)

σ
√

t−s
.

Let n be a positive integer. Let us consider the following partition Γ of the interval
[0, T] into n intervals of equal length Δ = T/n:

0 = t0 < t1 < t2 < · · · < tn−1 < tn = T.
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For each ti, with i = 0, 1, 2, . . . , n, using the additive property of integral, let us rewrite
Equation (15) in this way:

B(ti) = K − f (ti,B(ti)) +
i

∑
m=1

[
− rK

∫ tm

tm−1

e−r(ti−s)Φ
(
− d2(ti, s,B(ti),B(s))

)
ds+

+ δB(t)
∫ tm

tm−1

e−δ(ti−s)Φ
(
− d1(ti, s,B(ti),B(s))

)
ds
]
. (16)

Proposition 3. For the two integrals appearing in Equation (16), the following equalities hold:∫ tm

tm−1

e−r(ti−s)Φ
(
− d2(ti, s,B(ti),B(s))

)
ds =

=
1
2

Φ
(
− d2(ti, tm−1,B(ti),B(tm−1)

) ∫ tm

tm−1

e−r(ti−s) ds+

+
1
2

Φ
(
− d2(ti, tm,B(ti),B(tm)

) ∫ tm

tm−1
e−r(ti−s) ds + εA

m,i

(17)

and ∫ tm

tm−1

e−δ(ti−s)Φ
(
− d1(ti, s,B(ti),B(s))

)
ds =

=
1
2

Φ
(
− d1(ti, tm−1,B(ti),B(tm−1))

) ∫ ζm

tm−1

e−δ(ti−s) ds+

+
1
2

Φ
(
− d1(ti, tm,B(ti),B(tm))

) ∫ tm

tm−1

e−δ(ti−s) ds + εB
m,i,

(18)

where εA
m,i and εB

m,i are the errors as defined in Proposition 1.

Proof. The result follows immediately from the continuity of Φ and B and by means of
Proposition 1.

Equation (12) represents a nonstandard Volterra integral equation of the second kind
having the form (1). We solve it by using of the method described in Section 2. By applying
this method, when s = ti, the indeterminate form

Φ

⎛⎝− log
(B(ti)
B(ti)

)
+ (r − δ − σ2

2 )(ti − ti)

σ
√

ti − ti

⎞⎠ = Φ
(

0
0

)
(19)

arises. Observing that

lim
s→t−

Φ

⎛⎝− log
( B(t)
B(s)
)
+ (r − δ − σ2

2 )(t − s)

σ
√

t − s

⎞⎠ =
1
2

, (20)

we can define the continuous function

Φ

⎛⎝− log
(

u(t)
u(s)

)
+ (r − δ − σ2

2 )(t − s)

σ
√

t − s

⎞⎠ =

⎧⎪⎨⎪⎩ Φ

(
− log

(
u(t)
u(s)

)
+(r−δ− σ2

2 )(t−s)

σ
√

t−s

)
⇐⇒ 0 ≤ s < t

1
2 ⇐⇒ t = s.

The same considerations apply to

Φ

⎛⎝− log
(

u(t)
u(s)

)
+ (r − δ + σ2

2 )(t − s)

σ
√

t − s

⎞⎠.
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Using aforementioned notations, from the numerical approximation of the early
boundary exercise, the price of the American put may be found by means of the following
formula:

P(t, S) = f (t, S) + rK
∫ t

0
e−r(t−s)Φ(−d2(t, s, S,B(s))) ds+

− δS
∫ t

0
e−δ(t−s)Φ(−d1(t, s, S,B(s))) ds.

(21)

In Equation (21), S represents the current price of the underlying asset (see [4]). The
authors in [29] showed that the value of American options can be written as the sum of the
corresponding European option price and the early exercise premium. Equation (21) lends
itself to this interpretation being f (t, S) the price of an European put.

4. Numerical Results

In this section, we present some numerical results showing the accuracy of the ap-
proximations computed by means of the pricing model presented in Sections 2 and 3. We
denote by T the time expressed in year, and the interest rate, dividend yield, and volatility
are expressed on an annual basis. The results were obtained using MATLAB on a MacBook
Pro with a 2.6 GHz Intel Core i7 processor with 16 GB RAM. We considered n = 110 steps.
The required computational time was about 9 s. The nonlinear system of equations of the
form (10), arising in the problem discussed in Section 3, was solved applying the Broyden’s
method, a quasi-Newtonian method.

The obtained approximated values of B(t) are plotted in Figure 1 for several values of
σ. We chose S = K = 100, T = 2, r = 0.05, δ = 0 and σ = 0.2, 0.40, 0.60.

0 0.5 1 1.5 2

40

60

80

100

t

B(
t)

σ = 0.20
σ = 0.40
σ = 0.60

Figure 1. The numerical approximation of B(t): K = 100, T = 2, r = 0.05, δ = 0 and σ =

0.2, 0.40, 0.60.

For several values of δ, the obtained values of B(t) are, instead, plotted in Figure 2.
We chose S = K = 100, T = 2, r = 0.05, σ = 0.2 and δ = 0.05, 0.10, 0.15.
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Figure 2. The numerical approximation of B(t): K = 100, T = 2, r = 0.05, σ = 0.2 and δ =

0.05, 0.10, 0.15.

The numerical approximation of B(t) gained from our method was applied to (21);
consequently, the trapezoidal numerical integration rule was engaged to calculate the
price of an American put. The outcome values were compared with the benchmarks ones,
stemming from a binomial tree with n = 10,000 time steps.

Table 1 displays values of the American put achieved through benchmarks methods.
All the considered methods are able to produce an approximation of the boundary. In
particular, the Cox, Ross and Rubenstein model ([30]), namely, C-R-R in the first column
of Table 1, with n = 10,000 time steps (C-R-R), is considered. The second column contains
the American put prices corresponding to different approximated values of B(t) using
the four-point extrapolation scheme of [15], namely, G-J. The third column of Table 1
reports the modified two-point method of [8], namely, B-J. The fourth column embeds
values stemming from the lower and upper bound approximation of [16], indicated as B-D.
The fifth column, namely, Ju, shows the exponential functions method combined with a
three-point Richardson extrapolation proposed by [17]. In addition, the iteration method
proposed by [12] was considered and it is identified as K-J-K. Values within the seventh
column in Table 1 represents the trapezoidal formulas approximations of [18] followed by
the Newton–Raphson iteration, namely, K-K. N-B-R refers to the more recently product
integration method for the approximation of the early boundary in the American option
pricing problem exposed in [22]. Lastly, the last column in Table 1, indicated as D-M-M-V,
represents the mean-value theorem approach that we proposed in this work.

In Table 1, we considered S as in first column, T = 3, σ = 0.2, r = 0.08, K = 100 and
δ = 0.08 and n = 32. The benchmark values in the first column stem from a binomial tree
(C-R-R model) with n = 10,000 time steps. For ease of reading, we underlined the best
approximations.

The proposed numerical approach employs about 0.66 s to compute n = 32 points. It
is worth underlining that approximations attained with our method are coherent or even
better compared to the similar stemming from benchmark methods. The only exception
holds for approximations obtained by [22]. Table 2 shows results from our proposal
compared to the ones [22] considering, for D-M-M-V method, n = 110 points.
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Table 1. Numerical approximations of American put price: S as in the first column, T = 3, σ = 0.2,
r = 0.08, K = 100, δ = 0.08, and n = 32. For each value of S, the resulting approximation errors
are displayed in the second rows within brackets. Some data in Table 1 were extracted from [22]; in
addition, underlined values represent approximated prices to which the lowest error corresponds.

S C-R-R G-J B-J B-D Ju K-J-K K-K N-B-R D-M-M-V

80
22.2050 22.2079 22.7106 22.1985 22.2084 22.1942 22.1900 22.2048 22.2075

(-) (2.9 × 10−3) (5.1 × 10−1) (6.5 × 10−3) (3.4 × 10−3) (1.1 × 10−2) (1.5 × 10−2) (2 × 10−4) (2.5 × 10−3)

90
16.2071 16.1639 16.5205 16.1986 16.2106 16.1999 16.1960 16.2068 16.2096

(-) (4.3 × 10−2) (3.6 × 10−1) (5.9 × 10−2) (7.2 × 10−3) (1.1 × 10−2) (3.9 × 10−3) (1.1 × 10−4) (2.5 × 10−3)

100
11.7037 11.7053 11.8106 11.6988 11.7066 11.6991 11.6958 11.7037 11.7061

(-) (1.6 × 10−3) (1.1 × 10−1) (4.9 × 10−3) (2.9 × 10−3) (4.9 × 10−3) (7.9 × 10−3) (1.0 × 10−5) (4.4 × 10−3)

110
8.3671 8.3886 8.4072 8.3630 8.3695 8.3638 8.3613 8.3669 8.3689

(-) (2.1 × 10−2) (4.0 × 10−2) (4.1 × 10−3) (2.4 × 10−3) (3.3 × 10−3) (5.8 × 10−3) (2.0 × 10−4) (1.8 × 10−3)

120
5.9299 5.9435 5.9310 5.9261 5.9323 5.9278 5.9258 5.9298 5.9314

(-) (1.4 × 10−2) (1.1 × 10−3) (3.8 × 10−3) (2.4 × 10−3) (2.1 × 10−3) (4.1 × 10−3) (1.0 × 10−4) (1.5 × 10−3)

Table 2. Comparison between N-B-R and D-M-M-V: S as in the first column, T = 3, σ = 0.2, r = 0.08,
K = 100 and δ = 0.08. The benchmark value was obtained considering the C-R-R model with n =
10,000 time steps. For each value of S, the resulting approximation errors are displayed in the second
rows within brackets.

S C-R-R N-B-R D-M-M-V

80
22.2050 22.2048 22.2051

(-) (2.0 × 10−4) (1.0 × 10−4)

90
16.2071 16.2068 16.2072

(-) (1.1 × 10−4) (1.0 × 10−4)

100
11.7037 11.7037 11.7040

(-) (1.0 × 10−5) (3.0 × 10−4)

110
8.3671 8.3669 8.3672

(-) (2.0 × 10−4) (1.0 × 10−4)

120
5.9299 5.9299 5.9299

(-) (1.0 × 10−4) (1.0 × 10−4)

As Table 2 shows, the approximations obtained with our method were coherent with
the ones obtained by applying the method in [22]. The resulting errors in the second
rows for each value of S were very small and comparable with that relative to the N-B-
R method. In particular, [22] numerically solved the one-dimensional reformulation of
Kim’s integral equations ([11]) using a modified version of the Nyström method. Such a
procedure allows for taking into account the singularity close to expiry presented by the
early exercise boundary. In our method, instead, we directly dealt with Equation (15). In
addition, our method may be easily extended to integral equations coming from more
complicated dynamics.

In [22], taking into account n = 32 points, an error of range of 10−4 was obtained
in about 14 s. Their calculations were performed on a PC with a 4.00 Intel Core i7 GHz
processor with 16 GB RAM (see Figures 3–6 as reported by [22]). With our algorithm, also
considering n = 110 points, we obtained an error of the same range in about 9 s. Moreover,
our calculations were performed using a machine with a less powerful processor, a MacBook
Pro with a 2.6 GHz Intel Core i7 processor with 16 GB of RAM. To test the convergence of
our algorithm, we report in Table 3 some values of the American put corresponding to as
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many as the approximated values of B(t). We considered: S = K = 100, T = 1, r = 0.08,
σ = 0.2 and δ = 0.08. In Column 1, we report the time steps. The errors were computed
as the difference between our values (D-D-M-V) with the ones obtained considering a
binomial tree (C-R-R) model with n = 10,000 used as a benchmark. The error size of order
10−4 obtained when increasing the value of n proves the quality and the precision of the
proposed method.

Table 3. Convergence analysis in approximating the American put price. The benchmark value,
equal to 7.5009, stems from a binomial tree (C-R-R model) with n = 10,000 steps. We considered
S = K = 100, T = 1, r = δ = 0.08, σ = 0.2.

n D-D-M-V Error

10 7.5059 0.0050

20 7.5028 0.0019

30 7.5020 0.0011

40 7.5017 8.0 × 10−4

90 7.5012 3.0 × 10−4

110 7.5012 1.0 × 10−4

5. Conclusions

The present work proposed a new numerical method for the approximation of the
early exercise boundary of an American option. American options are financial contracts
allowing for the holder to buy or sell an underlying financial asset before the contract
expiration. Thus, the evaluation of an American option requires to consider that the
holder may have convenience to interrupt the contract at any time depending on the
value of the underlying asset; that is, a collection of optimal exercise prices, one for each
optimal exercise time, must be determined. Representing such a boundary by means of
a nonstandard Volterra integral equation, we propose a numerical scheme in order to
approximate the solution of the free boundary problem concerning the American option.
Our proposal allows for managing well-known numerical problems arising in the presence
of a singularity close to expiry and of a double integral. First, we provided theoretical
instruments that were at the core of the proposed method. Consequently, we compared
existing pricing models with results stemming from our method, showing the accuracy
of the latter. The direct solution of the integral equation suggests that our method can be
applied to more complicated cases coming up in finance.
Future research works will concern the use of an asset price process characterized by a
nonconstant volatility term. In particular, we aim to expand our proposal to the case of the
Heston model for American options, considering the associated multidimensional Volterra
integral equation for the boundary problem.
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Abstract: This paper deals with the numerical solution of nonlocal boundary-value problem for
two-dimensional pseudoparabolic equation which arise in many physical phenomena. A three-layer
alternating direction implicit method is investigated for the solution of this problem. This method
generalizes Peaceman–Rachford’s ADI method for the 2D parabolic equation. The stability of the
proposed method is proved in the special norm. We investigate algebraic eigenvalue problem with
nonsymmetric matrices to prove this stability. Numerical results are presented.

Keywords: pseudoparabolic equation; nonlocal conditions; finite difference method; ADI method;
eigenvalue problem for difference operator
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1. Introduction and Formulation of the Problem

In the past decades, the solution of the boundary-value problems with nonlocal bound-
ary conditions has been an important and intensively investigated research area of numeri-
cal analysis and applied mathematics. We consider the third-order linear pseudoparabolic
equation (η > 0) with nonlocal integral conditions in the domain D := (0, Lx)× (0, Ly)

∂u
∂t

=
∂2u
∂x2 +

∂2u
∂y2 + η

∂

∂t

(
∂2u
∂x2 +

∂2u
∂y2

)
+ f (x, y, t), (x, y, t) ∈ D × (0, T], (1)

subject to the initial and boundary conditions (BC)

u(0, y, t) = γ0

∫ Lx

0
u(x, y, t)dx + vl(y, t), (y, t) ∈ [0, Ly]× [0, T], (2)

u(Lx, y, t) = γ1

∫ Lx

0
u(x, y, t)dx + vr(y, t), (y, t) ∈ [0, Ly]× [0, T], (3)

u(x, 0, t) = vb(x, t), u(x, Ly, t) = vt(x, t), (x, t) ∈ [0, Lx]× [0, T], (4)

u(x, y, 0) = u0(x, y), (x, y) ∈ D̄ := [0, Lx]× [0, Ly]. (5)

We have local Dirichlet BCs (4) in the y-direction and integral nonlocal boundary conditions
(NBC) (2) and (3) in the x-direction.

Local and nonlocal boundary-value problems for the pseudoparabolic equations are
the subject of intensive studies and a topic of great practical and theoretical interest, because
many applied problems in physics, mechanics, and biology can be modelled using such
equations.
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For example, in the paper [1] the one-dimensional pseudoparabolic equation

∂u
∂t

− ∂2u
∂x2 − η

∂3u
∂x2∂t

= F(x, t, u), (6)

(x, t) ∈ (0, 1)× [0, T] subject to the initial conditions

u(x, 0) = u0(x), 0 ≤ x ≤ 1, (7)

and to the integral conditions

∫ 1

0
u(x, t)dx = E(t),

∫ 1

0
xu(x, t)dx = G(t), 0 ≤ t ≤ T, (8)

was considered. From a physical point of view, the problem (6)–(8) can be interpreted in
the context of soil thermophysics. In this sense, (6) describes the dynamics of moisture in a
subsoil layer 0 < x < 1, while (8) represent the moisture moments [1,2].

Equations of type (6) with variable coefficients and additional terms also have many
other applications in various physical situations, for example, in the theory of the two
temperatures [3], in the study of the aggregation of population [4], or in the diffusion of
imprisoned resonant radiation through a gas [5].

Theoretical research of pseudoparabolic equations with NBCs was started due to its
applications for complex problems of science and technology. One of the first results for the
third-order pseudoparabolic equations with NBCs for problems of soil dampness dynamics
was considered in [6] (see also [1,7]). In the paper [8], the global existence of the weak
solution for pseudoparabolic equation with the nonlocal source was considered.

A number of papers devoted to underground water flow dynamics modelled by pseu-
doparabolic equations with NBCs were published later, see [9,10]. Implicit finite difference
schemes (FDS) for linear or nonlinear pseudoparabolic equations with Dirichlet BCs were
introduced in the early 1970s [11,12]. Numerical methods for pseudoparabolic equations
with NBCs have been of permanent interest for researchers during the last decades. Nu-
merical methods for solving a one-dimensional nonlinear pseudoparabolic equation with
integral conditions were introduced in [13,14]. FDS for linear 1D and 2D pseudoparabolic
equations with various integral conditions were investigated in [15–21]. A separate class of
pseudoparabolic equations consists of fractional pseudoparabolic equations, which were
recently intensively studied [22–24].

Motivated by the works mentioned above, we study a class of two-dimensional
pseudoparabolic equations with integral conditions (1)–(5). The goal of this paper is to
generalize and investigate the Peaceman–Rachford alternating direction implicit (ADI)
method [25] for pseudoparabolic Equation (1) with NBCs (2)–(5).

For the investigation of the stability of the ADI method, we study the structure of
the spectrum of the corresponding difference operator. The structure of the spectrum of
the differential and difference operators in the case of various nonlocal conditions were
investigated in many papers (see, for example, [26–29]). Note that the presence of an
integral term in the boundary condition can complicate the theoretical investigation of
the numerical method. In this case, the matrix of the system of the difference equations
is not symmetric or positive definite. The structure of the spectrum of such matrix is
more complicated (and more substantive and informative) even in the case of Dirichlet or
Neumann boundary value conditions. Furthermore, this structure strongly depends not
only on the type of boundary conditions, but also on values of the parameters (or functions)
included in the boundary conditions.

The first articles about the ADI method for the two-dimensional parabolic equations
(η = 0 in (1)) with NBCs showed that this method was also quite effective [30,31] in the case
of NBC. In article [32], the proof of the stability of the ADI method for a parabolic equation
was based on the analysis of the structure of the spectrum for a difference operator with
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nonlocal conditions. That approach was also relevant for the analysis of the convergence of
the ADI method for elliptic equations with NBCs [33].

The presented ADI method is also suitable for solving an inverse problem for anoma-
lous diffusion equation with a Riemann–Liouville derivative as well as parameter identifi-
cation in fractional systems [34–36].

To the best of the authors’ knowledge, for the first time, a splitting method for pseu-
doparabolic Equation (1) with Dirichlet BCs was researched in articles [37,38].

The paper is organized as follows. In Section 2, we introduce the three-layer ADI
method. Section 3 is devoted to the eigenvalue problem and in Section 4, we prove the main
result of the present paper: the stability of the obtained three-layer difference scheme. In
Section 5 the results of the numerical experiment are presented to demonstrate the accuracy
and effectiveness of the finite difference scheme.

2. Alternating Direction Implicit (ADI) Method

Our goal is to construct a finite difference scheme for the pseudoparabolic problem
and investigate its stability. The Peaceman–Rachford ADI method is used for developing a
new ADI scheme for the third-order pseudoparabolic equation with NBC. The ADI method
was introduced in 1955 by D.W. Peaceman and H.H. Rachford [25] and J. Douglas and H.H.
Rachford [39] as a technique for the numerical solution of elliptic and parabolic differential
equations. The theoretical and practical aspects of the ADI method led to extensions,
generalizations, and ensuing applications far beyond the original application of a reservoir
simulation. The advantage of the ADI method is that the equations that have to be solved at
each step have a simpler structure and can be solved efficiently with the tridiagonal matrix
algorithm. The ADI method is a predictor–corrector scheme where part of the difference
operator is implicit in the initial prediction step and another part is implicit in the final
correction step.

2.1. Notation

According to the standard technique of solving such problems by discretizations, we in-
vestigate finite difference schemes. We introduce grids with uniform steps (1 < N, M, L ∈ N):

ωh
x := {x0 = 0, x1, . . . , xN = Lx}, hx = xi − xi−1 = Lx/N, i = 1, N;

ωh
y := {y0 = 0, y1, . . . , yM = Ly}, hy = yj − yj−1 = Ly/M, j = 1, M;

ωτ := {t0 = 0, t1, . . . , tL = T}, τ = tk − tk−1 = T/L, k = 1, L;

ωτ
1/2 := {t1/2, . . . , tL−1/2 : tk−1/2 = (tk + tk−1)/2, k = 1, L};

ωh
x := {x1, . . . , xN−1}; ωh

y := {y1, . . . , yM−1}; ωτ := {t1, . . . , tL}.

We use the notation Uk
ij := U(xi, yj, tk) for functions defined on the grid (or parts of this

grid) ω × ωτ and Uk−1/2
ij := U(xi, yj, tk−1/2) on the grid ω × ωτ

1/2, where ω := ωh
x × ωh

y.
We omit indices if they are the same in the whole equation.

We use notation Mk×l for the set of k × l matrices whose elements are real numbers,
k, l ∈ N. For any vector u ∈ Mm×1 and matrix A ∈ Mm×m, discrete �2-norms are defined as

‖u‖2 =

(
m

∑
i=1

u2
i

)1/2

, ‖A‖2 =

(
max

i
|λi(A

∗A)|
)1/2

, (9)

where A∗ is an adjoint matrix and λi(A) are eigenvalues of the matrix A.
For functions Ui = U(xi) on the grid ωh

x, we use the notation:

δ2
xUi :=

Ui−1 − 2Ui + Ui+1

h2
x

, (U, V) :=
N−1

∑
i=1

UiVihx

[U, V] := U0V0hx/2 + (U, V) + UnVnhx/2.
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We introduce operators δ2
x, δ2

y for a function on the grid ω:

δ2
xUij :=

Ui−1,j − 2Uij + Ui+1,j

h2
x

, δ2
yUij :=

Ui,j−1 − 2Uij + Ui,j+1

h2
y

,

and for the approximation integrals in the NBC, we define

[U, V]j := U0jV0jhx/2 + (U, V)j + UnjVnjhx/2, (U, V)j :=
N−1

∑
i=1

UijVijhx.

In a space H of grid functions Uij := U(xi, yj) on the grid ωh
x × ωh

y , we introduce an
inner product

(U, V)H :=
M−1

∑
j=1

(U, V)jhy.

Each such function is related to matrix U = (Uij) ∈ M(N−1)×(M−1). We choose one of the
most obvious orderings and set a vector

U := (U11, . . . , UN−1,1, U12, . . . , UN−1,M−1)
T = vec(U) ∈ M(N−1)(M−1)×1

for U ∈ H.

2.2. The ADI Method

Before writing down the solution method, we note that while using any splitting
method for pseudoparabolic Equation (1), a one term with the third-order derivative utxx
or utyy has to be approximated in a lower layer, and for that we need at least two layers
for each term. Therefore, we cannot write two-layer splitting FDS for two-dimensional
pseudoparabolic equation, because the smallest number of layers is three.

Let us write the ADI method for pseudoparabolic Equation (1)

Uk+1/2 − Uk

0.5τ
= δ2

xUk+1/2 + δ2
yUk

+
η

0.5τ

(
δ2

xUk+1/2 − δ2
xUk + δ2

yUk − δ2
yUk−1/2)+ Fk+1/2, (10)

Uk+1 − Uk+1/2

0.5τ
= δ2

xUk+1/2 + δ2
yUk+1

+
η

0.5τ

(
δ2

xUk+1/2 − δ2
xUk + δ2

yUk+1 − δ2
yUk+1/2)+ Fk+1/2. (11)

In the case η = 0, Equations (10) and (11) coincide with the classical Peaceman–Rachford
method [25]. The truncation error of Equations (10) and (11) is O(τ + h2

x + h2
y) if the solution

of the differential problem (1)–(5) is smooth enough.
In order to start the calculation with this method, it is necessary to know the values

of Uk
ij in the two initial layers k = 0 and k = 1/2. The values of U0

ij are found from the

initial condition (5). The values of U1/2
ij can be found by solving the system of difference

equations written for the problem (1)–(5) using two layers. One can take Ũ1/2
ij = U0

ij; in this

case, we have error |U1/2
ij − Ũ1/2

ij | = O(τ).

Tridiagonal system (10) of order N − 1 is solved for j = 1, M − 1 with nonlocal
boundary conditions

Uk+1/2|i=0 = γ0[1, Uk+1/2] + Vk+1/2
l , (12)

Uk+1/2|i=N = γ1[1, Uk+1/2] + Vk+1/2
r . (13)

The truncation error of the nonlocal boundary condition is O(h2
x).
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After the calculation of Uk+1/2, system (11) of order M − 1 is solved for i = 1, N − 1
with the Dirichlet BC

Uk+1|j=0 = Vk+1
b , Uk+1|j=M = Vk+1

t . (14)

In order to investigate the stability of the ADI method (10)–(14), we rewrite this
method in the most concise operator form. To this end, nonlocal conditions (12) and (13)
are interpreted as a linear system with unknowns Uk+1/2

0j and Uk+1/2
Nj for every value of j.

We express from conditions (12) and (13), the values Uk+1/2
0j and Uk+1/2

Nj via the remaining
unknowns:

Uk+1/2|i=0 = γ̃0(1, Uk+1/2) + Ṽk+1/2
l , (15)

Uk+1/2|i=N = γ̃1(1, Uk+1/2) + Ṽk+1/2
r , (16)

where γ̃0 := γ0d−1, γ̃1 := γ1d−1, Ṽl := (Vl + hxc)d−1, Ṽr := (Vr − hxc)d−1, c := (γ0Vr −
γ1Vl)/2, d := 1 − γhx/2, γ := γ0 + γ1. We can write Formulas (15) and (16) in all cases
when d �= 0. Note, if γhx < 2, then d > 0.

Let us define square matrices Λx ∈ M(N−1)×(N−1) and Λy ∈ M(M−1)×(M−1) as

Λx :=
1
h2

x

⎛⎜⎜⎜⎜⎜⎝
2 − γ̃0hx −1 − γ̃0hx −γ̃0hx · · · −γ̃0hx

−1 2 −1 · · · 0
. . . . . . . . .

−1 2 −1
−γ̃1hx · · · −γ̃1hx −1 − γ̃1hx 2 − γ̃1hx

⎞⎟⎟⎟⎟⎟⎠,

Λy :=
1
h2

y

⎛⎜⎜⎜⎜⎜⎝
2 −1
−1 2 −1

. . . . . . . . .
−1 2 −1

−1 2

⎞⎟⎟⎟⎟⎟⎠.

Let Ix ∈ M(N−1)×(N−1), Iy ∈ M(M−1)×(M−1) be the identity matrices and I := Iy ⊗ Ix,
where A ⊗ B denotes the Kronecker product of matrices A and B. Then, we define matrices

L1 := Iy ⊗ Λx = diag(Λx, . . . , Λx) ∈ M(M−1)(N−1)×(M−1)(N−1),

L2 := Λy ⊗ Ix =

⎛⎜⎜⎜⎜⎜⎝
2Iy −Iy
−Iy 2Iy −Iy

. . . . . . . . .
−Iy 2Iy −Iy

−Iy 2Iy

⎞⎟⎟⎟⎟⎟⎠ ∈ M(M−1)(N−1)×(M−1)(N−1),

which will be useful to rewrite the method (10) and (11), (14)–(16) in the operator form.

Lemma 1 (see, [33]). The matrices L1 and L2 commute:

L1L2 = L2L1 = Λy ⊗ Λx. (17)

Proof. From the properties of the Kronecker product, we have

L1L2 = (Iy ⊗ Λx)(Λy ⊗ Ix) = (IyΛy)⊗ (ΛxIx) = Λy ⊗ Λx,

L1L2 = (Λy ⊗ Ix)(Iy ⊗ Λx) = (ΛyIy)⊗ (IxΛx) = Λy ⊗ Λx.
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Let us substitute expression (15) for Uk+1/2
0j and expression (16) for Uk+1/2

nj into
Equation (10). Then, we can rewrite (10) in the matrix form

A1Uk+1/2 + B1Uk + C1Uk−1/2 = 0.5τF̃k+1/2
1 , (18)

where

A1 = I + (η + 0.5τ)L1, B1 = −I + (η + 0.5τ)L2 − ηL1, C1 = −ηL2. (19)

We rewrite Equation (11) using BC (14) in the form

A2Uk+1 + B2Uk+1/2 + C2Uk = 0.5τF̃k+1/2
2 , (20)

where

A2 = I + (η + 0.5τ)L2, B2 = −I + (η + 0.5τ)L1 − ηL2, C2 = −ηL1. (21)

We can write F̃k+1/2
1 and F̃k+1/2

2 in terms of known values (Fk+1/2, Vk+1
b , Vk+1

t , Ṽk+1/2
l ,

Ṽk+1/2
r ), but the expressions of these functions are not important for the investigation of

the stability of FDS. Each of Equations (18) and (20) separately corresponds to three-layer
FDS (both together to four-layer FDS).

Lemma 2. The matrices As, Bs, Cs, and A−1
s , s = 1, 2, commute (if the inverse matrices exist).

Proof. The matrices L1 and L2 commute (see Lemma 1). Thus, the matrices As, Bs, and
Cs, defined by (19) and (21) also commute. If AB = BA and A−1 exists, then A−1B =
A−1BAA−1 = A−1ABA−1 = BA−1. Therefore, it follows that matrices As, Bs, and Cs
commute with A−1

s .

Remark 1. We note that matrices A−1
1 and A−1

2 exist, as matrices A1 and A2 are strictly diagonally
dominant.

Corollary 1. The matrices A−1
1 B1 and A−1

1 C1 + μI commute for all μ ∈ C.

Lemma 3. The following equalities

As + Bs + Cs = 0.5τ(L1 + L2) = 2I + B1 + B2, s = 1, 2, (22)

As + Cs = 2I + B3−s, As + C3−s = I + 0.5τLl , s = 1, 2, (23)

(A1 + C1)(A2 + C2) = B1B2 + τ(L1 + L2) (24)

are valid.

Proof. The equalities (22) and (23) are obvious. Finally,

(A1 + C1)(A2 + C2) = (2I + B2)(2I + B1) = 4I + 2B1 + 2B2 + B2B1

= B2B1 + τ(L1 + L2) = B1B2 + τ(L1 + L2).

Corollary 2. The following equality

−B1B2 + A1C2 + A2C1 = −A1A2 − C1C2 + τ(L1 + L2)

is valid.
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The methodology of the investigation of the stability of three-layer schemes for the
second-order parabolic equation with Dirichlet boundary conditions is created in mono-
graph [40]. According to that methodology, the three-layer difference scheme (18) or (20)
must be rewritten in the canonical form. For example, the canonical form for (18) is

B̃
Uk+1/2 − Uk−1/2

τ
+ R̃(Uk+1/2 − 2Uk + Uk−1/2) + ÃUk = F̃k+1/2

1 ,

where

B̃ = I + (η + 0.5τ)L1 + ηL2, τR̃ = I + (η + 0.5τ)L1 − ηL2, Ã = L1 + L2.

For the stability of difference scheme (18), the matrices R̃ and Ã must be positive def-
inite [40]. However, in the case of nonlocal conditions (3) and (4), these matrices are
nonsymmetric because of nonsymmetrical matrix Λx. Furthermore, the symmetric ma-
trix R̃ is not positive definite in the case of pseudoparabolic equation (η �= 0). Thus, we
investigate the stability of difference scheme (18) by using the other approach.

2.3. Reduction of the Three-Layer Scheme to a Two-Layer Scheme

In order to reduce the three-layer difference scheme to a two-layer system, we define
vectors in M2(N−1)(M−1)×1:

Yk =

(
Uk

Uk−1/2

)
, Fk+1/2

s =

(
τ
2 A−1

s F̃k+1/2
s

0

)
, s = 1, 2.

Then, we rewrite Equations (18) and (20) as

Yk+1/2 = S1Yk + Fk+1/2
1 , Yk+1 = S2Yk+1/2 + Fk+1/2

2 ,

where

Sl =

( −A−1
l Bl −A−1

l Cl
I 0

)
∈ M2(N−1)(M−1)×2(N−1)(M−1), l = 1, 2.

From this, we obtain
Yk+1 = SYk + Fk+1/2, (25)

where

S = S2S1 =

(
A−1

2 B2A−1
1 B1 − A−1

2 C2 A−1
2 B2A−1

1 C1
−A−1

1 B1 −A−1
1 C1

)
, (26)

and Fk+1/2 = S2Fk+1/2
1 + Fk+1/2

2 .

3. Eigenvalues of Matrix S

3.1. Eigenvalues of the Matrices Λx and Λy

It is known that the eigenvalues of Λy are positive and the corresponding eigenvectors
are orthogonal and linearly independent:

λm(Λy) =
4
h2

y
sin2 πmhy

2Ly
, Wm = (Wm

1 , . . . , Wm
M−1)

T , m = 1, M − 1,

where

Wm
j = sin

πmjhy

Ly
, j = 1, M − 1.
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The eigenvalue problem for matrix Λx is equivalent to problem

−δ2
xVi = λVi, i = 1, N − 1,

V0 = γ0[1, V], Vn = γ1[1, V].

All eigenvalues λn(Λy), n = 1, N − 1, of this problem are real numbers and eigenvectors

Vn = (Vn
1 , . . . , Vn

N−1)
T , n = 1, N − 1,

are linearly independent. Furthermore, if γ0 + γ1 < 2, then all eigenvalues λn(Λx),
n = 1, N − 1, are positive, more precisely, λn(Λx) ∈ (0, 4/h2

x) [28].

3.2. Eigenvalues and Eigenvectors of the Matrices L1 and L2

Vectors
Um,n = Wm ⊗ Vn, n = 1, N − 1, m = 1, M − 1, (27)

are linearly independent in the vector space R2(N−1)(M−1) according to the Kronecker
product properties [41].

Since L1 = Iy ⊗ Λx and L2 = Λy ⊗ Ix, we have

(Iy ⊗ Λx)(W
m ⊗ Vn) = (IyWm)⊗ (ΛxVn) = λn(Λx)W

m ⊗ Vn,

(Λy ⊗ Ix)(W
m ⊗ Vn) = (ΛyWm)⊗ (IxVn) = λm(Λy)W

m ⊗ Vn,

and we get
L1Um,n = λn(Λx)U

m,n, L2Um,n = λm(Λy)U
m,n. (28)

Therefore, matrices L1 and L2 have the same system of eigenvectors. The eigenvalues
of matrix L1 are λ

(1)
n = λn(Λx), n = 1, N − 1, and the geometric multiplicity of each

eigenvalue is M − 1; the eigenvalues of matrix L2 are λ
(2)
m = λm(Λy), m = 1, M − 1, and

the geometric multiplicity of each eigenvalue is N − 1.

Lemma 4. The matrices As, Bs, Cs, and Ls, s = 1, 2, commute and have a common system of
linearly independent eigenvectors.

Proof. The matrices Λ1 and Λ2 commute and have the same system of eigenvectors. Thus,
according to (19) and (21), vectors Um,n are eigenvectors of matrices As, Bs, Cs, too.

3.3. Eigenvalues of the Matrix S

The equation for the eigenvalues of matrix S is∣∣∣∣ A−1
2 B2A−1

1 B1 − A−1
2 C2 − μI A−1

2 B2A−1
1 C1

−A−1
1 B1 −A−1

1 C1 − μI

∣∣∣∣ = 0.

The determinant on the left side is equal to∣∣∣∣ −A−1
2 C2 − μI −μA−1

2 B2
−A−1

1 B1 −A−1
1 C1 − μI

∣∣∣∣ = 1
det(A1A2)

∣∣∣∣ C2 + μA2 μB2
B1 C1 + μA1

∣∣∣∣.
Using Lemma 2 and Corollary 3, we get equation

det
(

μ2A + μB + C
)
= 0, (29)
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where

A = A1A2, C = C1C2, (30)

B = −B1B2 + A1C2 + A2C1 = −A1A2 − C1C2 + τ(L1 + L2). (31)

The last equality follows from Corollary 2. Equation (29) is the characteristic equation of
the general nonlinear eigenvalue problem

μ2AU + μBU + CU = 0. (32)

Thus, the second order eigenvalue problem has 2(N − 1)(M − 1) eigenvalues. As a result,
the next lemma is valid.

Lemma 5. The eigenvalues of matrix S coincide with the eigenvalues of the nonlinear eigenvalue
problem (32).

The nonlinear eigenvalue problem of such type when matrices A, B, and C are sym-
metric is well known and has been considered in many works (see, [42]). In our case,
these matrices are nonsymmetric, but it is possible to investigate nonlinear eigenvalue
problem (32) using another useful property of these matrices. Namely, matrices A, B, and
C have the same system of eigenvectors.

We can find the eigenvalues of nonlinear problem (32). Substituting U = Um,n into
Equation (32) and taking into account that Um,n �≡ 0, we obtain

μ2λmn(A) + μλmn(B) + λmn(C) = 0, m = 1, M − 1, n = 1, N − 1. (33)

The eigenvalues of matrix S are roots of Equation (33). We rewrite (33) as

amnμ2 + bmnμ + cmn = 0, m = 1, M − 1, n = 1, N − 1, (34)

where

amn =
(
1 + (η + 0.5τ)λ

(1)
n
)(

1 + (η + 0.5τ)λ
(2)
m
)
, (35)

bmn = −amn − cmn + τ
(
λ
(1)
n + λ

(2)
m
)
, (36)

cmn = η2λ
(1)
n λ

(2)
m . (37)

If λ
(1)
n > 0, λ

(2)
m > 0, then taking into account η > 0, we get that cmn > 0. From (35), we get

amn > cmn, amn > 0.5τ
(
λ
(1)
n + λ

(2)
m
)
.

Thus, we estimate

bmn < −amn − cmn + 2amn = anm − cmn < anm + cmn.

From (36), we have −bmn < amn + cmn. Finally, we prove

|cmn| < amn, |bmn| < cmn + amn.

Lemma 6. If γ0 + γ1 < 2, then for the roots of Equation (34), we have |μ| < 1.

Proof. If γ0 + γ1 < 2, then λn(Λx) > 0, n = 1, N − 1. Eigenvalues λm(Λy), m = 1, M − 1,

are positive. Thus, we have λ
(1)
n > 0, λ

(2)
m > 0 for m = 1, M − 1, n = 1, N − 1. According

to Hurwitz’s criterion [43], the roots of polynomial μ2 + bμ + c satisfy condition |μ| < 1 if
and only if |c| < 1, |b| < c + 1. Therefore, the conditions of Hurwitz’s criterion are fulfilled
for b = a−1

mnbmn, c = a−1
mncmn, and we get that |μ| < 1.
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Remark 2. In the case η = 0, we have cmn = 0, and the roots are μ1 = 0, μ2 = −bmna−1
mn =(

1 − 0.5τλ
(1)
n
)(

1 − 0.5τλ
(2)
m
)(

1 + 0.5τλ
(1)
n
)−1(1 + 0.5τλ

(2)
m
)−1, and |μ2| < 1.

In the limit case τ = 0, we have equation amnμ2 − (amn + cmn)μ + cmn = 0. The roots of
this equation are μ1 = cmna−1

mn = η2λ
(1)
n λ

(2)
m
(
1 + ηλ

(1)
n
)−1(1 + ηλ

(2)
m
)−1, μ2 = 1, and |μ1| < 1.

4. Investigation of the Stability of Finite Difference Scheme

We examine, based on Lemma 6, the stability of the ADI method (10)–(11) or otherwise
the difference scheme (25).

From Lemma 6, we can formulate the following proposition.

Proposition 1. If |μ| < 1, where μ is the eigenvalue of matrix S, then the difference scheme
Yn+1 = SYn + Fn+1/2 is stable regardless of whether the matrix S is symmetric or not.

This proposition on the stability of the two-layer difference scheme for a parabolic
equation has been known for a long time and was formulated before solving problems
with nonlocal conditions (see, [44]). In order to understand the influence of nonlocal
conditions on the stability of the difference scheme, we study in detail the case when S is a
nonsymmetric matrix.

If γ1 = γ2 = 0 in problem (10)–(13), then matrix S is symmetric. In this case, all
eigenvalues of S are real and it follows from |μ| < 1 that

�(S) := max |μ(S)| < 1. (38)

If S is symmetric, we have

‖S‖2 =

(
max

i
|λi(S

2)|
)1/2

= �(S). (39)

Thus, the condition of the stability of the finite difference scheme (25) can be formulated as
the following theorem.

Theorem 1. If γ1 = γ2 = 0, then
‖S‖2 < 1 (40)

and ADI method (9)–(12) is stable in the discrete vector �2-norm.

Let us assume on the contrary that either γ1 or γ2 is nonzero in problem (1)–(5).
Thus, we investigate the stability of difference scheme (10)–(13) or the system (25) with
nonsymmetric matrix S. In this case, the equality (39) does not follow from the definition of
the norm (9). That is, for nonsymmetric matrix S, the spectral radius �(S) is not the matrix
norm. For this, we use the statement from linear algebra about the norm of the matrix.

Proposition 2 (see, [45], Th. 7.8). Let �(A) be a spectral radius of an arbitrary square matrix A.
If ε > 0 is given, then there exists a matrix norm ‖A‖∗ for which

‖A‖∗ ≤ �(A) + ε. (41)

We can formulate some corollary of this proposition.

Corollary 3. For any square matrix A, there exists a matrix norm ‖A‖∗ < 1 if and only if
�(A) < 1.

However, the proof of Proposition 2, as well as a construction of norm ‖A‖∗, is
nontrivial (see, [46] p. 12, or [47] Chapter 11.2, Section 3.4).
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Now, we assume that matrix S has a system of linearly independent eigenvectors. In
this case, we use the following proposition from linear algebra [48].

Proposition 3. Let ‖A‖ and ‖u‖ be compatible matrix and vector norms and P be a nonsingular
matrix (det P �= 0). Then,

‖A‖∗ = ‖P−1AP‖ (42)

and
‖u‖∗ = ‖P−1u‖ (43)

are also compatible matrix and vector norms.

Using the assumption that the eigenvectors of matrix S are linearly independent, we
define matrix P, whose columns are eigenvectors of S. We use the �2-norm ‖ · ‖2 in (42) and
(43). Therefore, we get

‖u‖∗ = ‖P−1u‖2 = (P−1u, P−1u)1/2 = (Du, u)1/2, D = (PP∗)−1, (44)

‖S‖∗ = ‖P−1SP‖2 = ‖J‖2 = max
i

|μi(S)| = �(S), (45)

where D is a positive defined matrix and J is the Jordan form of S.
Now, we can generalize Theorem 1.

Theorem 2. If γ1 + γ2 < 2, then the ADI method (10) and (11) with nonlocal conditions (12)
and (13) is stable in some vector norm. If additionally, the eigenvectors of matrix S are linearly
independent, then the ADI method is stable in norm ‖u‖∗ = (Du, u)1/2, generated by the self-
adjoint positive defined operator (matrix) D = (PP∗)−1, where P is a matrix whose columns are
linearly independent eigenvectors of S.

Remark 3. As far as the authors know, the eigenvectors of a matrix S are linearly independent if
there are some additional conditions. For example, in the case when the eigenvalues of S are real. In
this article, we leave this question open.

5. Numerical Examples

One of the aims of our numerical simulations was to demonstrate the theoretical results
obtained in the previous sections. Two numerical examples illustrate the effectiveness
of the present ADI scheme. Another aim was to investigate numerically the influence of
parameter τ, T, and η on the accuracy of the solution.

Problem 1. We consider the model problem in the domain D := (0, 1)× (0, 1)

∂u
∂t

=
∂2u
∂x2 +

∂2u
∂y2 + η

∂

∂t

(
∂2u
∂x2 +

∂2u
∂y2

)
+ f (x, y, t), (x, y, t) ∈ D × (0, T],

where
f (x, y, t) = e−t sin(πx) sin(πy)

(− 1 + 2π2(1 − η)
)
,

subject to the initial and boundary conditions

u(0, y, t) = γ0

∫ 1

0
u(x, y, t)dx − 2

γ0

π
e−t sin(πy), (y, t) ∈ [0, 1]× [0, T],

u(1, y, t) = γ1

∫ 1

0
u(x, y, t)dx − 2

γ1

π
e−t sin(πy), (y, t) ∈ [0, 1]× [0, T],

u(x, 0, t) = 0, u(x, 1, t) = 0, (x, t) ∈ [0, 1]× [0, T],

u(x, y, 0) = sin(πx) sin(πy), (x, y) ∈ [0, 1]× [0, 1].
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The right-hand side function f in the differential equation and the initial and boundary conditions
were prescribed to satisfy the given exact solution

u∗(x, y, t) = e−t sin(πx) sin(πy)

of problem (1)–(5) (see, Figure 1a).

(a) Problem 1 (b) Problem 2

Figure 1. Solutions of Problems 1 and 2.

We calculated the maximum norm of the error of the numerical solution with respect to the
exact solution and relative error

E = max
i=0,··· ,M

|UN
i − u∗(xi, tN)|, Er = E/|u∗(xi, tN)|.

The results of the numerical experiment are presented in Table 1. Note that the errors were O(τ + h2)
with a sufficient accuracy for all τ and h. The ratio τ/h2 was equal to 1.

The errors E for a different ratio of step sizes τ and h are given in Table 2. Now, τ/h2 = 1/h
and the error was O(τ) as expected (independent of τ/h2 which varied from 4 to 64). The plots of
the error distribution at mesh points for T = 2 are presented in Figure 2a for the classical problem
and in Figure 2b for the problem with nonlocal boundary conditions.

Problem 2. In the second example, we considered the model problem (1)–(5) in the domain D :=
(0, 1)× (0, 1). The right-hand side function f and the initial and boundary conditions were chosen
so that the function

u∗(x, y, t) = ex+yeαt+1

was the exact solution of the problem (see, Figure 1b), i.e.,

f (x, y, t) = 2αex+yeαt+1(ex+yeαt+1 − η
)

u(0, y, t) = γ0

∫ 1

0
u(x, y, t)dx − γ0(−eαt+y+1 + eαt+y+2) + eαt+y+1, (y, t) ∈ [0, 1]× [0, T],

u(1, y, t) = γ1

∫ 1

0
u(x, y, t)dx − γ1(−eαt+y+1 + eαt+y+2) + eαt+y+2, (y, t) ∈ [0, 1]× [0, T],

u(x, 0, t) = eαt+x+1; , u(x, 1, t) = eαt+x+2, (x, t) ∈ [0, 1]× [0, T],

u(x, y, 0) = ex+y, (x, y) ∈ [0, 1]× [0, 1].

We set α = 0.1.
In Table 3, E tends to O(τ + h2) as τ and h decreases but is larger for large values of τ and h.

It may happen because u∗ grows rapidly for large x, y, t. However, there might be other reasons.
Tables 4 and 5 show how the error depends on T and η. We can see that it should be proportional

to the length of interval [0, T] but does not depend too much on η. The plots of the error distribution
for time T = 2 are presented in Figure 3a for the classical problem and in Figure 3b for the problem
with nonlocal boundary conditions.
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(a) γ0 = γ1 = 0 (b) γ0 = 1, γ1 = −1

Figure 2. (Problem 1) Errors for the discrete solution on the 64 × 64 grids for a problem solved with
different values of parameters γ0, γ1.

Table 1. (Problem 1) The errors for different h, τ = h2 ( η = 1, γ0 = 1, γ1 = −1, T = 2).

h τ E

2−2 6.2500 · 10−2 4.832 · 10−3

2−3 1.5625 · 10−2 1.226 · 10−3

2−4 3.9063 · 10−4 3.071 · 10−4

2−5 9.7660 · 10−5 7.778 · 10−5

2−6 2.4414 · 10−5 1.966 · 10−5

Table 2. (Problem 1) The errors for different h, τ = h ( η = 1, γ0 = 1, γ1 = −1, T = 2).

h 2−2 2−3 2−4 2−5 2−6

E 0.0166 0.0103 0.0056 0.0028 0.0013

(a) γ0 = γ1 = 0 (b) γ0 = 11, γ1 = −10

Figure 3. (Problem 2) Errors for the discrete solution on the 64 × 64 grids for a problem solved with
different values of parameters γ0, γ1.
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Table 3. (Problem 2) The errors for different h, τ �= h2 ( η = 0.1, γ0 = 11, γ1 = −10, T = 2).

h τ E Er

0.0625 0.005 5.044557 · 10−2 8.22822 · 10−3

0.03125 0.00125 1.40017 · 10−2 2.31612 · 10−3

0.015625 0.00031250 3.68602 · 10−3 6.1332 · 10−4

0.0078125 0.00007813 9.4561 · 10−4 1.5773 · 10−4

0.00390625 0.00001953 2.4045 · 10−4 4.011 · 10−5

Table 4. (Problem 2) The errors for different T, α = 0.1 η = 1, γ0 = 11, γ1 = −10, h = 0.1, τ = h2.

T 0.5 1 2 5 10
E 0.0011 0.0018 0.0027 0.0042 0.0069

Table 5. (Problem 2) The errors for different η, α = 0.1 T = 2, γ0 = 11, γ1 = −10, h = 2−6, τ = h2.

η 0.1 0.5 1 2 5 10
E 6.10 · 10−4 5.22 · 10−4 3.82 · 10−4 1.63 · 10−4 4.78 · 10−4 8.03 · 10−4

6. Conclusions and Remarks

In the article, we investigated the stability of the ADI method for the third-order 2D
linear pseudoparabolic equation with boundary integral conditions (2) and (3). The ADI
method defined by Formulas (10)–(13) had not been previously studied by other authors
for pseudoparabolic equations.

As is well known, one of the most important properties for any numerical method
to solve differential equations with boundary and initial conditions is the stability of
the method. As mentioned in the introduction, for nonlocal boundary conditions, the
differential problem is not self-adjoint. Therefore, the theoretical study of the method
(proof of stability and convergence) usually becomes more complicated. In other words, it
is not always possible to immediately apply the well-known theoretical conclusion that
convergence follows from approximation and stability. In this paper, the spectrum structure
of the nonsymmetric matrix S was used for the theoretical study of the ADI method written
in (25). In Section 4, it was proved that the stability of the differential scheme in the vector
norm || · ||∗ follows from the condition �(S) < 1. We note that the convergence of the
difference method would follow from this condition, if we proved the equivalence of the
norms || · ||∗ and || · ||2, i.e., that the inequalities C1|| · ||∗ ≤ || · ||2 ≤ C2|| · ||∗ were valid
with constants C1 and C2 independent of h and τ. This approach was applied in [49]. We
could not claim whether that approach was valid for pseudoparabolic 2D equations with
nonlocal conditions (2) and (3).

Therefore, we chose another path. As a first step, we considered a differential equation
with nonlocal conditions of a new form or a new numerical method, and we chose an
approach that gave us only stability (see [21,31,49,50]). Such a methodology often works
when the differential equation is with constant coefficients, and the approach is related to
the spectrum structure of the differential problem.

The convergence of the ADI method is in our immediate plans but requires additional
research or assumptions (see Remark 3).
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32. Sapagovas, M.; Kairytė, G.; Štikonienė, O.; Štikonas, A. Alternating direction method for a two-dimensional parabolic equation
with a nonlocal boundary condition. Math. Model. Anal. 2007, 12, 131–142. [CrossRef]
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Abstract: The advances in nanotechnology led to the development of new kinds of engineered
fluids called nanofluids. Nanofluids have several industrial and engineering applications, such
as solar energy systems, heat conduction processes, nuclear systems, chemical processes, etc. The
motivation of the present work is to analyze and explore the thermal and dynamic behaviors of
a non-Newtonian fluid flow under time retardation effects. The flow is unsteady and caused by
a bidirectional, periodically moving surface. In addition to the convective heat transfer and fluid
flow, the radiation and chemical reactions have also been considered. The governing equations are
established based on the modified Cattaneo–Christov heat flux formulation. It was found that the
bidirectional velocities oscillate periodically, and that the magnitude of the oscillation increases with
the retardation time. Higher temperatures occur when the porosity parameter is increased, and lower
concentrations are encountered for higher values of the concentration relaxation parameter. The
current results can be applied in thermal systems, heat transfer enhancement, chemical synthesis,
solar systems, power generation, medical applications, the automotive industry, process industries,
refrigeration, etc.

Keywords: heat transfer; bidirectional flow; porous medium; nanofluids; accelerating surface;
chemical reaction; Oldroyd-B nanofluid

MSC: 76r05; 76r10

1. Introduction

Several studies on nanofluid applications have recently been presented. Leading to
more compact systems and higher performances, nanofluids have become widely used
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in heat transfer systems, the production and enhancement of energy resources, the ex-
trusion process, the nuclear industry, and many other applications. When nanoparticles
are suspended in a base fluid, the suspension becomes characterized by enhanced ther-
mophysical properties. Nanoparticles are particles with dimensions in the nanometer
range, typically between 1 and 100 nanometers in size. The size of nanoparticles can vary
depending on their composition, shape, and method of synthesis. In general, nanoparticles
smaller than 10 nanometers tend to have unique physical and chemical properties due
to their high surface-area-to-volume ratio, while those larger than 100 nanometers start
to exhibit bulk-like behavior. These nanoparticles are uniformly distributed in the base
liquid to enhance the thermal impact of the base materials. Such predictions were first
experimentally confirmed by Choi [1]. Buongiorno [2] presented a detailed description
of nanofluid convective heat transfer with a focus on the thermophoretic and Brownian
motion effects. Hayat et al. [3] investigated the hydrothermal behavior of a nanofluid flow
under the effect of an external magnetic field. Sui et al. [4] studied the Cattaneo–Christov
double diffusive convection of a Maxwell nanofluid past a stretching sheet. Hsiao [5]
presented a numerical study on the micropolar nanofluid flow by considering the MHD
and viscous dissipation effects. Turkyilmazoglu [6] considered free and circular jet cooling
using nanofluids. Ahmed et al. [7] presented a study on the stagnation point of nanofluid
flow past a rotating disk under the effect of a heat source. Turkyilmazoglu [8] used the
Buongiorno model to study the nanofluid flow in an asymmetric channel. Tlili et al. [9]
studied the bioconvective non-Newtonian nanofluid flow past a stretching cylinder by
considering the effect of the activation energy. Abbasi et al. [10] studied the effect of
using a hybrid nanofluid on the flow over a curved channel. Kiranakumar et al. [11] pre-
sented a comprehensive review of the electrical properties of graphene oxide nanoparticles.
Waqas et al. [12] studied the effect of applying an exponential heat flux on the bio-
convection of a non-Newtonian nanofluid past a moving surface. Chu et al. [13] used
the Keller box method to study the radiative heat transfer of various kinds of hybrid
nanofluids. Habib et al. [14] investigated the combined EHD, MHD, and activation en-
ergy effects on the bioconvective, time-dependent nanofluid flow caused by an extending
sheet. Xia et al. [15] studied the entropy generation caused by the natural bioconversion of
Eyring–Powell nanofluids. Waqas et al. [16] studied the bioconvective micropolar nanofluid
flow under the impacts of a magnetic field, radiation, and the Joule effect. Liu et al. [17]
performed a molecular dynamics study on the effect of using CuO nanoparticles on the
phase-change process of a PCM. Mekheimer et al. [18] studied numerically the nanoparticle
drug injection in blood to detect diseased organs.

The characteristics of non-Newtonian materials are very important in industrial frame-
works and engineering processes. For example, non-Newtonian polymers have several
applications in manufacturing processes and chemical industries. Based on their fluid
behavior, non-Newtonian liquids are classified into diverse categories. The Maxwell model
describes non-Newtonian viscous flow on a long timescale. However, retardation time
features are novel rheological consequences that are observed in some non-Newtonian
liquids. Such characteristics are identified with the help of the Oldroyd-B fluid model.
Kumar et al. [19] presented a study on the rheological behavior of Oldroyd-B fluid with
consideration of viscous dissipation and the Joule and radiation effects. Sajid et al. [20]
numerically investigated the mixed convection of Oldroyd-B liquid under the effects of
viscous dissipation and an external magnetic field. Irfan et al. [21] tested the effect of con-
sidering a variable thermal conductivity on the double diffusive convection of Oldroyd-B
nanofluid. Bai et al. [22] presented a numerical study on the transient Oldroyd-B double
diffusive flow. Roy and Pop [23] conducted an investigation on the mixed convection of
Oldroyd-B nanofluid past a shrinking surface. Mabood et al. [24] predicted the effect of
radiation and chemical reactions on the rheological behavior of Oldroyd-B nanofluid.

The main objective of the current study is to observe the thermal and hydrodynamic
behaviors of Oldroyd-B nanofluid flow caused by a bidirectionally oscillating porous
surface. To perform this study, the unsteady mathematical model governing the coupled
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heat and mass transfer phenomena is developed using the Cattaneo–Christov thermal
flux model, and HAM is used to find the semi-analytical solution. The effects of chemical
reactions and radiation on the flow and heat and mass transfer are presented in terms of
their velocity, temperature, and concentration profiles.

2. Problem Formulation

The Oldroyd-B nanofluid flow over a bidirectional, periodically oscillating porous
surface is considered in the current study. The three-dimensional flow is caused by a
moving surface with time-dependent velocity. The bidirectional surface is maintained at
horizontal and vertical velocities expressed as u = uw = ax sin ωt and v = vw = by sin ωt,
respectively. Here, ω and b are the angular frequencies and stretching rate, respectively.
Following the cartesian coordinates, x and y are being continued in the surface direction
while the z axis is toward the normal direction. For oscillatory phenomena, it has been
assumed that the magnitude of oscillation is small in such a manner that the flow regime
is kept laminar [25–27]. The heat and concentration equations are established via the
modified heat and mass flux theories. In addition, the chemical reaction effect is considered
in the concentration equation. Based on the above-mentioned assumptions, the governing
equations are expressed as follows [25–27]:
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∂z

= 0, (1)

(
∂u
∂y

)
v +
(

∂u
∂x

)
u + ∂u

∂t +
(

∂u
∂z

)
w + λ1

⎛⎜⎜⎜⎜⎜⎝
2
(

w ∂2u
∂z∂t + vw ∂2u

∂y∂z

)
+ 2
(

uv ∂2u
∂x∂y

)
+ ∂2u

∂t2 + v2 ∂2u
∂y2 + u2 ∂2u

∂x2 + w2 ∂2u
∂z2

+2
(

v ∂2u
∂y∂t

)
+ 2
(

uw ∂2u
∂x∂z + u ∂2u

∂x∂t

)
⎞⎟⎟⎟⎟⎟⎠− ν ∂2u

∂z̃2

+νλ2

(
∂2v
∂z2

∂u
∂y + ∂2w

∂z2
∂u
∂z + ∂2u

∂z2
∂u
∂x

)
= νλ2

(
∂3u

∂z2∂t + v ∂3u
∂y∂z2 + u ∂3u

∂x∂z2 + w ∂3u
∂z3

)
− νu

kp
,

(2)

u
(

∂v
∂x

)
+ v
(

∂v
∂y

)
+ w
(

∂v
∂z

)
+ ∂v

∂t + λ1

⎛⎜⎜⎜⎜⎜⎜⎝
2
(

w ∂2v
∂z∂t

)
+ 2
(

uv ∂2v
∂x∂y + vw ∂2v

∂y∂z

)
+ ∂2v

∂t2 + v2 ∂2v
∂y2 + w2 ∂2v

∂z2 + u2 ∂2v
∂x2

+2
(

v ∂2v
∂y∂t

)
+ 2
(

uw ∂2v
∂x∂z + u ∂2v

∂x∂t

)

⎞⎟⎟⎟⎟⎟⎟⎠− ν ∂2v
∂z2

+ν λ2

(
∂v
∂y

∂2v
∂z2 + ∂2w

∂z2
∂v
∂z̃ +

∂v
∂x̃

∂2u
∂z̃2

)
= ν λ2

(
∂3v

∂z2∂t + w ∂3v
∂z3 + v ∂3v

∂y∂z2 + u ∂3v
∂x∂z2

)
− νu

kp
,

(3)

u ∂T
∂x + v ∂T

∂y + w ∂T
∂z + ∂T

∂t + δ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2u ∂2T
∂x∂t + w2 ∂2T

∂z2 + v2 ∂2T
∂y2 + u2 ∂2T

∂x2 + 2w ∂2T
∂z∂t + w ∂u

∂z
∂T
∂x

+v
(

∂T
∂z

∂w
∂y + ∂T

∂y
∂v
∂y

)
+ ∂w

∂t
∂T
∂z + u

(
∂T
∂y

∂v
∂x + ∂T

∂x
∂u
∂x + ∂T

∂z
∂w
∂x

)
+ ∂u

∂t
∂T
∂x + ∂v

∂t
∂T
∂y + ∂2T

∂t2 + v ∂u
∂y

∂T
∂x + w ∂v

∂z
∂T
∂y

+2v
(

u ∂2T
∂x∂y + w ∂2T

∂y∂z +
∂2T
∂y∂t

)
+ w
(

2u ∂2T
∂x∂z +

∂w
∂z

∂T
∂z

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

(
αm + 16σsT3

∞
3k∗(ρc) f

)
∂2T
∂z2 + σ∗

[
DT
T∞

(
∂T
∂z

)2
+ DB

∂C
∂z

∂T
∂z

]
,

(4)

104



Mathematics 2023, 11, 1892

(
∂C
∂y

)
v +
(

∂C
∂x

)
u + ∂C

∂t +
(

∂C
∂z

)
w + δ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2u ∂2C
∂x∂t + w2 ∂2C

∂z2 + v2 ∂2C
∂y2 + u2 ∂2C

∂x2

+2w ∂2C
∂z∂t + w ∂u

∂z
∂C
∂x + v ∂v

∂y
∂C
∂y

+v ∂w
∂y

∂C
∂z + ∂v

∂t
∂C
∂y

+u
(

∂C
∂y

∂v
∂x + ∂u

∂x
∂C
∂x + ∂C

∂z
∂w
∂x

)
+ ∂u

∂t
∂C
∂x + ∂2C

∂t2 + v ∂u
∂y

∂C
∂x

+ ∂w
∂t

∂C
∂z̃ + w ∂v

∂z
∂C
∂y

+2v
(

u ∂2C
∂x∂y + w ∂2C

∂y∂z +
∂2C
∂y∂t

)
+w
(

2u ∂2C
∂x∂z +

∂w
∂z

∂C
∂z

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
(

DT
T∞

)
∂2T
∂z2 + DB

∂2C
∂z2 − k∗(C − C∞).

(5)

The boundary conditions are [25–27]:

u = uw = ax sin ωt, w = 0, C = Cw, v = vw = by sin ωt, T = Tw, z = 0, (6)

u → 0, C → C∞, T → T∞, v → 0, as z → ∞. (7)

The used dimensionless variables are [25,27]:
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The dimensionless boundary conditions are as follows:

g(0, τ) = 0, f (0, τ) = 0, fξ(0, τ) = sin τ, gξ(0, τ) = γ sin τ, θ(0, τ) = 1

φ(0, τ) = 1, gξ(∞, τ) = 0, fξ(∞, τ) = 0, θ(∞, τ) = 0, φ(∞, τ) = 0.

⎫⎬⎭ (13)

The dimensionless parameters β1, β2 (Deborah numbers), Nb (Brownian motion),
Le (Lewis number), Kr (chemical reaction), γ (stretching ratio constant), Kr (reaction con-
stant), δT (thermal relaxation constant), δc (concentration relaxation constant), S (ratio of
frequency to stretching rate), Pr (Prandtl number), and Nt (thermophoresis) are defined as:

Le = αm
DB

, Kr = k∗
a , β1 = λ1a, β2 = λ2a, Pr = ν

αm
, S = ω

a , Nb = σ∗DB(Cw−C∞)
ν ,

R = 16σsT3
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3kk∗ , δc = δ2a, γ = b
a Nt = σ∗DT(Tw−T∞)

νT∞
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akp
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⎫⎪⎬⎪⎭ (14)

The local Sherwood and Nusselt numbers are expressed by the following relations [27]:

(Rex)
−1/2Nux = −(1 + R)θξ(0, τ), Shx(Rex)

−1/2 = −φξ(0, τ). (15)

where Rex is the local Reynolds number.

3. Homotopy Analytical Method

The resolutions of the formulated model are performed analytically with the imple-
mentation of the homotopy analysis scheme. The motivations for using the homotopy
analysis method are justified, as this scheme provides high accuracy and little error. It
should also be mentioned that the HAM method does not have any limitations related to
the fixation of any small or large parameters [28–30]. The initial guesses for performing
simulations are:

f0(ξ, τ) =
(
1 − e−ξ

)
sin τ, g0(ξ, τ) = γ

(
1 − e−ξ

)
sin τ,

θ0(ξ, τ) = e−ξ , φ0(ξ, τ) = e−ξ .

⎫⎬⎭ (16)

The use of the linear operators (Υ):

Υ f =
∂3

∂ξ3 − ∂
∂ξ , Υg = ∂3

∂ξ3 − ∂
∂ξ , Υθ = ∂2

∂ξ2 − 1, Υφ = ∂2

∂ξ2 − 1. (17)

gives the following equations:

l f
[
κ1 + κ2eξ + κ3e−ξ

]
= 0, lg

[
κ4 + κ5eξ + κ6e−ξ

]
= 0,

lθ
[
κ7eξ + κ8e−ξ

]
= 0, lφ

[
κ9eξ + κ10e−ξ

]
= 0.

⎫⎬⎭ (18)

4. Convergence of HAM

The convergence regime is estimated with the proper values of auxiliary factors
h f , hθ , hg and hφ. The feasible region for ensuring the solution validity is highlighted with
plotted h-curves. Figure 1 is presented to predict this convergence region. The convergence
regime is defined by −1.4 ≤ h f ≤ 0.2, −1.4 ≤ hθ ≤ −0.2, −1.3 ≤ hg ≤ −0.1 and
−1.3 ≤ hφ ≤ −0.35.

This section is dedicated to exploring the effects of the governing parameters on
the flow, temperature, and concentration fields. The formulated mathematical problem
is associated with the theoretical flow assumptions instead of any experimental data.
Therefore, physical analysis is performed for ranges of governing parameters as follows:
0 ≤ Ha ≤ 0.3, 0 ≤ β2 ≤ 1.4, 0.1 ≤ δT ≤ 1.2, 0.1 ≤ Pr ≤ 1.2, 0.1 ≤ Nb ≤ 1.2, 0.1 ≤ Rd ≤ 1.2,
and 0.2 ≤ δC ≤ 0.8, 0.0 ≤ Kr ≤ 0.5. Figure 2a,b illustrate the velocity component profiles
fξ and gξ for various values of the porosity parameter Ha. A declining behavior in both
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velocity components is observed when Ha is increased. Physically, this reduction is due
to the reduced permeability of the porous media. Figure 3a,b present the effects of the
retardation time factor β2 on fξ and gξ . Both velocity components have larger values for
higher values of β2. This increase is due to the intensification of the flow caused by the
retardation time. In fact, the retardation time is associated with the rest position attained
by fluid particles. Figure 4a,b show the effect of the retardation parameter β2 on fξ and gξ .
The increase in β2, leads to an increase in velocity. In both graphs, a phase shift of smaller
magnitude is noticed.

Figure 1. h-curves for all profiles.

(a)

 

(b)

Figure 2. (a) Profiles of fξ for various Ha values; (b) profiles of gξ for various Ha values.
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(a)

 

(b)

Figure 3. (a) Profiles of fξ for various β2 values; (b) profiles of gξ for various β2 values.

(a) (b)

Figure 4. (a) Temporal variations in fξ for various β2 values and (b) temporal variations in gξ for
various β2 values.

The results illustrated in Figure 5a report the effects of δT on the behavior of the
temperature profile θ. Lower temperatures are encountered when the thermal relaxation
factor δT is increased. This decrease leads to a lower heat transfer rate. Figure 5b illustrates
the temperature profile θ for various Prandtl number Pr values. The Prandtl number is
inversely proportional to the thermal diffusivity. Thus, the increase in Pr values, leads
to a reduction in temperature. In Figure 5c, the effect of increasing the Brownian motion
constant Nb on the temperature field is presented. Higher temperatures occur for larger
values of Nb. Physically, Brownian motion is based on the random movement of heated
particles, some of which collide with each other. This collision enhances thermal transport.
The effect of the radiation parameter Rd on the temperature θ profile is exposed in Figure 5d.
The increase in Rd leads to higher temperature values. This is due to the enhancement of
heat transfer by the combined effects of convective and radiative heat transfers. Figure 6a–e
illustrate the changes in concentration profile φ caused by the variation in the porosity
parameter Ha, the Lewis number Le, the concentration relaxation parameter δC, the reaction
parameter Kr, and the Brownian parameter Nb. As presented in Figure 6a, due to the
change in the porosity parameter, an increase in the concentration is exhibited. Physically,
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such observations are due to the permeability of the porous space. From Figure 6b, it is
concluded that the increase in Le reduces the concentration value φ. The results presented
in Figure 6c–e demonstrate that the increases in δC, Kr, and Nb lead to lower values of
concentration. Table 1 presents the effect of the governing parameters on the Nusselt
number. It is noticed that the increase in Pr leads to an enhancement of the heat transfer
rate, while the opposite occurs for Nb and Nt. Similarly, Table 2 shows the effects of the
governing parameters on the Sherwood number. An important enhancement of the mass
transfer is noticed for higher values of Le and Nb.

(a)

 

(b)

(c)

 

(d)

Figure 5. Temperature profiles for various values of (a) δT , (b) Pr, (c) Nb and (d) Rd.
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(a)

 

(b)

(c)

 

(d)

(e) 

 

Figure 6. Concentration profiles for various values of (a) Ha, (b) Le, (c) δC, (d) Kr and (e) Nb.
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Table 1. Evaluation of Nusselt number at various governing parameters.

Pr Le Nb Nt
Nux

(Re~
x
)1/2

0.2 0.1 0.3 0.3 0.51425

0.4 0.56789

0.8 0.60670

0.3 0.4 0.62317

0.6 0.64209

0.8 0.66324

0.2 0.48359

0.4 0.4556

0.6 0.427857

0.2 0.48053

0.6 0.46475

0.8 0.428857

Table 2. Evaluation of Sherwood number at various governing parameters.

Le Nb Nt
Sh~

x

(Re~
x
)1/2

0.2 0.3 0.754231

0.6 0.83544

0.8 0.93567

0.3 0.2 0.64567

0.6 0.72675

0.8 0.74534

0.2 0.63556

0.4 0.58324

0.6 0.53677

5. Conclusions

The heat and mass transfer characteristics of Oldroyd-B nanofluid are analyzed in
consideration of chemical reactions and thermal radiation effects. The flow is generated by
the bidirectional periodic oscillating surface. The HAM computations are performed for
solution assessment. The main findings can be summarized as follows:

� A reduction in the flow intensity due to the increase in the porosity parameter
is noticed.

� No phase shift of the oscillating velocity is encountered for all the considered parameters.
� An augmentation of the velocity magnitude occurs when the oscillation frequency

ratio is increased.
� The retardation parameter causes an increase in velocity.
� The increase in the thermal relaxation factor causes a reduction in temperature.
� The porosity parameters enhance the thermal and concentration profiles.
� An augmentation of the heat transfer occurs when the radiative parameter is increasing.
� Lower concentrations are encountered for higher values of the Prandtl and Lewis numbers.
� The local Nusselt number increases with the Lewis and Prandtl numbers.
� The current analysis can be extended by modifying the model, evaluating the entropy

generation, performing a sensitivity analysis, considering hybrid nanofluids, using an
artificial neural network, etc.
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Nomenclature

(u, v, w) velocity components
ω frequency
t time
λ1 relaxation time
λ2 retardation time
DB Brownian diffusion
v kinematic viscosity
Kr chemical reaction rate
DT thermal expression coefficient
αm thermal diffusivity
δ1 thermal relaxation coefficient
δ2 concentration relaxation coefficient
σs Stefan–Boltzmann constant
k∗ mean absorption coefficient
β2 retardation time
Nb Brownian motion
Le Lewis number
Kr chemical reaction
γ stretching ratio constant
Kr reaction constant
δT thermal relaxation constant
δc concentration relaxation constant
S ratio of frequency to stretching rate
Pr Prandtl number
Nt thermophoresis
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Abstract: Oil price behaviour over the last 10 years has shown to be bimodal in character, dis-
playing a strong tendency to congregate around one range of high oil prices and one range of
low prices, indicating two distinct peaks in its frequency distribution. In this paper, we pro-
pose a new, single nonlinear stochastic process to model the bimodal behaviour, namely, dp =

α(p1 − p)(p2 − p(p3 − p)dt + σpγdZ, γ = 0, 0.5. Further, we find analytic approximations of oil
price futures under this model in the cases where the stable fixed points of the corresponding deter-
ministic model are (a) evenly spaced about the unstable fixed point and (b) are spaced in the ratio 1:2
about the unstable fixed point. The solutions are shown to produce accurate prices when compared
to numerical solutions.

Keywords: futures on oil valuation; analytical approximations
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1. Introduction

Crude oil is one of the world’s most important commodities, not just for consumption
but also as a financial asset. Futures contracts on oil are traded by financial institutions
and investors for investment and risk management purposes. Successful hedging and risk
management techniques, though, depend upon the accurate pricing of the contracts. In
order to value financial contracts on oil, one needs to understand and develop a stochastic
process that describes oil price dynamics. There are many complex factors affecting oil
prices, including net demand in the market, geopolitical events, interest rates, the weather,
the cost of extracting and producing oil and even market sentiment. In recent years, the
corona virus pandemic saw many governments restricting travel, and businesses were
forced to shut down. This led to the fall in demand for oil. In the first three months of 2020,
oil consumption was down 5.6 million barrels per day to 94.4 million barrels per day. This
in turn led to a drop in oil prices. In April 2020, the price for a barrel of oil fell to −USD
37.68 in the US for West Texas Intermediate (WTI) and USD 9 per barrel worldwide for
Brent oil. When Russia attacked Ukraine on 24 February 2022, investors saw the potential
for sanctions on Russian oil exports, which saw oil prices rocket. Large price changes over
short periods are not new—they are an inherent part of the oil market. Observing the data
set of oil prices over the last 10 years, it is obvious that the data are bimodal in nature (other
commodities such as natural gas and food grains may also exhibit the same price pattern
over this period). There is a strong tendency for prices to stay around one range of high
prices and then a range of low prices before going back to the high prices and so on.

In this paper, we model the bimodal nature of oil with a nonlinear one-factor stochastic
model. One-factor models are of the form dp = A(p, t)dt + B(p, t)dZ, where p (= pt) is
the price of oil at time t, A(p, t) is the drift term, B(p, t) is the diffusion term, and where
here and in the rest of this paper, dZ is an increment in a Wiener process Z under a real
probability measure. The main advantages of using one-factor models are simplicity and
tractability—i.e., they can lead to closed formulae for futures prices.
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An early model used to define the behaviour of commodity prices was the GBM
model—i.e., Geometric Brownian Motion, in which A(p, t) = μp and B(p, t) = σp, where
μ and σ are constant. Using this model, Brennan and Schwartz [1] identified a relationship
between spot and futures prices that included known constant convenience yields and
interest rates. Using a GBM model, Gabillon [2] established a closed-form solution for
futures prices of oil that depended only on the spot price of oil and a constant cost of
carry of physical oil. He did, however, observe that with this formula, the term structure
in backwardation could not be explained. So Gabillon extended his formula to include
convenience yield. This formula could now describe both backwardation and contango
states. Unfortunately, however, the formula implies a discontinuity when changing between
the backwardation and contango states. Gabillon noted that use of the GBM model to value
oil futures could lead to unreasonable over- or under-valuations.

Other authors suggested including mean reversion in the oil price model to capture
the effect of net demand of the commodity. Using this property, Bjerksund and Ekern [3]
derived the price of a European call option when the spot price follows the Ornstein–
Uhlenbeck process: A(p, t) = η(μ − p), B(p, t) = σ. This process can, however, generate
negative prices, which, although can happen with oil prices, is very rare. In a well-known
paper on futures pricing of oil, Schwartz [4] derived an analytic solution for futures prices
under the mean-reverting model: dp = ηp(μ − ln(p))dt + σpdZ. Pindyck [5] also added
a mean-reversion term to a deterministic linear trend model. AbaOud and Goard [6]
proposed two one-factor models for oil prices with B(p, t) = σp

3
4 and empirically showed

they outperformed some well-known models in capturing the behaviour of oil prices. They
also derived futures prices based on their mean-reverting models.

A number of extensions have been proposed to the one-factor model for oil prices.
These include two- and three-factor models. In the two-factor models, the convenience
yield and long-run mean seem to be the popular choices for the second factor. Gibson and
Schwartz [7] assumed that the underlying oil price follows the GBM process and the short
convenience yield follows the Ornstein–Uhlenbeck (OU) process. This was later modified
by Schwartz [4], who modelled the spot price using the Geometric Ornstein–Uhlenbeck
process. Some authors who considered the long-term price as a second state variable
include Gabillon [2], Pilipovic [8] and Schwartz and Smith [9].

The addition of factors to the model can add complexity to the model. However,
Schwartz [4] derived a futures prices under a three-factor model for oil that included
the spot price, convenience yield and interest rate. In this model, the spot price follows
the GBM, and the convenience yield and interest rate follow OU processes. Hilliard and
Reis [10] also used the three-factor model proposed by Schwartz [2] but added jumps
into the spot price process. Cortazar and Schwartz [11] proposed a three-factor model
that includes spot price, convenience yield and long-term spot price return. Abadie and
Chamorro [12] use mean-reverting spot price and volatility and a long-term equilibrium
price that follows a GBM.

Various other modifications to the one-factor model can be found in the literature. This
includes the paper by Cortazar and Naranjo [13], who used n-factor Gaussian models, and
Ogbogbo [14], who considers a Levy market and uses a Levy process to model oil prices.

Examination of oil price data sets over a span of 10 years, and even just the past
5 years, shows that they are bimodal in character, showing a strong inclination to aggregate
around one range of high prices and one range of low prices. No system of affine equations
could lead to a finite number of non-unique fixed point solutions. Therefore, to model
bimodal oil price data, we require a nonlinear model. In order to achieve this, we require
only a single nonlinear equation with two stable fixed points at high and low values of
oil prices, respectively. Obviously, we also need the additional external stochastic driving
force, representing the unpredictable effect of many neglected influences that will enable
transitions to occur between the two basins of attraction. The simplest such single-factor
model is

dp = α(p1 − p)(p2 − p)(p3 − p)dt + B(p, t)dZ, (1)
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with α > 0, p1 the stable low fixed point, p3 the stable high fixed point and p2 an unstable
intermediate fixed point. In the neighbourhood of p = p1, oil prices revert to p1 as

p = p1e−α(p2−p1)(p3−p1)t (2)

with time scale 1/[α(p2 − p1)(p3 − p1)]. Similarly, in the neighbourhood of p = p3, oil
prices revert to p3 exponentially with a time scale 1/[α(p3 − p2)(p3 − p1)].

For an initial value p0 strictly between p1 and p2, the full solution to the nonlinear
deterministic model (i.e., (1) with B(p, t) = 0) is

t = − 1
α

ln
(
[

p − p1

p0 − p1
]a1 [

p − p3

p0 − p3
]a3 [

p − p2

p0 − p2
]−a2

)
,

where

a1 =
p3 − p2

(p2 − p1)p2
3 − (p3 − p1)p2

2 + (p3 − p2)p2
1

,

a2 =
p1 − p3

(p2 − p1)p2
3 − (p3 − p1)p2

2 + (p3 − p2)p2
1

,

a3 =
p2 − p1

(p2 − p1)p2
3 − (p3 − p1)p2

2 + (p3 − p2)p2
1

.

Similar solutions can be found for other initial conditions simply by separation of variables
and integration by partial fractions.

The occasional switching between the zone of low oil price, with interval of attraction
[0, p2), and the zone of high oil price, with interval of attraction (p2, ∞), occurs because
of the random excursion B(p, t)dZ. This simple device for modelling bimodal oil price
dynamics is to be compared with the device of deterministic chaos, which requires at least
three coupled autonomous differential equations, two coupled non-autonomous equations
or two coupled difference equations.

The goal of this paper is two-fold:

1. To model oil prices, we want to demonstrate the significance of the cubic term in
Equation (1) with B(P, t) = σpγ (which we call our unrestricted model). To do this,
in Section 2, we compare the ability to capture oil price behaviour of several existing
one-factor stochastic models for oil prices that are subsets of the unrestricted model.
The estimation technique that we use to compare these models is the statistical method
of the Generalized Method of Moments (GMM). This method combines the observed
data with the information in population moment conditions to generate estimates of
the unknown parameters in the given model. Using 10 years of data, we empirically
test the nested models and explain the results.

2. Having justified the need for a cubic drift term, in Section 3, we formulate analytic

approximate solutions to futures prices under (1) with B(p, t) = σ and B(p, t) = σp
1
2 .

We present our conclusion in Section 4.

2. Motivation for the Bimodal Model—An Empirical Study

In this section, we empirically test ten oil price models that are nested within our
unrestricted model for their ability to capture the dynamics of oil price movements. The
estimation technique that we use to compare these models is the Generalized Method
of Moments (GMM), which is a method used to find efficient estimates of parameters
when the number of moment conditions is larger than the number of parameters being
estimated. The method is summarised in Appendix A, but for a more detailed explanation,
the reader is referred to Hayashi [15], Mackinlay and Richardson [16] and also Ferson and
Foerster [17].
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2.1. The Models to Be Tested

Table 1 lists the ten stochastic models of the form dp = A(p, t)dt + B(p, t)dZ that
were examined for their capability of fitting oil prices. They can each be nested within the
unrestricted model

dp = (k1 + k2 p + k3 p2 + k4 p3)dt + σpγdZ, (3)

where k1, k2, k3, k4, M and γ are constants, by placing restrictions on certain parameters as
given in Table 2.

Table 1. Models to be tested in the form dp = A(p, t)dt + B(p, t)dZ.

Model A(p, t) B(p, t)

1 (k1 + k2 p + k3 p2 + k4 p3) σp1/2

2 (k1 + k2 p) σp1/2

3 (k2 p + k3 p2) σp1/2

4 k2 p σp
5 k2 p σp1/2

6 (k1 + k2 p + k3 p2 + k4 p3) σ
7 (k1 + k2 p) σ
8 (k2 p + k3 p2) σ
9 k2 p σ
10 (k2 p + k3 p2) σp3/2

Table 2. Parameter restrictions on unrestricted models (3).

Model k1 k2 k3 k4 γ

1 0.5
2 0 0 0.5
3 0 0 0.5
4 0 0 0 1
5 0 0 0 0.5
6 0
7 0 0 0
8 0 0 0
9 0 0 0 0

10 0 0 1.5

In Models 1–3 and 5, the diffusion term follows the square-root process, which is
the type used by Heston [18] to model volatility. This implies that the volatility of the
percentage change in price is a decreasing function of p. The diffusion term in Models 6–9
means that the volatility of p is constant in absolute terms.

Model 4 is the Geometric Brownian Motion used by Black and Scholes [19] to value
European options. It infers an instantaneous growth rate of k2 and presumes that the
volatility of percentage changes and the expected percentage change in prices are constant.
It was also used to value oil by Brennan and Schwarz [1], McDonald and Siegel [20] and
Gabillon [2].

The drift term in Models 2 and 7 can be written as −k2(
−k1
k2

− p). With k1 > 0, k2 < 0,

the models are mean-reverting in nature, where the price reverts to the constant −k1
k2

with
reversion rate −k2. Larger values of |k2| mean faster reversion to the long-run mean
−k1
k2

. These models are then referred to as the Heston model and the Mean-Reverting
Gaussian, respectively.

In Models 3, 8 and 10, we can write the nonlinear drift term as −k3 p(−k2
k3

− p). If
k2 > 0, k3 < 0, then these models are also mean-reverting in nature, where the price reverts
to the constant −k2

k3
with a reversion rate that depends on p. Model 10 was used by Goard to
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model interest rates [21] and volatility [22,23]. The 3/2 power in the diffusion term proved
useful to reduce the heteroskedasticity (heteroskedasticity means that the variance of the
errors varies widely across the observations) of interest rates and volatility.

2.2. The Data

For our GMM analysis, Brent crude oil spot prices (sampled both weekly and monthly)
between January 2013 and December 2022 were collected from the U.S. Energy Information
Administration. The prices are plotted in Figure 1. From this figure, it can be seen that in
the period 2013–2016 (from 0 to 37 in (a) and 0 to 159 in (c)) prices decreased and reached
about USD 28 per barrel. In this time, the demand for oil was low, but at the same time
there was overproduction of oil. As a result, the Organization of the Petroleum Exporting
Countries (OPEC) aimed to support oil prices by agreeing to reduce crude supply. This
decision can be considered to be the most important factor that caused the increase in oil
prices over the period 2016–2020 (from 38–86 in (a) and from 160–374 in (c)). However, the
global pandemic (COVID-19) had a detrimental impact on the oil market as most countries
enforced strict social distancing and lockdowns to control virus expansion. This caused a
dive in oil demand and a historical low spot price was recorded (below USD 20 per barrel).
Since then (from mid 2020 to 2022), oil prices have seen an increasing trend due to many
factors, but most importantly, OPEC’s reduction of crude supply and the Russian invasion
of Ukraine in February 2022.

Table 3 shows the standard statistics for Brent crude oil (weekly and monthly) spot
prices 2013–2022. We see that the mean price in our period of study is about USD 70 and
the standard deviation is about USD 25. The minimum and maximum are very close to
the same distance from the mean, while the mean is close to the median. Both of these
observations are consistent with low skewness. Further, both the minimum and maximum
are just over two standard deviations from the mean, which is consistent with slightly
negative kurtosis.

From Figure 1, we can see the bimodal nature of the data with the stable low fixed point
in the interval [44, 50] and the stable high point in the interval [104, 110]. The histograms
confirm the bimodality of the data.

Table 3. Standard statistics for Brent crude oil (weekly and monthly) spot prices 2013–2022.

Standard Statistics Weekly Data Monthly Data

Mean 70.61 70.64
Median 64.82 64.56

Standard Deviation 24.95 24.87
Sample Variance 622.44 618.30

Kurtosis −0.86 −0.88
Skewness 0.40 0.41

Range 113.16 104.33
Minimum 14.24 18.38
Maximum 127.40 122.71

number of observation 520 120
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(a) Monthly data. (b) Histogram of the monthly data.

(c) Weekly data. (d) Histogram of the weekly data.

Figure 1. Brent crude oil prices 2011–2022.

2.3. Performance of Nested Models

We now compare Models 1–10, which are listed in Table 1, for their ability to capture
the behaviour of Brent crude oil prices in the 10 years between 2012 and 2022. As mentioned
in Section 2.1, each model can be nested within the unrestricted model (3), which we use as
a benchmark to compare the performances of each of the nested models.

In particular, GMM was used to estimate the parameters of the continuous-time model
for η = p

100 , whereby Itô’s Lemma, η follows

dη = (c1 + c2η + c3η2 + c4η3)dt + MηγdZ (4)

where

c1 = k1/100,

c2 = k2,

c3 = 100k3,

c4 = 1002k4,

M = σ100γ−1.

Tables A1 and A2 in Appendix B present the results from the GMM analysis using 10
years of monthly and 10 years of weekly data, respectively. In the tables, ‘DF’ stands for
degrees of freedom.

Table A1 presents the results from the 10 years of monthly data. The tables provide
very strong evidence of the importance of the cubic drift term when explaining variation
in oil prices. Every coefficient in the cubic drift term is statistically significantly different
from zero at the 1% level of significance. The χ2 p-values indicate that only Models 1 and 6,
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which include all the cubic terms, are acceptable at the 5% level of significance, with Model
6 (which has γ = 0) not being able to be rejected even at the 50% level of significance. All
the other models are rejected or misspecified in terms of their overidentifying restrictions.
In other words, the restrictions on these models are unreasonable.

Table A2 has the results from the 10 years of weekly data. Every coefficient in the cubic
drift term is statistically significantly different from zero at the 10% level of significance.
However, it is clear that the value of γ is also an important parameter differentiating the
models. The χ2 p-values of models with γ = 1, 1.5 (Models 4 and 10) indicate that these
models are rejected at the 1% level of significance. It is interesting that in Models 2, 3, 5, 7, 8
and 9, the coefficients in the drift term are individually not statistically significantly different
from zero, but jointly they are statistically significantly different from zero. Model 1, with
all nonzero coefficients in the cubic drift term and with γ = 0.5, has the highest p-values of
the overidentification tests and cannot be rejected even at the 25% level of significance.

We note that we also did a similar analysis with the 5 years of data from 2017 and 2022
and found very similar results. As a further note, from the GMM results, the data infer
that the pi values are generally such that |p3 − p2| = 2|p2 − p1|. However, when γ = 0,
we could also use the approximation |p3 − p2| = |p2 − p1|. We simulated the oil price
data over 10 years, both monthly and weekly, with the parameter values provided by the
GMM results. See Figures A1 and A2, where in Figure A1 we have monthly simulations
and in Figure A2 we have weekly simulations. Comparing these with the plots of the
true data in Figure 1, we see that they can mimic the essential features of the true oil price
movement. For example, they have values congregating around p1 and p3, and the prices
switch between these two regions. The range of values are also the same, staying in the
interval [18, 125]. Note that in Figure A1a,c we have |p1 − p2| = |p2 − p3| with γ = 0
and 1.5, respectively, and in Figure A1b,d we have |p1 − p2| = 2|p2 − p3| with γ = 0
and 1.5, respectively. Similarly, in Figure A2a,c we have |p1 − p2| = |p2 − p3| with γ = 0
and 1.5, respectively, and in Figure A2b,d we have |p1 − p2| = 2|p2 − p3| with γ = 0 and
1.5, respectively.

3. Analytic Futures Prices Under Model (3)

Given that the real process for p(= pt) is of the form

dp = α(p1 − p)(p2 − p)(p3 − p)dt + σpγdZ, (5)

then allowing for the possibility of a nonzero market price of risk, λ(p, t), associated with
oil prices, the risk-neutral process will be

dp = [α(p1 − p)(p2 − p)(p3 − p)− λ(p, t)σpγ]dt + σpγdZ̄, (6)

where Z̄ is a Wiener process under an equivalent risk-neutral probability measure under
which p becomes a martingale. One way λ(p, t) can be found is by implying it from market
futures prices, i.e., choosing a λ∗ that minimises the error between market and model prices.
This usually involves assuming a form for the market price of risk (see, e.g., Egloff et al. [24]).
Here, like many other authors (e.g., Stein and Stein [25] and Grünbichler and Longstaff [26]),
we assume that the market price of risk λ(p, t) is such that the forms of the real and risk-
neutral processes are alike. This means that when γ = 0, then λ(p, t) = d0 + d1 p +
d2 p2 + d3 p3, and when γ = 0.5, then λ(p, t) = f0 p−0.5 + f1 p0.5 + f2 p3/2 + f3 p5/2, where
di, fi, i = 0, 1, 2, 3 are constants. Without loss of generality, for convenience we will still use
the same notation for the constants.

The partial differential equation (PDE) that governs futures prices under the risk-
neutral process

dp = α(p1 − p)(p2 − p)(p3 − p)dt + σpγdZ̄, (7)

is given by (see [27])

120



Mathematics 2023, 11, 2222

Fτ =
σ2 p2γ

2
Fpp + α(p1 − p)(p2 − p)(p3 − p)Fp, (8)

where F(p, 0) = p. From the GMM analysis of Section 2.3, we choose to consider only the
cases γ = 0 and γ = 1/2. We start by non-dimensionalising the problem. This ensures that
the relative sizes of different variables are obvious and signifies the important variables
and constants in the equation. Hence, we let z = F

p1
, y = p

p1
and τb = ταp2

1. This reduces
the problem to

zτb = εy2γzyy + (1 − y)(q2 − y)(q3 − y)zy, where ε =
σ2 p2γ−4

1
2α

, (9)

and q2 = p2
p1

, q3 = p3
p1

, to be solved subject to z(y, 0) = y. Hence, once z(y, τb) is calculated,

we then have F = p1z
(

p
p1

, ταp2
1

)
. However, to the best of the authors’ knowledge, PDE (9)

has no analytic solution, and so we look for a good analytic approximation.
Given that p1 is large and we are considering γ = 0, 0.5, then ε is assumed small (�1).

Hence, we seek a perturbation solution of the form

z = z0 + εz1 + ε2z2 + . . . (10)

where z0(y, 0) = y, zi(y, 0) = 0 for i = 1, 2, 3 . . . Substituting (10) into (9) and collecting the
coefficients of ε0, we get that z0 needs to satisfy

(z0)τb = (1 − y)(q2 − y)(q3 − y)(z0)y (11)

subject to z0(y, 0) = y. Note, this equation is independent of γ.
Solving (11) by the method of characteristics gives

z0 = φ̄

⎡⎣ e−τb(1 − y)
1

(q2−1)(q3−1) (q3 − y)
1

(q3−1)(q3−q2)

(q2 − y)
1

(q2−1)(q3−q2)

⎤⎦, (12)

where we need z0 = y when τb = 0. This is hard to solve for the function φ̄ for arbi-
trary q1, q2, q3. However, we recall from the GMM analysis that if we let q2 = 1 + ε2,
q3 = 1 + ε2 + ε3, then we can well approximate ε3 by ε2 or 2ε2. Hence, we will study these
two cases and will get solutions for futures prices of the form

F = p1z
(

p
p1

, ταp2
1

)
where z = z0 + εz1 with

1. ε3 = ε2 when (a) γ = 0 and (b) γ = 0.5 and
2. ε3 = 2ε2 when (a) γ = 0 and (b) γ = 0.5.
As explained further in the paper, if higher-order approximations z2, z3, . . . are needed,

then they can be found in a similar way to z1.

3.1. Case ε3 = ε2

Here we assume ε3 = ε2, so we have q2 = 1 + ε2 and q3 = 1 + 2ε2. We now
approximate z under this assumption by finding z0 and z1 as in (10).

3.1.1. The O(1) Term z0

With ε3 = ε2, without loss of generality, from (12) we may write

z0 = φ

[
e−2ε2

2τb(1 − y)(q3 − y)
(q2 − y)2

]
,
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for some function φ so that z0(y, 0) = y.
By letting Y = 1 − y at τb = 0, we need to find φ so that

1 − Y = φ

[
Y(Y + 2ε2)

(Y + ε2)2

]
.

We let

ξ̄ =
Y(Y + 2ε2)

(Y + ε2)2 (13)

and solve for Y (and hence y) in terms of ξ̄. This gives us

Y = −ε2 ± ε2

√
1 − ξ̄

1 − ξ̄
. (14)

Hence, φ(ξ̄) = 1 + ε2

(
1 ∓ 1√

1−ξ̄

)
. However, to satisfy the initial condition, we must use

the positive sign when y > q2, and when y < q2 we must use the negative sign. This then
leads to the solution for all y:

z0 = 1 + ε2

(
1 +

y − q2√
(q2 − y)2 − eR(1 − y)(q3 − y)

)
, where R = −2ε2

2τb. (15)

[Note that in terms of the original variables we get F = p1z
(

p
p1

, ταp2
1

)
, and, hence,

F(p, τ) = p2 +
(p2 − p1)(p − p2)√

(p2 − p)2 − eR̄(p1 − p)(p3 − p)
, where R̄ = −2ταε2

2 p2
1.

We also note that we can simplify p2 − p1 = p1ε2.]
Figure 2 illustrates the solution z0, in which q2 and q3 are approximately 1.52 and

2.04, respectively. We see that when y < 1, the solution increases with τb (contango). When
1 < y < q2, the solution decreases with τb (backwardation), and then, when q2 < y < q3,
the solution again increases with τb. This is to be expected, as p1 and p3 are the stable
fixed points.

(a) (b)

Figure 2. Plot of z0 when ε3 = ε2 = 25/48.

3.1.2. The O(ε) Term z1

We now consider two cases for the approximation z1: when γ = 0, so ε = σ2

2αp4
1

, and

when γ = 0.5, so ε = σ2

2αp3
1
, in (9).
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Subcase γ = 0 in (9)

Substituting (10) into (9) and collecting the coefficients of ε1, we get that with γ = 0,
z1 needs to satisfy

(z1)τb = (z0)yy + (1 − y)(q2 − y)(q3 − y)(z1)y (16)

subject to z1(y, 0) = 0. Solving (16) by the method of characteristics (see [28]), we get

z1 = ψ(ξ)− Q, where ξ = e−2ε2
2τb

(1 − y)(q3 − y)
(q2 − y)2 , and Q =

∫ f (y)
(1 − y)(q2 − y)(q3 − y)

dy,

where f (y) = (z0)yy with e−2ε2
2τb replaced by

A(1 + ε2 − y)2

(1 − y)(1 + 2ε2 − y)
with A constant.

After integration, we then replace A with
e−2ε2

2τb(1 − y)(1 + 2ε2 − y)
(1 + ε2 − y)2 .

This gives

Q =
X(q2 − y)

ε2[(q2 − y)2 − X(1 − y)(q3 − y)]
5
2
∗{

−3X
16

((1 − y)2 + (q3 − y)2) +
3
2
(1 − y)(q3 − y)

+
15X

8
(1 − y)(q3 − y) +

3
2
(q2 − y)2

+
3
ε2

2
(1 − y)(q3 − y)(q2 − y)2 ln

(
(1 − y)(q3 − y)

(q2 − y)2

)

+
3X
2ε2

2
(1 − y)2(q3 − y)2 ln

(
(1 − y)(q3 − y)

(q2 − y)2

)}
, (17)

where X = exp(−2ε2
2τb). To find ψ(ξ), we use the initial condition at τ = 0 that z1 = 0, so

we need

ψ(ξ̄) = Q(ξ̄) where ξ̄ =
(1 − y)(q3 − y)

(q2 − y)2 (i.e ξ at τb = 0).

Hence, to find ψ(ξ), we need to first write Q as a function of ξ̄ when τb = 0. This can be
done easily by using (14) and considering the cases y > q2, y < q2 separately. This gives
ψ(ξ̄). Replacing ξ̄ by ξ, we get ψ(ξ).

After much simplification, we get ψ(ξ) in terms of y and τb for all y as:

ψ(ξ) =
(q2 − y)

ε3
2((q2 − y)2 − X(1 − y)(q3 − y))

5
2

∗
[

ln
(

X(1 − y)(q3 − y)
(q2 − y)2

)
(3X(1 − y)(q3 − y)(q2 − y)2 +

3
2

X2(1 − y)2(q3 − y)2)

+(27/8)X(1 − y)(q3 − y)[(q2 − y)2 − X(1 − y)(q3 − y)]

+3/2[(q2 − y)4 − X(1 − y)(q3 − y)(q2 − y)2]

−3
8
[(q2 − y)2 − X(1 − y)(q3 − y)][2(q2 − y)2 − X(1 − y)(q3 − y)]

]
. (18)

Then z1 = ψ(ξ)− Q. The above reasoning serves to prove the following proposition:

Proposition 1. An analytic approximation of (9) with ε2 = ε3 and γ = 0 is z = z0 + εz1, where
z0 is given in (15) and z1 is given by ψ(ξ)− Q using (17) and (18). Then the futures price is given
by F = p1z

(
p
p1

, ταp2
1

)
.
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The O(ε) term z1 when γ = 0 is plotted in Figure 3. When y < q2, z1 is increasing in
τb, and it is decreasing in τb when q2 < y < q3. This is the opposite behaviour to that of z0
when y > 1. The difference between the curves in z1 are also larger than those for z0.

In Table 4 we compare the approximate O(1) and O(ε) results for z0 and z = z0 +
εz1 with those obtained numerically using an implicit finite difference (FD) scheme in
Maple [29] with increments of y and τb, respectively, of δy = 10−3 and δτb = 10−3. We use
the numerical results as the proxy for the true solution. The table also lists the root mean

square error (RMSE)
√

∑(xi−x̂i)2

N and the mean absolute error (MAE) ∑|xi−x̂i |
N , where xi are

the FD values, x̂i are our estimated values and N is the number of data points.

(a) (b)

Figure 3. Plot of z1 when ε3 = ε2 and γ = 0.

Table 4. ε2 = ε3, γ = 0, ε2 = 25
48 .

y (τb, ε) = (0.05523, 0.25) (τb, ε) = (0.07732, 0.247)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

0.8511 0.8574 0.8589 0.8589 0.8599 0.8626 0.8626
1.0638 1.0623 1.0633 1.0633 1.0617 1.0636 1.0636
1.2766 1.2737 1.2743 1.2743 1.2726 1.2737 1.2737
1.4894 1.4889 1.4890 1.4890 1.4887 1.4888 1.4888
1.7021 1.7045 1.7041 1.7041 1.7055 1.7047 1.7047
1.9149 1.9174 1.9165 1.9165 1.9184 1.9167 1.9167

RMSE 8.75× 10−4 0 1.62× 10−3 0
MAE 7.5 × 10−4 0 1.38× 10−3 0

y (τb, ε) = (0.1105, 0.25) (τb, ε) = (0.1546, 0.2474)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

0.8511 0.8634 0.8688 0.8688 0.8680 0.8780 0.8778
1.0638 1.0607 1.0648 1.0647 1.0595 1.0673 1.0670
1.2766 1.2709 1.2731 1.2731 1.2685 1.2730 1.2729
1.4894 1.4884 1.4887 1.4887 1.4880 1.4886 1.4886
1.7021 1.7069 1.7052 1.7053 1.7089 1.7055 1.7056
1.9149 1.9199 1.9163 1.9163 1.9219 1.9150 1.9152

RMSE 3.31× 10−3 5.77 × 10−5 6.16× 10−3 1.78 × 10−4

MAE 2.85× 10−3 3.33 × 10−5 5.38× 10−3 1.5 × 10−4

y (τb, ε) = (0.2209, 0.25) (τb, ε) = (0.9941, 0.0385)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

0.8511 0.8745 0.8937 0.8929 0.9271 0.9584 0.9575
1.0638 1.0577 1.0734 1.0725 1.0402 1.0771 1.0742
1.2766 1.2651 1.2745 1.2739 1.2235 1.2568 1.2519
1.4894 1.4874 1.4887 1.4886 1.4797 1.4853 1.4842
1.7021 1.7118 1.7047 1.7052 1.7486 1.7207 1.7253
1.9149 1.9248 1.9108 1.9110 1.9555 1.9180 1.9216

RMSE 1.20× 10−2 5.93 × 10−4 2.41× 10−2 3.38 × 10−3

MAE 1.06× 10−2 5.17 × 10−4 2.12× 10−2 3.00 × 10−3
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The tables clearly show the excellent results from using z0 and z0 + εz1 as compared to
the numerical FD method. The results are displayed to four decimal places in terms of the
dimensionless parameters τb and ε. The first-order approximation z0 results on their own
yield relatively good results. However, it is obvious that the results from using z0 + εz1 are
an improvement on the z0 alone. We have excellent results, especially for smaller values of
τb and ε, with the RMSE ranging from 0 (when τb = 0.0552) to 0.0034 (when τb is almost
one). Similarly, the MAEs are of comparable order.

If higher degrees of accuracy are ever needed, then the next approximation z2 can be
found using the same technique we used here to find z1.

Subcase γ = 0.5 in (9)

We now look to approximate z1 when ε3 = ε2 and γ = 1
2 . The PDE in this case is

(z1)τb = y(z0)yy + (1 − y)(q2 − y)(q3 − y)(z1)y (19)

to be solved subject to z1(y, 0) = 0 and where q2 = 1 + ε2, q3 = 1 + 2ε2. Solving (19) by

the method of characteristics, we get z1 = ψ(ξ)− Q, where ξ = e−2ε2
2τb

(1 − y)(q3 − y)
(q2 − y)2 ,

and Q =
∫ f (y)

(1 − y)(q2 − y)(q3 − y)
dy, where f (y) = y(z0)yy with e−2ε2

2τb replaced by

K(q2−y)2

(1−y)(q3−y) with K constant.

After integration, we then replace K with ξ =
e−2ε2

2τb(1 − y)(q3 − y)
(q2 − y)2 .

We thus find

Q =
(y − 1 − ε2)

[(1 + ε2 − y)− X(1 − y)(1 + 2ε2 − y)]
5
2

∗
[
−3

2
X(1 − y)(1 + 2ε2 − y)(1 +

1
ε2
)

+
3
8

X2(1 − y)2

+
3

2ε2
X(1 − y)(1 + ε2 − y)2

− 3
ε2

X(1 − y)(1 + 2ε2 − y)(y − 1 − ε2)

+
3X2

16ε2
[(1 + 2ε2 − y)2 + (1 − y)2]

− 3
2ε2

X(1 + ε2 − y)2

− 15
8ε2

X2(y − 1)(y − 1 − 2ε2)

+
3

8ε2
X2(y − 1)(1 + 2ε2 − y)2

− 3
2ε2

X2(1 − y)2(y − 1 − 2ε2)

− 3
ε3

2
X(1 − y)(1 + 2ε2 − y)(1 + ε2 − y)2 ln

(
(1 − y)(1 + 2ε2 − y)

(1 + ε2 − y)2

)
− 3

4ε2
2

X(1 − y)(1 + 2ε2 − y)(1 + ε2 − y)2 ln
(
(1 − y)(1 + 2ε2 − y)7

(1 + ε2 − y)8

)
− 3

2ε3
2

X2(1 − y)2(1 + 2ε2 − y)2 ln
(
(1 − y)(1 + 2ε2 − y)

(1 + ε2 − y)2

)

− 1
16ε2

2
X2(1 − y)2(1 + 2ε2 − y)2 ln

(
(1 − y)15(1 + 2ε2 − y)33

(1 + ε2 − y)48

)]
. (20)
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To find ψ(ξ), we use the initial condition at τ = 0, i.e., z1(y, 0) = 0. Hence, we need

ψ(ξ̄) = Q where ξ̄ =
(1 − y)(q3 − y)

(q2 − y)2 .

So to find ψ(ξ), we need to first write Q as a function of ξ̄ when τb = 0. This gives ψ(ξ̄).
Replacing ξ̄ by ξ, we get ψ(ξ).

After much simplification, we get:

• for y > q2

ψ(ξ) =
1

(1 − ξ)5/2

[
−15

4
ξ(1 − ξ)(

1
ε2

2
+

1
ε3

2
)− 3

√
1 − ξ

4ε2
2

−
(

39
8ε2

2

)
ξ
√

1 − ξ + (1 − ξ)

(
−3(1 + ε2)

4ε3
2

)

−3ξ ln(ξ)
ε3

2
− 3ξ2 ln(ξ)

2ε3
2

− 3ξ

4ε2
2

ln
[
ξ(
√

1 − ξ − 1)6
]
− ξ2

16ε2
2

ln
[
ξ15(
√

1 − ξ − 1)18
]]

(21a)

• for y < q2

ψ(ξ) =
−1

(1 − ξ)5/2

[
−15

4
ξ(1 − ξ)(

1
ε2

2
+

1
ε3

2
) +

3
√

1 − ξ

4ε2
2

+

(
39
8ε2

2

)
ξ
√

1 − ξ − 3
4ε3

2
(1 − ξ)(ε2 + 1)

−3ξ ln(ξ)
ε3

2
− 3ξ2 ln(ξ)

2ε3
2

− 3ξ

4ε2
2

ln
[
ξ(
√

1 − ξ + 1)6
]
− ξ2

16ε2
2

ln
[
ξ15(
√

1 − ξ + 1)18
]]

(21b)

• for y = q2
z1 = 0 and Q = ψ(ξ) = 0. (21c)

Then z1 = ψ(ξ)− Q. The work in the current section and in Section 3.1.1 provides the
proof for the following proposition:

Proposition 2. An analytic approximation of (9) with ε2 = ε3 and γ = 0.5 is z = z0 + εz1,
where z0 is given in (15) and z1 is given by ψ(ξ)− Q using (20) and (21a)–(21c). Then the futures
price is given by F = p1z

(
p
p1

, ταp2
1

)
.

In Figure 4, we plot z1 when γ = 0.5. Compared with Figure 5 when γ = 0, we see
that although the figures have the same shape, the magnitudes of the values with γ = 0.5
tend to be larger, especially as τb increases.

In Table 5 we list the values obtained for z = z0, z = z0 + εz1 and those obtained
using an implicit finite difference method in Maple [29], with the dimensionless parameters
as given in the table. We see that the O(1) solutions z0 are by themselves fairly accurate,
but the O(ε) approximations z = z0 + εz1 are clearly better, with RMSE ranging from
4.08 × 10−5 and five-significant-figure accuracy (with τb = 0.0506) to RMSE of 0.00169 and
three-significant-figure accuracy (with τb = 0.663).
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(a) (b)

Figure 4. Plot of z1 when ε3 = ε2 = 25/48 and γ = 0.5.

Table 5. ε2 = ε3, γ = 0.5, ε2 = 25
48 .

y (τb, ε) = (0.05063, 0.2469) y (τb, ε) = (0.07732, 0.1548)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

0.8 0.8929 0.8939 0.8939 0.8511 0.8599 0.8613 0.8613
1.1 1.1090 1.1098 1.1098 1.0638 1.0617 1.0630 1.0629
1.3 1.3311 1.3316 1.3315 1.2766 1.2726 1.2735 1.2734
1.5 1.5560 1.5559 1.5559 1.4894 1.4887 1.4888 1.4888
1.7 1.7805 1.7796 1.7796 1.7021 1.7055 1.7046 1.7046
2 2.0010 1.9992 1.9992 1.9149 1.9184 1.9163 1.9163

RMSE 9.88× 10−4 4.08 × 10−5 RMSE 1.24× 10−3 5.77 × 10−5

MAE 8.33× 10−4 1.67 × 10−5 MAE 1.08× 10−3 3.33 × 10−5

y (τb, ε) = (0.1013, 0.2469) y (τb, ε) = (0.1546, 0.1548)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

0.8 0.8967 0.9006 0.9005 0.8511 0.8680 0.8734 0.8732
1.1 1.1069 1.1103 1.1101 1.0638 1.0595 1.0647 1.0644
1.3 1.3288 1.3307 1.3306 1.2766 1.2685 1.2721 1.2718
1.5 1.5565 1.5561 1.5559 1.4894 1.4880 1.4886 1.4883
1.7 1.7831 1.7796 1.7796 1.7021 1.7089 1.7053 1.7051
2 2.0020 1.9950 1.9950 1.9149 1.9219 1.9136 1.9136

RMSE 3.86× 10−3 1.29 × 10−4 RMSE 4.92× 10−3 2.42 × 10−4

MAE 3.32× 10−3 1.0 × 10−4 MAE 4.3 × 10−3 2.17 × 10−4

y (τb, ε) = (0.2025, 0.2469) y (τb, ε) = (0.6627, 0.3612)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

0.8 0.9039 0.9180 0.9171 0.8511 0.9088 0.9234 0.9231
1.1 1.1027 1.1160 1.1145 1.0638 1.0471 1.0654 1.0644
1.3 1.3242 1.3323 1.3305 1.2766 1.2415 1.2583 1.2560
1.5 1.5575 1.5557 1.5544 1.4894 1.4832 1.4862 1.4847
1.7 1.7885 1.7741 1.7738 1.7021 1.7324 1.7142 1.7155
2 2.0039 1.9770 1.9780 1.9149 1.9431 1.9107 1.9133

RMSE 1.44× 10−2 1.23 × 10−3 RMSE 1.77× 10−2 1.69 × 10−3

MAE 1.25× 10−2 1.13 × 10−3 MAE 1.57× 10−2 1.5 × 10−3
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(a) (b)

Figure 5. Plot of z0 when ε2 = 25/48 and ε3 = 2ε2.

3.2. Case ε3 = 2ε2

We now assume ε3 = 2ε2 so that q2 = 1 + ε2 and q3 = 1 + 3ε2. We approximate z
under this assumption by finding z0 and z1 as in Equation (10).

3.2.1. The O(1) Term z0

The PDE for z0 is given in (11), but we now have q3 = 1 + 3ε2 as well as q2 = 1 + ε2.
By the method of characteristics, the solution to this is

z0 = φ(ξ) where ξ = e−6ε2
2τb

(1 − y)2(q3 − y)
(q2 − y)3 . (22)

To find the function φ, we use the initial condition z0(y, 0) = y.
Letting Y = 1 − y, we need to solve the cubic equation

Y3(ξ̄ − 1) + Y(3ε2ξ̄ − 3ε2) + Y(3ε2ξ̄) + ξ̄ε3
2 = 0, (23)

where

ξ̄ =
(1 − y)2(q3 − y)

(q2 − y)3 , (24)

i.e., ξ when τb = 0.
We let X = e−6ε2

2τb and consider three cases:

(a) ξ = Xξ̄ < 0;
(b) ξ = Xξ̄ > 1;
(c) 0 < Xξ̄ < 1.

In Cases (a) and (b), (23) has only one real solution for Y, namely

Y = ε2

⎡⎢⎢⎢⎣
[(

1 +
√

ξ̄
ξ̄−1

)
(ξ̄ − 1)2

]1/3

ξ̄ − 1
− 1[(

1 +
√

ξ̄
ξ̄−1

)
(ξ̄ − 1)2

]1/3 − 1

⎤⎥⎥⎥⎦. (25)

Hence, for Case (a) ξ = Xξ̄ < 0 ⇒ q2 < y < q3, we can find

z0 = 1 + ε2 + ε2

[
Q

1
3

(1 − Xξ)
+

1

Q
1
3

]
, (26)

where Q = (1 − Xξ)2 +
√−Xξ(1 − Xξ)3/2.

128



Mathematics 2023, 11, 2222

This leads to

z0 = 1 + ε2 + ε2

[
(Y + ε2)R̃2/3 − R(Y + ε2)

2

−RR̃1/3

]
, (27)

where

R = XY2(Y + 3ε2)− (Y + ε2)
3 > 0,

R̃ = R
3
2 [R

1
2 −

√
XY(Y + 3ε2)

1
2 ].

For Case (b) ξ = Xξ̄ > 1 ⇒ 1 − k∗0ε2 < y < q2

where k∗0 = −1 + X1/3
{(

1
1−X + 1

(1−X)3/2

) 1
3
+
(

1
1−X − 1

(1−X)3/2

) 1
3
}

, we find

z0 = 1 + ε2 − ε2

⎡⎣ Q
1
3
1

(Xξ − 1)
− 1

Q
1
3
1

⎤⎦, (28)

where Q1 = (Xξ − 1)2 +
√

Xξ(Xξ − 1)3/2.
However, upon simplification, this leads to the same solution for z0 as in (27).
For Case (c) 0 < ξ = Xξ̄ < 1

Equation (23) has three real solutions, which we can write as

Y = kiε2, i = 0, 1, 2 where

k0 = −1 + 2r1/3 cos
(

π − θ

3

)
,

k1 = −1 − r1/3 cos
(

π − θ

3

)
+
√

3r1/3 sin
(

π − θ

3

)
,

k2 = −1 − r1/3 cos
(

π − θ

3

)
−
√

3r1/3 sin
(

π − θ

3

)
,

where r =
1

(1 − ξ̄)3/2 , θ = tan−1

√
ξ̄

1 − ξ̄
.

From this, we get z0 in the intervals 0 ≤ y < 1, 1 ≤ y < 1 − k∗0ε2 and y ≥ q3.
Putting all the solutions together, we have

z0 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 + (1 − 2r̃
1
3 cos(π−θ̃

3 ))ε2 if 0 ≤ y < 1,

1 + (1 + r̃
1
3 cos(π−θ̃

3 )−√
3r̃

1
3 sin(π−θ̃

3 ))ε2 if 1 ≤ y ≤ 1 − k∗0ε2,

1 + ε2 − ε2(
(Y+ε2)R̃

2
3 −(Y+ε2)

2R

RR̃
1
3

) if 1 − k∗0ε2 < y < q2,

1 + ε2 − ε2(
(Y+ε2)R̃

2
3 −(Y+ε2)

2R

RR̃
1
3

) if q2 ≤ y < q3,

1 + (1 + r̃
1
3 cos(π−θ̃

3 ) +
√

3r̃
1
3 sin(π−θ̃

3 ))ε2 if y ≥ q3.

(29)

where

Y = 1 − y (30)

r̃ =
1

(1 − ξ)
3
2

, (31)

θ̃ = tan−1

(√
ξ

1 − ξ

)
, (32)
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k∗0 = −1 + X
1
3

{
(

1
1 − X

+
1

(1 − X)
3
2
)

1
3 + (

1
1 − X

− 1

(1 − X)
3
2
)

1
3

}
, (33)

R̃ = R2 −
√

XY(Y + 3ε2)
1
3 R

3
2 (34)

R = XY2(Y + 3ε2)− (Y + ε2)
3 > 0, (35)

X = exp(−6ε2
2τb). (36)

Note that the solutions match at the endpoints of their intervals, and we have that
when y = 1, z0 = 1; when y = q2, z0 = q2; and when y = q3, z0 = q3.

The solution is plotted in Figure 5. Compared with Figure 2 where ε3 = ε2, the shapes
of the figures are very similar. However, the magnitudes of the values here when ε3 = 2ε2
are larger, especially when y > q2 ≈ 1.52.

3.2.2. The O(ε) Term z1

We now find the O(ε) approximation z1 for two cases: when γ = 0 and when γ = 0.5.
Subcase: γ = 0

We now approximate z1 when ε3 = 2ε2 and γ = 0.
By substituting (10) into (9) and collecting the coefficients of ε1, we get

(z1)τb = (z0)yy + (1 − y)(q2 − y)(q3 − y)(z1)y. (37)

Solving (37) by the method of characteristics, we have

dy
dτb

= −(1 − y)(q2 − y)(q3 − y) ⇒ e−6ε2
2τb

(1 − y)2(q3 − y)
(q2 − y)3 = A,

where A is constant. Further, we have

dz1

dy
= − (z0)yy

(1 − y)(q2 − y)(q3 − y)
⇒ z1 = −

∫ f (y, τb)

(1 − y)(q2 − y)(q3 − y)
dy + ψ(ξ) (38)

where f (y, τb) = (z0)yy with X = e−6ε2
2τb replaced by A(q2−y)3

(1−y)2(q3−y) , and where

ξ = e−6ε2
2τb (1−y)2(q3−y)

(q2−y)3 .
First, we simplify the integrand in (38) before integrating, and then after the integration

we replace A with X(1−y)2(q3−y)
(q2−y)3 . We write the solution to (38) as −Q(y, τb) + ψ(ξ).

For (z0)yy, we use z0 in Equation (29).
To find ψ(ξ), we use the initial condition z1(y, 0) = 0. So at τ = 0 (i.e., X = 1),

we write

z1(y, 0) = −Q(y, 0) + ψ(ξ̄) = 0, where ξ̄ = ξ|τ=0

Hence, ψ(ξ̄) = Q(y, 0). So we write Q(y, 0) as a function of ξ̄ using Equation (38) to get
Q(ξ̄). Then ψ(ξ) = Q(ξ). The above reasoning serves to prove the following proposition:

Proposition 3. An analytic approximation of (9) with ε2 = 2ε3 and γ = 0 is z = z0 + εz1, where
z0 is given in (29) and z1 is given by ψ(ξ)− Q as explained above in this section. Then the futures
price is given by F = p1z

(
p
p1

, ταp2
1

)
.

Unfortunately, the integral Q cannot be obtained explicitly. However, excellent ap-
proximations of the integral can be found using series representations of the integrand.
Here, we obtain results using Maple [29] for the most relevant interval, namely

lowb < y < q3, where lowb = 1 − k∗0ε2.
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We first split the integral into two, namely

(a) lowb < y < q2 where ξ > 1;
(b) q2 < y < q3 where ξ < 0.

In (a), we write the integrand as a series in q2 − y. In (b), we write the integrand for
y < 1 + 2ε2 as a series in y − q2 and otherwise as a series in q3 − y. The results obtained are
listed in Table 6.

As in the previous section, we tabulate in Table 6 the values obtained for z = z0 and
z = z0 + εz1 and those obtained using an implicit finite difference method in Maple [29]
using the dimensionless parameters as stated in the table. Again, the O(1) solutions
z0 are relatively accurate, but the O(ε) approximations z = z0 + εz1 are certainly an
improvement, with RMSE ranging from 8× 10−5 and mostly five-significant-figure accuracy
(with τb = 0.0552) to RMSE of 2.33 × 10−3 and mostly three-significant-figure accuracy
(with τb = 0.3093).

Table 6. ε3 = 2ε2, γ = 0, ε2 = 25
48 .

y (τb, ε) = (0.0552, 0.25) (τb, ε) = (0.0773, 0.2474)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

1.5 1.4994 1.4998 1.4998 1.4991 1.5000 1.5000
1.6 1.6026 1.6028 1.6028 1.6036 1.6040 1.6040
1.7 1.7061 1.7061 1.7061 1.7086 1.7085 1.7085
1.8 1.8096 1.8093 1.8093 1.8135 1.8129 1.8129
2.1 2.1163 2.1152 2.1154 2.1229 2.1215 2.1210
2.2 2.2162 2.2151 2.2151 2.2227 2.2204 2.2204

RMSE 6.2 × 10−4 8.0 × 10−5 1.31× 10−3 2.0 × 10−4

MAE 4.8 × 10−4 3.0 × 10−5 1.03× 10−3 8.0 × 10−5

y (τb, ε) = (0.1105, 0.25) (τb, ε) = (0.1546, 0.2474)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

1.5 1.4987 1.5006 1.5006 1.4982 1.5020 1.5019
1.6 1.6052 1.6061 1.6061 1.6074 1.6092 1.6091
1.7 1.7124 1.7122 1.7122 1.7176 1.7172 1.7172
1.8 1.8194 1.8182 1.8183 1.8267 1.8250 1.8253
2.1 2.1327 2.1292 2.1289 2.1459 2.1382 2.1383
2.2 2.2323 2.2276 2.2277 2.2451 2.2359 2.2361

RMSE 2.62× 10−3 1.4 × 10−4 5.12× 10−3 1.6 × 10−4

MAE 2.08× 10−3 8.0 × 10−5 3.97× 10−3 1.3 × 10−4

y (τb, ε) = (0.2209, 0.25) (τb, ε) = (0.3093, 0.2474)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

1.5 1.4974 1.5055 1.5049 1.4963 1.5127 1.5107
1.6 1.6108 1.6145 1.6142 1.6156 1.6228 1.6219
1.7 1.7256 1.7247 1.7248 1.7344 1.7344 1.7347
1.8 1.8402 1.8342 1.8350 1.8577 1.8443 1.8471
2.1 2.1657 2.1493 2.1500 2.1920 2.1589 2.1621
2.2 2.2638 2.2449 2.2458 2.2882 2.2517 2.2548

RMSE 1.05× 10−2 6.3 × 10−4 1.99× 10−2 2.33 × 10−3

MAE 8.43× 10−3 5.7 × 10−4 1.58× 10−2 2.05 × 10−3

In Figure 6, z1 is plotted as a function of τb in [0,2] for various values of y with
ε2 = 25/48. We see that when y ≤ 1.55, z1 increases as a function of τb; when y = 1.6, z1
initially slowly increases before turning to decrease; then, for 1 ≤ τb ≤ 2 when y ≥ 1.65, z1
decreases before turning. The larger y is in this last range, the smaller the magnitude of the
turning point. Compared with z1 when ε3 = ε2 and γ = 0, z1 generally increases/decreases
more quickly but mostly maintains the same shape.
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(a) (b)

(c)

Figure 6. Plot of z1 when ε3 = 2ε2 and γ = 0.

Subcase γ = 0.5

For z1 when ε3 = 2ε2 and γ = 1
2 , we solve

(z1)τb = y(z0)yy + (1 − y)(q2 − y)(q3 − y)(z1)y, (39)

where q2 = 1 + ε2 and q3 = 1 + 3ε2.
Hence,

z1 = −
∫ f (y, τb)

(1 − y)(q2 − y)(q3 − y)
dy + ψ(ξ),

where f (y, τb) = y(z0)yy with X = e−6ε2
2τb replaced by A(q2−y)3

(1−y)2(q3−y) (after (z0)yy has been
determined). The solution process is then the same as in the previous section. Hence, the
above work provides the proof for the following proposition:

Proposition 4. An analytic approximation of (9) with ε2 = 2ε3 and γ = 0.5 is z = z0 + εz1,
where z0 is given in (29) and z1 is as given above. Then the futures price is given by F = F =

p1z
(

p
p1

, ταp2
1

)
.

In Figure 7, z1 when γ = 0.5 is plotted as a function of τb in [0,2] for various values of
y with ε2 = 25/48. Compared to the case when γ = 0, z1 displays the same behaviour but
the magnitude of the values is greater.

In Table 7 we present the results obtained for z = z0 and z = z0 + εz1 and those
obtained using an implicit finite difference method in Maple [29]. The dimensionless
parameters used are given in the table. The results are very similar to those of Tables 4–6,
with the O(ε) approximations z = z0 + εz1 outperforming the O(1) solutions z0. The RMSE
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from the O(ε) approximations ranges from 6.0 × 10−5 with mostly five-significant-figure
accuracy (with τb = 0.0773) to RMSE of 5.57 × 10−3 and mostly three-significant-figure
accuracy with (τb = 0.6627).

(a) (b)

(c)

Figure 7. Plot of z1 when ε3 = 2ε2 and γ = 0.5.

Table 7. ε3 = 2ε2, γ = 0.5, ε2 = 25
48 .

y (τb, ε) = (0.0506, 0.2469) (τb, ε) = (0.0773, 0.1548)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

1.5 1.4994 1.5000 1.5000 1.4991 1.5000 1.4999
1.6 1.6024 1.6026 1.6026 1.6036 1.6040 1.6040
1.7 1.7056 1.7055 1.7055 1.7086 1.7085 1.7085
1.8 1.8088 1.8083 1.8083 1.8135 1.8128 1.8128
2.1 2.1150 2.1130 2.1133 2.1229 2.1205 2.1204
2.2 2.2149 2.2127 2.2127 2.2227 2.2195 2.2195

RMSE 1.18× 10−3 1.2 × 10−4 1.72× 10−3 6.0 × 10−5

MAE 8.8 × 10−4 5.0 × 10−5 1.28× 10−3 3.0 × 10−5

y (τb, ε) = (0.1013, 0.2469) (τb, ε) = (0.1546, 0.1548)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

1.5 1.4988 1.5012 1.5009 1.4982 1.5017 1.5014
1.6 1.6048 1.6059 1.6057 1.6074 1.6092 1.6088
1.7 1.7113 1.7111 1.7109 1.7176 1.7172 1.7169
1.8 1.8178 1.8160 1.8159 1.8276 1.8247 1.8246
2.1 2.1300 2.1231 2.1231 2.1459 2.1356 2.1357
2.2 2.2297 2.2210 2.2210 2.2451 2.2323 2.2325
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Table 7. Cont.

RMSE 4.70× 10−3 1.7 × 10−4 6.89× 10−3 2.6 × 10−4

MAE 3.48× 10−3 1.3 × 10−4 5.18× 10−3 2.3 × 10−4

y (τb, ε) = (0.2025, 0.2469) (τb, ε) = (0.6627, 0.0361)
z0 z = z0 + εz1 FD z0 z = z0 + εz1 FD

1.5 1.4976 1.5076 1.5053 1.4913 1.5115 1.5074
1.6 1.6100 1.6147 1.6126 1.6374 1.6456 1.6427
1.7 1.7234 1.7221 1.7205 1.7889 1.7811 1.7807
1.8 1.8366 1.8282 1.8276 1.9368 1.9034 1.9149
2.1 2.1602 2.1313 2.1325 2.2928 2.2440 2.2482
2.2 2.2587 2.2237 2.2255 2.3755 2.3267 2.3300

RMSE 1.84× 10−2 1.70 × 10−3 2.86× 10−2 5.57 × 10−3

MAE 1.39× 10−2 1.60 × 10−3 2.36× 10−2 4.40 × 10−3

4. Conclusions

There are many stochastic models that can be found in the literature that aim to
model oil prices. Most have mean-reverting drifts that imply reversion to one mean value.
However, examination of historical oil prices points to two basins of attraction. In this paper,
we have addressed this fact and modelled the oil price process with a single one-factor
nonlinear model that can capture this property. GMM analysis comprehensively indicated
that a cubic term was necessary in the drift term in the oil price process, as in our bimodal
model. Pricing futures contracts under our model requires solving a partial differential
equation for which an exact analytic solution is not available. However, we were able to
find analytic approximations for the futures prices that provide fast and accurate solutions.
We first non-dimensionalised the governing PDE and found perturbation expansions for the
new non-dimensional dependent variable z. The results showed that—while the leading-
order approximation z = z0 yielded good results—using the next-order approximation
z = z0 + εz1 provided even better approximations. Higher-order approximations can be
found routinely if necessary, as indicated in Section 3.1.2. There are definite advantages to
having an analytic approximation over a numerical answer as it gives faster answers and
insight into the general properties of the solution, but, more importantly here, we would be
able to calibrate it to oil price data to find the best parameter values to fit the model to price
and forecast futures prices. This will be the subject of our next paper: calibration of oil
price models to real data and comparing their performance in valuing and forecasting oil
price futures. Given that crude oil is, at the moment, the main source of energy production
in the world, and given the reliance many investors around the world have on oil futures
for the purposes of speculation and management of their portfolios’ risk, we feel that the
current paper could provide a better understanding and guidance to investors.
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Appendix A. Methodology

The Generalized Method of Moments (GMM) of Hansen [30] is used in this paper to
estimate the parameters of the continuous-time model for η = p

100 . GMM was chosen as the
estimation technique as it does not need the distribution of oil price changes to be normal
and the GMM estimators and their standard errors are consistent even if distributions are
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heteroskedastic. (Heteroskedasticity means that the variance of the errors varies widely
across the observations. It can make coefficient estimates less precise using some tech-
niques.) Further, GMM is often used in empirical finance tests to compare continuous-time
models for different underlying assets (see, e.g., Rajet et al. [31] and Hamisultane [32]). By
Itô’s Lemma, η follows

dη = (c1 + c2η + c3η2 + c4η3)dt + MηγdZ (A1)

where

c1 = k1/100,

c2 = k2,

c3 = 100k3,

c4 = 1002k4,

M = σ100γ−1.

Note that if we write (3) as dp = α(p1 − p)(p2 − p)(p3 − p)dt + σpγdZ, then
k1 = αp1 p2 p3, k2 = −α(p2 p3 + p1 p2 + p1 p3), k3 = α(p1 + p2 + p3) and k4 = −α.

We use the discrete-time econometric specification corresponding to (A1), namely:

ηt+1 − ηt = c1 + c2ηt + c3η2
t + c4η3

t + εt+1 (A2a)

where E[εt+1] = 0 (A2b)

and E[ε2
t+1] = M2η

2γ
t Δt. (A2c)

We define θ to be the parameter vector with components c1, c2, c3, c4, M and γ and let ft(θ)
be the vector:

ft(θ) =

[
εt+1 ⊗ [1, ηt, η2

t ,
√

ηt]T

(ε2
t+1 − M2η

2γ
t Δt)⊗ [1, ηt]T

]
Subject to the null hypothesis that conditions (A2a)–(A2c) are correct, then the orthogo-

nality conditions, E[ ft] = 0, apply. The technique of GMM firstly replaces E[ ft(θ)] = 0 with

its sample counterpart, g(θ) = 1
n

n

∑
t=1

ft(θ), which uses n observations. It then considers the

quadratic form q(θ) = g(θ)TWg(θ), where W is a positive definite weighting matrix (the
matrix W has the sample estimate adjusted for serial correlation and heteroskedasticity
using the method of Newey and West [33] with Bartlett weights) and estimates the parame-
ters in the vector θ that minimise this quadratic form. The optimal choice for the matrix W
has been found to be (see Hansen [30]) the inverse of the covariance matrix of the sample
moment, [Var(g(θ))]−1 = [E[ ft(θ) ft(θ)

T ]]−1.
In the unrestricted model (A1), the number of parameters that are not known is equal

to the number of orthogonality conditions. This means the system is exactly identified and
there exists a unique solution θ for which q(θ) = 0 with any choice of W. For Models 1–10.
which are nested within the unrestricted model, the number of the parameters that are
unknown is less than that of the orthogonality conditions. Hence, in this case, the system is
overidentified and there is no solution for θ. GMM then uses the same weighting matrix
that was found to estimate the parameters in the unrestricted model (A1).

For each of the nested models, we can test the validity of the restrictions imposed on
the parameters using the hypothesis test Hypothesis A1 versus Hypothesis A2 where

Hypothesis A1. The nested model does not enforce/impose overidentified restrictions. In other
words, the nested model is not misspecified.

Hypothesis A2. The nested model does enforce/impose overidentified restrictions. That is, the
nested model is misspecified.
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The following test statistic, known as the Hansen test (see Newey and West [33]), can
be used:

S = n( ˆq(θ0)− ˆq(θ)),

where ˆq(θ) and ˆq(θ0) are the objective functions for the unrestricted model and for the
restricted model, respectively. If the null hypothesis, Hypothesis A1, is true, then the
test statistic S is asymptotically distributed with χ2

j−k, where j and k are the number of
parameters in the unrestricted model and restricted model, respectively. With a specified
level of significance α, if χ2

j−k;α is less than the calculated test statistic S, then we need to
reject the null hypothesis and conclude that the restricted model is invalid (in other words,
the restrictions are unfounded and unreasonable) at the 100(1 − α)% level of significance.
Hence, if the p-value is less than the set level of significance α, then we conclude that at the
100α% level of significance, the restricted model is invalid.

Appendix B.

Appendix B.1. GMM Results

Table A1. Empirical Results for Nesting Models 1–10 within (3) using 10 years of monthly data.

Model c1 c2 c3 c4 M γ
χ2

DF
p-Value

Unrestricted 3.221 −14.544 20.796 −9.382 −0.2329 0.1277 N/A N/A[0.001] [0.002] [0.005] [0.008] [<0.001] [0.520]

1 3.448 −14.818 20.628 −9.170 −0.2426 0.5 0.09 1[<0.001] [0.002] [0.005] [0.009] [<0.001]

2 0.502 −0.6844 0 0 0.2415 0.5 0.005 3[0.009] [0.011] [<0.001]

3 0 0.6214 −0.7370 0 0.2404 0.5 0.001 3[0.040] [0.027] [<0.001]

4 0 0.3878 0 0 −0.500 1 0 4[0.329] [<0.001]

5 0 0.111 0 0 −0.5302 0.5 0 4[0.779] [<0.001]

6 3.086 −14.275 20.711 −9.427 0.2242 0 0.514 1[0.002] [0.004] [0.006] [0.009] [<0.001]

7 0.2878 −0.4651 0 0 0.2262 0 0.030 3[0.165] [0.102] [<0.001]

8 0 0.2641 −0.4071 0 0.2291 0 0.016 3[0.394] [0.230] [<0.001]

9 0 −0.096 0 0 0.2392 0 0.017 4[0.289] [<0.001]

10 0 0.9125 −1.006 0 0.2023 1.5 0 3[0.001] [0.001] [<0.001]
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Table A2. Empirical Results for Nesting Models 1–10 within (3) using 10 years of weekly data.

Model c1 c2 c3 c4 M γ
χ2

DF
p-Value

Unrestricted 2.696 −12.825 19.137 −8.895 0.2284 0.3140 N/A N/A[0.091] [0.074] [0.063] [0.056] [<0.001] [0.064]

1 2.9398 −13.897 20.774 −9.682 0.2390 0.5 0.282 1[0.061] [0.049] [0.040] [0.034] [<0.001]

2 0.1993 −0.255 0 0 −0.234 0.5 0.122 3[0.272] [0.316] [<0.001]

3 0 0.3238 −0.3769 0 −0.2346 0.5 0.125 3[0.255] [0.252] [<0.001]

4 0 0.0717 0 0 −0.2464 1 0 4[0.378] [<0.001]

5 0 0.014 0 0 −0.2389 0.5 0.134 4[0.864] [<0.001]

6 2.167 −10.343 15.316 −7.081 0.201 0 0.065 1[0.175] [0.150] [0.135] [0.125] [<0.001]

7 0.0987 −0.1804 0 0 −0.1990 0 0.116 3[0.593] [0.483] [<0.001]

8 0 0.1199 −0.2020 0 −0.1991 0 0.121 3[0.681] [0.547] [<0.001]

9 0 −0.052 0 0 −0.2014 0 0.185 4[0.526] [<0.001]

10 0 0.7269 −0.7831 0 −0.2290 1.5 0 3[0.009] [0.015] [<0.001]

Appendix B.2. Simulations

(a) (b)

Figure A1. Cont.
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(c) (d)

Figure A1. Monthly simulations: (a) monthly over 10 years with p1 = 44, p2 = 74, p3 = 104,
γ = 0, σ = 24; (b) monthly over 10 years with p1 = 47, p2 = 67, p3 = 107, γ = 0, σ = 22; (c) monthly
over 10 years with p1 = 44, p2 = 74, p3 = 104, γ = 0.5, σ = 2.59; (d) monthly over 10 years with
p1 = 47, p2 = 67, p3 = 107, γ = 0.5, σ = 2.59.

(a) (b)

(c) (d)

Figure A2. Weekly simulations: (a) weekly over 10 years with p1 = 42, p2 = 73, p3 = 104,
γ = 0, σ = 22; (b) weekly over 10 years with p1 = 47, p2 = 67, p3 = 107, γ = 0, σ = 22; (c) weekly
over 10 years with p1 = 42, p2 = 73, p3 = 104, γ = 0.5, σ = 2.4; (d) weekly over 10 years with
p1 = 47, p2 = 67, p3 = 107, γ = 0.5, σ = 2.59.
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Abstract: In this paper, we give the sufficient conditions for the compactness of sets in generalized
Morrey spaces Mw(·)

p . This result is an analogue of the well-known Fréchet–Kolmogorov theorem on
the compactness of a set in Lebesgue spaces Lp, p > 0. As an application, we prove the compactness
of the commutator of the Riesz potential [b, Iα] in generalized Morrey spaces, where b ∈ VMO
(VMO(Rn) denote the BMO-closure of C∞

0 (Rn)). We prove auxiliary statements regarding the
connection between the norm of average functions and the norm of the difference of functions in the
generalized Morrey spaces. Such results are also of independent interest.

Keywords: commutator; Riesz potential; compactness; generalized Morrey space; VMO

MSC: 42B20; 42B25

1. Introduction

Morrey spaces Mλ
p , named after C. Morrey, were introduced by him in 1938 in [1] and

defined as follows: For 1 ≤ p ≤ ∞, n ≥ 1, 0 < λ < n, f ∈ Mλ
p if f ∈ Lloc

p and

‖ f ‖Mλ
p
≡ ‖ f ‖Mλ

p (Rn) = sup
x∈Rn ,r>0

(
r−λ‖ f ‖Lp(B(x,r))

)
< ∞,

where B(x, r) is a ball with center at the point x and of radius r > 0.
For λ = 0 and λ = n, the Morrey spaces M0

p(R
n) and Mn

p(R
n) coincide (with equality

of norms) with the spaces Lp(Rn) and L∞(Rn), respectively.
Later, the Morrey spaces were found to have many important applications to the

Navier–Stokes equations (see [2,3]), the Shrodinger equations (see [4,5]) and the potential
analysis (see [6,7]).

Generalized Morrey spaces Mw(·)
p were first considered by T. Mizuhara [8], E. Nakai [9]

and V.S. Guliyev [10].
Let 1 ≤ p ≤ ∞ and let w be a measurable non-negative function on (0, ∞) that is not

equivalent to zero. The generalized Morrey space Mw(·)
p ≡ Mw(·)

p (Rn) is defined as the set
of all functions f ∈ Lloc

p (Rn) with ‖ f ‖
Mw(·)

p
< ∞, where

‖ f ‖
Mw(·)

p
= sup

x∈Rn , r>0

(
w(r)‖ f ‖Lp(B(x,r))

)
.

The space Mw(·)
p coincides with the Morrey space Mλ

p if w(r) = r−λ, where 0 ≤ λ ≤ n
p .

Mathematics 2024, 12, 304. https://doi.org/10.3390/math12020304 https://www.mdpi.com/journal/mathematics
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By Ωp∞ we denote the set of all non-negative, measurable on (0, ∞) functions, not
equivalent to 0 and such that for some t > 0,

‖w(r)r
n
p ‖L∞(0,t) < ∞, ‖w(r)‖L∞(t,∞) < ∞.

The space Mw(·)
p is non-trivial if and only if w ∈ Ωp∞ [11,12].

The Riesz potential Iα of order α(0 < α < n) is defined by

Iα f (x) =
∫
Rn

f (y)
|x − y|n−α

dy.

For the function b ∈ Lloc(R
n), let Mb denote the multiplication operator Mb f = b f ,

where f is a measurable function. Then, the commutator for the Riesz potential Iα and the
operator Mb is defined by

[b, Iα]( f )(x) = Mb(Iα( f (x)))− Iα(Mb f )(x) =
∫
Rn

[b(x)− b(y)] f (y)
|x − y|n−α dy.

The function b ∈ L∞(Rn) is said to belong to the space BMO(Rn) if

‖b‖∗ = sup
Q⊂Rn

1
|Q|
∫
Q

∣∣b(x)− bQ
∣∣dx < ∞,

where Q is a ball in Rn and bQ = 1
|Q|
∫
Rn

b(y)dy.

By VMO(Rn), we denote the BMO-closure of the space C∞
0 (Rn), where C∞

0 (Rn) is the
set of all functions from C∞(Rn) with compact support.

The boundedness of the Riesz potential on the Morrey spaces was investigated by S.
Spanne, J. Peetre [13] and D. Adams. [14]. T. Mizuhara [8], E. Nakai [9] and V.S. Guliyev [10]
generalized the results of D. Adams and obtained sufficient conditions for the boundedness
of Iα on the generalized Morrey spaces. Boundedness of the commutator for the Riesz
potential on the Morrey spaces and on the generalized Morrey spaces was considered
in [15,16], respectively. The compactness of the commutator for the Riesz potential on the
Morrey spaces and on the Morrey spaces with non-doubling measures was considered
in [17,18], respectively. The pre-compactness of sets on the Morrey spaces and on variable
exponent Morrey spaces was considered in [17,19,20]. The compactness of the commutator
for the Riesz potential [b, Iα] on the Morrey-type spaces was also considered in [21,22].

The boundedness and compactness of integral operators and their commutators
on various function spaces play an important role in harmonic analysis, in potential
theory and PDE [23,24] and in some important physical properties and physical struc-
tures [25,26]. Moreover, the interest in the compactness of operator [b, T], where T is the
classical Calderón–Zygmund singular integral operator, in complex analysis is from the
connection between the commutators and the Hankel-type operators. The compactness
of [b, T] attracted attention among researchers in PDEs. For example, with the aid of the
compactness of [b, T], one easily derives a Fredholm alternative for equations with VMO
coefficients in all Lp spaces for 1 < p < ∞ (see [27]). Hence, it is possible that the compact-
ness of [b, Iα] on generalized Morrey spaces will be applied to discuss some local problems
of PDEs with VMO coefficients (see also [28]).

The main goal of this paper is to find the conditions for the pre-compactness of sets
on generalized Morrey spaces and to find sufficient conditions for the compactness of
the commutator of the Riesz potential [b, Iα] on the generalized Morrey spaces Mw(·)

p (Rn),
namely, to find conditions for parameters p, q, α and functions w1 and w2 ensuring the
compactness of operators [b, Iα] from Mw1(·)

p to Mw2(·)
q .

This paper is organized as follows: In Section 2, we present results on the pre-
compactness of a set in generalized Morrey spaces. To do this, we will establish some
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auxiliary lemmas. In Section 3, we give sufficient conditions for the compactness of the
commutator for the Riesz potential [b, Iα] on the generalized Morrey space Mw(·)

p (Rn). We
will also recall some theorems and establish some auxiliary lemmas. Finally, we draw
conclusions in Section 4.

We make some conventions on notation. Throughout this paper, we always use C to
denote a positive constant that is independent of the main parameters involved but whose
value may differ from line to line. Constants with subscripts, such as Cp, are dependent on
the subscript p. We denote f � g if f ≤ Cg. By C(R), we denote the set of all continuous
bounded functions on R with the uniform norm, by χA we denote the characteristic function
of the set A ⊂ Rn and by c A we denote the complement of A.

2. On the Pre-Compactness of a Set in Generalized Morrey Spaces

In this section, we give sufficient conditions for the pre-compactness of sets in general-
ized Morrey spaces.

Theorem 1. Let 1 ≤ p < ∞ and w ∈ Ωp∞. Suppose that the set S ⊂ Mw(·)
p satisfies the

following conditions:
sup
f∈S

‖ f ‖
Mw(·)

p
< ∞, (1)

lim
u→0

sup
f∈S

‖ f (·+ u)− f (·)‖
Mw(·)

p
= 0, (2)

lim
r→∞

sup
f∈S

‖ f χc B(0,r)‖Mw(·)
p

= 0. (3)

Then S is a pre-compact set in Mw(·)
p .

For the Morrey space Mλ
p , an analogue of Theorem 1 was proved in [17,19]. If λ = 0,

it coincides with the well-known Fréchet–Kolmogorov theorem (see [29]). Theorem 1 is
formulated in terms of the difference of a function (see condition (2)). The conditions for
the pre-compactness of sets in the global and local Morrey-type spaces were given in terms
of the average functions

(Mr f )(x) =
1

|B(x, r)|
∫

B(x,r)

f (y)dy, f ∈ Mw(·)
p ,

in [30–32]. Here, | A | is the Lebesgue measure of the set A ⊂ Rn.
To prove Theorem 1, we will need the following auxiliary statements.

Lemma 1. Let 1 ≤ p < ∞ and w ∈ Ωp∞. Then, for all f ∈ Mw(·)
p and r > 0

‖Mr f − f ‖
Mw(·)

p
≤ sup

u∈B(0,r)
‖ f (·+ u)− f (·)‖

Mw(·)
p

. (4)

Proof. Let z ∈ Rn and ρ > 0. Using the Hölder inequality, we have

‖Mr f − f ‖Lp(B(z,ρ)) =

=

⎛⎜⎝ ∫
B(z,ρ)

∣∣∣∣∣∣∣
1

|B(x, r)|
∫

B(x,r)

f (y)dy − f (x)

∣∣∣∣∣∣∣
p

dx

⎞⎟⎠
1
p
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=

⎛⎜⎝ ∫
B(z,ρ)

∣∣∣∣∣∣∣
1

|B(x, r)|
∫

B(x,r)

( f (y)− f (x))dy

∣∣∣∣∣∣∣
p

dx

⎞⎟⎠
1
p

≤

⎛⎜⎝ ∫
B(z,ρ)

⎛⎜⎝ 1
|B(x, r)|

∫
B(x,r)

| f (y)− f (x)|pdy

⎞⎟⎠dx

⎞⎟⎠
1
p

.

Next, using the change of variables y = x + u and the Fubini theorem, we obtain

‖Mr f − f ‖Lp(B(z,ρ)) ≤

⎛⎜⎝ ∫
B(z,ρ)

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

| f (x + u)− f (x)|pdu

⎞⎟⎠dx

⎞⎟⎠
1
p

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

⎛⎜⎝ ∫
B(z,ρ)

| f (x + u)− f (x)|pdx

⎞⎟⎠du

⎞⎟⎠
1
p

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

‖ f (·+ u)− f (·)‖p
Lp(B(z,ρ))du

⎞⎟⎠
1
p

.

Hence,

‖Mr f − f ‖
Mw(·)

p
= sup

z∈Rn , ρ>0
w(ρ)‖Mr f − f ‖Lp(B(z,ρ))

≤ sup
z∈Rn , ρ>0

w(ρ)

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

‖ f (·+ u)− f (·)‖p
Lp(B(z,ρ))du

⎞⎟⎠
1
p

≤

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

sup
z∈Rn , ρ>0

w(ρ)‖ f (·+ u)− f (·)‖p
Lp(B(z,ρ))du

⎞⎟⎠
1
p

.

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

‖ f (·+ u)− f (·)‖p

Mw(·)
p

du

⎞⎟⎠
1
p

≤ sup
u∈B(0,r)

‖ f (·+ u)− f (·)‖
Mw(·)

p
.

Lemma 1 is proved.

Lemma 2. Let 1 ≤ p < ∞, w ∈ Ωp∞. Then, for all f ∈ Mw(·)
p and r > 0

‖Mr f ‖
Mw(·)

p
≤ ‖ f ‖

Mw(·)
p

. (5)
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Proof. Using the change of variables y = x + u, the Hölder inequality and the Fubini
theorem, we obtain

‖Mr f ‖Lp(B(z,ρ)) =

⎛⎜⎝ ∫
B(z,ρ)

∣∣∣∣∣∣∣
1

|B(x, r)|
∫

B(x,r)

f (y)dy

∣∣∣∣∣∣∣
p

dx

⎞⎟⎠
1
p

≤

⎛⎜⎝ ∫
B(z,ρ)

⎛⎜⎝ 1
|B(x, r)|

∫
B(x,r)

| f (y)|pdy

⎞⎟⎠dx

⎞⎟⎠
1
p

=

⎛⎜⎝ ∫
B(z,ρ)

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

| f (x + u)|pdu

⎞⎟⎠dx

⎞⎟⎠
1
p

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

⎛⎜⎝ ∫
B(z,ρ)

| f (x + u)|pdx

⎞⎟⎠du

⎞⎟⎠
1
p

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

⎛⎜⎝ ∫
B(z+u,ρ)

| f (v)|pdv

⎞⎟⎠du

⎞⎟⎠
1
p

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

‖ f ‖p
Lp(B(z+u,ρ))du

⎞⎟⎠
1
p

.

Therefore,
‖Mr f ‖

Mw(·)
p

= sup
z∈Rn , ρ>0

(
w(ρ)‖Mr f ‖Lp(B(z,ρ))

)

≤ sup
z∈Rn , ρ>0

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

(
w(ρ)‖ f ‖Lp(B(z+u,ρ))

)p
du

⎞⎟⎠
1
p

≤

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

(
sup

z∈Rn , ρ>0
w(ρ)‖ f ‖Lp(B(z+u,ρ))

)p

du

⎞⎟⎠
1
p

=

⎛⎜⎝ 1
|B(0, r)|

∫
B(0,r)

(
sup

x∈Rn , ρ>0
w(ρ)‖ f ‖Lp(B(x,ρ))

)p

du

⎞⎟⎠
1
p

= ‖ f ‖
Mw(·)

p
.

Lemma 2 is proved.

Lemma 3. Let 1 ≤ p < ∞, w ∈ Ωp∞. Then, there exists r0 > 0 and for any 0 < r ≤ r0 there is
C1 > 0, depending only on r, n, p, w, such that

(1) for any f ∈ Mw(·)
p

‖Mr f ‖C(Rn) ≤ C1‖ f ‖
Mw(·)

p (Rn)
. (6)
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(2) for any δ > 0

sup
u∈B(0,δ)

‖Mr f (·+ u)− Mr f (·)‖C(Rn) ≤ C1 sup
u∈B(0,δ)

‖ f (·+ u)− f (·)‖
Mw(·)

p (Rn)
. (7)

Proof. (1) Since the function w ∈ Ωp∞ is not equivalent to 0, then there exists r0 > 0 such
that sup

r0<ρ<∞
w(ρ) > 0. Let 0 < r ≤ r0. Using the Hölder inequality, for any x ∈ Rn, we have

|Mr f (x)| ≤ 1

|B(x, r)| 1
p
‖ f ‖Lp(B(x,r)).

Hence,

|Mr f (x)|w(ρ) ≤ 1

(vnrn)
1
p

(
w(ρ)‖ f ‖Lp(B(x,r))

)
,

where vn is the volume of the unit ball in Rn, and

|Mr f (x)| sup
r<ρ<∞

w(ρ) ≤ 1

(vnrn)
1
p

(
sup

r<ρ<∞
w(ρ)‖ f ‖Lp(B(x,r))

)

≤ 1

(vnrn)
1
p

(
sup

r<ρ<∞
w(ρ)‖ f ‖Lp(B(x,ρ))

)
≤ 1

(vnrn)
1
p

(
sup
ρ>0

w(ρ)‖ f ‖Lp(B(x,ρ))

)
.

Therefore, for any x ∈ Rn

|Mr f (x)| ≤ C1‖ f ‖
Mw(·)

p
, (8)

where C1 =

(
( sup

r<ρ<∞
w(ρ))(vnrn)

1
p

)−1

< ∞, since w ∈ Ωp∞.

(2) For any x1, x2 ∈ B(0, r), by Hölder’s inequality, we have

|(Mr f )(x1)− (Mr f )(x2)| = 1
vnrn

∣∣∣∣∣∣∣
∫

B(x1,r)

f (y)dy −
∫

B(x2,r)

f (y)dy

∣∣∣∣∣∣∣
= (vnrn)−1

∣∣∣∣∣∣∣
∫

B(0,r)

f (z + x1)dz −
∫

B(0,r)

f (z + x2)dz

∣∣∣∣∣∣∣
≤ (vnrn)−1

∫
B(0,r)

| f (z + x1)− f (z + x2)|dz

= (vnrn)−1
∫

B(x2,r)

| f (s + x1 − x2)− f (s)|ds

≤ (vnrn)
− 1

p ‖ f (·+ x1 − x2)− f (·)‖Lp(B(x2,r)).

Therefore, similar to the first part of the proof, we obtain

|(Mr f )(x1)− (Mr f )(x2)| ≤ C1‖ f (·+ x1 − x2)− f (·)‖
Mw(·)

p
.

Hence,
sup

x1,x2∈Rn , |x1−x2|≤δ

|(Mr f )(x1)− (Mr f )(x2)|

≤ C1 sup
x1,x2∈ Rn , |x1−x2|≤δ

‖ f (·+ x1 − x2)− f (·)‖
Mw(·)

p

145



Mathematics 2024, 12, 304

= C1 sup
u∈B(0,δ)

‖ f (·+ u)− f (·)‖
Mw(·)

p
.

Lemma 3 is proved.

Lemma 4. Let 1 ≤ p < ∞, w ∈ Ωp∞. Then, there exists C2 > 0, depending only on n, p, w, such

that for any r, R > 0 and for any f , g ∈ Mw(·)
p

‖Mr f − Mrg‖
Mw(·)

p
≤ C2(1 + R

n
p )‖Mr f − Mrg‖C(B(0,R))

+ sup
u∈B(0,r)

‖ f (·+ u)− f (·)‖
Mw(·)

p
+ sup

u∈B(0,r)
‖g(·+ u)− g(·)‖

Mw(·)
p

+
∥∥∥ f χc B(0,R)

∥∥∥
Mw(·)

p
+

∥∥∥∥gχ
c B(0,R)

∥∥∥∥
Mw(·)

p

.

Proof. Indeed,
‖Mr f − Mrg‖

Mw(·)
p

≤
∥∥∥(Mr f − Mrg)χ

B(0,R)

∥∥∥
Mw(·)

p
+
∥∥∥(Mr f − Mrg)χc B(0,R)

∥∥∥
Mw(·)

p
:= I1 + I2.

First, we will estimate I1. By using B(x, ρ) ∩ B(0, R) ⊂ B(0, R), B(x, ρ) ∩ B(0, R) ⊂ B(x, ρ),
for any ρ > 0, R > 0, we have

I1 = sup
x∈Rn , ρ>0

(
w(ρ)‖Mr f − Mrg‖Lp(B(x,ρ)∩B(0,R))

)
≤ sup

x∈Rn , 0<ρ<1

(
w(ρ)‖Mr f − Mrg‖Lp(B(x,ρ)∩B(0,R))

)
+ sup

x∈Rn , 1≤ρ<∞

(
w(ρ)‖Mr f − Mrg‖Lp(B(x,ρ)∩B(0,R))

)

≤ ‖Mr f − Mrg‖C(B(0,R)) ·
(

sup
0<ρ<1

w(ρ)(vnρn)
1
p + sup

1≤ρ<∞
w(ρ)(vnRn)

1
p

)

≤ ‖Mr f − Mrg‖C(B(0,R)) · v
1
p
n

(
sup

0<ρ<1
w(ρ)ρ

n
p + sup

1≤ρ<∞
w(ρ)R

n
p

)
.

Therefore,

I1 ≤ ‖Mr f − Mrg‖C(B(0,R)) · v
1
p
n

(
sup

0<ρ<1
w(ρ)ρ

n
p + sup

1≤ρ<∞
w(ρ)

)
×

×
⎛⎝ sup0<ρ<1 w(ρ)ρ

n
p

sup0<ρ<1 w(ρ)ρ
n
p + sup1<ρ<∞ w(ρ)

+
sup1≤ρ<∞ w(ρ)

sup0<ρ<1 w(ρ)ρ
n
p + sup1≤ρ<∞ w(ρ)

· R
n
p

⎞⎠
≤ C2

(
1 + R

n
p
)
‖Mr f − Mrg‖C(B(0,R)),

where

C2 = v
1
p
n

(
sup

0<ρ<1
w(ρ)ρ

n
p + sup

1≤ρ<∞
w(ρ)

)
< ∞,

since, by w ∈ Ωp∞.

146



Mathematics 2024, 12, 304

For estimate I2, using Lemma 1, we have

I2 =
∥∥∥(Mr f − Mrg)χc B(0,R)

∥∥∥
Mw(·)

p

≤
∥∥∥(Mr f − f )χc B(0,R)

∥∥∥
Mw(·)

p
+
∥∥∥( f − g)χc B(0,R)

∥∥∥
Mw(·)

p
+
∥∥∥(Mrg − g)χc B(0,R)

∥∥∥
Mw(·)

p

≤ ‖Mr f − f ‖
Mw(·)

p
+
∥∥∥( f − g)χc B(0,R)

∥∥∥
Mw(·)

p
+ ‖Mrg − g‖

Mw(·)
p

≤ sup
u∈B(0,r)

‖ f (·+ u)− f (·)‖
Mw(·)

p
+ sup

u∈B(0,r)
‖g(·+ u)− g(·)‖

Mw(·)
p

+
∥∥∥ f χc B(0,R)

∥∥∥
Mw(·)

p
+
∥∥∥gχc B(0,R)

∥∥∥
Mw(·)

p
.

From estimates of I1 and I2, we obtain the inequality of Lemma 4.
Lemma 4 is proved.

Lemma 5. Let 1 ≤ p < ∞, w ∈ Ωp∞. Then, for any r, R > 0 and for any f , g ∈ Mw(·)
p

‖ f − g‖
Mw(·)

p
≤ C2

(
1 + R

n
p
)
‖Mr f − Mrg‖C(B(0,R))

+2 sup
u∈B(0,r)

‖ f (·+ u)− f (·)‖
Mw(·)

p
+ 2 sup

u∈B(0,r)
‖g(·+ u)− g(·)‖

Mw(·)
p

(9)

+
∥∥∥ f χc B(0,R)

∥∥∥
Mw(·)

p
+
∥∥∥gχc B(0,R)

∥∥∥
Mw(·)

p
,

where C2 > 0 is the same as in Lemma 4.

Proof. It is sufficient to note that

‖ f − g‖
Mw(·)

p
≤ ‖Mr f − f ‖

Mw(·)
p

+ ‖Mr f − Mrg‖
Mw(·)

p
+ ‖Mrg − g‖

Mw(·)
p

and use Lemmas 1 and 4.

Proof of Theorem 1. Let S ⊂ Mw(·)
p and let conditions (1)–(3) hold.

Step 1. First, we show that the set Sr = {Mr f : f ∈ S} is a strongly pre-compact set
in C(B(0, R)) .

Let 0 < r < r0, where r0 is defined in Lemma 3 and R > 0 is fixed. Due to inequality
(6) and condition (1), it follows that

sup
f∈S

‖Mr f ‖C(B(0,R)) ≤ sup
f∈S

‖Mr f ‖C(Rn) ≤ C1 sup
f∈S

‖ f ‖
Mw(·)

p
< ∞.

In addition, due to inequality (7) and condition (2), it follows that

sup
u∈B(0,δ)

‖Mr f (·+ u)− Mr f (·)‖C(B(0,R)) ≤ sup
u∈B(0,δ)

‖Mr f (·+ u)− Mr f (·)‖C(Rn)

≤ C1 sup
u∈B(0,δ)

‖ f (·+ u)− f (·)‖
Mw(·)

p
.

Therefore, by using condition (2), we have

lim
u→0

sup
f∈S

‖Mr f (·+ u)− Mr f (·)‖C(B(0,R)) = 0.
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As such, we obtained that the set Sr is uniformly bounded and equicontinuous in
C(B(0, R)).

Therefore, by the Ascoli–Arzela theorem, the set Sr is pre-compact in C(B(0, R)), then
the set Sr is totally bounded in C(B(0, R)). Hence, for any ε > 0, there exists f1, ..., fm ∈ S
(depending on ε, r and R) such that {Mr f1, Mr f2, ..., Mr fm} is a finite ε-net in Sr with respect
to norm of C(B(0, R)). Therefore, for any f ∈ S, there is 1 ≤ j ≤ m such that∥∥Mr f − Mr fj

∥∥
C(B(0,R)) < ε.

Hence,
min

j=1,...,m

∥∥Mr f − Mr fj
∥∥

C(B(0,R)) < ε.

Step 2. Let us show that the set S is a relative compact set in Mw(·)
p . Let {ϕ1, ..., ϕm} be

an arbitrary finite subset of S. By inequality (9) for any f ∈ S and any j = 1, ..., m we have∥∥ f − ϕj
∥∥

Mw(·)
p

≤ C2(1 + R
n
p )
∥∥Mr f − Mr ϕj

∥∥
C(B(0,R))

+2 sup
u∈B(0,r)

‖ f (·+ u)− f (·)‖
Mw(·)

p
+ 2 sup

u∈B(0,r)

∥∥ϕj(·+ u)− ϕj(·)
∥∥

Mw(·)
p

+
∥∥∥ f χc B(0,R)

∥∥∥
Mw(·)

p
+
∥∥∥ϕjχc B(0,R)

∥∥∥
Mw(·)

p

≤ C2(1 + R
n
p )
∥∥Mr f − Mr ϕj

∥∥
C(B(0,R))

+4 sup
g∈S

sup
u∈B(0,r)

‖g(·+ u)− g(·)‖
Mw(·)

p
+ 2 sup

g∈S

∥∥∥gχcB(0,R)

∥∥∥
Mw(·)

p
,

where C2 is the same as in Lemma 4, C2 = v
1
p
n

(
sup

0<ρ<1
w(ρ)ρ

n
p + R

n
p sup

1≤ρ<∞
w(ρ)

)
.

Hence, for any f ∈ S:

min
j=1,...,m

∥∥ f − ϕj
∥∥

Mw(·)
p

≤ C2(1 + R
n
p ) min

j=1,...,m

∥∥Mr f − Mr ϕj
∥∥

C(B(0,R))

+4 sup
g∈S

sup
u∈B(0,r)

‖g(·+ u)− g(·)‖
Mw(·)

p
+ 2 sup

g∈S

∥∥∥gχcB(0,R)

∥∥∥
Mw(·)

p
. (10)

Let ε > 0. First, using condition (3) we find R(ε) > 0 such that

sup
g∈S

∥∥∥gχcB(0,R(ε))

∥∥∥
Mw(·)

p
<

ε

6
.

Next, using condition (2), we find r(ε) such that

sup
u∈B(0,r(ε))

sup
g∈S

‖g(·+ u)− g(·)‖
Mw(·)

p
<

ε

12
.

Finally, by the pre-compactness of the set Sr(ε) in C(B(0, R(ε))), there exist m(ε) ∈ N

and f1,ε, ..., fm(ε),ε ∈ S, such that for any f ∈ S

min
j=1,...,m(ε)

∥∥∥Mr(ε) f − Mr(ε) f j,ε

∥∥∥
C(B(0,R(ε)))

<
ε

3C2(1 + R
n
p )

.

Therefore, setting ϕj = f j,ε, j = 1, ..., m(ε), by inequality (10), for any f ∈ S we obtain

min
j=1,...,m(ε)

∥∥ f − f j,ε
∥∥

Mw(·)
p

<
ε

3
+

ε

3
+

ε

3
= ε.
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Then, we have that ϕj = f j,ε, j = 1, ..., m(ε) is a finite ε-net in S in the norm of Mw(·)
p .

Therefore, the set S is a pre-compact set in Mw(·)
p . Theorem 1 is proved.

3. Compactness of the Commutator for the Riesz Potential on Generalized
Morrey Spaces

The main goal of this section is to find sufficient conditions for the compactness of the
commutator [b, Iα] from Mw1(·)

p to Mw2(·)
q .

The Riesz potential Iα of order α(0 < α < n) is defined by

Iα f (x) =
∫
Rn

f (y)
|x − y|n−α

dy.

The boundedness of Iα on Morrey spaces was investigated in [13,14].
The sufficient conditions for the boundedness of Iα from Mw1(·)

p to Mw2(·)
q were ob-

tained by T. Mizuhara [8], E. Nakai [9], and V.S. Guliyev [10].
The following theorems give sufficient conditions for the boundedness of the Riesz

potential and its commutator in generalized Morrey spaces.

Theorem 2 ([10]). Let 1 < p < q < ∞ and α = n
(

1
p − 1

q

)
. Moreover, let functions w1 ∈ Ωp,∞,

w2 ∈ Ωq,∞ satisfy the condition∥∥∥w−1
1 (r)r−

n
q −1
∥∥∥

L1(t,∞)
� w−1

2 (t)t−
n
p (11)

uniformly in t ∈ (0, ∞). Then, the operator Iα is bounded from Mw1(·)
p to Mw2(·)

q .

Theorem 3 ([16]). Let 1 < p < q < ∞, 0 < α < n
p , 1

q = 1
p − α

n , b ∈ BMO(Rn) and
w1(·), w2(·) satisfy the following condition

∞∫
r

ln
(

e +
l
r

) ess inf
t<s<∞

w1(s)dt

t
� w2(r). (12)

Then, the operator [b, Iα] is bounded from Mw1(·)
p to Mw2(·)

q .

Theorem 4. Let 1 < p < q < ∞, 0 < α < n(1 − 1
q ),

1
q = 1

p − α
n , b ∈ VMO(Rn) and functions

w1 ∈ Ωp,∞, w2 ∈ Ωq,∞ satisfy conditions (11) and (12). Then, the commutator [b, Iα] is a compact

operator from Mw1(·)
p to Mw2(·)

q .

To prove Theorem 4, we need the following auxiliary statements.

Lemma 6. Let n ∈ N, 1 < p < q < ∞, 0 < α < n
(

1 − 1
q

)
, β > 0, 1

q = 1
p − α

n . Then, there is
C5 > 0, depending only on n, p, q, α, such that for some f ∈ Lp(B(0, β)) satisfying the condition
supp f ⊂ B(0, β), and for some γ ≥ 2β, t ∈ Rn, r > 0∥∥∥(Iα f )χcB(0,γ)

∥∥∥
Lq(B(t,r))

≤ C5γα−n(min{γ, r}) n
q ‖ f ‖Lp(B(0,β)). (13)

Proof. Let f ∈ Lp(B(t, r)). By definition of the operator Iα, we have

I :=
∥∥∥(Iα f )χc

B(0,γ)

∥∥∥
Lq(B(t,r))
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=

⎛⎜⎝ ∫
B(t,r)∩cB(0,γ)

∣∣∣∣∣∣
∫
Rn

f (y)
|x − y|n−α dy

∣∣∣∣∣∣
q

dx

⎞⎟⎠
1
q

≤

⎛⎜⎝ ∫
B(t,r)∩cB(0,γ)

∣∣∣∣∣∣∣
∫

B(0,β)

f (y)
|x − y|n−α dy

∣∣∣∣∣∣∣
q

dx

⎞⎟⎠
1
q

.

Since β ≤ γ
2 for x ∈ cB(0, γ), y ∈ B(0, β), we have

|x − y| ≥ |x| − |y| ≥ |x| − β =
|x|
2

+
|x|
2

− β ≥ |x|
2

. (14)

By (n − α)q − n > 0, we have

I ≤ 2n−α

⎛⎜⎝ ∫
cB(0,γ)

dx

|x|(n−α)q

⎞⎟⎠
1
q ∫

B(0,β)

| f (y)|dy

≤ 2n−α

⎛⎝ ∞∫
γ

ρ−(n−α)q+n−1dρ

⎞⎠
1
q

(υnβn)
1− 1

p ‖ f ‖Lp(B(0,β))

≡ C6γ
α−n(1− 1

q )‖ f ‖Lp(B(0,β)). (15)

Since β ≤ γ
2 for x ∈ cB(0, γ), y ∈ B(0, β), by (14) |x − y| ≥ |x|

2 .
Therefore,

I ≤ 2n−αγα−n

⎛⎜⎝ ∫
B(t,r)

dx

⎞⎟⎠
1
q ∫

B(0,β)

| f (y)|dy

≤ 2n−αγα−n(υnrn)
1
q (υnβn)

1− 1
p ‖ f ‖Lp(B(0,β))

= C4γα−nr
n
q ‖ f ‖Lp(B(0,β)). (16)

Inequalities (15) and (16) imply inequality (13), where C5 = max{C6, C4}

Lemma 7. Let n ∈ N, 1 < p < q < ∞, 0 < α < n
(

1 − 1
q

)
, 1

q = 1
p − α

n , β > 0. Then, there is
C7 > 0 depending only on n, p, q, α such that for some f ∈ Lp(B(0, β)), b ∈ L∞(Rn) satisfying
the condition supp b ⊂ B(0, β), and for some γ ≥ 2β, t ∈ Rn, r > 0∥∥∥([b, Iα] f )χcB(0,γ)

∥∥∥
Lq(B(t,r))

≤ C7γα−n(min{γ, r}) n
q ‖b‖L∞(Rn)‖ f ‖Lp(B(0,β)). (17)

Proof. Let γ > β, supp b ⊂ B(0, β), for x ∈ cB(0, γ), b(x) = 0. Then∥∥∥[b, Iα] f χc
B(0,γ)

∥∥∥
Lq(B(t,r))

=

⎛⎜⎝ ∫
B(t,r)∩cB(0,γ)

∣∣∣∣∣∣
∫
Rn

(b(x)− b(y)) f (y)
|x − y|n−α dy

∣∣∣∣∣∣
q

dx

⎞⎟⎠
1
q

150



Mathematics 2024, 12, 304

≤

⎛⎜⎝ ∫
B(t,r)∩cB(0,γ)

∣∣∣∣∣∣
∫
Rn

b(y) f (y)
|x − y|n−α dy

∣∣∣∣∣∣
q

dx

⎞⎟⎠
1
q

≤

⎛⎜⎝ ∫
B(t,r)∩cB(0,γ)

∣∣∣∣∣∣∣
∫

B(0,β)

|b(y)| · | f (y)|
|x − y|n−α dy

∣∣∣∣∣∣∣
q

dx

⎞⎟⎠
1
q

≤

⎛⎜⎝ ∫
B(t,r)∩cB(0,γ)

∣∣∣∣∣∣∣
∫

B(0,β)

| f (y)|
|x − y|n−α dy

∣∣∣∣∣∣∣
q

dx

⎞⎟⎠
1
q

‖b‖L∞(Rn).

Finally, by proof of Lemma 6, we obtain estimate (17).

Proof of Theorem 4. Let us prove that for [b, Iα] f , conditions (1)–(3) of Theorem 1 are satisfied.
Let F be an arbitrary bounded set in Mw1(·)

p . Due to the density, it is sufficient to prove
the statement of the theorem under the condition b ∈ C∞

0 (Rn); i.e., under this condition,

the set G = {[b, Iα] f : f ∈ F} is pre-compact in Mw2(·)
q .

Let
‖ f ‖

M
w1(·)
p

≤ D, for f ∈ F.

By Theorem 3, we have

‖[b, Iα] f ‖
Mw2(·)

q
≤ C8 · sup

f∈F
‖ f ‖

M
w1(·)
p

≤ C8 · D < ∞.

This implies condition (1) of Theorem 1.
Now let us prove that condition (3) of Theorem 1 holds for [b, Iα]. On the other hand,

suppose that suppb ⊂ {x : |x| ≤ β}. For any 0 < ε < 1, we take γ > β + 1 such that
(γ − β)−(n−α)+n/q < ε. Below, we show that for every t ∈ Rn and r > 0,

‖[b, Iα] f χc
B(0,γ)

‖
Mw2(·)

q
< C9 · D · ε,

hence
lim

γ→∞

∥∥∥([b, Iα] f )χc
B(0,γ)

∥∥∥
Mw2(·)

q
= 0.

By Lemma 7, we have

∥∥∥([b, Iα] f )χcB(0,γ)

∥∥∥
Mw2(·)

q
= sup

x∈(Rn)

∥∥∥w2(r)‖([b, Iα] f )χcB(0,γ)‖Lp(B(x,r))

∥∥∥
L∞(0,∞)

≤ C5γα−n sup
x∈(Rn)

∥∥∥w2(r)(min{γ, r}) n
q
∥∥∥

L∞(0,∞)
‖b‖L∞(Rn)‖ f ‖Lp(B(0,β)).

For r < t < γ, we have (min{γ, r}) n
q = r

n
q . Using condition w2 ∈ Ωq,∞, we obtain

‖w2(r)r
n
q ‖L∞(0,t) < ∞.

For γ < t < r, we have (min{γ, r}) n
q = γ

n
q . Using condition w2 ∈ Ωq,∞, we obtain

‖w2(r)γ
n
q ‖L∞(t,∞) = γ

n
q ‖w2(r)‖L∞(t,∞) < ∞.
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lim
γ→∞

∥∥∥([b, Iα] f )χcB(0,γ)

∥∥∥
Mw2(·)

q
= 0.

Consequently, we have the required condition (3) of Theorem 1.
Now, let us prove that condition (2) of Theorem 1 holds for the set [b, Iα], where f ∈ F.

That is, we will show that for all ε > 0 and for all f ∈ F, the inequality

‖[(b, Iα f )(·+ z)]− [b, Iα] f (·)‖
Mw2(·)

q
≤ C10 · ε,

is satisfied for sufficiently small |z|.
Let ε be an arbitrary number such that 0 < ε < 1

2 . For |z| ∈ Rn, we have

[b, Iα] f (x + z)− [b, Iα] f (x) =
∫

|x−y|> |z|
ε

[b(x + z)− b(x)] f (y)
|x − y|n−α

dy

+
∫

|x−y|> |z|
ε

(
1

|x − y|n−α
− 1

|x + z − y|n−α

)
· [b(y)− b(x + z)] f (y)dy

+
∫

|x−y|≤ |z|
ε

[b(y)− b(x)] f (y)
|x − y|n−α

dy −
∫

|x−y|≤ |z|
ε

[b(y)− b(x + z)] f (y)
|x + z − y|n−α

dy

= J1 + J2 + J3 − J4.

Due to b ∈ C∞
0 (Rn), we have

|b(x)− b(x + z)| ≤ |∇ f (x)| · |z| ≤ C11|z|.
Then,

|J1| ≤ C11|z|Iα(| f |)(x).

By Theorem 2,

‖J1‖Mw2(·)
q

≤ C11|z|‖Iα( f )‖
Mw2(·)

q
≤ C11|z|‖ f ‖

M
w1(·)
p

≤ C11D|z|.

For J2, we have that

(b(x + z)− b(y)) ≤ 2‖b‖∞ ≤ C10.

Therefore,

|J2| ≤ C12|z|
∫

|x−y|> |z|
ε

f (y)
|x − y|n−α

dy ≤ C12εIα(| f |)(x).

Again, based on Theorem 2, we obtain

‖J2‖Mw2(·)
q

≤ C12ε‖Iα( f )‖
M

w1(·)
p

≤ C12ε‖ f ‖
M

w1(·)
p

≤ C12 · D · ε.

Now, consider J3. Since b ∈ C∞
0 , we have |b(x)− b(y)| ≤ C13|x − y|.

Then, for |J3|, we have

|J3| ≤ C13

∫
|x−y|≤ |z|

ε

f (y)
|x − y|n−α−1 dy

≤ C13ε−1|z|
∫

|x−y|≤ |z|
ε

f (y)
|x − y|n−α

dy
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≤ C13 · |z|ε Iα(| f |)(x).

Therefore, by Theorem 2

‖J3‖Mw2(·)
q

≤ C13 · ε−1|z|‖Iα( f )‖
Mw2(·)

q
≤ C13 · ε−1|z|‖ f ‖

M
w1(·)
p

≤ ε−1|z|.

Similarly, using the estimate

|b(x + z)− b(y)| ≤ C14|x + z − y|,

we obtain

|J4| ≤ C14

∫
|x−y|≤ε−1|z|

|x + z − y|−n+α+1|b(y)|dy ≤ C14(ε
−1|z|+ |z|)Iα| f |(x + z).

Therefore,

‖J4‖Mw2(·)
q

≤ C14 · (ε−1|z|+ |z|)‖ f ‖
M

w1(·)
p

≤ C14 · D · (ε−1|z|+ |z|).

Here, the constants do not depend on z and ε.
Taking |z| small enough, we finally obtain

‖[b, Iα( f )(·+ z)]− [b, Iα] f (·)‖
Mw2(·)

q

≤ ‖J1‖Mw2(·)
q

+ ‖J2‖Mw2(·)
q

+ ‖J3‖Mw2(·)
q

+ ‖J4‖Mw2(·)
q

≤ C15 · D · ε,

that is, the set [b, Iα]( f ), f ∈ F also satisfies condition (2) of Theorem 1. Then, according to
Theorem 1, the set [b, Iα]( f ), f ∈ F is compact in Mw2(·)

q . Theorem 4 is proved.

Remark 1. When proving Theorem 4, we used the method from [19], taking into account the
specifics of the generalized Morrey space.

4. Conclusions

In this paper we have obtained the sufficient conditions for the compactness of sets
in generalized Morrey spaces . Moreover, we have obtained the sufficient conditions for
the compactness of the commutator [b, Iα] for the Riesz potential operator on generalized
Morrey spaces Mw(·)

p (Rn). More precisely, we prove that if b ∈ VMO(Rn), then [b, Iα] is a

compact operator from Mw1(·)
p to Mw2(·)

q .
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Abstract: We analyze the Lane–Emden equations in the cylindrical framework. Although the explicit
forms of the solutions (which are also called polytropes) are not known, we identify some of their
qualitative properties. In particular, possible critical points and zeros of the polytropes are investi-
gated and discussed, leading to possible improvements in the approximation methods which are
currently employed. The cases when the critical parameter is odd and even are separately analyzed.
Furthermore, we propose a technique to evaluate the distance between a pair of polytropes in small
intervals.

Keywords: Lane–Emden equation; polytrope; ODEs

MSC: 45J05; 44A45; 76E20; 85A99

1. Introduction

One of the most fascinating open problems in Applied Mathematics is the Lane–Emden
equation, together with its variation, the Emden–Fowler equation, which was initially pro-
posed in 1870 by Jonathan Homer Lane [1] and subsequently extended by Robert Emden [2]
in 1907, who aimed to model the dynamic behaviour of a non-rotating fluid subject to
internal pressure and self-gravity. In order to briefly introduce the physical setting, the
Lane–Emden equation originates from the combination of Poisson’s equation and a generic
polytropic equation of state, P = KNργ, where P and ρ, respectively, are the pressure and
the density of a fluid, KN is a positive constant, and γ = 1 + 1

N is the ratio of specific heats
(see [3,4] for more details). After some simple manipulations, the Lane–Emden equation is

derived as having θ(x) =
(

ρ(x)
ρc

)1/N
, where ρc is the central density.

The Lane–Emden equation has encountered wide success, especially in the 1930s, both
in physics, where Sir Ralph Howard Fowler [5,6] found and generalized further results
and gave birth to the Emden–Fowler equation, and in astrophysics, where Chandrasekhar
established the related spherical solutions in [7], the first edition of which was published
in 1939 and then subsequently reprinted in 1967. Furthermore, Chandrasekhar and Fermi
applied the Lane–Emden equation to isothermal filaments [8], some years later.

Successively, many contributions have been published on the equation, its several
modified versions, and its applications. Christodoulou and Kazanas [9] derived exact
asymmetric solutions of the Lane–Emden equation under rotation. A major result had
already been provided by Jeremiah Paul Ostriker [10] in 1964; he was able to determine
the solutions to the equation in closed form for cylindrical polytropes for the parameters
N = 0 (i.e., liquid cylinders), N = 1, and N = ∞ (i.e., cylinders with an isothermal perfect
gas). In the astrophysics literature, a solution to the Lane–Emden equation is often called a
polytrope. We will also use this denomination throughout this paper. For those who are

Mathematics 2024, 12, 542. https://doi.org/10.3390/math12040542 https://www.mdpi.com/journal/mathematics
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willing to develop an extensive knowledge of polytropes, the main textbook on this subject
was published by Horedt [11] in 2004.

The present study focuses on Lane–Emden equations in the cylindrical setup. The
reason for this focus is that quite recent astronomical observations, particularly the ones
obtained by the Herschel space observatory (see [12]), show that star-forming regions occur
preferentially in long thin cylindrical filaments of gas. The radial density distribution within
the filaments can be well approximated with the solutions of appropriate Lane–Emden
equations, but the specific profiles differ considerably from the expected profile for the
isothermal case mentioned above. There seems to also be clear evidence that the polytropic
index, N, can change within a single filament. Theoretical studies show that this behaviour
could be due to temperature gradients within a filament (see [3]). Moreover, star-forming
regions are highly dynamic, and, hence, the properties of star-forming filaments change
over time. These arguments show, on the one hand, the relevance of analytical solutions
for the Lane–Emden equations, and, on the other hand, show that differences between
analytical solutions with different values of N are important tools to obtain insights about
real-world phenomena. We would like to outline, however, that a detailed comparison with
astrophysical observations is out of the scope of this work. We wish here to lay down purely
mathematical ideas, which will be further developed in follow-up papers (see Section 6).

In recent years, the Lane–Emden equation has been widely studied in several versions,
although it can be solved in closed form in only a few cases. An approach based on
operational calculus, initially introduced by Adomian [13], was outlined by Bengochea et al.
in some recent works [14–16]. In particular, in [14], a procedure is derived which is based
on a linear operator acting on the set of all formal series, which turns out to be helpful
in solving several kinds of differential equations with variable coefficients, fractional
differential equations, and difference equations as well. Such an approach is adopted
in [15], to determine an algebraic solution to a specific version of the Lane–Emden equation.
More recently, a numerical approximation algorithm was proposed by [17]. Furthermore,
some novel computational strategies were implemented by [18,19].

Our approach is substantially different from the ones adopted in the above-mentioned
literature. Firstly, we focus only on the cylindrical setup, which can be identified by the use
of the following class of equations for each integer N ∈ Z:

θ′′(x) +
θ′(x)

x
+ θN(x) = 0

Actually, we might also extend this analysis to N ∈ R, although the most intuitive
application of Lane–Emden theory is to integer numbers. We are trying to establish a
number of qualitative properties of the related solutions, in order to better visualize their
behaviour. In our analysis, what emerges about these solutions is a slight difference
between the cases where N is odd and where N is even. To the best of our knowledge, no
previous study has ever captured such a qualitative distinction. The most recent studies,
such as [17–19], rely on well-structured numerical methods for approximation or on novel
techniques that are implemented in wider classes of problems (see [14–16,20]). We stress
that our attempt is somewhat more specific, because a deep qualitative analysis may lead
to new ideas to refine the search for the closed form solutions that are still unknown.

The following is a basic summary of the present work.

• We reconstruct the extended derivations of the basic Lane–Emden equations in the
basic scenarios;

• We outline the current state of the art, including explicit solutions, solution methods,
and cases in which the Lane–Emden equation is still unsolved;

• We identify a sequence of qualitative properties of the solutions in the cylindrical
scenario. In particular, two distinct analyses are carried out, depending on whether
the critical exponent, M, is either odd or even;

• Finally, we expose a relation which may be helpful in evaluating the distance between
a pair of solutions in a small interval.
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The remainder of this paper is structured as follows. In Section 2, we introduce the
Lane–Emden differential equation, together with some of its variations, and in Section 3
we present an overview of some known solutions, emphasizing the cases where N = 0
and N = 1. Our main analytical results are collected in Section 4, where some qualitative
properties are stated and demonstrated. In Section 5, the results are summarized and
discussed. Finally, our concluding remarks and some ideas regarding future developments
can be read in Section 6.

2. The Standard Lane–Emden Equation

Firstly, we introduce the Lane–Emden equation in its well-known form, as follows:

θ′′(x) + k
θ′(x)

x
+ θN(x) = 0, (1)

Based on the value of k, either we have the following cylindrical setting, if k = 1:

θ′′(x) +
θ′(x)

x
+ θN(x) = 0, (2)

or we have the following spherical setting, if k = 2:

θ′′(x) + 2
θ′(x)

x
+ θN(x) = 0. (3)

2.1. Initial Conditions and an Analysis of the Singularity

The standard boundary conditions that form a Cauchy problem with a Lane–Emden
equation are the specifications of the values of θ and θ′ at 0, i.e., θ(0) = 1 and θ′(0) = 0.
Namely, the value of θ at 0 is due to its definition, whereas the vanishing of its derivative
at 0 indicates the absence of gravity in the cylinder’s axis (see [10,21] for more explanation
on the related physical motivations).

It is worthwhile to discuss the singularity topic, because the initial conditions of the
Lane–Emden problem are typically taken to be x = 0. In (1), there seems to be a singularity
at 0; hence, a specific strategy is necessary to overcome such a critical characteristic of the
equation. Namely, (1) can be also written as follows:

θ′′(x) + θN(x)
k

= − θ′(x)
x

.

Since the initial condition of the related Cauchy problem is θ′(0) = 0, meaning that we
are analysing the problem in the neighbourhood of 0, we can note that an indeterminate
form appears in the right-hand side of the above expression. By applying De L’Hospital’s
Theorem (as we will also do when carrying out the qualitative analysis in Section 4),
we deduce that the limit is finite, i.e.,

lim
x−→0

(
− θ′(x)

x

)
= − lim

x−→0
θ′′(x).

A further result is established as well; taking the limits for x and tending to 0 on both

sides also provides the value of the second order derivative at 0, i.e., θ′′(0) = − 1
k + 1

,

which can be easily verified based on the form of the known exact solutions in Section 3.
Additionally, the results that we will expose in Section 4 will clarify that such a singularity
always disappears when computing the limits at x = 0, and that, consequently, the analysis
of the Lane–Emden equation does not suffer from this critical aspect.

2.2. Modified Versions of the Lane–Emden Equation

Some researchers extend the form of (1) to establish the definitions of other classes of
Lane–Emden equations. For example, in [22], (1) is referred to as a Lane–Emden equation
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of the first kind (see [20]), whereas the Lane–Emden equation of the second kind has the
following formulation:

θ′′(x) + k
θ′(x)

x
+ eθ(x) = 0. (4)

Moreover, in [20], a further version is mentioned, originating from a change of variable
in (4), whose form is

θ′′(x) + k
θ′(x)

x
+ e−θ(x) = 0

and whose initial conditions are replaced with θ(0) = θ′(0) = 0, which turns out to be the
profile of isothermal cylinders (see [10] for the derivation of the hydrostatic problem).

A whole class of Lane–Emden problems can be established by employing the most
general form, as follows:

θ′′(x) + k
θ′(x)

x
+ f (θ(x)) = 0, (5)

where f (·) is a sufficiently regular function of θ(x).
It is also interesting to remark that (5) can be reformulated as an integro-differential

equation. By multiplying the left hand side by xk, we have

xkθ′′(x) + kxk−1θ′(x) + xk f (θ(x)) = 0,

which is equivalent to the equation(
xkθ′(x)

)′
= −xk f (θ(x)),

which can be integrated on both sides, entailing

θ′(x) = − 1
xk

∫ x

0
tk f (θ(t))dt, (6)

where the initial condition turns out to be

lim
x−→0

1
xk

∫ x

0
tk f (θ(t))dt = 0,

which holds if and only if
lim
x→0

x f (θ(x)) = 0,

by De L’Hospital’s Theorem.
Form (6) is commonly used for numerical approximations of the solutions (see, for

example, [22]). Perhaps the most relevant modification of the Lane–Emden equation is the
Emden–Fowler equation, as follows (see Chandrasekhar [7] or Fowler’s contributions [5,6]):

d
dx

(
xρ dy

dx

)
+ xαyτ(x) = 0, x ≥ 0, (7)

where ρ, α ∈ R, τ ∈ R+. Many papers contain a number of results for (7); a survey
outlining the results found up to 1975 is discussed in [23], whereas subsequent relevant
papers include [24–26], as well as many others.

Such equations can be transformed into the following modified form:

y′′(x)− h(x)yτ(x) = 0, x ≥ 0, (8)

where h(x) is a continuous and non-negative function.
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3. Exact Solutions

In the literature, the known solutions to (2) in closed forms are only available for
N = 0, N = 1, and N = ∞. In particular, since our main interest lies in the solution of the
Lane–Emden equations for specific values of N (see Section 4), the case of N = ∞ must,
necessarily, be neglected. Physically, as we mentioned in the introduction, the case N = ∞
does not fit astrophysical observations of star-forming filaments.

We will proceed to briefly outlining the related polytropes and solution procedures
for N = 0 and N = 1.

3.1. Polytropes for N = 0

The easiest case occurs when N = 0, and we can trivially solve this via the separation
of the variables (this case is far from reality, in that N = 1

γ−1 . Despite this, we will outline
the polytropes for completeness). In fact, in this case, a generalization of (3) and (2) can be
solved as well.

Proposition 1. All generalized Lane–Emden equations of the following kind:⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
xk

d
dx

(
xk dθ

dx

)
+ θN(x) = 0

θ(0) = 1
θ′(0) = 0

(9)

can be solved for all k ≥ 0 when N = 0, and the solution is the following family of parabolas:

θ∗k (x) = 1 − x2

2(k + 1)
. (10)

Proof. When N = 0, (9) amounts to:

d
dx

(
xk dθ

dx

)
= −xk.

Then, after integrating both sides, we have:

xk dθ

dx
= − xk+1

k + 1
+ C0 ⇐⇒ · · · ⇐⇒ θ(x) = − x2

2(k + 1)
+

C0

(−k + 1)xk−1 + C1

Then, applying the boundary conditions yields C0 = 0 and C1 = 1, leading to the

following family of parabolas, indexed by k: θ∗k (x) = 1 − x2

2(k + 1)
.

The respective polytropes for (2) and (3) are as follows:

θ∗1 (x) = 1 − x2

4
, θ∗2 (x) = 1 − x2

6
.

3.2. Polytropes for N = 1

When N = 1, the polytrope of (3) is known as well. Expanding Equation (3) yields
the following:

1
x2

(
2xθ′(x) + x2θ′′(x)

)
+ θ(x) = 0 ⇐⇒ θ′′(x) +

2
x

θ′(x) + θ(x) = 0. (11)
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On the other hand, expanding the form (2) yields the following:

1
x
(
θ′(x) + xθ′′(x)

)
+ θ(x) = 0 ⇐⇒ θ′′(x) +

1
x

θ′(x) + θ(x) = 0. (12)

In order to solve these, we assume a power series solution of the following kind (where
a0 = 1 because θ(0) = 1):

θ(x) = 1 +
∞

∑
j=1

ajxj. (13)

Plugging (13) into (11) leads to

∞

∑
j=2

(j − 1)jajxj−2 + 2
∞

∑
j=1

jajxj−2 + 1 +
∞

∑
j=1

ajxj = 0 ⇐⇒

⇐⇒ 2a1

x
+ 2a2 + 4a2 + 1 +

∞

∑
j=3

[((j − 1)j + 2j)aj + aj−2]xj−2 = 0,

whose coefficients are supposed to verify

a1 = 0, a2 = −1
6

, aj = − aj−2

j(j + 1)
;

hence, the polytrope is as follows:

θ∗(x) = 1 +
∞

∑
j=1

(−1)jx2j

(2j + 1)!
=

sin x
x

. (14)

An analogous procedure can be carried out to solve (12). Plugging (13) into (12) yields

∞

∑
j=2

(j − 1)jajxj−2 +
∞

∑
j=1

jajxj−2 + 1 +
∞

∑
j=1

ajxj = 0 ⇐⇒

⇐⇒ a1

x
+ 2a2 + 2a2 + 1 +

∞

∑
j=3

[((j − 1)j + j)aj + aj−2]xj−2 = 0,

whose coefficients are

a1 = 0, a2 = −1
4

, aj = − aj−2

j2
,

leading to the following polytrope:

θ∗(x) = 1 +
∞

∑
j=1

(−1)jx2j

((2j)!!)2 . (15)

The next proposition intends to generalize the above findings, as in Proposition 1.

Proposition 2. All generalized Lane–Emden equations of the following kind:⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
xk

d
dx

(
xk dθ

dx

)
+ θN(x) = 0

θ(0) = 1
θ′(0) = 0
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can be solved for all k ≥ 0 when N = 1, and the solution is the following family of power series:

θ∗k (x) = 1 +
∞

∑
j=1

(−1)jx2j

(2j)!!(2j − 1 + k)!!
. (16)

Proof. Expanding the equation leads to the following:

θ′′(x) +
k
x

θ′(x) + θ(x) = 0. (17)

Employing the above method, we obtain the following:

ka1

x
+ 2a2 + 2ka2 + 1 +

∞

∑
j=3

[((j − 1)j + kj)aj + aj−2]xj−2 = 0.

By exploiting the above relation, all the coefficients can be calculated explicitly.
For example, the three terms not containing x yield 2a2 + 2ka2 + 1 = 0 imply that
a2 = −1/(2(k + 1)). Considering all the terms in the identity, we can also obtain a
recurrence relation to generate all coefficients for j ≥ 3, as follows:

a1 = 0, a2 = − 1
2 + 2k

, aj = − aj−2

j(j + k − 1)
,

Consequently, the polytrope is (16).

4. Analytical Properties in the Cylindrical Scenario

In this Section, we will establish some qualitative properties of the solutions to (2). We
begin from some elementary analytical results, and then proceed to provide some insights
regarding the graph of the involved functions. From now on, we will indicate, with θ∗M(x),
the solution to the cylindrical Lane–Emden equation for N = M.

Proposition 3. For all M ≥ 0, we have that (θ∗M)′′(0) = −1
2

.

Proof. It is elementary to collect the terms in (2) as follows:

(θ∗M)′′(x) +
(θ∗M)′(x)

x
+ (θ∗M)M(x) = 0 ⇐⇒

(
(θ∗M)′(x)x

)′
x

= −(θ∗M)M(x).

Now we call FM(x) = (θ∗M)′(x)x, whose derivatives, respectively, are as follows:

F′
M(x) = (θ∗M)′′(x)x + (θ∗M)′(x), F′′

M(x) = (θ∗M)′′′(x)x + 2(θ∗M)′′(x).

Since F′
M(0) = (θ∗M)′(0) = 0, and by the initial condition θ∗M(0) = 1, we can deduce

the following:

lim
x−→0

F′
M(x)

x
= −1

However, the above limit is equal to F′′
M(0) by De L’Hospital’s Theorem, hence the

following:
F′′

M(0) = 2(θ∗M)′′(0) = −1,

which implies that (θ∗M)′′(0) = −1
2

.

It is simple to check that the same procedure illustrated in Proposition 3 can be
extended to calculate the higher order derivatives of the solution at zero. Although we will
not be further developing this argument in this paper, the implementation of this method
might provide an approximation series of the solution in a neighbourhood of the origin.
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As an illustrative example of the method, we can check the value of the third derivative
at 0.

Since F′′(x) = x(θ∗M)′′′(x) + 2(θ∗M)′′(x), differentiating the right-hand side as well
yields the following:

x(θ∗M)′′′(x) + 2(θ∗M)′′(x) = −(θ∗M)M(x)− Mx(θ∗M)M−1(x)(θ∗M)′(x)

which can be reformulated as follows:

(θ∗M)′′′(x) = −2(θ∗M)′′(x) + (θ∗M)M(x)
x

− M(θ∗M)M−1(x)(θ∗M)′(x).

Subsequently, evaluating both sides at 0 entails the following:

(θ∗M)′′′(0) = lim
x−→0

(
−2(θ∗M)′′(x) + (θ∗M)M(x)

x
− M(θ∗M)M−1(x)(θ∗M)′(x)

)

Then, by De L’Hospital’s Theorem, we obtain (θ∗M)′′′(0) = −2(θ∗M)′′′(0), implying
that (θ∗M)′′′(0) = 0.

Furthermore, Proposition 3 establishes that all M, θ∗M(x) is concave in a neighbourhood
of 0. As a matter of fact, the solution that we explicitly know for M = 0 is a parabola, with
decreasing and concave behaviour for x > 0. As is well-known, if the function admits no
inflection points for x > 0, this is a sufficient condition to guarantee the existence of a zero
x∗M. When M = 0, x∗0 = 2.

The following results intend to establish some further qualitative properties of θ∗M(x),
which are verified for all M ≥ 1.

Proposition 4. If θ∗M(x) admits at least a positive zero for M ≥ 1, and xM is the smallest zero of
θ∗M(x), then one of the following conditions holds:

1. θ∗M(xM) = (θ∗M)′(xM) = (θ∗M)′′(xM) = · · · = (θ∗M)(k)(xM) = 0 for all k ∈ Z+;
2. The function θ∗M(x) admits at least one inflection point F(xF, yF), such that 0 < xF < xM.

Proof. If we call FM(x) = (θ∗M)′(x)x, it is easy to note that F′
M(xM) = 0 by construction.

Since F′
M(xM) = (θ∗M)′′(xM)xM + (θ∗M)′(xM) = 0, two cases may occur. In the first case,

both the first and second derivatives of θ∗M(x) vanish at xM, but this, necessarily, implies
that all the derivatives of any order vanish at xM, which is the least interesting scenario

for qualitative analysis. In the second case, we have that xM = − (θ∗M)′(xM)

(θ∗M)′′(xM)
θ∗M(xM),

which can only hold if the second order derivative changed its sign in the interval (0, xM),
meaning that the graph has an inflection point at xF < xM.

Now, we will provide further insights on the behaviour of the solution by separating
two circumstances, specifically where M is odd and where M is even, because some relevant
differences occur. The role of possible inflection points, zeros, and stationary points will be
analysed in detail.

4.1. Qualitative Behaviour if M Is Odd

The presence of a stationary point, i.e., either a maximum or a minimum point when
M is odd, is an interesting issue. If we suppose that θ∗M(x) admits one stationary point, x∗,
such that (θ∗M)′(x∗) = 0, in the main equation we would have the following:

(θ∗M)′′(x∗) = −(θ∗M)M(x∗).

If θ∗M(x∗) > 0, this point can only be a local maximum, by the negativity of the
second order derivative. Vice versa, if θ∗M(x∗) < 0, it is a local minimum, and clearly
xF < xM < x∗.
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The above considerations establish that, if M is odd, (θ∗M)(x) can only have a maxi-
mum point by having both positive coordinates. On the other hand, any local minimum
has a negative image; hence, there is always at least one inflection point and a zero between
each maximum and minimum point.

4.2. Qualitative Behaviour if M Is Even

If M is even, i.e., a positive integer greater than or equal to 2, the results are slightly
different, with respect to the previous case. Suppose that x∗ > 0 is the first stationary point
for θ∗M(x). If θ∗M(x∗) > 0, the negativity of the second order derivative implies that such a
point is a local maximum, but this holds true even if θ∗M(x∗) < 0. A stationary point can
only be a maximum point; therefore, there can only be one maximum point, after which
the solution decreases asymptotically. No oscillating behaviour is feasible in this case,
unlike in the easiest case we have seen, where M = 0 and the polytrope is monotonically
decreasing. There may be some changes in the convexity/concavity form of the graph,
but the behaviour is unambiguously decreasing.

4.3. Evaluation of the Difference between the Two Solutions

If we call θ∗M and θ∗P the solutions for any M, P ∈ Z+, where M �= P, we posit that
k = 1; i.e., we are in the cylindrical setup. With (1), we have the following:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(θ∗M)′′(x) +
(θ∗M)′(x)

x
+ (θ∗M)M(x) = 0

(θ∗P)′′(x) +
(θ∗P)′(x)

x
+ (θ∗P)P(x) = 0

⇐⇒

⇐⇒

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(
(θ∗M)′(x)x

)′
x

= −(θ∗M)M(x)

((θ∗P)′(x)x)′

x
= −(θ∗P)P(x)

.

Now, if we call FM(x) = (θ∗M)′(x)x and FP(x) = (θ∗P)′(x)x, we obtain the following
dynamic system: ⎧⎪⎨⎪⎩

F′
M(x) = −x(θ∗M)M(x)

F′
P(x) = −x(θ∗P)P(x)

which is endowed with the initial conditions FM(0) = 0 and FP(0) = 0. By subtracting the
left-hand sides, we obtain the following:

(FM(x)− FP(x))′ = x
[
(θ∗P)P(x)− (θ∗M)M(x)

]
from which we then obtain, after integrating both sides, the following:

FM(x)− FP(x) =
∫ x

0
t
[
(θ∗P)P(t)− (θ∗M)M(t)

]
dt,

i.e.,

(θ∗M(x)− θ∗P(x))′ =
∫ x

0 t
[
(θ∗P)P(t)− (θ∗M)M(t)

]
dt

x
;

then, by integrating both sides again, we obtain the following:

θ∗M(x)− θ∗P(x) =
∫ x

0

[∫ t
0 s
[
(θ∗P)P(s)− (θ∗M)M(s)

]
ds

t

]
dt. (18)
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In (18), the difference between solutions is on the left-hand side, whereas the difference
between their powers is in the double integral on the right-hand side. This relation can be
employed to identify an approximation method for the polytropes, with the help of the
above considerations on the qualitative behaviour of the solutions.

5. Summary of the Main Results

In this paper, we identified some properties of the solutions of the Lane–Emden
equation (i.e., the polytropes) in a cylindrical framework, especially taking into account the
critical points and their possible positions in the graph of the functions. The qualitative
properties that we exposed may be helpful in either constructing possible new explicit forms
for the polytropes or implementing methods for approximation. Moreover, the results
obtained in this paper (in particular in Section 4) can help shed light on the properties of
important astrophysical objects, such as filamentary star-forming regions.

Such results can potentially be extended and improved. Eventually, important follow-
up work will be devoted to an accurate study of the relevance of our mathematical analysis
and the results of the study of star-forming filaments. In particular, our method for
approximating solutions with different polytropic indices, as in Equation (18), can be used
to study the temporal evolution of the density profile of filaments in specific regions. Since
star formation changes the thermal properties of a filament, this, in turn, leads to temporal
variations of the polytropic index, which can be described by our solutions if we can
identify P and M in (18) as values of N at different moments in time.

Finally, some new elements for a better understanding of the behaviour of the solutions
may emerge from the comparison between polytropes, which can also be viewed as a double
integral and can, therefore, be numerically approximated by traditional methods.

6. Concluding Remarks and Discussion

The findings in the present work can be further extended in several different ways.
A future development of the present work may concern the realization and computational
optimization of a suitable algorithm to constructively approximate the real solutions in
their explicit forms.

Moreover, we will also use existing numerical schemes, in follow-up papers, to ap-
proximate the solution of the Lane–Emden equations in relevant cases. One simple method
that can be employed is a Runge–Kutta scheme (see [4]), but we will also employ modern
techniques based in higher order Haar wavelet methods, tailored to the Lane–Emden
equations [18,19].

Another possible extension of this work might specifically be focused on Emden–
Fowler equations of several kinds. In this respect, some studies may be carried out in future
that are based on the recent methodology introduced by Rufai and Ramos for third-order
Emden–Fowler equations [25] in 2023.

More generally, the qualitative analysis of the Emden–Fowler equations’ solutions is a
complex and stimulating issue.
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Abstract: The nonlinear dynamics of charged cavitation bubbles are investigated theoretically and
analytically in this study through the Rayleigh–Plesset model in dielectric liquids. The physical and
mathematical situations consist of two models: the first one is noninteracting charged cavitation
bubbles (like single cavitation bubble) and the second one is interacting charged cavitation bubbles.
The proposed models are formulated and solved analytically based on the Plesset–Zwick technique.
The study examines the behaviour of charged cavitation bubble growth processes under the influence
of the polytropic exponent, the number of bubbles N, and the distance between the bubbles. From
our analysis, it is observed that the radius of charged cavitation bubbles increases with increases in
the distance between the bubbles, dimensionless phase transition criteria, and thermal diffusivity,
and is inversely proportional to the polytropic exponent and the number of bubbles N. Additionally,
it is evident that the growth process of charged cavitation bubbles is enhanced significantly when
the number of bubbles is reduced. The electric charges and polytropic exponent weakens the
growth process of charged bubbles in dielectric liquids. The obtained results are compared with
experimental and theoretical previous works to validate the given solutions of the presented models
of noninteraction and interparticle interaction of charged cavitation bubbles.

Keywords: charged bubbles; interparticle interaction; growth process; analytical solution; Plesset–Zwick
technique

MSC: 76M35; 35Q31; 35Q05; 76M20

1. Introduction

Cavitation bubbles dynamics is a basic scientific subject with many fascinating and
intricate dynamical properties that are of general interest [1]. More than a hundred years
ago, many scientists and researchers began studying cavitation bubble dynamics and their
potential uses in an attempt to reduce damage to ship propellers. Since then, bubbles have
attracted enormous scientific and technological interest [2,3]. Many significant applica-
tions arise from cavitation bubble dynamics, which exhibit volumetric oscillations because
of pressure imbalances. Different dynamic pressure imbalances give rise to bubbles of
different cavitations, which exhibit numerous volumetric oscillations that have a wide
range of use in many important applications. Certain acoustic and induced-laser cavitation
bubbles [4–6], for instance, are used for medication and gene delivery [7,8], therapeutic bio-
logical systems [9–12], ultrasonic cleaning [13], sonoluminescence [14], inkjet printing [15],
and bubble propulsion [16]. The efforts of researchers [1–15] help the researchers to under-
stand and develop the bubble dynamics and its application, so these results enhance the
scientific fields.
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The cavitation bubbles are usually millimetre- or micrometre-sized oscillating bubbles.
Air weapon bubbles and submerged blast bubbles, which can be metre-size-varying bub-
bles, are essential elements used in underwater implosion and geophysical studies [16,17].
Moreover, oscillating bubbles that range in size from millimetres to metres, known as
hydraulic bubbles, trapped air bubbles, and heat-generated steam bubbles, can play a
significant role in the operation of engines, reactors, and turbines [18,19]. Many research
projects and applications are still being conducted on the use of bubble dynamics in discov-
eries and different applications for bubbles of different sizes.

Science started looking at bubble dynamics theoretically in the early 20th century.
The Rayleigh–Plesset equation was derived, which is a classical equation that provides
an accurate description of the oscillation of bubbles in incompressible fluids [20]. The
Rayleigh–Plesset equation did not take into account energy lost due to acoustic frequencies,
such as pressure waves resulting from the collapse of a bubble, as it relied on incompressible
fluids. As a result, this equation becomes inappropriate when the collapse in the bubble
radius or the energy lost is important and cannot be neglected. Weakly compressible bubble
models were established, taking into account the weak compressibility of the fluid outside
the bubble. The most widely used of them was the Keller–Mikis model [21], which was
developed using the incompressible Bernoulli equation and the wave equation. Based on
perturbation theory, Prosperetti and Lezzi [22,23] proposed a new model for describing
behaviour dynamics that took the fluid’s compressibility into account. Subsequently, many
different models [24–26] were presented that made a significant contribution to theoretical
studies of bubble dynamics in compressible fluids.

It is notable that, because bubbles have multiple oscillation cycles, boundaries, and
scales, their dynamics are complex and present significant challenges for theoretical, numer-
ical, and experimental research, regardless of whether the bubbles originate from natural
or artificial sources. Understanding the physics of bubbles under various conditions and
the basis for deciphering and comprehending a wide range of bubble dynamics and be-
haviour phenomena, as well as how they can be used in diverse industrial and biological
applications, depend heavily on theoretical research. Recently, bubble dynamics [27] were
investigated theoretically under consideration of the effect of magnetic field and liquid elec-
trical conductivity where the authors [27] obtained the analytical results of the behaviour
of single bubble dynamics in a generalized Newtonian fluid, especially how the impact
of magnetic field weakens the gas bubble growth. Additionally, the development and
application of analytical and numerical methods to study bubble dynamics in mathematical
models has garnered increased attention in the last few years [28–33].

To the best of our knowledge, the mathematical models of bubbles used in all prior
research on how frequencies affect the behaviour of multibubbles were considered, demon-
strating that these bubbles are not charged. However, it has been shown that when exposed
to acoustic forces, air and gas bubbles in liquids are electrostatically charged. A long-
standing issue is the charging deposition on bubbles at bubble–liquid interfaces [34,35].
Experimental evidence has confirmed that the phenomena is related to the movement of
ionic charge from the liquid onto the surface of the bubble. The dynamics of driven charged
bubbles remain poorly understood, although charged bubbles have numerous potential
uses in the creation of electro-aerosol sprays, which are made of highly charged particles,
wastewater treatment [36], biological medicine [37], and the production of food [38].

Additionally, significant progress was made when the modified Rayleigh–Plesset
equation for an acoustically single-frequency generated gas bubble was used, taking into
account the existence of charge Q on the bubble’s surface. When a charged bubble is
present, its effective surface tension is lowered, which causes the bubble to enlarge in
radius and then rapidly collapse to a minimal radius. Furthermore, it was observed that
the charge raises the maximum achievable bubble radius and accelerates the occurrence of
the period-doubling-bifurcations route to chaos [39].

The goal of this work is to present the theoretical and analytical study of nonlinear
dynamics of charged bubbles. The study investigates the noninteracting and interacting
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charged cavitation bubbles in dielectric liquids where the proposed models are solved
analytically based on the Plesset–Zwick method. The validation and verification of the
proposed models are discussed in the text. A graphic representation of the results is
estimated by Mathematica software (ver.13.1). The comparison between the current model
with available published results are revealed in this study.

2. Model

This investigation highlights the significance of nonlinear Rayleigh–Plesset differential
equations in comprehending complexity and intricate phenomena and treatment processes
across different applied sciences. It is found that several mathematical and physical
approaches are discussed to investigate nonlinear Rayleigh–Plesset differential equations,
including numerical solutions, linearization methods, quadrature solutions, asymptotic
analysis, and analytical solutions, which are investigated in our study. The analytical study
of nonlinear dynamics of charged cavitation bubbles is introduced in dielectric liquids. For
that, the physical problem is analysed in Figure 1, where the charged cavitation bubbles are
in the dielectric liquid. This is supposing that the translational motion of charged bubbles
and gravity force are neglected. The current physical situation has two models: the first
model is to study the noninteracting, charged cavitation bubbles and the second one is
in the case of interacting, charged cavitation bubbles. The proposed model is formulated,
solved, and discussed in further sections.

Figure 1. Sketch charged multibubbles dynamics; (+) and (−) are the positive and negative of electric
charges. External pressures are defined in the text.

2.1. Noninteraction-Charged Cavitation Bubble

In our approach, the mechanism of charged cavitation microbubble dynamics occurs
in a viscous mixture of vapour and superheated, incompressible Newtonian fluid between
a two-phase flow (namely, an extended charged-Rayleigh–Plesset model) [39,40] can be
expressed as:

ρ(R
..
R +

3
2

.
R2) =

(
Pk + Pη + Pσ + PQ + (Pv − P0)

)
. (1)
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Here, Pk is the pressure due to polytropic effects, which can be expressed in charged
liquid as:

Pk =

(
Pv − P0 +

2σ

R0
− Q2

8πεR4
0

)(
R0

R

)3κ

and κ =

{
1

4
3 or 5

3
(2)

Moreover, Pσ and Pη refer to the acting pressures because of the forces of the surface
tension and viscous effects, respectively, which can be read as:

Pσ =
2
R

σ. (3)

and

Pη = 4

.
R
R

η, (4)

where σ is the surface tension. η is the viscosity dynamic.
In our study, PQ is the charged pressure in the permittivity of the dielectric space-filling

liquid ε in the system of dielectric liquid, which is defined as:

PQ =
Q2

8πεR4 (5)

Here, Q is the electric charge. ε = 85 ε0; ε0 refers to initial permittivity.
Combining Equations (1)–(5), the charged-Rayleigh–Plesset model in dielectric liquid

for charged single cavitation bubble becomes:

ρ(R
..
R +

3
2

.
R2) =

((
Pv − P0 +

2σ

R0
− Q2

8πεR4
0

)(
R0

R

)3κ

− 2
R

σ − 4

.
ρR
R

η +
Q2

8πεR4 + (Pv − P0)

)
. (6)

The pressure of the charged bubbles [8] Pg(t) can be expressed as:

Pg(t) =
(

Pv − P0 +
2σ

R0

)(
R0

R

)3κ

. (7)

From Equations (6)–(8), Equation (6) becomes:

R
..
R +

3
2

.
R2 =

1
ρ

(
Pg(t)− P0

)− Q2

8πρεR4
0

(
R0

R

)3κ

− 4

.
R
R

η − 2
ρR

σ +
Q2

8πρεR4 +
1
ρ

Pv. (8)

The pressure difference [41] (Pg(t)− P0) can be stated as:

Pg(t)− P0 = Z1(TR(t)− Ts), (9)

where Z1 defines a constant, which will be calculated below. Tb and Ts are the instantaneous
temperature of the gas surrounding the charged bubble and the saturation temperature, respectively.

Combing Equations (8) and (9), Equation (8) becomes:

R
..
R +

3
2

.
R2 =

1
ρ
Z1(Tb(t)− Ts)− Q2

8πρεR4
0

(
R0

R

)3κ

− 4

.
R
R

η − 2
ρR

σ +
Q2

8πρεR4 +
1
ρ

Pv. (10)

The approach can be solved by taking the initial and boundary conditions into account,
which can be expressed as:

R(t0) = R0,
.
R(t0) =

.
R0,

..
R(t0) = 0, TR(t0) = T0, (11)

R(tm) = Rm,
.
R(tm) =

.
Rm,

..
R(tm) = 0, (12)
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where 0 and m represent, respectively, the initial and maximum values. Applying the
condition (9) into (10), the Z1 becomes:

Z1 =
Z2

T0 − T∞
; (13)

Z2 =
3
2

.
ρR2

0 + 4

.
ρR0
R0

η +
2

R0
σ − Pv.

Combining Equations (10) and (12), Equation (10) takes this form:

R
..
R +

3
2

.
R2 =

1
ρ

(
ΔT∗

B
ΔT0

+ 1
)
Z2 − Q2

8πρεR4
0

(
R0

R

)3κ

− 4

.
R
R

η − 2
ρR

σ +
Q2

8πρεR4 +
1
ρ

Pv. (14)

Here R
..
R + 3

2

.
R2 = 1

2R2
.
R

d
dt

(
R3

.
R

2
)

, ΔT0 = T0 − T∞; is the initial value of over-

temperature and ΔT∗
T is the solution of temperature equation (i.e., [42–44]), which stated as:

ΔT∗
B = TR − T0 = −

( al
π

) 1
2
∫ t

0

((∫ t

0
R4(x2)dx2

)−1/2
(

R2(x1)

(
∂T
∂r

)
r=R(x)

))
dx1, (15)

where al is the diffusion coefficient.
The temperature gradient ∂T

∂r can be evaluated via the equilibrium of gas diffusion at
the microbubble wall [43] as follows:(

∂T
∂r

)
r=RS

=
4
3

π
d
dt (ρgR3)

al A
; A = 4πR2. (16)

Here A is the surface area of bubble. ∂T
∂r is the concentration gradient at the surface

of bubble. T defines the temperature of the given medium. To complete the solution,
Equation (16) is transformed to a dimensionless equation, via which aids these transforma-
tions as:

Ψ =

(
R
R0

)3
, ν =

Ω
R4

0

∫ t

0
R4(x2)dx2, Ω =

√
2R

ρLR3
0

.,
ds
dt

=
1
3

ΩR0Ψ
2
3 Ψ′, d2R

dt2 =
1
3

Ω2R0Ψ
(

ΨΨ
′′
+

2
3

Ψ́2
)

. (17)

On the other hand, we can convert ΔT∗
B and

(
∂T
∂r

)
r=S

in dimensionless forms.

ΔT∗
B = − ρvR0

3al
(Ωal

π )
1
2
∫ ν

0

(
(ν − ξ)−

1
2 Ψ́(ξ)

)
dξ

( ∂T
∂r )r=S =

S0ρg
3al

ΩΨ
2
3 Ψ́

⎫⎬⎭. (18)

With help via Equations (17) and (18), Equation (13) can be put in a dimensionless
equation as:

1

6Ψ́′
d

dν

(
Ψ

7
3 Ψ́2
)
= 1

ρΩ2R2
0
Z2 −Z3

∫ ν
0

(
(ν − ξ)−

1
2 Ψ

′(ξ)
)

dξ − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3

)3κ

− 4
3

4
ΩR2

0
Ψ

1
3 Ψ

′
η − 2

ρΩ2R2
0

1

Ψ
1
3

σ+

Q2

8πρεΩ2R2
0

1

Ψ
1
3
+ 1

ρΩ2R2
0

Pv

(19)

where Z3 =
(

Ωal
9π

) 1
2 ρv LZ2

ρΩ2ΔT0R0kl
.

When the charged microbubble dynamics are a complete growth, the inertial forces are
neglected and the boundary conditions in Equation (11) are verified. Mathematically, these
mean R(tm) = Rm,

.
R(tm) =

.
Rm,

..
R(tm) = 0 and 1

6Ψ́
d

dν

(
Ψ

7
3 Ψ́2
)
→ 0 . Then, Equation (19)

reduces to:
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∫ ν

0

(
(ν − ξ)−

1
2 Ψ

′(ξ)
)

dξ =
1
Z3

⎡⎢⎣ 1
ρΩ2R2

0
Z2 − Q2

8πρεΩ2R2
0

⎛⎝ 1

Ψ
1
3
m

⎞⎠3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ +
Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+
1

ρΩ2R2
0

Pv

⎤⎥⎦ (20)

To complete the solution of Equation (20), we use these assumptions: ξ = ξ1ν, and
β(ν) = γν

1
2 ; γ denotes a constant, we obtain:

γ =
2

Z3π

⎡⎢⎣ 1
ρΩ2R2

0
Z2 − Q2

8πρεΩ2R2
0

⎛⎝ 1

Ψ
1
3
m

⎞⎠3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ +
Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+
1

ρΩ2R2
0

Pv

⎤⎥⎦. (21)

Then β(ν) becomes:

β(ν) =
2

Z3π

⎡⎣ 1
ρΩ2R2

0
Z2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ +
Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+
1

ρΩ2R2
0

Pv

⎤⎦ν
1
2 (22)

Applying Equation (22) into R = R0Ψ
1
3 , the charged microbubble radius becomes:

R = R0

⎡⎣ 2
Z3π

⎡⎣ 1
ρΩ2R2

0
Z2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ +
Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+
1

ρΩ2R2
0

Pv

⎤⎦⎤⎦1/3

ν
1
6 (23)

To introduce ν versus time t, Equation (23) is utilized into Equation (17), the result is
defined as:

ν
1
6 =

(
Ω
3

t
) 1

2

⎡⎣ 2
πL2

⎡⎣ 1
ρΩ2R2

0
Z2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ +
Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+
1

ρΩ2R2
0

Pv

⎤⎦⎤⎦2/3

(24)

The charged noninteracting microbubble radius can be calculated as:

R =

⎡⎢⎣ 2
Z3π

⎡⎢⎣ 1
ρΩ2R2

0
Z2 − Q2

8πρεΩ2R2
0

⎛⎝ 1

Ψ
1
3
m

⎞⎠3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ +
Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+
1

ρΩ2R2
0

Pv

⎤⎥⎦
⎤⎥⎦

1/3(
2

Z3π

) 2
3
(

Ω
3

) 1
2

t
1
2 (25)

From Equation (25), the charged noninteracting microbubble radius becomes:

R =

[
2

Z3π

[
1

ρΩ2R2
0
Z2 − Q2

8πρεΩ2R2
0
(φ0)

κ

− 4
3ΩR2

0
φ

−1
3

0 Ψ
′
mη − 2

ρΩ2R2
0

φ
1
3
0 σ +

Q2

8πρεΩ2R2
0

φ
1
3
0 +

1
ρΩ2R2

0
Pv

]]1/3
Ω2ρR0
Z3

(
12al

3

) 1
2

Jat
1
2 (26)

Here, the Jacob number (Ja =
ρCpΔT0

ρv L ), thermal diffusivity (al =
kl

ρCp
), and the initial

void fraction can be defined as the ratio between the initial of the charged bubbles and the

maximum volume of charged bubbles, which takes this form: φ0 =
(

R0
Rm

)3
. It is noted that

the charged cavitation bubbles are generated, and appear when this constraint (0 < φ0 < 1)
is satisfied.

2.2. Charged Cavitation Multibubble

In this section, the pressure due to the interparticle interaction of the cavitation of
multibubbles and the model of the charged cavitation of multibubble is derived, then the
pressure utilized in the spherical charged bubbles, respective to the volume modification,
can be used to find the incompressible dielectric fluid and continuity with the equations of
Euler [45] as follows:

∂v
∂t

+ v
∂v
∂r

= −1
ρ
∇P, (27a)
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∂v
∂r

+
2
r

v = 0, (27b)

where v(r, t) is the fluid velocity, P(r, t) is the pressure in the dielectric fluids, and r
is the distance from the center of the charged bubble. ∇P is the gradient function of
the pressure P.

Subsequently, Equation (27b) is integrated with respect to r, on the surface of charged
bubble, where supposing v(r, t) = dR

dt and R(r → ∞, t) = 0, then:

v =
1
r2 (R2 dR

dt
). (28)

In the following, using Equation (28) into Equation (27a), and supposing (r → ∞, t = 0),
hence, integrating the results, t, we obtain:

P =
ρ

r
d
dt

(
R2 dR

dt

)
+ O(

1
r4 )

∼= ρ

r
d
dt

(
R2 dS

dt

)
. (29)

Noting that, the term O( 1
r4 ) is omitted because of the high order of ( 1

r4 ), and the
pressure charged fluid in Equation (27a) is the pressure caused by each charged bubble.
In this approach, the subscripts i and j are used for the individual effects of each charged
bubble (i.e., the interaction between i- and j- charged bubbles). Thus, the interparticle
pressure is obtained as follows:

Pint =
2

∑
J=1,J �=i

Pj = ρl

N

∑
J=1,J �=i

1
rj

d
dt

(
R2

j

(dRj

dt

))
. (30)

It is supposed that the charged bubbles’ centres remain unconverted and unaltered.
For completing the calculations, interparticle interactions can occur between two charged
bubbles, i.e., identical charged bubbles with the same distance and conditions:

Ri = R and H = ∑N
J=2,

(
1

r1,j

)−1

, for i, j = 1, 2, . . . , N and i �= j.

On the other hand, due to the charged bubbles having the same dynamics, H defines
the distance between the centers of the charged bubbles: N is the number of charged
bubbles. Consequently, we obtained:

Pint → ρ

H
(N − 1)

d
dt

(
R2 dR

dt

)
, N = 1, 2, 3, . . . . (31)

Again, H and N are the distance between each pair of charged cavitation bubbles and
the number of charged cavitation bubble, respectively.

Combining Equations (8) and (31), the charged-Rayleigh–Plesset model in dielectric
liquid, considering interparticle interaction of the cavitation bubbles, becomes:

R
..
R +

3
2

.
R2 =

1
ρ

((
Pv − P0 +

2σ

R0
− Q2

8πεR4
0

)(
R0
R

)3κ

− 2
R

σ − 4

.
ρR
R

η +
Q2

8πεR4 + (Pv − P0)− ρ

H
(N − 1)

d
dt

(
R2 dR

dt

))
(32)

Again, applying this relation d
dt

(
R2 dR

dt

)
= R2

..
R + 2R

.
R2 and the pressure Pg(t) into

Equation (32), the charged multibubbles under the effect of interparticle interactions be-
tween bubbles becomes:

d
dt

(
R2 dR

dt

)
=

1
ρ

(
Pg(t)− P0

)− Q2

8πρεR4
0

(
R0

R

)3κ

− 4

.
R
R

η − 2
ρR

σ +
Q2

8πρεR4 +
1
ρ

Pv − 1
H
(N − 1)

(
R2

..
R + 2R

.
R2
)

(33)
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Applying the conditions in Equation (11) into Equation (33), the nonlinear differential
equation of charged multibubbles becomes:

1

2R2
.
R

d
dt

(
R3

.
R

2
)
=

1
ρ

(
ΔT∗

B
ΔT0

+ 1
)
ZZ2 − Q2

8πρεR4
0

(
R0
R

)3κ

− 4

.
R
R

η − 2
ρR

σ +
Q2

8πρεR4 +
1
ρ

Pv − 1
H
(N − 1)

(
R2

..
R + 2R

.
R2
)

(34)

Here, ZZ1 = Z2
T0−T∞

; ZZ2 = 3
2

.
ρR2

0 + 4
.

ρR0
R0

η + 2
R0

σ − Pv + 2ρ
H (N − 1)R0

.
R2

0,
ΔT0 = T0 − T∞, and ΔT∗

T were defined in a previous section in (15).
By applying the relation between Equations (17) and (18) into Equation (34), Equation (34)

applied to charged multibubbles can be put in a dimensionless equation as:

1

6Ψ́′
d

dν

(
Ψ

7
3 Ψ́2
)
= 1

ρΩ2R2
0
ZZ2 −ZZ3

∫ ν
0

(
(ν − ξ)−

1
2 Ψ

′(ξ)
)

dξ − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3

)3κ

− 4
3ΩR2

0
Ψ

1
3 Ψ

′
η − 2

ρΩ2R2
0

1

Ψ
1
3

σ+

Q2

8πρεΩ2R2
0

1

Ψ
1
3
+ 1

ρΩ2R2
0

Pv − 1
H (N − 1)

((
1
3 Ψ

8
3 Ψ

′′
+ 2

9 Ψ
5
3 Ψ́2
)
+ 2

9 R0Ψ
5
3 Ψ́2
) (35)

where ZZ3 =
(

Ωal
9π

) 1
2 ρv LZZ2

ρΩ2ΔT0R0kl
.

In the case where charged microbubble dynamics undergo complete growth, the
inertial forces are neglected and the boundary conditions in Equation (11) are satisfied,
mathematically, then R(tm) = Rm,

.
R(tm) =

.
Rm,

..
R(tm) = 0, and 1

6Ψ́
d

dν

(
Ψ

7
3 Ψ́2
)
→ 0 . Then,

Equation (35) converts to:

∫ ν
0

(
(ν − ξ)−

1
2 Ψ

′(ξ)
)

dξ = 1
ZZ3

[
1

ρΩ2R2
0
ZZ2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ + Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+

1
ρΩ2R2

0
Pv − 1

H (N − 1)
((

Ψ
8
3
mΨ

′′
m + 2

9 Ψ
5
3
mΨ́2

m

)
+ 2

9 R0Ψ
5
3
mΨ́2

m

)] (36)

In order to complete the solution (36), we use these assumptions: ξ = ξ1ν, and
β(ν) = γν

1
2 ; γ denotes a constant, and the result is:

γ = 2
ZZ3π

[
1

ρΩ2R2
0
ZZ2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ + Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+ 1
ρΩ2R2

0
Pv−

1
H (N − 1)

((
Ψ

8
3
mΨ

′′
m + 2

9 Ψ
5
3
mΨ́2

m

)
+ 2

9 R0Ψ
5
3
mΨ́2

m

)] (37)

and β(ν) becomes:

β(ν) = 2
ZZ3π

[
1

ρΩ2R2
0
ZZ2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ + Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+ 1
ρΩ2R2

0
Pv−

1
H (N − 1)

((
Ψ

8
3
mΨ

′′
m + 2

9 Ψ
5
3
mΨ́2

m

)
+ 2

9 R0Ψ
5
3
mΨ́2

m

)]
ν

1
2

(38)

Applying Equation (38) into R = R0Ψ
1
3 , the charged multibubble radius becomes:

R = R0

[
2

ZZ3π

[
1

ρΩ2R2
0
ZZ2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ + Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+ 1
ρΩ2R2

0
Pv

− 1
H (N − 1)

((
Ψ

8
3
mΨ

′′
m + 2

9 Ψ
5
3
mΨ́2

m

)
+ 2

9 R0Ψ
5
3
mΨ́2

m

)]]1/3
ν

1
6

(39)

To introduce ν versus time t, applying Equation (39) into Equation (17), we obtain:
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ν
1
6 =
(

Ω
3 t
) 1

2
[

2
πZZ3

[
1

ρΩ2R2
0
ZZ2 − Q2

8πρεΩ2R2
0

(
1

Ψ
1
3
m

)3κ

− 4
3ΩR2

0
Ψ

1
3
mΨ

′
mη − 2

ρΩ2R2
0

1

Ψ
1
3
m

σ + Q2

8πρεΩ2R2
0

1

Ψ
1
3
m

+ 1
ρΩ2R2

0
Pv−

1
H (N − 1)

((
Ψ

8
3
mΨ

′′
m + 2

9 Ψ
5
3
mΨ́2

m

)
+ 2

9 R0Ψ
5
3
mΨ́2

m

)]]2/3
(40)

After making some simple calculations based on the Jacob number, initial void fraction,
and thermal diffusivity, the charged interacting-bubble radius becomes:

R =
[

2
ZZ3π
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) 1
2 Jat

1
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(41)

3. Validation and Verification Model

To find evidence for the current mathematical approaches of the charged cavitation
bubbles, we begin with Equation (32) for charged cavitation multibubbles in dielectric
fluids, considering the impact of the interparticle interaction of charged bubbles, where we
use Equation (6) for a single charged cavitation bubble as the distance between the charged
bubbles H (or rij) approaches infinity (means mathematically H → ∞ or rij → ∞ ) and is
verified by:

lim
H→∞

(N − 1)
H

d
dt

(
R2 dR

dt

)
→ 0 ,

for N > 1, and N is the number of charged bubbles.
Additionally, Equation (6) reduces to the results of the dynamics of a single charged

bubble during the growth process in [41], from the method based on Plesset–Zwick trans-
formation [43].

On the other hand, the current results of the noninteracting- and interacting charged
cavitation bubbles are introduced in a dielectric liquid with the previous available studies
in different fluids, such as experimental data [30], Forster and Zuber model [31], Moham-
madein et al. models [32,44], and the Plesset–Zwick model [43], as shown in Table 1. Table 2
shows the models and solutions which were utilized in the present study. Moreover, the
obtained results hold greater significance in comprehending the intricate behaviour of
charged bubbles in the different industrial and technological domains.

Table 1. Characterization of the current models of charged cavitation bubbles and previous
studies [31,32,43,44] during the growth process.

Model Mathematical Formula Solution Description

Current Model (6)

R
..
R + 3

2

.
R2 =

1
ρ ((Pv − P0 +
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8πεR4
0
)(

R0
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− 2
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.
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No n-interaction of charged
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Current Model (31)

R
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R + 3

2

.
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Table 1. Cont.

Model Mathematical Formula Solution Description

Forster and Zuber model [31]
R

..
R + 3

2

.
R2 =

1
ρ ((Pv − P0)− 2

R σ − 4
.

ρR
R η)

R(t) = Ja(P al t)
1
2

Single cavitation bubble in
Newtonian fluid

Mohammadein et al. model [44] R
..
R + 3

2

.
R2 = ΔP − 2σ(t)

ρR − 4
.
R
R η R(t) =

3ρR0 R2
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1
3
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3ρR0 R2
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Newtonian fluid

Plesset and Zwick model [43] R
..
R + 3

2

.
R2 =

P(R)−P0
ρ R(t) = Ja(

12al
π t)

1
2

Single cavitation bubble in
Newtonian fluid

Mohammadein et al. model [32] R
..
R + 3

2

.
R2 = ΔP − 2σ(t)

ρR R(t) =
3ρR2

0+4B2ρg R0(1−φ
1
3

0 )

3ρR2
0−2b2ΔP0+4B2ρg R0

(
12al

π t)
1
2

Single cavitation bubble in
Newtonian fluid

4. Results and Analysis

In this study, the mathematical approaches are formulated and described based on the
Rayleigh–Plesset model of charged bubble dynamics in dielectric fluid. The solution of the
charged bubble model gives us the analytical solutions and behaviour of noninteracting
and interacting charged bubbles. The obtained solutions reveal the main role of physical
configuration on the behaviour dynamics of charged cavitation bubbles under the effect
of an electric field. To calculate this, the different values of physical configurations (e.g.,
in refs. [27,42]) are found by: ρl = 1000 kg.m−1, ρg = 1.308 kg.m−1, R0 = 0.001 m,

Rm = 0.005 m,
.
R0 = 0.1 m.s−1, η = 0.077Pas, σ = 0.05 N.m−1, CPI = 4179 J(kg.K)−1,

L = 533, 000 J.kg−1, and kl = 0.6786 W.m−1.K−1, ΔT0 = 1.5 K. The results of the present
study on the nonlinear dynamics of charged cavitation bubbles under the effect of an electric
field are shown in Figures 2–9, in dielectric liquids where the obtained figures illustrate
the influence of the physical parameters as electric charges and polytropic exponents
on the growth process of noninteracting and interacting charged cavitation bubbles in
dielectric liquids. All graphical representations of the given results are important, not only
in explaining the physical configuration of the present model but also in verifying the
given solutions. Obtaining this motivation, the given solution in the model’s approaches
is displayed graphically. All graphical representations of the results are estimated by the
symbolic software program (Mathematica software version @13.1), which will be utilized
to plot the graphs.

4.1. Effect of Electric Charges and Polytropic Exponent on Charged Cavitation Multibubble Growth

Figure 2 reveals the impact of electric charge Q on growing cavitation bubbles in
the dielectric field where the activity of charged cavitation bubbles is increasing with the
decrease in electric charge. From that, we obtain the influence of electric charge weakens
the growth process of charged cavitation bubbles. On the other hand, Figure 2 shows the
comparison between the behaviour of noninteracting and interparticle interaction between
charged cavitation bubbles where the growth of noninteracting charged bubbles (N = 1)
is higher than in the case of interacting charged bubbles (N > 1). The role of polytropic
exponent k on the growth process is shown in Figure 3, where the growth process decreases
with the increase in polytropic exponents in dielectric liquids.
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Figure 2. The growth process of charged bubbles dynamics versus time for different values of charged
field; I-model of noninteracting bubbles and II-model of interacting bubbles, H = 0.02 m, N = 3, and
k = 1.

 
Figure 3. Growth process of charged bubbles dynamics versus time for different values of polytropic
exponent; I-model of noninteracting bubbles, and II-model of interacting bubbles, H = 0.02 m, N =3.

4.2. Effect of the Number of Charged Bubbles and Charged Bubble–Bubble on Charged Cavitation
Multibubble Growth in Dielectric Liquids

Figures 4 and 5 depict the main role of the parameter of the number of cavitation
bubbles “N” and the distance between the charged bubbles “H” in our approach, where
the increase in the number of bubbles N on the nonlinear cavitation dynamics reduces
the behaviour of the growth process. However, the increase in the distance between the
charged bubbles on the behaviour of cavitation dynamics significantly enhances the growth
process. Figure 6, illustrate the relation between the cavitation radius R and the parameters
of the charged field and number of bubbles, respectively, during the growth process at
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one instant (t = 1.0 s), where it is found that the radii of charged bubbles are inversely
proportional to the charged field and the number of bubbles.

 
Figure 4. Growth process of charged cavitation multibubble dynamics versus time at the different
values of the number of bubbles N. H = 0.02 m, k = 1.

 

Figure 5. Growth process of charged cavitation multibubble dynamics versus time at the different
values of distance between the bubbles, N = 3 and k = 1.
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Figure 6. The relation between the cavitation radius R and the parameters charged field and number
of multibubbles, respectively, on the growth process at one instant (t = 1.0 s).

Figure 7 reveals the results of the single and interparticle interaction of charged
cavitation bubbles in a dielectric liquid with the previous available studies in different
fluids (as Newtonian liquids (nondielectric liquids), nanofluids) such as experimental
data [30], the Forster and Zuber model [31], Mohammadein et al. models [32,44], and the
Plesset–Zwick model [43]. These results are the comparison between them. It is found that,
firstly, the obtained results agree with the published works in [30–32,43,44]; secondly, the
activity of the charged bubbles in the dielectric liquids is significantly lower than in the
other published works [30–32,43,44] due to the effects of electric charges.

Ultimately, we recommend using these results when formulating the physicality and
modelling of charged bubbles and their applications. It is found that the results obtained
give good agreement when compared with experimental and theoretical previous works,
and will help the academic community understand the intricate behaviour of charged
bubbles in their different industrial and technological applications.

 
Figure 7. The comparison between the proposed model of the growth process for charged bubble
dynamics versus time at N = 3, H = 0.02 m, black solid line 1: proposed model, line 2: experimental
data [30], line 3: Forster and Zuber model [31], line 4: Mohammadein et al. model [44], line 5: Plesset
and Zwick model [43], line 6: Mohammadein et al. model [32].
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4.3. Effect of the Dimensionless Phase Transition Criteria and Thermal Conductivity on Charged
Cavitation Multibubble Growth in Dielectric Liquids

It is notable that dimensionless phase transition criteria (namely, Jacob number
Ja =

ρCpΔT0
ρv L ) is very important in the study the charged bubbles in dielectric liquids.

Moreover, the dimensionless phase transition criteria are depended on the value of super-
heating liquid ΔT0. So, Ja can be calculated in Table 3 It is noted that the dimensionless
phase transition criteria are increasing when the superheating liquid ΔT0 increase. As
following Figure 8, it is noted that the growth process of charged bubbles as a function
of time and void fraction is proportional to the dimensionless phase transition criteria Ja.
From the results of Table 3 and Figure 8, we obtain the dimensionless phase transition
criteria is a dominant of the growth layers of charged bubbles under effect of interparticle
interaction of charged bubbles in dielectric liquids. Figure 9 shows the growth process
of charged bubbles’ dynamics versus time and initial void fraction with different values
of thermal diffusivity. We find that the layers of growth of a charged cavitation bubble is
proportional to the thermal conductivity kl . Consequently, an increase in the dimensionless
phase transition criterion and thermal conductivity enhances the growth process of charged
multiple cavitation bubbles in dielectric liquids.

Figure 8. The growth process of charged bubbles’ dynamics versus time and initial void fraction at
different values of superheating liquid ΔT0.
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Figure 9. The growth process of charged bubble dynamics versus time and the initial void fraction at
different values of thermal diffusivity al .

4.4. Estimation the Proposed Different Pressures during the Growth Behaviour of Charged
Cavitation Multibubbles in Dielectric Liquids

In this subsection, the proposed different pressures are estimated during the growth
behaviour of charged cavitation multibubbles in dielectric liquids. Table 3 illustrates the
effect of the growth process on the different pressures such as pressure due to polytropic
effects Pk, pressure due to the surface tension Pσ, pressure due to viscous forces Pη , and
charged pressure PQ by permeability, which were stated in Equations (2)–(5), respectively.

Table 2. Numerical calculations of various pressures for nonlinear bubble dynamics in
dielectric fields.

Pk Pσ PQ

t
Single

Charged
Bubble N = 1

Charged
Multibubbles

N = 2

Single
Charged

Bubble N = 1

Charged
Multibubbles

N = 2

Single
Charged

Bubble N = 1

Charged
Multibubbles

N = 2

0.1 −3.51 × 1015 −1.61 × 1016 30.91 110.78 1.08 × 1018 1.792 × 1020

0.2 −1.24 × 1015 −5.72 × 1016 21.85 78.33 2.71 × 1017 4.48 × 1019

0.3 −6.77 × 1014 −3.11 × 1016 17.84 63.95 1.21 × 1017 1.99 × 1019

0.4 −4.39 × 1014 −2.02 × 1016 15.45 55.39 6.79 × 1016 1.12 × 1019

0.5 −3.14 × 1014 −1.44 × 1016 13.82 49.54 4.35 × 1016 7.16 × 1018

0.6 −2.39 × 1014 −1.11 × 1016 12.62 45.23 3.02 × 1016 4.97 × 1018

0.7 −1.89 × 1014 −8.73 × 1015 11.68 41.87 2.21 × 1016 3.65 × 1018

0.8 −1.55 × 1014 −7.15 × 1015 10.93 39.16 1.69 × 1016 2.81 × 1018
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Table 3. a: Calculations of dimensionless phase transition criteria, Ja based on superheating liquids
ΔT0. b: calculations of thermal diffusivity, al based on thermal conductivity kl .

a

ΔT0 [K] 1.0 1.5 2.0

Dimensionless phase transition criteria, Ja 12.47 18.71 24.95

b

kl [J/(s m K) 0.613 0.713 0.813

Thermal diffusivity, al
[
m2/s

]
1.397 × 10−7 1.624 × 10−7 1.852 × 10−7

5. Conclusions

The nonlinear dynamics models of charged cavitation bubbles and their results for the
growth process in dielectric liquids are formulated and solved analytically based on the
Plesset–Zwick method. We conclude that:

• The impact of electric charge on growing charged cavitation bubbles reduces the
growth process.

• The behaviour of the noninteracting charged cavitation bubbles is higher than in the
case of interacting charged cavitation bubbles in dielectric liquids.

• The polytropic exponent weakens the growth process of charged bubbles in
dielectric liquids.

• An increase in the dimensionless phase transition criterion and thermal diffusivity
enhances the growth process of charged multiple cavitation bubbles in dielectric
liquids during the growth process.

• The obtained results of noninteracting and interacting charged cavitation bubbles
models in dielectric liquids agree with the published works [30–32,43,44] for different
types of the fluids.

The obtained findings would be significant in understanding the complex behaviour
of charged cavitation bubbles in practical applications, especially when considering the
charged surface tension. Moreover, the current results should be taken into consideration
at organization of interacting charged cavitation bubbles and their applications.
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Nomenclature

Nomenclature
Parameter Description Unit
P Pressure N.m−2

Q Charge pC
σ Surface tension of liquid surrounding the bubble N.m−1

η Viscosity tension of liquid surrounding the bubble Pa.s
T Temperature K
ε Permittivity −
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κ Polytropic coefficient −
ΔT0 = T0 − T∞ Initial temperature difference K
ΔT∗

B = Tb-T0 The temperature difference defined by Equation (15) K
al Thermal diffusivity of the liquid m2.s−1

k Thermal conductivity W.m−1.K−1

ρ Density Kg.m−3

ρl Density of the liquid surrounding the bubble Kg.m−2

Ψ Dimensionless volume variable defined by Equation (17) −
Z1,Z2,Z3 Constants are defined in Equations (12) and (19) −
ZZ1,ZZ2,ZZ3 Constants are defined in Equations (34) and (35) −
R Charged bubble radius m
.
R Instantaneous bubble wall velocity m.s−1
..
R Instantaneous bubble wall acceleration m.s−2

N Number of bubbles −
H Distance between the bubbles −
φ0 Initial void fraction defined by Equation (26) −
Ja Jacob number given by Equation (26) −
∇ Del operator
Subscripts
b Boundary
s Saturation
l Liquid
g Gas
0 Initial
m maximum
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