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Thirty years ago, at the United Nations’ (UN) Earth Summit in Rio de Janeiro, Brazil,
178 countries adopted Agenda 21, a global partnership for sustainable development to
improve human lives and protect the environment [1]. Twenty years ago, The Johannesburg
Declaration on Sustainable Development was accepted to eradicate poverty and ensure
sustainable development. Ten years ago, the UN Conference on Sustainable Development
in Rio de Janeiro (Rio+20) adopted the outcome document “The Future We Want”, in
which they decided to start a process to develop a set of Sustainable Development Goals
(SDGs). The UN 2030 Agenda for Sustainable Development, with its 17 SDGs, was adopted
in September 2015, and in December 2015 the Paris Agreement on Climate Change was
accepted by the Parties to the United Nations Framework Convention on Climate Change,
its goal being to limit global warming to well below 2 ◦C, preferably to 1.5 ◦C, compared to
pre-industrial levels [2]. To achieve this long-term temperature goal, countries aim to reach
a global peak of greenhouse gas emissions as soon as possible to achieve a climate-neutral
world by mid-century.

Currently, the Earth is already about 1.1 ◦C warmer than it was in the late 1800s, and
emissions continue to rise. Global GHG emissions have increased by 53%, from 32.52 Gt/a
(billion tons per year) in 1990 to 49.76 Gt/a in 2019 [3]. To limit global warming to no more
than 1.5 ◦C, emissions need to be reduced by 45% by 2030 and reach net zero by 2050 [4].
The European Union (EU) and its 27 member states, accepted the European Green Deal
plan to transform the EU into a modern, resource-efficient, and competitive economy with
no net GHG emissions by 2050 [5], and at least 55% less net greenhouse gas emissions by
2030, compared to 1990 levels. GHG emissions in the EU decreased by 32% between 1990
and 2020 [6]. Preliminary estimates indicate that emissions rebounded in 2022, exceeding
the pre-COVID-19 levels [7]. At COP27 (Conference of the Parties, Egypt, 2022), the EU’s
climate policy chief, Frans Timmermans, even promised to exceed the EU’s 2030 reduction
target by 2%, to 57% [8].

In 2019, approximately 34% (20 Gt) of total net anthropogenic GHG emissions came
from the energy supply sector; 24% (14 Gt) from industry; 22% (13 Gt) from agriculture,
forestry and other land use; 15% (8.7 Gt) from transport; and 6% (3.3 Gt) from buildings [9].
Average annual GHG emissions growth between 2010 and 2019 slowed compared to the
previous decade in energy supply (from 2.3% to 1.0%) and industry (from 3.4% to 1.4%)
but remained roughly constant at about 2% in the transport sector.

Industry emitted 29.4% of all the GHGs: 24.2% originated from energy use, while
industrial processes emitted an additional 5.2% of GHGs [10]. Global process industries are
among the most intensive GHG emissions activities in industry, e.g., iron and steel—7.2%,
chemical and petrochemical—3.6%, food and tobacco—1.0%, non-ferrous metals—0.7%,
and paper and pulp—0.6%. Aside the emissions from energy production, process industries
emit GHGs in their production processes, e.g., chemicals—2.2% and cement—3%. Further,
transport, energy use in buildings, and fugitive emissions from energy production must
also be added.

Processes 2023, 11, 117. https://doi.org/10.3390/pr11010117 https://www.mdpi.com/journal/processes
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Process design and sustainable development are connected in their aim to reduce the
negative effects of GHG emissions on human development. Process design is detrimental
to energy and material usage during production and usage, as well as for GHG emissions.
By designing for circular economy and efficiency improvements, and by applying process
optimization, we can reduce GHG emissions and enlighten energy and material recycling.
We can also extend the lifetime of products.

The number of papers dealing with the topic (keyword: process design and sustain-
able development, Web of Science) is increasing—from 821 to 3 586 per year in the period
2012–2021 (Figure 1). This follows the two most evident megatrends in the process in-
dustries: climate change and resource scarcity. This Special Issue on Process Design and
Sustainable Development includes 16 papers, which can be grouped into process design,
sustainable development, and other topics.

 

Figure 1. Number of papers on process design and sustainable development, Web of Science.

Design for sustainable development

The definitions of process design and sustainable development are described sepa-
rately and together, as is the process design for sustainability, including environmental,
economic, and social dimensions [11]. A case study of the EU27 chemical industry in the
period 1990–2019, with a 47% increase in production and 54% reduction in GHG emissions,
indicates that the decoupling of production and emissions is viable. The most urgent
future development areas in process industries are (a) carbon capture with utilization or
storage; (b) process analysis, simulation, synthesis, and optimization tools; and (c) zero
waste, circular economy, and resource efficiency.

Design as a discipline has changed to address the complexity of the current prob-
lems [12]. Sustainable design, inclusive design, codesign, and social design have emerged
as examples of such issues. Social, environmental, and cultural trends have affected design,
but the design process itself remains almost unchanged. An alternative design process
method and new criteria are needed to develop innovations in response to these trends.
An extended design process includes distributed agencies, transparency, and pertinence,
but it is also important to keep in mind the principle of proportionality.

The guiding principles of sustainability, sustainable design, green engineering, and
sustainable engineering need to be updated to include the present state of human knowl-
edge [13]. The updated principles include traditional and more recent items: a holistic
approach, sustainability hierarchies, sustainable consumption, resource scarcity, equalities
within and between generations, all stakeholders’ engagement, and internalizing externali-
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ties. Equal importance is given to the principles of environmental, social, economic, and
tridimensional systems’ approach.

Project management is crucial for achieving business excellence in a new industrial
paradigm [14]. Therefore, the impact of different levels of project management maturity
on business excellence has been determined in the context of Industry 4.0. A sample of
124 organizations of different sizes from 27 countries, covering services, education, industry,
and finance, was selected. A significant connection was found between project management
maturity and business excellence. However, there was no evidence of a mediating effect
of Industry 4.0 readiness on the relationship between project management maturity and
business excellence.

Design for increased resource efficiency

Process industries are regular users of fossil fuels for energy production and processing.
Energy usage relates to GHG emissions. In 2010, the European Commission proposed a
10-year strategy, Europe 2020, with five targets for sustainable development. One of them
was the 20-20-20 target—to reduce greenhouse gas emissions by at least 20% compared to
1990 levels, increase the share of renewable energy in final energy consumption to 20%,
and achieve a 20% increase in energy efficiency. The analysis of sustainability indicators,
which were transformed into a synthetic measure for comparability of the resulting values,
identified the best countries to fulfil the sustainable growth aims [15].

The automotive sector accounts for 16.2% of global energy consumption and 25% of
CO2 emissions from energy-related sectors [16]. If present trends persist, the worldwide
transportation demand for energy, and CO2 emissions from energy, are expected to double
by 2050. Electric vehicles (EVs—hybrid, plug-in hybrid, and battery) emit only half of the
conventional emissions [17]. Aside from the social preferences for environmental protection
and energy policies, rising fuel prices are promoting EV adoption. Barriers to this adoption
include the high purchase prices of EVs, limited driving distances, and long charging times.
The multicriteria decision-making methods show that battery capacity and lifespan, and
high costs are the most important barriers to EV transition, while government support
promotes it.

A hybrid vehicle (HV) is one that draws its power from two or more different energy
sources; the internal combustion engine (ICE) performs better at maintaining the high
speed of the vehicle than a standard electric motor, while the electric motor is more effective
at providing torque or turning power [18]. Integration of the ICE with the thermoelectric
generator (TEG) takes advantage of ICE waste heat at the exhaust gate and predicts their
reliability. Researchers seek to recycle wasted energy to produce electricity by integrating
TEG with ICE, which rely on the electrical conductivity of the thermal conductor strips. The
proposed metaheuristic verification improves the TEGs’ efficiency by 32.21% and reduces
fuel consumption by up to 19.63%.

Spent grains from microbreweries are mostly formed by malting barley. Transforming
spent grains from waste to raw materials in the production of nontraditional flour requires
a drying process [19]. A natural convection solar dryer (NCSD) was evaluated as an alter-
native to a conventional electric convective dryer (CECD) for the dehydration process of
local microbrewers’ spent grains. Suitable models (empirical, neural networks, and compu-
tational fluid dynamics, CFD) were used to simulate both types of drying processes under
different conditions. NCSD produced a dried product with a comparatively better quality;
overall operating costs were greatly reduced, and the NCSD was about 40–45% cheaper
than the CECD.

The relationship among carbon dioxide emissions and linkage effects using the input–
output data of the information and communications technology (ICT) industry between
South Korea and the USA was examined [20]. The linkage effects were analyzed to deter-
mine the impact of the ICT industry on the national economy and CO2 emissions. The
results indicated that the ICT manufacturing industry in Korea has high backward and
forward linkage effects, while the US has a small influence on both effects. The ICT service
industries of the two countries have small backward linkage effects, so their influence
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on other industries is small. CO2 emissions from ICT service are higher than from ICT
manufacturing in both countries, South Korea and the US.

During watermelon fruit production, about half of the fruit—namely the rind—is
usually discarded as waste. To transform such waste into a useful product such as flour,
thermal treatment is needed. The drying temperature of the rind is most important to
produce flour with the best characteristics. In [21], a multi-objective optimization (MOO,
also known as multicriteria decision making) procedure was applied to define the optimum
drying temperature for the rind flour fabrication to be used in bakery products. The group
of process indicators comprised acidity, pH, water-holding capacity, oil-holding capacity,
and batch time; they represented conflicting objectives that were balanced by the MOO
procedure using the weighted distance method to find their optimal values.

Design for optimal operation

An efficient and flexible production system can contribute to production solutions. A
detailed mathematical model of the system under investigation was presented in [22]. The
evolutionary algorithm was the most efficient solution to the problem associated with the
model. A computer application for this model was created, and it was run multiple times.
The runtime results are also presented in this study. The sample task was taken from a real
company, but it was simplified for reasons of transparency. Order-driven production can
be mathematically described and assigned to a well-managed model. The problem was
solved with a variation of the genetic algorithm.

The optimal cleaning scheduling of a heat exchanger unit undergoing fouling was
analyzed and optimized for uncertain operating conditions in [23]. The fouling process,
the flexibility assessment, and the optimization algorithm were presented. The fouling
kinetic model was described, uncertain operating conditions were handled by the flexibility
index, and the scheduling optimization and the corresponding decisional algorithm were
discussed. The scheduling algorithm was applied to a case study, a sensitivity analysis
with respect to two possible uncertain variables followed, and the results obtained with
the process parameters accounted for the mechanical cleaning methodology, and for both,
chemical and mechanical ones.

Electrostatic desalting is one of the most popular methods to remove saline water
from crude oil by applying an external electrostatic field. Complex phenomena, such
as the frequency of collisions and coalescence, were included in a CFD model for better
understanding and optimization of the desalting process from the perspectives of both
process safety and improvement [24]. The main process parameters are electric field
strength, water content, temperature (through oil viscosity), and droplet size on the collision
time or frequency of collision between a pair of droplets. First, a simplified collision model
between two droplets in water-in-oil emulsions was developed. Then, this model was
employed to perform a complete process analysis determining the effect of the main process
variables on the collision frequency.

In [25], the cooperative optimization of two-stage desulfurization processes in the
slime-fluidized bed boiler (FBB) was studied, and a model-based optimization strategy
was proposed to minimize the operational cost of the desulfurization system. First, a
mathematical model for the FBB with a two-stage desulfurization process was established.
Then, several parameters affecting the SO2 concentration at the outlet of the slime-fluidized
bed boiler were simulated and deeply analyzed. Finally, the optimization operation prob-
lems under different sulfur contents were studied with the goal of minimizing the total
desulfurization cost. The optimized operation reduced the total desulfurization cost by 9%.

In Fischer–Tropsch (FT) synthesis, synthesis gas (or syngas, i.e., a mixture of H2 and
CO) is converted into a variety of hydrocarbon products, including paraffin, olefins, and
value-added chemicals [26]. A two-dimensional CFD scale-up model of the FT reactor was
developed to thermally compare the Microfibrous-Entrapped-Cobalt-Catalyst (MFECC)
and the conventional Packed Bed Reactor (PBR). The model implemented an advanced pre-
dictive detailed kinetic model to study the effect of a thermal runaway on C5+ hydrocarbon
product selectivity. The results demonstrated the superior capability of the MFECC bed
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in mitigating hotspot formation due to its ultra-high thermal conductivity. A significant
improvement in C5+ hydrocarbon selectivity was observed in the MFECC bed in contrast
to a significantly low number for the PBR.

Rheology studies the stress and deformation of matter that may flow; not only does it
include liquids, but also soft solids and substances such as sludge, suspensions, and human
body fluids [27]. The rheological characterization of fluids using a rheometer is an essential
task in food processing, materials, healthcare, or even industrial engineering; in some cases,
the high cost of a rheometer and the issues related to the possibility of developing both
electrorheological and magnetorheological tests in the same instrument must be overcome.

Conclusions

The Special Issue on Process Design and Sustainable Development covers a highly
important and rapidly expanding area of research and development. The articles included
in the Special Issue cover a selection of important topics from the area. These topics will
be interesting for many scientists, researchers, and engineers. As of December 2022, the
articles have received approximately 20,000 views and 50 citations.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Scholars seek to recycle wasted energy to produce electricity by integrating thermoelectric
generators (TEGs) with internal combustion engines (ICE), which rely on the electrical conductivity, β,
of the thermal conductor strips. The TEG legs are alloyed from iron, aluminum and copper in a strip
shape with specific characteristics that guarantee maximum thermo-electric transformation, which
has fluctuated between a uniform, Gaussian, and exponential distribution according to the structure
of the alloy. The ICE exhaust and intake gates were chosen as the TEG sides. The digital simulator
twin model checks the integration efficiency through two sequential stages, beginning with recording
the causes of thermal conductivity failure via filming and extracting their data by neural network
procedures in the feed of the second stage, which reveal that the cracks are a major obstacle in
reducing the TEG-generated power. Therefore, the interest of the second stage is predicting the cracks’
positions, Pi,j, and their intensity, QP, based on the ant colony algorithm which recruits imaging data
(STTF-NN-ACO) to install the thermal conductors far away from the cracks’ positions. The proposed
metaheuristic (STTF-NN-ACO) verification shows superiority in the prediction over [Mat-ACO] by
8.2% and boosts the TEGs’ efficiency by 32.21%. Moreover, increasing the total generated power by
12.15% and working hours of TEG by 20.39%, reflects reduced fuel consumption by up to 19.63%.

Keywords: waste heat recovery; damage detection; non-destructive testing; thermal filming; digital
twin; optimization; influencing factors

1. Introduction

A hybrid vehicle (HV) is one that draws its power from two or more different energy
sources. The fundamental idea behind hybrid cars is that the various motors perform better
at various speeds; the internal combustion engine (ICE) performs better at maintaining high
speed of the vehicle than a standard electric motor while the electric motor is more effective
at providing torque, or turning power. Speeding up and switching from one to the other
at the right moment results in a win-win situation for energy efficiency, which increases
fuel economy. Therefore, the main objective is to guarantee the integration of the ICE with
the thermoelectric generator (TEG) to take advantage of ICE waste heat at the exhaust gate
and predicting their reliability. The value of accurate time series significance does not need
to be emphasized. There have been decades of studies on this issue, which classified the

Processes 2022, 10, 2701. https://doi.org/10.3390/pr10122701 https://www.mdpi.com/journal/processes
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solutions approach into two most prevalent methods: the first is statistical (e.g., S-ARIMA,
Holt-Winter, Box-Jenkins, etc.) and the other is the Mat-heuristic training approach based on
analyzing the time series (e.g., LSTM, CNN, TLNN, and recurrent network models). If there
were not two options, each would have advantages over the other. If statistics is followed,
the why and what of every result must be explained; while if Mat-heuristic training is
followed, findings may be superior but are unwarranted [1]. Therefore, validation is an
important stage. This paper intends to design a digital simulator twin to check the usability
of waste heat of an internal combustion engine (ICE) for transforming it into electricity
efficiently via a thermoelectric generator (TEG). The digital twin relies on TEG and has
two plates (i.e., engine gasket), one of both is a hot gasket plate connected to the exhaust
gate, while the cold gasket plate is connected to the intake gate through thermal conductor
strips. The digital twin was used to test three different alloy textures of gaskets and their
legs. The main purpose is to determine the most efficient thermal convection for different
gaskets. Therefore, this paper reviews the main causes of heat conduction failure, which
are cracks in the hot gasket plate that prevent conductivity by predicting these causes
using the metaheuristic approach that helps track these causes and reduce transformation
efficiency for electric power. Figure 1 illustrates the cause-and-effect diagram for the failure
of thermal conductivity, which cancels the TEG integration.

 

Figure 1. The cause and effect diagram for HVs charging failure due to heat conduction failure.

The authors try to predict the cracks’ positions via a Mat-heuristic network model to
sketch the installation of the thermal conductor’s path more securely far away from these
cracks. The experimental observations record the causes of cracks using spatiotemporal
thermal filming for seeking a crack-free path above the gasket surface for installing the
thermal conductors to study the working span life of the integration of TEG and ICE.
The digital twin studies the efficiency of integration, the amount of transferred heat and
the electric power generated. This paper provides a comprehensive vision of the main
technical development of HVs and emerging technologies for their future application
in sustaining the battery for a long time. Key technologies regarding batteries, such
as charging technology, electric motors, control, and charging infrastructure of HVs are
summarized and considered a keystone for our motivation [2–4]. This paper also highlights
the technical challenges for the improvement of operating performance via efficiency,
reliability, programming of electronic components, heat waste management, and safety of
HVs in the coming stages as deduced from Winslow et al. [5]. Therefore, the interest is in
using IoT in tracking the HV battery, which is fed by TEG instead of a native generator and
studying this approach through the digital twin model. The development of electric vehicles
HVs is an urgent necessity, especially after it was proven that an average of 25% of carbon
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emissions (CE) in the UK and USA are due to internal combustion engines (ICE), which
represent 80% of the change in air characteristics, where two-thirds of the air is saturated
with CO2, nitrogen oxide represents a third, and 50% is hydrocarbons, which are known
as Greenhouse Gases (GHG) [6,7]. There are ten common components in HHV (auxiliary
battery, transformer, generator, electric traction motor, exhaust management system, fuel
tank, ICE, electronic unit of power control, thermal system management, transmission), and
experts advise not to discharge the traction battery, which leads to spoiling and reducing
its lifespan [8,9]. Therefore, this paper suggests studying the replacement of the native
generator with the thermoelectric generator, TEG, to take advantage of the heat generated
during movement. The TEG is fed from the internal combustion engine and/or from the
electric traction engine, to support the power level of the battery, which is at its maximum
when also using the brakes repeatedly. The auxiliary battery is used to operate the vehicle
before the traction battery is used, while the inverter converts direct current to low voltage
alternating current to power the vehicle’s accessories [10,11]. It is a major problem for
the entire globe to benefit from energy waste in many applications. One of the famous
frequent types of energy loss is low-grade thermal energy. Traditional methods for turning
this thermal energy into electrical energy are ineffective, difficult, and expensive; however,
the approved Seebeck effect is exploited by thermoelectric generators (TEGs), which may
convert heat energy directly into electrical energy [12]. Peltier and Thomson’s effects
are also thermoelectric phenomena used in thermal measurements to achieve reversible
thermal and electrical energy transformations and vice versa. The thermoelectric generators
(TEG) work on the heat waste extracted from ICE generators or other sources that can
absorb thermal energy [13,14] and track their behavior through the digital-twin simulator,
which is fed by spatiotemporal thermal analysis films to guarantee steady-state electricity
power generation. The main component in the TEG is the thermal conductors’ legs,
which must be better because of the impact on the generated electricity. Therefore, the
authors present a smart prediction methodology for a time of failure to prevent the sudden
stop that is considered costly [15]. Some of the heat waste sources and their sudden
failure causes were discussed through 2020–2021 [16,17]. Therefore, the authors follow
the published examples [18,19] for the importance of tracking and predicting the optimal
operating conditions using one or more meta-heuristic optimization algorithms to measure
the utilization of TEG accurately. The authors tend to use the STTF measurements fed
into the digital twin simulator cloud to predict the efficiency of conductors working by
a meta-heuristic algorithm, which integrates the STTF technique and a Cuckoo search
to enhance the prediction model (STTF-NN-ACO) and is managed through IoT code
inserted in the appendix. The rising source temperature, electrical conductivity, merit
figure, melting point/volume, thermal conductor surface area, energy per unit area, gasket
texture perpendicular slots’, exhaust flow rate, exhaust temperature, intake temperature
flow, operating period, and cost per W achieve higher power output and other factors or
variables used in the proposed digital-twin Simulator model as cracks’ span, depth, and
length. The thermoelectric conductors’ material was developed by improving the TZ merit
figure for enhancing the generated power, such as a ß-Zn4sp3 semiconductor compound
that records a one-way 2.6 TZ. The merit figure improved via seeking new materials formed
in specific shape and produced an increase in the electric power at the lowest costs, such as
Fe-Al-Cu alloys mixed with Lithium as shown in Table 1.

Table 1. The main components of three candidate alloys of TEG texture.

Alloy Sample Cu% Zn Sn Ni Fe Mn Al % Cr % As Hv
k

W/m K
σT

(MPa)
σv

(MPa)

(LiFePO4-Al) ≈ (Fe − Al) —- Rem. 1.2 —- 0.006 —- 4.65 20 —- 85 13.5 310 105

(Cu-LiFePO4) ≈ (Fe − Cu) 15 Rem. 0.001 0.004 0.7 0.001 1.9 —- 0.012 102 16.07 340 180

(LiAlH4-Cu) ≈ (Al − Cu) 77 Rem. —- 0.027 0.019 0.003 15 —- 0.037 120 23.4 360 230
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For instance, the cost per W is exclusively determined by energy per unit area and
running duration when the fuel cost is minimal or virtually free, such as in waste heat
recovery (energy recycling). The scientists thus focused on materials with better power
output as opposed to conversion efficiency, such as a rare earth compound, YbAl3 (Density:
ρ = 5.68 Mg·m−3), and other alloys that have a low value but yield energy of at least two
times as much as any other material and can function across the temperature range of
trash [20]. Therefore, a famous generator company expressed the desire to test the efficiency
of the candidate three alloys, which are (LiFePO4-Al) ≈ (Fe − Al), (Cu-LiFePO4) ≈ (Cu −
Fe) and (LiAlH4-Cu) ≈ (Al − Cu) to form the thermal conductors’ strips and texture of ICE
gaskets (Hot TEG plates). The authors selected the ICE generator exhaust gasket and intake
gasket textures to be woven as ducts of thermal conductors that perpendicularly end with
legs (i.e., the two TEG’s plates’ thicknesses are 1.63 ±0.1 mm, and 2.15 mm, respectively) as
illustrated in Figure 2. The machines based on steady current are subjected to failure when
the electricity current rate decreases and seek a compensating source, which suggests the
use TEG because of its ability to integrate with ICE generators and is deployed in many
companies [21,22]. The authors tested three different types of alloys to determine their
merit figure and predict their average malfunction time (i.e., reliability). For the first alloy
(Fe-Al) the thermal properties of the terminals’ alloy iron- chromium-aluminum fitted
to thermal conduct propensity for cold brittleness if working at temperatures exceeding
1000 ◦C with chemical composition is 4.65% Al, 20% Cr, and balanced Fe, whose thermal
conductivity is 13.5 W/m K. The second is iron-copper (i.e., Fe-Cu, called 3003, with 0.15%
Cu and 0.7% Fe). The third is aluminum-copper (i.e., Al-Cu, with 15% Al with a grain size
of ~47μm) [23–25]. The digital-twin simulator model accurately represents the contact
plates (gaskets’ texture) and their joined legs with exhaust and intake flow points [26].
The challenge is to monitor the gasket’s efficiency without stopping the generator [27–30].
Therefore, the authors suggest predicting the functional change of the gasket texture
caused by cracks appearing by spatiotemporal thermal filming, which can feed the meta-
heuristic optimization technique supported by mathematical equations to gain accurate
prediction results. The tailored digital-twin simulator model [31] consists of an object
(TEG and gaskets), a measuring tool (STTF), and a predicting meta-heuristic optimization
algorithm, which uses some of the physical parameters related to cracks (e.g., the span,
depth, and length in m × 10−4) that is measured by the cracks’ center propagation digitally
on the gasket surface texture, as discussed by [32,33]. Research is now being performed to
overcome the fundamental drawback of thermoelectric generators, which is their relatively
low efficiency, and to efficiently use them in a variety of applications for recovering waste
heat. The automobile industry produces a significant amount of waste heat as a result of the
low braking thermal efficiency of reciprocating engines, which is less than 30% for gasoline
engines, according to Hotta et al. [21]. One of the important precautionary measures is not
to allow the HVs battery to discharge more than 80% of the capacity so that the state of
charge (SOC) does not fall below 20%. This is to protect the battery from over-discharging.
This contribution is achieved using thermal conductors of copper, aluminum, and iron
alloys between the thermal potential difference points that help generate an electric current
that works within a discharge rate within 300 amps to try increasing the lifespan of the
battery to an average of 3500 cycles for the Li-ion cells. The cells are 120 W/kg and must
be compatible with traction motors that are divided into two types (AC and DC motors)
and which are directly connected with the ECM unit to manage the battery in the so-called
TEG, BMS, the amount of heat transferred, the voltage generated and refer to the system
with voltage temperature monitoring (VTM) [34–36]. The digital twin is specially designed
to be a core to improve HVs in reducing fuel consumption.
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Figure 2. The components of the engine under study and TEG according to Dandan Pang, et al.,
(2022) [37].

2. The Architecture of the Digital-Twin Simulators’ Paradigm

The exhaust temperature is the hot source useful for TEGs and allows them to convert
waste heat into usable electric energy according to [38,39]. Figure 3 illustrates digital twin
components and discusses the sequential two stages based on integrating the source (1)

with TEG plates. The first stage aims to aggregate the physical measurement parameters
(4), which is measured by specific means (3) to test the legs’ behavior toward resist failures
through crack generation and is named figuratively (reliability stage), to be fed for the
prediction methodology (5) which tests the effectiveness of the thermo-conductor’s leg
material alloy (2) through the second stage. The two stages discussed in Algorithm 1.

Algorithm 1: Main Pseudocode of STTF-NN-ACO mechanism

//The components of the digital simulator’s twin (ICE, TEG, and thermal conductor’s strips)
//The mechanical and composite of tested alloys discussed by Admiral et al. [40], and Richard & Hertzberg [41]
//Stage (1): Check the reliability of the thermal conductors by imaging
Determine the TEG gasket plate’s install (hot at the exhaust gate, cold at the intake gate)
Determine the gasket texture ((Fe − Al),(Fe − Cu),(Al − Cu))
for alloy 1:3

if (gasket texture and its strips from ((Fe − Al))
for 1 : causes

Select the high failure cause (Figure 1: Cause-and-effect diagram);
Determine the gasket surface coordinates (i denotes the x-axis and the j denotes y-axis);
Using Spatiotemporal Thermal Filming STTF to:

Record the working time (hr.);
Locate thermal conduction failure positions, Pn

(i,j) , the position of the starting of the cracks’ point;
for 1 : cracks

Count the number of each crack’s ramifications b;
Determine the two longest ramifications lengths for each crack;
Determine the tilt angle of each ramification to the x-axis;
Determine the P(i,j) of the end terminal for each tracing ramification;
Determine the intensity QP of each crack at specific position (the number of their ramifications);

//Stage (2): Predicting generated electricity STTF-NN-ACO
Predict the virtual curve line direction of cracks direction as illustrated in (Figure 4) by hybridizing meta-heuristic with the
neural network to reduce the error of sketching the secure path of installing the thermal conductors’ strips;

Measure the efficiency, f (amount of heat conductivity, electrical power generation);
Else if (gasket texture and its strips from next alloy)

End
End
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Figure 3. The digital twin simulator architecture.

ρ

Figure 4. A hypothetical visualization of the appearance and growth of cracks and how to track them.
  The crack position; represent the coordinates; dimension arrows.
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The parameters suggested in the proposed mathematical equations are required to
form the digital twin simulator for testing the effectiveness of three different alloys (iron,
aluminum, and copper) to thermos-conductivity are shown in Table 2. Figure 4 illustrates
the sketch of the recording and tracking the crack growth. The pseudocode of the proposed
model describes the sequencing of tackling the data input and output to track the efficiency
of the TEG-ICE integration.

Table 2. The ideal parameters and objective for proposed digital twin model.

Parameter Description Parameter Description

Dx, Dy, Dv
The coefficient of terminals’ cracks diffusion layer type

0.005 mm2 day−1 β The electrical conductivity in the alloy [Sm−1]

ρ0 The exhaust flow density [s. mm−3] α The Seebeck coefficient [V. K−1]
p The flow rate speed, mm3 s−1 ∇ The Hamiltonian operator,
q The dipole source, (0,1) T The temperature [K], 0.273 × 103 slits
k The thermal conductivity [W/m. K] b The # of ramifications appeared on the gasket slots 0: 1000 (212)

Spatiotemporal Thermal Filming Parameters

dsr The distance between two cracks’ core on the leg surface [mm] Li
The crack segment length among red spots on spatiotemporal

images

R0 The radial distance from the gasket surface to picks imaging Rcr
The radius of surrounding circle of terminals’ cracks form

closed shape.

r The cracks growth rate per week (timespan between two
sequential points), 3 weeks hr The radius of the hotspot on the gasket surface,

d The red crack diameter on the spatiotemporal image Pi,j The cracks’ location on the gasket legs’ surface

Ø The angle of the cracks line slope line with the x-axis Swt(i)
The cracks’ center deviation regression to thermal conductor

path according to alloy

Qp

Intensity of the crack is the area of a circle and surrounds all
ramifications for specific crack and has position Pi,j picked by

spatiotemporal imaging, (Dark blue color, Green—Red)
ω

The relative area of closed perimeter of shared source for cracks
by whole gasket area

The digital simulator twin parameters

cfd: The cost of ICE fuel consumption ($0.808 l h−1) Pw: The power generated by ICE (KW)
cσ : Underutilization (dereliction) cost ($) Qdf: The ICE consumption, l. h−1

cd: The electricity cost of kW·h−1 by a ICE, $/kW·h−1 f : Corrosion rate of alloy layer (mm.day−1)
A Cross-section area V : Crack path length speed (mm/day)

tm: Generator uptime running (wk.) Ki∈(1,2,3): Coefficients with constant values based on alloy type
ts: The red hotspot area imaging by STTF th

tc: The temperature losses from the hot gasket
dp,q: Diameter of the hotspot crack leg (mm) tc

tc: The temperature losses from the cold gasket

gs: Slenderness ratio of gasket layer thickness tolerance ±0.14 mm ZT:
The thermoelectric material’s performance index = α2

PT/σPλP

And T and the average temperature of thermoelectric terminal
conductors.

Pmin: The minimum absorption, kW Tu: The downtime due to replacement (hr.)
Li: Crack length mm → (oil spot) E(ξ): The exponential distribution with rate ξ

λp, σp:
The heat and electrical conductivity for the leg has type p,

respectively. αh: The Seebeck coefficient of the hot terminal

T(r, z): The temperature distribution in (r, z) plane δ: The standard deviation from average power, kW.
Vopt Optimum value of crack path speed (μm/wk.) m: Total TEG-ICE generator running hours

I: The electric current zn: Number of red spots on the gasket layer
qpconv
(a, z):

The heat flow density at the gasket surface of p-type leg = h[T(a,
z) – T0] ct:

The gasket damage cost ($) (head or intake and exhaust) before
analysis expected

Self ACO recruiting parameters

Pnl
i,j (t) The position where ants found food ηij The visibility provides valuable information
Nnl

i represents the area that has not been assigned α, β, ρ The pheromone trail evaporation rate, 4,1,0.8917

Δτnl Refers to the pheromone increment ≈ 0.0501 EACij,
EACjk

The electrothermal transformation failure
cost

nls(t)
The ants that are planned to move to collect food

from different places ϑ
A binary parameter (0,1) illustrates the importance of the period

of cycle time

Responses

Pwatt Generated electrical power of the generator by K-W/hr.
Fuel The fuel consumption per working week

η The efficiency of the proposed integration based on heat transfer
Dir The diffusion rate over time per month for each micrometer length

The crack intensity Qp in our calculation ≤ (Qmin = 0, Qmax = 3) is determined by
the spatiotemporal filming for terminals’ cracks. The thermal’s pitch strength follows
three distribution types as discussed in “Source characteristics of thermal filming.” The
thermal conductors must be installed far away at these positions, (Pi,j). The following
approximations are proposed in order to streamline the process and guarantee correct
simulation results. Ignore the crack paths’ and treat it as a continuous straight line projection
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parallel to the nearest axis by angle Ø, μ = 0.005 and, σ2 = 0.001 [41,42]. The failure is
achieved according to Equation (1):

∑
Pi,j
P1,1

QP ≥ Swt(i) ∀i (1)

The tracking also reveals that the cracks segment line discussed in Figure 4 above
has length L, N (μ,σ2, ξ), and Mi is ranged as 0 < Mi < L. When the spatial image could
not expect the behavior of the positions path or its intensity distribution is not considered,
Equation (2) can be followed:

Swt = 10 log
[
∑ 100.1(Li)

]
. . . (2)

The digital twin simulator architecture is sketched in the 2nd section through Figures 2–4
and tests the thermal conductors for electricity via two sequential stages. Tracking the
failure causes in three different phases begins with hot gasket, strips’ TEG legs, and cold
gasket alloys to determine the significant factors to save them from failure in Section 3
(stage-1), while the methodology that relies on the neural network model, which is used to
extract the data from STTF to support the ACO metaheuristic technique used to predict the
functional change caused by crack diffusion to predict the cracks’ position Pi,j and their
intensity QP as discussed in Section 3.1. The mathematical equations are used to enhance
the digital twin behavior and NN output data parameters in checking the validity of TEG-
ICE integration. Therefore, the data extracted from STTF is considered an initial value of
searching using the meta-heuristic optimization algorithm to obtain the optimal results as
discussed in Section 3.2, and to determine the battery used to receive generated electricity to
serve the HVs sector. Finally, in the list validation in the conclusion discussed in Section 5,
the authors suggest using other alloys that have a YbAl3 compound in manufacturing the
thermal conductors in the future work section.

3. Stage (1): Tracking Thermal Conductors’ Failure Causes

This work was a consultant mission for one of the Egyptian generator companies,
through the USCC office of Zagazig University, which provides the spatiotemporal thermal
filming for the TEG legs through extensive experimental observations, and accumulating
data are described as a controlled tracking dashboard. In view of the heat generated by
the ICE at the exhaust duct and the movement of the rotating wheels during the use of
the brakes at the air duct to generate a difference in the thermal effort and take advantage
of the heat and convert it into an electric current by an electric generator and feed the
traction batteries to operate the electric traction engine through an electronic control unit
(ECM) to regulate the flow of electric power to control engine speed and torque by the
transmission via IoT. This is considered very useful in the battery without discharge,
as they depend on the TEG in a reciprocal manner by absorbing heat and converting it
into electricity to maintain the efficiency of the movement generated when relying on
the battery to transition to the mechanical transmission when speeds are less than 40
km/h. The dependence of HVs to begin working on the battery and the electric motor
is a reason to save spent gasoline or ICE and reduce CE by an average of 15%. Traction
batteries can be evaluated by five influencing factors: specific energy (Wh/kg), acceleration
(W/kg), operating cost (cost/km/passenger), fast recharging capability (80% in 10 min),
and capacity to absorb high currents during repeated braking [42,43]. The authors have
used the thermal filming measurement that tracks the defective place on the studied surface
as illustrated in Figures 5–8, which tracks each failure behavior for a specific alloy of strips
of TEG legs and hot gasket texture. Figure 5 illustrates the behavior of (Fe-Al) in resisting
the crack creation, Pi,j, which creates ramifications that are discrete around the crack centers
uniformly, over tm: 720 working hours, then coalesces and reduces the efficiency toward
failure after tm: 1440 working hours.
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(a) 

Figure 5. The change in the (Al-Fe) gasket alloy resistance working conditions for thermal transfer.
(a) The behavior of the cracks’ growth through 23 weeks for the Fe-Al alloy is uniform.

 

(a) 

Figure 6. The change in the (Cu–Fe) gasket alloy resistance working condition for thermal transfer.
(a) The behavior of the cracks’ growth through 23 weeks for Al–Cu alloy is Gaussian. The arrow
points to both lognormal and exponential which have low error than uniform.
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(a) 

Figure 7. The change in the gasket (Al–Cu) alloy resistance working conditions for thermal transfer.
(a) The behavior of the cracks’ growth through 23 weeks for Cu–Fe alloy is exponential.

The cracks and their ramification behavior for the strengthening (Fe-Al) alloy for the
gasket and TEG legs to save the thermal conductors via Pi− and QP-like uniform distribu-

tions as illustrated in Figure 5a and formulated as follows:
{

Pi,j ∼ U(0, L)
QP ∼ U(Qmin, Qmax)

∀ i, j =

1, 2, 3, . . . , n
(
mm × 10−1) The conductor’s failure begins in the middle and growth [be-

tween (1, 4.1)].
Figure 6 illustrates the (Cu-Fe) alloy after tm: 720 working hours, which resists the ter-

minals’ cracks more than (Al-Fe), where the surface damaged slowly in Gaussian behavior
than for the (Al-Cu) surface over tm: 1440 working hours, which behaves exponentially as
illustrated in Figure 7.

The cracks and their ramification behavior for strengthening the (Cu-Fe) alloy for the
gasket to save the thermal conductors via Pi,j-like uniform distributions, and QP is a Gaussian

distribution, as illustrated in Figure 6a and formulated as follows:
{

Pi,j ∼ U(0, L)
QP ∼ U

(
μ, σ2

) ∀ i, j =

1, 2, 3, . . . , n
(
mm× 10−1

)
. The conductor’s failure forming the surrounding circle is in-

dicated in the following expression: [LogNormStdDist (0.7969939, 0.3705614)]. While the
crack and their ramification behavior for strengthening the (Al-Cu) alloy for the gasket and
TEG legs to save the thermal conductors is fixed for Pi,j, while the QP is exponentially

distributed, as illustrated in Figure 7a and formulated as follows:
{

Pi,j ∼ Mi
QP ∼ E(λ)

∀ i, j =

1, 2, 3, . . . , n
(
mm× 10−1

)
. The conductor’s failure creates four neighboring spots with

following expression: [ExponDist (2.36975)].
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Figure 8. The change in the (Fe-Al) and (Al-Cu) alloys resistance working condition for thermal
transfer.

Therefore, the authors’ experiment uses a gasket lined on both sides, (Al-Fe) on the
upper face and (Al-Cu) on the lower face. The authors tend to increase the thickness of the
gasket alloy layer to 1.74 mm. The spatiotemporal evolution tracks the gasket terminals’
cracks for the (Al-Fe) and the (Al-Cu) as illustrated in Figure 8, during t = (1440; 2400)
working hours when R0 > 1 (51 < b < 100), for which the ramifications increased to 100.
Although the thickness increased, the films show the cracks exacerbate according to the
ramification regression as illustrated in Figure 8, but resists for more than 2400 working
hours, with Dx = Dy = Dv = 0.2.

The authors recommend fixing the thermal conductors away from colored positions
(e.g., yellow and orange) that appear via STTF, which avoids the terminals’ cracks over tm:
4392 working hours for (Al-Cu) and tm: 5184 working hours for the (Al-Fe) alloy.

3.1. Setting the Significant Parameters of Thermal Conductivity

The previous step in stage (1) was executed in the laboratory by tracking all significant
causes that affect heat transmission effectively and reflect positively on generated power
electricity over 23 weeks by analyzing the gasket case every 3 days (i.e., 45 gaskets’ filming)
for designing the suitable digital twin which can check the success of the integration of
TEG-ICE. The second step in stage (1) will interest in extracting images’ data by neural
network supported by mathematical procedures such as the cracks’ positions and their
intensity precisely to study the generated electricity to charge HVs’ batteries for a long
time, which reflects positively in reducing fuel consumption and carbon emissions. The
neural network will feed metaheuristic techniques such as ACO. The neural network was
supplied with STTF images of the reasons for thermal conductivity failure after conversion
to grayscale, with each pixel being divided by 256 as binary 0 to 1. After the original picture
was reduced to 50-50 pixels, the number of input neurons was substantially decreased to
just around two, as shown in Table 3. Analytical recording for the temperature distribution
via the digital-twin simulator model using a STTF to heat effect is captured as illustrated in
the merit Figures 9–11 and Figures 12–16 to seek efficiency about suggested cross sections
of TEG legs, which also discusses the TEG-ICE system sketch and illustrates the coordinates
of the heat stream. This study aims to attain the highest utilization rate for the electric
generator operations (generated power, working days, and profit), in Equations (6)–(11).

Table 3. The neural network tunes.

Parameters Down Up

L1 Neuron number 2 17

L2 Learning rate 0.012 0.39

L3 Training epoch 210 2550

L4 Momentum constant 0.11 0.95

L5 Number of training runs 3 7
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The digital twin is designed to test the legs’ behavior toward resist failures as cracks’
generation and track the cracks’ span, depth, and length and is named figuratively (reliabil-
ity stage). The crack positions are the points that failed in heat transfer and must be tracked
to increase the working period time efficiently by installing the TEG legs far away from the
cracks’ positions. Analysis of the STTF images illustrated in Figures 5–8 cleared us of the
TEG-IEC integration failure caused by crack intensity, QP, which is proportional to merit
figure, temperature, melting point, their cross section, gasket texture plate thickness and
their flow rate speed and exhaust flow density as expressed in Equation (3), which affect
the thermal conductors which affect electrical conductivity (i.e., TEG legs) within their
working time as illustrated in Figures 9 and 10. If these cracks are independently created at
a constant average rate, the analogous continuous equation states that the intensity at a
particular position meets a negative exponential distribution per unit of time as expressed
in Equation (4).

∇.
(

ω

ρ0(∇p − q)

)
− p

ρ0

ω
= QP (3)

β =
Qpe−kdsr

4πr
∀i, j ∈ gasket coordinate Δ 0.01m × 10−4 (4)

Figure 9 illustrates that the intake, exhaust temperature, and the merit figure have a
significant impact on generated power that can be gained from the conductors molded from
(Fe-Al, Al-Cu), while Figure 10 illustrates that the cross section area of the conductor and
the melting point have a direct impact on controlling the cracks’ span. Figure 11 illustrates
the main reason for the diffusions’ crack per mm × 10−2 and affect intake temperature and
melting point of the candidate alloys.

Figure 9. The significant parameters affected by power generation.
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Figure 10. The significant parameters affected by power generation and cracks’ span.

Figure 11. The significant parameters affected by the thermal conductor’s failure.

The equivalent radius of failure position expressed by Rcr in Equation (5), which must
install the TEG legs far away from the perimeter of these circles to guarantee electrical
power more than 50 W 103hr−1, where Rcr is the radius of surrounding circle of all cracks
positions form closed shape, and hr is the radius of hotspot ramifications [44,45]. The E (ξ)
represents the parameter rate ξ for the exponential distribution, while R0 < 1 (b < 50.0).

Rcr = R0

(
bhr

R0

) 1
b

(5)

Figure 12 illustrates the final decision for setting the gasket and thermal conductors
using conditions and cracks’ span and must be controlled in a minimum width of less than
12 mm × 10−2 and the cracks’ diffusion are less than five cracks’ positions per mm × 10−2.
Therefore, the optimizer of the digital-twin simulator indicates the difference between hot
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and cold plates and must exceed 105 ◦C. The merit figure of Al must be 4.3915 times the
other materials in the alloys to reduce the cracks’ growth for more than 5184 working hours.

Figure 12. The significant parameters affected by the thermal conductor’s quick failure on the gasket
and terminals strips (TEG legs).

3.2. Measure the Generated Electricity

When setting the significant parameters as shown in Figure 12, the authors have
divided the heat transmission into three phases. The first phase is through the thermal
conductors installed in the hot gasket texture (exhaust flow) far away from the cracks’
positions. the second phase is through the TEG legs’ strips toward the cold gasket gate.
The third phase is in the cold gasket texture. The gasket texture and TEG legs are heavily
influenced by temperature, and changes in that temperature have a substantial impact
on performance (e.g., merit figure) [46–49]. The authors show the thermal relationships
based on the Seebeck coefficient α, voltage, and thermal conductivity β of both the hot side
position (beginning heat source called αhp(i,j)), and cold side position (end heat destination
called αcp(i,j)) in Equations (6)–(11). The first phase of heat transmission is shown in
Equations (6) and (7) and the voltage is expected via relation (7a) for the generated electricity
from the heat difference between the hot terminal α1

hp(i,j) and cold terminal α1
cp(i,j) as

illustrated in Figure 13, which calculates the number of HVs’ battery cells.

αhp(i,j) = 5.9214 × 10−13T3 − 3.274 × 10−9T2 + 2.42 × 10−6T1 − 2.744 × 10−4T0 . . . (6)

αcp(i,j) = 1.292 × 10−13T3 + 1.074 × 10−9T2 − 9.272 × 10−7T1 + 8.96 × 10−6T0 . . . (7)

E = LiFePO4 + 6C → LIC6 + FePO4 = 3.2 volt . . . (7a)

The second phase of heat transmission through the thermal conductor strip is shown
by Equations (8) and (9), which contribute to the voltage required for electrical conductivity
and is illustrated in Figure 14. Therefore, the cross section will be designed between [1.14:
1.31] mm.

βhp(i,j) = 1/(2.25 × 10−14T3 − 1.074 × 10−9T2 − 9.272 × 10−7T1 + 8.96 × 10−6T0) . . . (8)

βcp(i,j) = 1/(−1.25 × 10−14T3 − 6.43 × 10−11T2 + 9.1 × 10−8T1 − 1.06 × 10−5T0) . . . (9)
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Figure 13. The exhaust gasket thickness affects the electrical conductivity at the highest available
level. “Hint: the red circle points to the preferred significant parameters values selection”.

Figure 14. The strip cross section according to the intake affects the electrical conductivity at the
highest available level. Hint: points to the preferred significant values.

The cross sections of the TEG legs have a direct impact on electricity affected by the
cracks span and their intensity QP as illustrated in Figures 15 and 16, which illustrates the
cracks’ intensity at specific positions to avoid installing the thermal conductors through
these positions to guarantee a long life of the power generated. The regression of cracks
formed vs. working hours for the different alloys is expounded in the conclusion section.

By the same Equation (7a), computing the voltage affected by the low heat transmission
toward a destination side and is shown in Equations (10) and (11).

khp(i,j) = 1.25 × 10−7T3 − 1.27 × 10−4T2 + 3.87 × 10−2T1 − 2.36 × T0 . . . (10)

kcp(i,j) = −1.6 × 10−8T3 + 2.91 × 10−5T2 − 1.58 × 10−2T1 + 3.73 × T0 . . . (11)
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Figure 15. The strip cross section for TEG legs affects the cracks’ span. Hint: points to the
preferred significant values.

Figure 16. The intensity of the cracks’ positions for the thermal conductor terminals.

4. Stage (2): Predicting the Integration Efficiency

The digital twin works on enhancing the neural network model mechanism by using
the advanced artificial ant colony (ACO) setting and relies on data extracted from the
analysis of the STTF images. The surface of the gasket was divided into small square
areas, each of which has a center that we express by Pi,j. The main objective is to sustain
heat transfer from the hot source (e.g., exhaust gasket) after the thermal saturation case,
then allow to direct the heat via strips to arrive at the cold plate (intake gasket). The
experimental observations reveal that cracks are the worst cause that hinders the success
of the electrothermal transformation of the TEG-ICE system and leads to their integration
failure. Therefore, tracking the cracks and installing the TEG legs far away from the cracks
guarantees the continuity of electrothermal transformation. The work was divided into two
stages. The first stage is discussed above and expounds on the tracking failure causes and
their positions by using spatiotemporal thermal filming (STTF). In the second stage, the
authors push ants to move to seek food (i.e., cracks’ positions; Pi,j) as expressed in Equation
(12) and leave concentrated pheromones equal to their intensities (QP; numbers of cracks’
ramifications; b) as discussed in Equation (13). The evaporation was complete if the line
connected between the first trigger point and the cracks’ positions illustrated in Figure 4
did not create a path over all damaged positions and is expressed by a line fitting error,
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Swt(i). The authors seek to declare the cracks’ positions precisely to install the TEGs’ legs
and achieve continuous electrothermal transformation.

Pnl
ij (t) =

⎧⎪⎨
⎪⎩

[Qp(t)]
α
[ηij(t)]

β

∑d
j=1[Qp(t)]

α
[ηij(t)]

β , i f j ∈ Nl
i ≤ 20

0, otherwise
(12)

τijk(t + 1) = (ρ)τij (t) + (ρ)τjk (t) + Δτl (13)

where QP is the concentration of pheromone in position (i, j). Nnl
i , represents the area

not assigned. ηij The visibility provides valuable information about the problem when
searching Dorigo and Gambardella (1997) as cited in Hong et al. [50]. The search parameters,
which specify the relative significance of the pheromone trail and heuristic data are: α = 4,
and β = 1. Additionally, ρ = 0.8917 is the pheromone trail evaporation rate, as shown in
the first and second terms of Equation (13), which reflects the local and global updates of the
pheromone in working hours t + 1 based on the solution of working hours t, respectively.
The term Δτnl ≈ 0.0501 refers to the pheromone increment (the number of connected
cracks’ positions) and is expressed in Equation (14).

Δτnl =

⎧⎨
⎩ρ × (ZQ−max−Zij)

(ZQ−max−ZQ−min)
+ 0.1, if ant′nl′ discover the crack

0, otherwise
(14)

In each working hour t, N ants generate N feasible solutions (monitor all positions that
are out of service). Zl is the solution generated by ant nl ∈ {1, 2, . . . , N} as cited in [50,51].
Zmin = min(Zl) and Zmax = max(Zl), are the best (TEG generates full electrical power)
and worst (failed TEG in electrothermal transforming due to crack spreads) total costs of
the solutions generated in working hours t, where Zmin pheromones and temperature are
updated to increase the density of pheromones associated with best solutions and decrease
for worse solutions. The transportation cost relies on fuel consumption up to working
hours t based on Equation (15), which is used to calculate the visibility (ηij) for assigning a
downstream to an upstream (16).

ηij =
1

EACij
(15)

ηjk =
1

EACjk
(16)

where EACij and EACjk are the electrothermal transformation failure costs which are pro-
portional to fuel consumption cost and the amount of carbon emissions and are expressed
by Equation (17).

EAC = Gt cost × avilable working time + (electrical conductivity losses cost × working uptime ) (17)

When comparing the best solution of working hours with the best global solution,
both are the same in the first working hours. After completing working hours t, where λ =
nls(t) is the ants that are planned to move to collect food from different places, Pi,j, and ϑ is
a binary parameter (0,1), and illustrates the importance of the period of cycle time searching.
Divergence is exacerbated by lower values while being reduced by higher values. Equation
(18) demonstrates how to enhance the solutions by fading any ant behavior pattern out of
the planned pattern. The Δ is the discrete Laplacian operator, and γ is the running time
by seconds for ants’ acceleration as shown in Figure 17 and illustrates the catalyst that
depends on the placement and timing of the actuator’s ants. As a result, this may explain
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the likelihood that a deviation will occur at the decisive point (Pi,j) by ρ(S, t) = ϑγ2. ds(t)
is subtracted from both sides of the equation and then divided by δt, [52].

ρs(t + δt) = ln
[
(1 − ϑ)ρs(t) +

ϑ2

λ
∑S′∼SΔαs′(t)

]
(1 − ωδt) + βns(t)ps(t) (18)

ρs(t + δt) = ln
[

ρs(t) +
ϑγ2

λ
Δρs(t)

]
(1 − ωδt) + βns(t)ps(t) (19)

Δρs(t) =
(∑s′∼s Δρs′(t)− λρs(t))

γ2 (20)

Take the limit as δt and ρ2 both decrease in size, and the ratio ρ2/δt constant remaining
with a value specified as Pi,j (i.e., the predicted position of food at each phase), and the
amount βδt likewise remaining constant. The suggested equation provides the pheromone-
based dynamics of the behavior of finding food sites.

Figure 17. The predictable ρ of pheromone in Equations (19) and (20).

The failure permeates the sites, withers (evaporating) over time, and interacts with
the ants to encourage them to seek out other locations. Ants react to failure by consistently
performing, which causes them to become drained (i.e., inactive), when Zi+1 − Zi = 0.
τ ≡ 1/ω and establishes the timing for the proposed STTF-NN-ACO. Since the failed
propagation is either zero or periodic, the fail rate density is matched with the stationary of
Equations (19) and (20) which are integrated across the full phase.

The STTF-NN-ACO methodology strengthens the metaheuristic technique with math-
ematical equations to quickly search for the optimal values for controllable variables
discussed in stage (1) to be fed into the digital simulator twin model. Some of the uncontrol-
lable inputs (uncertain) are hard to measure as cited by [53]. Modern simulation resorted to
constructing a suitable digital twin for the studied system to be trusted to get the outputs
as discussed by Shen et al. [54] and Gan et al. [55] through using spatiotemporal thermal
filming which feeds the model continuously [56]. At the same time, with the help of the
optimization algorithms, the digital twins’ development changes from merely descriptive
to becoming actionable. The estimate in the real system resorts to uncertain parameters
with their predicted values and may result in a cautious out-put with unnecessarily high
operating costs [57]. The stochastic approach was developed by Kalantari (2020) when
highlighting the significance of deterministic meaning based on a fuzzy neural network
for reducing the error in the searched optimal value [58]. A mathematical optimization
enhances the metaheuristic searching by hybridizing with another artificial technique as
discussed by Yang et al. and Qiu et al. [59,60]. Stage (1) in this work indicates that if the
working parameters are optimized, excellent results are achieved. Therefore, Han et al.
discussed the importance of parameter optimization based on metaheuristic methods [61].
SDS has become a robust and efficient global search and optimization technique that was

24



Processes 2022, 10, 2701

theoretically defined extensively, especially when combined with other swarm intelligence
(SI) algorithms, such as artificial bee colony (ABC) to robust searching techniques jumping
over the local optimal solution to global one [62,63]. There is no one optimization technique
that is best suited for a wide range of applications or handling diverse sorts of problems.
Therefore, the combination and setting of the initial search values for parameters is a very
urgent necessity as discussed in stage (1) of this work and is based on Khosravy et al. [64] in
analyzing the spatiotemporal thermal filming images for the TEG-ICE component behavior
to deduce the preferred working conditions. The challenge is adapting the search mecha-
nism rapidly by predicting specific significant variables as discussed in the cause-and-effect
diagram and having the most impact on the results. In the 21st century, most of the current
studies adopt an innovative improvement of neural networks by interfering with one of
the metaheuristic methods such as the gravitational emulation local search and applied
in the electricity-producing optimization in 2010 [65]. In the case of the multi-objective
optimization model using the linear decreasing particle swarm optimization algorithm,
which is recommended and advised with using the weighted superposition attraction
algorithm (WSA) when a solution must be chosen in a minimum time for problems that
have multi-pass [66], which was used for the parameter selection and appeared excellent
over the native PSO. This thinking approach of the “need-based” must be a guide matched
with the understanding of the behavior of the operating parameters through real operating,
mainly if applied considering multiple constraints. Therefore, the authors began with
laboratory observation by STTF.

4.1. The Virtual Suggested TEG Design

The review revealed unanimous in candidate the hybridization between the whale
optimization algorithm (WOA) with the fuzzy neural network (FNN), and ACO with
GELS (i.e., gravitational emulation local search) to tackle the multi-objective optimization
and rapidly gain the global solution [65]. The proposed TEG-ICE mechanism (i.e., digital
simulated twin) as illustrated in Figure 18 combines the ACO with NN model which is
supported by mathematical equations that are fed data inputs via spatiotemporal thermal
analysis through a neural network model to describe the whole behavior of TEG-ICE
integration [STTF-NN-ACO] under deduced conditions from the stage (1). The proposed
[STTF-NN-ACO] variables are indicated in Table 2. The objective is to accurately predict the
crack positions, Pi,j, and their intensity, QP, to evaluate the risk of damage level by selecting
the best locations sitting on the thermal conductors. These goals are divided into two sub-
objectives. The first is tracking the cracks’ creation positions, Pi,j, and their intensity, QP [66].
The neural network extracts data images (Pi,j, QP, r, ω, hr, Rcr, R0, d, , Li, dsr) through
many iterations approximate to 1000 to obtain less deviation. Therefore, the initial search
values rely on significant parameter values extracted via the output of the experiments
illustrated in Figure 12, enabling prediction of the optimal solution with minimal error and
time accurately. The mathematical equations focus on significant factors cut by the vertical
red line and affect conductor lifetime, as illustrated in Figures 9–11. The next equations
describe the designed digital twin to enhance the tracking of the TEG-ICE integration.
Equation (21) is used as a reference to check efficiency of generated power as discussed by
Shen et al. [64].

δ ≤ Pw ≤ 2.5 Pmin, KW (21)

The downtime generated by cracks appearing in gaskets or legs of the proposed TEG-
ICE (i.e., failure area) leads to integration failure and can be expressed by Equation (22):

 

 
Phases of heat transition: hot gasket, legs’ strips, cold gasket 

(22)

The influence of the thermal potential difference induced by the gasket alloy texture
(Al-Fe) or (Al-Cu) and the temperature ‘Th’ and ‘Tc’ between the TEG terminals are equal to
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those of the hot source and heat sink. All fields rely exclusively on the coordinates ‘r’ and
‘z’ due to the geometry configuration’s axial symmetry of the TEG leg and the temperature
load. The axisymmetric specific application of steady-state heat flow for the p-type leg is
thus [67] suggested in Equations (23)–(27).

∂2T(r, z)
∂r2 +

1
r

∂T(r, z)
∂r

+
∂2T(r, z)

∂z2 +
I2

λp A2
z
(
σp
) = 0 (23)

qr(r, z) = −λp
∂T(r, z)

∂r
(24)

qz(r, z) = −λp
∂T(r, z)

∂z
(25)

T(r, 0) = Th, T(r, L) = Tc (26)

Figure 18. A thermoelectric generator with ellipsoid-cross section terminals.

It is assumed that the ambient temperature will always be constant at the maximum
value, T0, and the heat convection coefficient between the gasket surface of the p-type leg
and its surroundings is h. The temperature field’s boundary conditions are provided as
follows:

qr(a, z) = qpconv(a, z) (27)

The solution of Equation (23) for the constraints (26) and (27), using the separation of
variables and eigenfunction expansion procedures [68], and is expressed as Equation (28):

T(r, z) = − I2

2σp A2
zλp

z2 +

(
−Th − Tc

L
+

I2L
2σp A2

zλp

)
z + Th +

∞

∑
n=1

h
π

.ΨI0(kbr) sin(kbz) (28)

where, Ψ =
[cos(bπ)−1]I2λp/(σp)k3

n L3+(Tc−T0) cos (bπ)−(Th−T0)

λp(bπ)L−1 I1(bπL−1a)+hI0(bπL−1a)
and consider I0

(
bπL−1a

)
and

I1(bπL−1a) are the zero-order and first-order modifications of the Bessel functions, respec-
tively. Consequently, it is possible to determine the heat transfer rate at the gasket terminal
ends as Equations (29) and (30). There is no heat loss between the gasket terminals and the
ambient environment.

Qpz(0) = αp ITh +
∫ a

0 2πrqz(r, 0)dr = αp ITh + Kpz(Th − Tc)− 0.5I2Rp − 2πaλp
∞
∑

n=1
Bb I1(kba) (29)

Qpz(L) = αp ITc +
∫ a

0 2πrqz(r, L)dr = αp ITc + Kpz(Th − Tc) + 0.5I2Rp − 2πaλp
∞
∑

n=1
Bn I1(kba) cos(kbL) (30)

26



Processes 2022, 10, 2701

The sum of the heat received at the hot source (gasket terminal) Qz(0), lost by con-
vection at Qconv, and dissipated at QZ(L) is calculated as expressed in Equations (31)–
(33) [38,68]. Where Bb is a constant of the Bessel function that varies according to alloy
material, surface to surrounding heat convection, and contact resistance, which has values
between 0 to the difference between the hot and cold terminals to go to zero. Additionally,
the Qpz and Qnz are the heat transfer rate between positive gasket and negative gasket in
the z-axis direction.

Qz(0) = Qpz(0) + Qnz(0) = αITh + Kpz(Th − Tc)− 0.5I2R − 2πaλp

∞

∑
n=1

Bn I1(kba) (31)

Qz(L) = Qpz(L) + Qnz(L) = αITC + Kz(Th − Tc) + 0.5I2R − 2πaλp
∞
∑

n=1
Bn I1(kna) cos(kbL) (32)

Qconv = Qpconv + Qnconv = 4πah
{

I2Rp L
12Kpz

+ L
2 (Th + Tc − 2T0)−

∞
∑

n=1

Bn
kn

I0(knr)[cos(kbL)− 1]
}

(33)

The power, PW, and the efficiency, η, of energy conversion from the TEG may be
assessed as energy conservation efficiency η principle using Equations (34) and (35) as the
predicted responses:

P = Qz(0)− Qz(L)− Qconv = αI(Th − Tc)− I2R (34)

η = Pout
Qz(0)

= αI(Th−Tc)−I2R

αITh+kz(Th−Tc)−0.5I2R
(

1+ 8h
aL2 ∑∞

n=1
I1(kba)[cos(kb L)−1]

λpk4
b I1(kba)+hk3

b I0(kba)

)
−kzTh

4h
aTh

∑∞
n=1

I1(kba)(Tc−T0)[cos(kb L)−(Th−T0)]
kbλpk1

b I1(kba)+hI0(kba)

(35)

The authors discovered that the heat convection has no impact on the power generated
according to Equation (34). The maximum generated power and efficiency is expressed in
Equations (36) and (37):

IP =
α(Th − Tc)

2R
(36)

Iη =
α(Th − Tc)

R(1 +
√

1 + H.ZT
(37)

where the influence of heat convection at the change in the level of thermoelectric terminals
is measured by the impact factor H, which is calculated by Equation (38), while T =
(Th + Tc)/2, and treated as dimensionless and approximated to 0.9368 when the heat
convection effect is neglected.

H =

(Th−Tc)
2T

[
1− 8h

aL2

[
∑∞

n=1
I1(kba)[cos(kb L)−1]

λpk4
n I1(kba)+hk3

b I0(kba)

]
(Th−Tc)

]

1−
[

4h
aTh

[
∑∞

n=1
I1(kba)(Tc−T0)[cos(kb L)−(Th−T0)]

kbλpk1
b I1(kba)+hI0(kba)

]
Th

] (38)

The greatest power efficiency ηmax through the conversion and maximum generated
power Pmax are expressed in Equations (39) and (40), respectively:

ηmax =
Th − Tc

Th
.

√
1 + H.ZT − 1(√

1 + H.ZT + TC
Th

)
− 8h

aL2

[
∑∞

b=1
I1(kba)[cos(kb L)−1]

λpk4
b I1(kba)+hk3

b I0(kba)

]
(Th − Tc)/Th

(39)

Pmax =
α2(Th − Tc)

2

4R
(40)

In this paper, a simulated digital-twin model studied the effectiveness of thermal
conductor candidates in transferring thermal energy to electricity through the TEG by
forming legs to be ellipsoid in a cross section, and maintain the temperature difference
between the exhaust gasket plate and cold intake gasket plate up to 105 ◦C. The heat trans-
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fer equation is nonlinear and untraceable because of temperature-dependent properties
such the Seebeck coefficient, and electrical and thermal conductivity [69]. The proposed
methodology predicts with the positions and the intensity of cracks to avoid the installation
of thermal conductors in these positions to guarantee TEG working > tm: 6421 h for the
intake and exhaust gaskets as illustrated in Figure 19.

Figure 19. The intake (Al-Fe) and the exhaust (Al-Cu) gaskets’ conductors before failure.

The predicted efficiency η in the case of using the candidate alloy strips and fixed
in the safe path as identified by STTF and the proposed STTF-NN-ACO methodology is
illustrated in Figure 20a. At the same time, the deviation of the actual trace after releasing
the gasket and connected conductors to sketch the failure path thermally (stop condition)
has a low value. In contrast, the η of electricity generated from the rejected alloy (Cu-Fe)
gave the wrong initial values to feed the methodology, resulting in the maximum deviation
and a wrong prediction path as illustrated in Figure 20b. The gained power Pmax by the
proposed STTF-NN-ACO when lined by (Al-Fe) and (Al-Cu) sketch a safe path for the
conductors far away from the crack positions Pi,j and their intensity, QP.

Figure 20. Comparison between the digital twin [STTF-NN] utilization results and the exact mea-
surements for the behavior of cracks effects on generator efficiency η according to their Pi,j and QP in
two cases: (a) Al-Fe and/or Al-Cu alloys; (b) rejected Cu-Fe alloy.

4.2. The Experimental Measurements’ to HVs Batteries

The thermal conductors’ strips need to give the required voltage based on the recharg-
ing battery specification [69], for instance if the wanted power capacity is 85 KW/hr.
Alloyed by Al-Cu with specifications of battery voltage of 350 volt, 3.2 volt for the strip as
shown in Equation (7a) and 3.25 Ah. Therefore, the required strip package = 350/3.2 = 110
strips as shown in Equation (7a). The feeding electrical current will be 110 × 3.2 × 3.25 =
1144 W. However, 85 KW hr./1144 = 75 parallel strips will extract 75 × 3.25 = 244 Ah. While
using Al-Fe, 108 parallel strips are needed. If an initial efficiency of 25% can save from
fossil fuels 0.25 × 12000 = 3000 W per kg of energy used. While in the case of the battery,
the efficiency is higher, and therefore 150 × 0.9 = 135 W per kg of energy can be obtained,
which increases the battery usage rate 80 times. The cost of the electrical loss due to cracks
and conductivity failure watt.h−1 can be expressed in Equations (41) and (42) [67–70]:
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cd =
Qd f .Cf d

Pw
(41)

Cσ = cmat + (c∇ +c f d + cd + ct)ts +
m
∑

i=1

(
c∇ + c f d + cd + ct

)
K1iV−1

i f−1
i

+
m
∑

i=1
ctiK3iV

( 1
b )−1

i f
[

ω+gs
b ]−1

i +
m
∑

i=1

(
c∇ + c f d + cd + ct

)
ttci

(42)

The proposed mechanism was evaluated to measure effectiveness by tracking 45 (one
exhaust hot gaskets/day) of ICE in the heat lab, studying the fuel consumption, carbon
emissions, and generated electric power which is directly reflected on transportation costs
as shown in Table 4 and illustrated in Figure 21, and comparing the results with the trial of
Hong et al. and Abed et. al. [50,52].

Table 4. TEG-IEC fixed and variable-cost ranges.

A Fixed-Cost $
Avg. Fuel Cost

$+Variable_Cost
Avg. Fuel Cost

$+Variable_Cost

Whole setup experiment parameters From gasket 1 to 23 From gasket 24 to 45

(30–50) × Avg. variable-cost 0.808 + (10:30) 0.0808 + (10:50)

The fuel consumption costs are summarized in Table 5 by recording the whole trans-
portation cost as discussed in Hong et al., and Abed, et al. and separating the fuel cost to
study the electrothermal transformation efficiency for suitable batteries and calculate the
relative percentage enhancing (RPD). RPD is calculated in Equation (43) and reveals that
TEG-ICE integration achieves a 19.63% reduction in fuel consumption.

RPDACO−NN =
Fuel CostLINGO − Fuel Cost(ACO−NN)

Fuel CostLINGO
× 100 ∀ i = 1, 2, 3 (43)

Table 5. Laboratory observations for gasoline consumption using LINGO and STTF-NN-ACO for
transportation cost.

Total Cost f (Z) RPD % Total Cost f (Z) RPD %Number
of

Gasket
/Day

LINGO
Mat-
ACO

STTF-NN-
ACO

Mat-
ACO

STTF-
NN-

ACO

Number
of

Gasket
/day

LINGO
Mat-
ACO

STTF-NN-
ACO

Mat-
ACO

STTF-
NN-

ACO
1 128,524 128,524 120,812.56 0.00% 6.00% 24 160,355 149,618 101,590.622 −6.70% 36.65%
2 114,997 114,999 104,649.09 0.00% 9.00% 25 137,353 137,292 106,950.468 −0.04% 22.13%
3 150,646 150,647 132,569.36 0.00% 12.00% 26 129,044 140,546 109,485.334 8.91% 15.16%
4 130,997 131,006 123,145.64 0.01% 5.99% 27 135,362 160,355 124,916.545 18.46% 7.72%
5 121,825 123,098 113,250.16 1.04% 7.04% 28 101,255 137,360 111,536.32 35.66% −10.15%
6 115,001 115,005 108,104.7 0.00% 6.00% 29 144,241 129,051 109,951.452 −10.53% 23.77%
7 158,396 158,359 148,857.46 −0.02% 6.02% 30 142,535 135,369 109,919.628 −5.03% 22.88%
8 157,268 158,439 141,010.71 0.74% 10.34% 31 101,177 101,262 81,110.862 0.08% 19.83%
9 142,211 142,220 129,420.2 0.01% 8.99% 32 143,779 144,051 113,656.239 0.19% 20.95%

10 127,857 127,877 112,915.39 0.02% 11.69% 33 142,535 143,014 99,394.73 0.34% 30.27%
11 122,273 122,124 100,752.3 -0.12% 17.60% 34 132,535 132,842 91,660.98 0.23% 30.84%
12 139,617 139,630 131,252.2 0.01% 5.99% 35 130,535 131,341 94,959.543 0.62% 27.25%
13 138,248 138,264 124,299.33 0.01% 10.09% 36 131,535 132,044 102,730.232 0.39% 21.90%
14 150,085 150,086 136,578.26 0.00% 9.00% 37 177,854 178,113 131,447.394 0.15% 26.09%
15 118,701 118,713 107,316.55 0.01% 9.59% 38 209,060 209,839 128,001.79 0.37% 38.77%
16 134,079 119,207 103,710.09 −11.09% 22.65% 39 167,758 168,004 104,162.48 0.15% 37.91%
17 157,904 118,712 104,466.56 −24.82% 33.84% 40 179,626 179,907 105,965.223 0.16% 41.01%
18 168,949 117,311 106,166.45 −30.56% 37.16% 41 202,973 203,680 106,524.64 0.35% 47.52%
19 155,656 134,093 110,894.91 −13.85% 28.76% 42 166,785 168,884 89,508.52 1.26% 46.33%
20 170,284 157,921 153,499.21 −7.26% 9.86% 43 182,584 185,931 106,166.601 1.83% 41.85%
21 149,618 168,976 151,571.47 12.94% −1.31% 44 154,217 154,540 92,414.92 0.21% 40.07%
22 137,285 155,663 146,323.22 13.39% −6.58% 45 179,461 180,016 104,949.328 0.31% 41.52%
23 140,544 170,291 149,685.78 21.17% −6.50%
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Since it is more typical to record fuels and lubricants in liters, fuel consumption is
also calculated in liters per hour for operating vehicles or autonomous engines and can be
expressed in Equation (44) [71].

c f d = qe ·Ne/1000·ρt (44)

where: qe—effective fuel consumption, g . (kW−1·h−1) =
(
3600·103)/(ηe·Hn)

Ne - effective power, kW;
ρt - gasoline density, 0.76 g/cm3 (kg/Litre);
ηe - ICE efficiency = ηi ·ηm;
Hn - gasoline calorific value, kJ/kg;
ηi - ICE efficiency indicator = [(Pi ·L0·R·T)/(Hn·ηv·P)]·α;
ηm - mechanical ICE efficiency = Pe/(Pe + Pm);
Pi - regular indicator pressure, kPa = Pe/ηm;
Pe - regular effective pressure, kPa =

(
Ne·30·τ·103)/(Vh·n);

Pm - pressure of mechanical losses, kPa = am + bm·Wn;
τ - ICE cycle = 4;
Vh - ICE displacement (all cylinders), l.6;
L0 - stoichiometric amount of gasoline -air mixture, 0.5119 kmol/kg;
n - ICE rotation speed, rpm (nmin = 800 rpm);
R - universal gas constant, = 8.31 J/(mol · K);
T - air temperature, 0.346 K;
ηv - ICE cylinder fill ratio = Bη ·N1 + Cη ;
Bη - empirical coefficients depending on ICE type approximate to 0.17;
P - air pressure, kPa;
α - excess air ratio = Aα·N2

1 + Bα·N1 + Cα;
N1 - power utilization percentage, % = (Ne·100)/Ne max ;
Aα, Bα, Cα empirical coefficients depending on ICE type, gasoline ICE are −1.1−4, 0.012, 0.85,
respectively.
Ne max—maximum effective ICE power, kW;
Wn - average piston speed, m/s = (30·Sn)/n;
am, bm - mechanical loss factors in the engine;
Sn - cylinder height (distance from TDC to BDC), m;

The equation for calculating the hourly fuel consumption in liters per hour is obtained
via substitution in Equation (45) [68]:

c f d =
0.12·P·Vn·n
L0·R·T·τ·ρt

· Bη +
102·An ·Ne

Ne max

Cα +
102·Bα ·Ne

Ne max
+ 104·Aα ·N2

e
Ne max

= 0.00185·Vh·P
T
·n = 0808 Lh−1. (45)

Figure 21. The TEG-ICE integration laboratory and observe 45 gaskets through 23 weeks.
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Figure 22 illustrates the fuel consumption reflected on generated electricity power
(W) and shown in Figure 23, which if reduced as appeared after 5 working weeks, the
experiment stops and unfixes the gasket and records the cracks’ position and intensity by
filming and installing the thermal conductivity strips in another path far away from the
direction of the cracks. Therefore, an increase in power is observed until week #9, which
is observed as a steady-state behavior to week #20, then reduced again to week #23. The
experiment again stops and analyzes all filming shots to discover the cracks’ behavior.

Figure 22. The daily fuel consumption for TEG-ICE is affected by the cracks’ prediction and rein-
stalling the thermal conductors in places far away from cracked positions.

Figure 23. The generated electrical power for the diesel and thermoelectric generators through the
digital twin simulator through 6241 working hours.

5. Conclusions

The main objective of the paper is to track the heat transfer, which is due to the
difference in temperature between the hot and cold gaskets via the thermal conductors
representing the TEG legs, which must be installed in a safe path on the gasket surface
without any obstacles preventing heat transfer (e.g., cracks). The main obstacle is the
failure of some positions and their precise intensity, as illustrated in Figures 5–8 on the
gasket texture, to install the thermal conductors far away from these positions. When the
installation of electro thermal conductors began to measure the amount of heat transfer and
generated an output of power during a long working time extended to more than 6241 h.
All equations are formulated to serve these two objectives through the digital simulator
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twin which tests the efficiency of hybridization of TEG and another ICE generator which is
illustrated in Figure 18. The behavior of heat transferred is illustrated in Figure 20a,b, and
the prediction efficiency developed in the laboratory as illustrated in Figure 21 by tracking
and testing 45 gaskets over 23 weeks (3360 hr.) and training the NN to extract data from the
STTF images to enhance the ACO and cuckoo search techniques in predicting the cracks’
breeding locations, which gives the model an advantage for working and extracting power
for more than 6241 continuous hours. The cracks’ diffusion is proportional to the failure
of thermal conductors’ terminals fixed on the gaskets’ slots and formed from the same
alloyed material in strip shape and affects the electrically generated power and the transfer
efficiency η as illustrated in Figure 22. Identifying the safe track to install the thermal
conductor strips on the gasket surface increases the continuous working hours of generating
electricity from 5184 to tm: 6241 h (20.39%). Table 6 shows the average deviation from
the actual observation values along tm: 6241 working hours via the proposed predicting
method and the three others based on the same data extracted from filming the cracks’
growth [70–74]. The efficiency of prediction for cracks’ positions and their intensity is
positively reflected on fuel consumption cost because of the reliance of the vehicle on
electricity generated, where Table 5 shows the superiority of STTF-NN-ACO over STTF-CS
and Mat-ACO algorithms by 19.43% and 18.95% respectively. However, the interference of
extracting the data using the neural network empowers the prediction training to precisely
determine the best path for installing the thermal conductivity strips.

Table 6. The average deviation from the actual observation values along tm: 6241 working hours.

Working
Hr.

Optimization
Prediction

Algorithms

Generated
Power Per

Hour

number of
Terminals’

Cracks

Fuel
Consumed
Per Week

Working
Weeks

Cσ : Costs
Per Week

Equation
(4) Output

Cracks’
Position

Deviation

Cracks’
Intensity

mm2
η

Native TEG 132 KW 216 160 Liter 23 weeks 1.026 × 103 ——- ——- 9 77%
Controlling the significant

parameters 148 KW 142 112 Liter 31 weeks 0.826 × 103 Along 23
weeks ——- 6 81%

Optimization Improve ≥ +12.15% −1.33% −1.83% +2.52% −2.09% ——- ±1.32% −3.11% +2.21%

24–3360
STTF-ACO-NN 96.72% 0.42% 1.03% 1.06% 1.04% 1.0 0.16% 0.16% 99.84%

Mat-ACO 88.40% 0.90% 2.50% 2.20% 2.30% 1.5 0.96% 2.43% 98.30%

3361–5184
STTF-ACO-NN 97.50% 0.45% 1.06% 1.09% 1.07% 1.6 0.17% 0.17% 99.83%

Mat-ACO 89.25% 1.00% 2.50% 1.20% 2.40% 2.1 0.92% 2.34% 98.37%

5185–6241
STTF-ACO-NN 99.06% 0.48% 1.09% 1.12% 1.10% 2.5 0.18% 0.18% 99.82%

Mat-ACO 91.29% 1.10% 3.50% 1.20% 2.40% 1.6 0.92% 2.34% 98.37%
The Results 165.982 95.14 92.544 35.989 0.808 × 103 ±1.32% 4 87.81%

The proposed model inputs fed by STTF with a minimum deviation compared to the
power during the actual working conditions are illustrated in Figure 23, which emphasizes
that the thermal conductor’s efficiency continues for more than 37 weeks, thanks to the
support of TEG for ICE generator.

The authors’ work in the future is to replace the generator legs with tubes that have
engine oil-based nano-fluids absorbed from the engine base, which contains a variety of
nanomaterials using a partial model to inspect the thermal aspect of a Brinkman-type nano-
fluid composed of molybdenum disulfide (MOS2) and graphene oxide (GO) nanoparticles.
These particles are flowing on an oscillating infinite inclined plate and to classify the
asymmetrical fluid even when the magnetism, slip boundary conditions, and engine oil
sensitive to the Newtonian heating effect were considered. Additionally, future work will
test the YbAl3 (Density: ρ = 5.68 Mg·m−3) to study the generated power and its ability of
service the electrical stations and to charge the EVs.
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Abstract: Global greenhouse gas emissions must be reduced to achieve net-zero carbon emissions.
One of the solutions for the reduction of greenhouse gas emissions is the adoption and transition from
conventional vehicles to electrical vehicles (EVs). Previously, most research on EVs have been from a
consumer adoption perspective, few of them are from industry transition and consumer adoption
perspectives simultaneously. This also highlights the importance of SDG 12 (responsible for con-
sumption and production). Additionally, the analyses were mostly obtained using one methodology
and demonstrated only by weighting without relationships among factors. To consider the problem
of adoption and transition, a systematic method should be developed. Therefore, this study intends
to identify, prioritize, and display the relationship between EV adoption barriers from an automotive
industry perspective using an analytic network process (ANP) and the decision-making trial and
evaluation laboratory (DEMATEL) method. The research results show two contributions: First, the
identified and prioritized barriers that automakers encounter in EV transition also explored the inter-
relationships among these barriers. Second, a model comparison of two multicriteria decision-making
approaches was conducted to prioritize and identify the interlinkages among EV uptake barriers.

Keywords: electrical vehicle transition; multi-criteria decision making; ANP; DEMATEL; SDG 12

1. Introduction

Climate change caused by migration, which is widely acknowledged by scientists,
is driven by an increased level of greenhouse gases (GHGs). According to the Paris
Agreement [1], many governments from different countries have set a target to achieve
net-zero by 2050 [2]. Net-zero considers total emissions, permitting the elimination of any
inevitable emissions, such as those from transportation or industry.

To achieve net-zero emissions [3], GHG emissions must be reduced rapidly and
significantly, and removal must be scaled up [4]. The transportation sector contributes over
16.2% to worldwide GHG emissions, and this percentage is likely to rise in the future [5].
Despite breakthroughs in biofuels and electricity, transportation has generally been based
on oil fuels, which accounted for more than 90% of the transport sector’s power needs
in 2020 [6].

Williams et al. [7] suggested the electrification of transportation required to meet an
80% reduction target. Additionally, an adaptation from internal combustion engine (ICE)
vehicles to higher levels of sustainable transportation could be a major contributor towards
decreasing global GHG emissions [8]. Electric vehicles (EVs) are emerging as an impor-
tant substitute solution with conventional vehicles for transportability, contributing to the
largest share of transportation emissions [8]. If efficiently and consistently implemented,
electric vehicle usage will lead to significant decarbonization, and lead to improved envi-
ronmental quality as a result, particularly if EVs are combined with a low-carbon electricity
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generation system [9]. Furthermore, EVs also provide several advantages besides decar-
bonization, such as no tailpipe emissions, thereby preventing air pollution and exposure to
volatile organic compounds, nitrogen oxides, and carbon monoxide in residential areas [10].

Many countries are currently working to lower emissions from the transportation sec-
tor. In 2019, governments worldwide expended approximately USD 14 billion to promote
the sales of electric vehicles, up 25% from the previous year, potentially resulting in greater
incentives in Europe. However, over the last five years, the share of government subsidies
in total spending on electric cars has declined, demonstrating that EVs are becoming more
appealing to customers [3].

The desire for environmentally friendly vehicles to run on alternate fuels is increasing
significantly. As a result, the automobile industry is rapidly transitioning to something that
is more environmentally sustainable, and the world’s main automobile makers, as well as
many countries, are attempting to gain a competitive advantage in electric vehicles and
innovative technology [11]. The increased sales trends for EVs in the foreseeable future are
possible. In the first quarter of 2021, worldwide EV sales rose by approximately 140 percent
compared to the same period in 2020, owing to the sales of around 500,000 cars in China
and around 450,000 in Europe. From a lower foundation, sales in the United States more
than doubled in the first quarter of 2020 [3].

Despite their potential usefulness, considerable obstacles or barriers to widespread EV
diffusion technology remain, and EVs now represent only a small percentage of all vehicles.
Various barriers, causes, and difficulties related to diffusion of electric vehicles have been
identified and reported in previous studies [12–14]. She et al. [15] classified the barriers into
three categories: economic, efficiency, and facilities scoping in China. A recent study [16,17]
divided these barriers into five categories using the analytic hierarchy process (AHP).

EV transition is a significant global issue. Several industrial sectors should be carefully
studied and supported to achieve EV transition. However, in earlier EV transition-related
studies, only the consumer perspective was widely studied. In the case of successful EV
transition, apart from focusing on consumer desire, the automotive industry perspective is
also pivotal to the study. In previous research that focused on barriers to EV transition, the
indicated and prioritized results were computed using only one methodology. Moreover,
these outputs only display barrier categories and the weight of each barrier, but do not
display a relationship between the barriers. However, the linkage between barriers or their
influence on each other is necessary in real-world implementation, which existing research
rarely identifies. This highlights the research goal of systematically evaluating the barriers
to EV transition, not only from the perspective of consumers, but also EV companies. This
paper is organized as follows:

(1) Identification of critical barriers that have the ability to influence electric vehicle
transition from an automotive industry perspective.

(2) Analysis and prioritization of the barriers due to their particular effect on EV transition
using the analytic network process (ANP) and decision-making trial and evaluation
laboratory (DEMATEL) methodology.

(3) Analysis of the linkage between each barrier of EV transition.

The remainder of this paper is organized as follows: A literature review is presented
in Section 2, Section 3 describes multi-criteria decision making (MCDM) solutions for the
barriers to EV transition, and Section 4 provides the results. Finally, the conclusions and
opportunities for future studies are presented in Section 5.

2. Materials and Methods

Despite progress so far, EV transition still has a long way to go before it reaches a large
scale, which is dependent on the transformation of energies, technologies, and customer
behaviors. According to the literature review, these include technologies regarding electric
vehicles, energy transformation of electricity, and electric vehicle barriers.
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2.1. Technology regarding Electric Vehicles (EVs)

Internal combustion engines (ICEs) in conventional cars (CVs) burn fossil fuels, operate
ineffectively, and produce a large quantity of greenhouse gases. Alternative fuel vehicles
(AFVs), including electric cars, fuel cell vehicles, and biofuel vehicles, are designed to
run on at least one alternative to petroleum and diesel. Currently, there are three types of
electric vehicles: battery electric vehicles (BEVs), plug-in hybrid electric vehicles (PHEVs),
and hybrid electric vehicles (HEVs). Table 1 lists the categories of EVs. The driving range,
charging duration, refueling costs, and engineering and design of each vehicle type varies
significantly. In all countries, BEV models have been presented in most vehicle categories,
and PHEVs have leaned towards larger vehicle segments. In all markets, sports utility
vehicle (SUV) types contribute to half of the EVs models available [3].

Table 1. Electric vehicle category.

Vehicle Type Engine Description Advantages Disadvantages

Conventional Internal combustion engine. Relatively high-power motor and
fast acceleration, starts quickly.

Emissions are generally high
compared to external
combustion engine.

Hybrid electric vehicles
(HEVs)

Separated electric motor with
internal combustion engine.

Compared to similarly
conventional vehicles, has better
fuel saving, cheaper operating
costs, and lower pollutants.

Higher purchasing cost and
complex hybrid technology.

Plug-in hybrid electric
vehicles (PHEVs)

Powerful rechargeable battery,
smaller internal combustion
engine, and bigger electric
motor.

Compared to HEVs and
conventional vehicles, has better
fuel efficiency, cheaper operating
costs, and reduced pollutants.
Also provides fuel source
adaptability.

Not easy to maintain.

Battery electric vehicles
(BEVs)

Chargeable battery packs
which can be plugged into an
electrical socket.

No liquid resources and
pollutants. Compared to HEVs
and conventional vehicles, it is
less expensive to operate.

Battery waste generates
environmental problems.

EVs rely on electricity for part- or all of their propulsion, and they come in a variety
of forms [12]. On the other hand, in hybrid electric vehicles (HEVs), a battery and an
electric engine are added to a vehicle with an internal combustion engine (ICEs) to achieve
better fuel efficiency than comparable-sized vehicles. Hybrid electric vehicles (HEVs) such
as the Toyota Prius, Honda Insight, and Honda Civic Hybrid, have been commercially
successful [18]. Plug-in hybrid electric vehicles (PHEVs) have a more efficient and bigger
battery capable of energizing the car for approximately 20 to 60 miles, compared to HEVs.
PHEVs reduce the size of the internal combustion engine to be smaller than that of HEVs.
Moreover, the batteries of PEVs are rechargeable, and they can be fully charged by plugging
into an external power source. PHEVs have superior fuel economy over EVs, but they
also have the option of using conventional fuels for prolonged journeys [12]. Another
alternative for EVs is battery electric vehicles (BEVs), which have been actively promoted
because of their ability to lower local CO2 and other hazardous air pollutants, while also
reducing automobile noise. BEVs can significantly reduce emissions during operation,
despite having higher emissions during manufacturing than ICEVs. BEVs are completely
powered by a rechargeable electric battery and typically have larger batteries than PHEVs.
They can reach up to 100 miles on a single charge [19].

2.2. Energy Transformation for Electricity

Gasoline price is a noticeable factor in EV adoption. Van Bree et al. [20] discovered
that rising gas prices influence customers. Gallagher et al. [21] revealed that customers
generally decide to purchase EVs because of higher fuel prices and government subsidies.
Together with pricing, non-economic considerations, particularly those related to the en-
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vironment and energy, can affect customers’ alternatives to EVs. Moreover, according to
Kahn [22], environmentalists are more likely to buy EVs than those who are not interested
in environmental protection. Additionally, the study also identified that social prefer-
ences for environmental protection and energy policies were significant considerations in
EV adoption [21].

During 2007–2008, gasoline price increases were caused by crude oil price rises and
refining deficiency. An increased EV market share would immediately reduce fuel consump-
tion, lessen petroleum refining shortages, and likely lower prices. Furthermore, consumers
perceive that fuel prices will continue to increase in the years ahead. According to a survey,
as fuel prices increase, more people believe that EVs have become a good investment [23].

Issues regarding rising GHG emissions and oil security have driven policymakers
worldwide to prioritize low-carbon development and innovation for zero-carbon trans-
portation. The prediction for increasing GHG emissions in the next 20 years is up to 45%,
and this concern has compelled many states in the United States to accept regulations
requiring a net-zero standard [24]. According to the IEA [3], the automotive sector accounts
for 16.2% of global energy consumption and 25% of CO2 emissions from energy-related
sectors. If present trends persist, the worldwide transportation demand for energy and
CO2 emissions from energy is forecasted to double by 2050.

There is an issue that the electricity used to power electric vehicle is not completely
clean since it mainly made from fossil fuels like coal and gas. Egbue [12] found that even
electricity for EVs is not entirely carbon-free, but compared to conventional vehicles such
as diesel or gasoline vehicles, EVs emit less than 50% GHG. Hassan [25] also illustrated
that EVs that are fully powered by coal-refined electricity produce less than 25% GHG per
mile compared to conventional vehicles.

2.3. EV Adoption Barriers

An obvious barrier is the high purchase price of EVs when considering conventional
ICE vehicle prices. Additionally, from a consumer perspective, the total cost of ownership
is also included in making purchase decisions, although when considering the total life
cycle, EVs are less expensive than conventional vehicles. In addition, technical barriers are
also a main factor that indicate the expansion of the EV market in the future. For example,
battery performance is one of the most important factors, since electric vehicles are mostly
powered by batteries, and consumers are concerned about the exact driving distance of
EVs [26]. Charging time is also mentioned as a barrier to EV transition because users
desire the shortest charging duration for daily travel [23]. Another major type of barrier are
social barriers such as public perception and environmental awareness. The next barrier
is infrastructure, which is resultant of several issues, including charging networks and
battery recycling systems, both of which require collaboration between the private and
government sectors to overcome obstacles. Finally, policy barriers have been mentioned in
several previous studies.

Several previous studies have identified barriers. Haddadian et al. [27] categorized
the barriers to worldwide EV adoption into four essential categories: EV technology; fi-
nancial, social, and customer perception; and innovative business models. For the EV
technology barrier, there are two sub-barriers: battery technology that involves high battery
cost, driving range, and battery safety, and the charging station, which is an important
barrier to widening EV adoption. Financial barriers focus on total cost of ownership (TCO)
and financial mechanisms. Finally, innovative business models that attempt to identify
perceived challenging aspects of EV holders could provide a creative approach to create
and capture EV values, facilitating an easier transition to wider EV adoption. She [15] clas-
sified and examined China’s [17] economic barriers that consist of rising purchase values,
higher initial cost of batteries, a lack of understanding of fuel prices, and maintenance
expenses. Similarly, efficiency barriers include vehicle trustworthiness, driving distance,
battery recharging duration, and EV power. Facility barriers include lack of infrastructure
in public locations, places of business, residences, and motorways. In order to accelerate the
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EV transition, the optimal planning of electric vehicle charging station is conducted [28–31].
Adhikari et al. [16] studied the EV transition limitation using the analytic hierarchy process
(AHP). The identified barriers were separated into five categories: economic, social, policy,
infrastructure, and technical. Their survey revealed expert opinions. For the barrier cate-
gory, the top-ranked barrier was insufficient infrastructure, followed by policy, economic,
and technical barriers. The social barrier is the least concerning among the five in the list.
Moreover, the study reveals that insufficient goal setting and long-term planning from
the government, charging station shortage, and EVs’ higher purchase price were identi-
fied as the three highest barriers to the adoption of EVs. Tarei et al. [14] mainly studied
the relationship between EV barriers with one another. They also focused on the bonds
between automakers and the government for strategic planning. Their methodology inte-
grates two MCDM tools, which are the BWM best–worst method (BWM) and interpretive
structural modeling (ISM). This study has five barrier categories: technical, infrastructure,
financial, behavioral, and external barriers. The results showed that infrastructure barriers
were highlighted as the highest based on expert evaluation, followed by financial and
behavioral barriers.

3. Research Method

This study proposes two multicriteria decision methodologies to identify and priori-
tize the barriers to electric vehicle transition, as illustrated in Figure 1. The first step was
a literature review that was a comprehensive review of previously published research,
articles, and government publications. This process can reveal multiple aspects, difficulties,
and inadequacies with regard to EVs. Moreover, national transportation policy and strategy,
market trend, geography, economic status, and renewable energy resource readiness might
be appropriate variables for EV barrier identification and categorization. The ANP and DE-
MATEL methodologies were selected because considering the nature of the problem in the
real world, each barrier definitely has an influence on each other. The ANP methodology
constructs a problem as a network model that is suitable for problems, and the DEMATEL
methodology identifies influences through the analysis of elements in cause-and-effect
relations. It has the advantages of not depending on a large data sample and simplifying
the correlation analysis of factors. However, the classical DEMATEL ignores the vague-
ness and uncertainties of human judgement which widely exist in the real world. ANP
considers the interdependencies and feedback among factors. Both selected methods use
pairwise comparison to measure the weights of the components, which is reasonable for
result comparisons.

3.1. Criterial Selection

The adoption of electric vehicles is limited by various real and perceived barriers.
These barriers were revealed after a comprehensive literature review that included an
investigation of relevant online articles, as well as previous research papers. An exhaustive
literature search was carried out using keywords such as electric vehicles and barriers. The
literature review was conducted using online search tools such as Google Scholar and the
Science Direct website. Table 2 lists these barriers and their associated classes.
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Figure 1. Research flowchart.

Table 2. Barriers of EV transition.

Barriers Sub Barriers Index References

Financial
High manufacturing cost F1 [14,26]
High selling price F2 [32,33]

Infrastructure
Shortage of charging station I1 [34,35]
Lack of battery recycling system I2 [9,26,36]
Shortage of Maintenance shop I3 [37]

Technology EV Performance T1 [14,38,39]
Battery capacity and lifespan T2 [27,36]

Policy
Government support P1 [40,41]
Impacts of tax and subsidy
policies P2 [42,43]

Renewable energy ecosystem P3 [40,44]

Customer behavior
Customer awareness C1 [16,45]
Range anxiety C2 [46,47]
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As a result, 12 barriers to EV adoption were highlighted. Afterwards, the barriers were
divided into five categories: financial, infrastructural, technological, customer behavior,
and policy.

(1) Financial:

(a) High cost: High initial costs, especially for batteries, are due to the limited
availability of technology and raw material issues that restrict electric vehi-
cle adoption [14,26].

(b) High prices: Conventional vehicles have a cost advantage that makes con-
sumers more hesitant to buy EVs, which are often more expensive [32]. From the
consumer perspective, price plays a major role in car purchase decisions [32,33].

(2) Infrastructure:

(a) Shortage of charging stations: Slow charging is suitable for home and work,
whereas fast charging is best for places such as highways and commercial areas
where cars stop for shorter periods of time. A shortage of charging stations has
been identified as a barrier to consumers purchasing electric vehicles [34,35]

(b) Lack of a battery recycling system: An EV’s battery material consists of chemi-
cal elements such as titanium, nickel, and lithium. Although this increases the
cost-effectiveness of the supply chain, it remains an environmental concern [48].
It is essential to develop biologically degradable batteries and recycling sys-
tems for them; otherwise, they might hold back the long-term sustainability of
electric vehicles [9,26,36].

(c) Shortage of maintenance shop: A service professional should be able to fix,
maintain, and troubleshoot an EV to take appropriate care of it [48]. Current
electric vehicle owners are dissatisfied with the lack of support centers or
workshops for EV repair and maintenance [37].

(3) Technology:

(a) EV performance: At present, PHEVs that operate with ICEs provide driving
distances of approximately 500 km. Most BEVs have a range of less than
250 km per charge. Nevertheless, some of the most recent models provide a
range of up to 400 km. The driving range of a fully charged EV is regarded as
a significant disadvantage in terms of EV adoption worldwide [48]. Charging
duration is also a main cause for purchase consideration. A conventional
vehicle is powered by fuel, which has a short duration for filling the gas tank.
However, EVs remain uncertain as to how long they need to recharge the
battery in case of a long journey.

(b) Battery capacity and lifespan: Electric automobiles are typically constructed
by substituting the fuel tank of a normal vehicle with batteries and chargers.
Because EV batteries are built to last for a long period of time, they will
eventually wear out at a specific time. Most suppliers currently provide an
8-year or 100,000-mile warranty [48]. Limited battery life requires frequent
replacement, which is a major burden for EV users [27,36].

(4) Customer behavior:

(a) Customer awareness: Consumer awareness is essential to bringing new cus-
tomers and maintaining current ones. Despite the expanding range of electric
vehicles on the market, the choice of buying an electric car remains limited
and is estimated to remain so in the future. As a result, automobile companies
should be aware of the power of consumer offerings through marketing, social
networks, or any other channels. Potential users’ awareness of the benefits of
EVs such as financial incentives, infrastructure availability, and potential fuel-
related savings are likely to be essential factors affecting their uptake [16,45].

(b) Range anxiety: Consumers’ range anxiety is important in making decisions
about charging station placement, and they are influenced by driving range
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when they have to decide how much they are willing to drive to reach another
charging station [46,47]. The driver needs to carefully organize their journey
and may not be able to drive long distances.

(5) Policy:

(a) Government support: Government policy, city planning, and power utilities
play a major role in the EV charging infrastructure and consumer awareness of
the environment [40].

(b) Impact of tax and subsidy policies: Vehicle taxes and purchase subsidies are
frequently used to provide incentives for the adoption of EVs. Compared to
the consumer side, governmental tax and subsidy policies for manufacturers
have a better effect on EV diffusion [42].

(c) Renewable energy ecosystem: However, current renewable energies are in-
sufficient for electricity demand. Government strategy is an essential part of
supporting renewable energy ecosystems by focusing on some of the most
promising alternatives [40,44].

3.2. ANP

Step 1. Problem structuring and network model construction

According to the ANP procedure, weightings for pairwise comparison completion
were given to each factor via a questionnaire issued to experts to collect opinions related to
the relative importance of different factors. The weights of the criteria and alternatives can
be evaluated from the comparison matrices that were created using a 1–9 scale.

Step 2. Creating pairwise comparison matrices

Pairwise comparison was completed by collecting experts’ opinions through a ques-
tionnaire. Following the gathering of the experts’ assessment results and preferences, we
constructed a comparison matrix of clusters and criteria. Afterward, a review of the con-
sistency ratio (C.R.) of the matrices was required. The pairwise comparison is considered
acceptable when it is less than 0.1 for every comparison matrix. In the case that C.I. > 0.1,
it means that decision-makers and experts have differing viewpoints. It is necessary to alter
their assessments to create a new and consistent comparison matrix [49]. The consistency
ratio (C.R.) is defined as follows:

C.R. =
C.I.
R.I.

where C.I. = λmax−n
n−1 , represents the consistency index and R.I. represents random index.

Table 3 shows the value of R.I.

Table 3. The value of R.I.

1 2 3 4 5 6 7 8 9

R.I. 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45

Step 3. Super-matrix formation and ranking the criteria

Following the completion of the pairwise matrix comparison, a super-matrix was
built using prioritized vectors derived from the previous step for interdependency. A
normalizing process was constructed to build a weighted super-matrix. Then, for the
limited matrix, a raw value of the weighted matrix equal to each column of the super-
matrix using the vectors calculated from the previous step to conduct the super-matrix
columns was made, where each segment of the partitioned matrix denotes a relationship
between two clusters. A considered network is broken down into N clusters, displayed by
C1, C2, . . . , CN and the elements in Ck, 1 ≤ k ≤ N are ek1 , ek2 , . . . , eknk where nk represents
the number of elements in the Ck cluster. These processes were carried out using Super
Decisions, an ANP-developed software tool. The synthesis process determines the overall
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priority of each alternative. The results of each subnetwork are merged to assign the final
priorities of the alternatives, which are then ranked.

3.3. DEMATEL

Step 1. Conduct questionnaire

A questionnaire with previously identified criteria and collaboration with experts
was conducted to complete the direct relation matrix. The respondents were requested
to identify the influence of each criterion on others using nxn pairwise comparisons. The
questionnaire used a numerical score that ranged from 0 to 4. The score representative
sequent is shown as follows: 0, no influence; 1, low influence; 2, medium influence; 3, high
influence; and 4, very high influence.

Step 2. Construct direct relation matrix

Assume that, for this study, there were H experts and n factors for consideration.
All respondents were required to indicate the level at which they thought a factor, say i,
influences another factor j. XK

ij represents pairwise comparisons of the opinion provided
by kth experts about the ith and jth factors which received a score in the previous step.
The score given by the respondent was assigned to the n × n nonnegative response matrix
Xk = [xk

ij] with k = 1, 2, . . . , H. Therefore, for each H expert, the answer matrices were

X1, X2, . . . , XH . Moreover, each component of Xk = [xk
ij] is an integer indicated by XK

ij .

Each Xk = [xk
ij] response was diagonal, while the other elements were defined as zero.

Then, it was possible to calculate n × n average matrix A for all respondent evaluations by
equalizing the given degree by H respondents as follows:

[aij]nxn =
1
H

H

∑
k=1

[xk
ij]nxn

The average direct relation matrix A = [xk
ij]nxn

is also called the initial direct relation.
Matrix A illustrates the factor’s initial direct effects on and obtained from the other factors.
Moreover, an influence map was drawn to visualize the causal effect of each aspect of the
system. Each node in the map represents a system factor, with arrows corresponding to the
interactions between them. As an example, an arrow from C2 to C4 indicates the impact
that C2 has over C4, and the effect strength is 1. Using DEMATEL, an intelligible map of
the system was created from the structural relations among the factors in the system.

Step 3. Normalize the direct relation matrix

The normalized initial direct-relation matrix D = [dij]nxn was acquired by applying
the following formula to normalize the average matrix A:

S = max

{
max

1≤i≤n

n

∑
j=1

aij, max
1≤j≤n

n

∑
i=1

aij

}
, D =

A
S

Consequently, the direct effects of each factor on other factors are represented by the
total of each row j of matrix A, and max

1≤i≤n
∑n

j=1 aij indicates the factor with the largest direct

influence on the other factors. The direct effects received by factor i are represented by
the sum of each column i of matrix A, and max

1≤j≤n
∑n

i=1 aij indicates the factor that is most

influenced by other factors. The larger of the two extreme sums is equal to the positive
scalar s. By dividing each element of A by the scalar s, the matrix D was constructed. Each
dij element in matrix D had a value between 0 and 1.
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Step 4. Total relation matrix calculation using MATLAB

The power of the normalized initial direct relation matrix D is represented by Dm,
which is an m-indirect effect that can be used to illustrate the length effect, or the influence
propagated by m-1 intermediates. Convergent solutions to the matrix inversion are guaran-
teed by a continuous reduction in the indirect effects of problems other than the powers of
matrix D, such as an engrossing Markov chain matrix. The total influence or relationship
can be obtained by summing up D1, D2, D3, . . . , D∞,

lim
m→∞

Dm = [0]nxn, (1)

where [0]nxn is a nxn null matrix.
The total relation matrix Tnxn is accomplished as follows:

∞
∑

m=1
Di = D + D2 + D3 . . . DM

= D
(

I + D + D2 + . . . + DM−1)
= D(I − D)−1(I − D)

(
I + D + D2 + . . . + DM−1)

= D(I − D)−1(I − Dm) = D(I − D)−1

T is total relation matrix ([T]nxn). I is identity matrix.
The total relation matrix’s sum of rows and columns is generated as r and c nx1

vectors.
r = [ri]nx1 = (∑n

j=1 tij)nx1 , c = [cj]1xn = (∑n
i=1 tij)1xn

[ri]nx1 is the sum of the ith row of matrix T and identifies the overall effect, including
indirect and direct, indicated to other factors by factor I. Additionally, the sum of the jth
column of matrix T is [cj]1xn and both the indirect and direct of the total effects obtained
by factor j from other factors can be denoted by [cj]1xn. Furthermore, the total effects,
including those received and given by i-th factor, can be represented by the sum (ri + ci).
Otherwise, the value of (ri + ci) indicates the importance of the i-th factor in the system
(received and given effects in total). Moreover, the net effect that factor i contributes to
the system can be represented by the difference (the relation which is ri − ci). Factor i is
a net causer if (ri − ci) is positive. On the other hand, factor i is a net receiver if (ri − ci)
is negative [50,51].

4. Results and Discussion

4.1. ANP Priority Analysis

The network model was built by considering the relationship between the real world
and existing research. After the criteria selection was complete, Super Decision software
was used to execute the pairwise comparison process. Table 4 presents the unweighted
super-matrix of this study. Then the weighted super-matrix and limited super-matrix show
as Tables A1 and A2 in Appendix B, respectively. Table 5 shows the weight of EV barriers.

4.2. DEMATEL Priority Analysis

Through the literature review, 12 criteria for EV barriers were identified. A 12 × 12
pairwise comparison questionnaire was administered to analyze the interrelationships
among criteria. After collecting all questionnaires from the experts, the relationships
between the criteria were assessed using a 0–4 scale. An average direct relation matrix
was constructed, as shown in Tables A3–A5 in Appendix B. For this step, the matrix was
computed by using MATLAB software.
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Table 4. Unweighted super-matrix.

Barrier Sub-Barrier
Financial Infrastructure Technology

Customer
Behavior

Policy

F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

Financial
F1 0.000 1.000 0.857 0.000 0.875 0.857 0.857 0.833 0.000 0.857 0.857 0.000

F2 1.000 0.000 0.143 1.000 0.125 0.143 0.143 0.167 0.000 0.143 0.143 0.000

Infrastructure

I1 0.571 0.000 0.000 1.000 0.000 0.000 1.000 0.750 0.750 1.000 0.000 0.000

I2 0.143 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

I3 0.286 0.000 0.000 0.000 0.000 0.000 0.000 0.250 0.250 0.000 0.000 0.000

Technology
T1 0.111 0.000 0.000 0.000 0.000 0.111 1.000 0.111 0.111 0.000 0.111 0.000

T2 0.889 0.000 1.000 0.000 0.000 0.889 0.000 0.889 0.889 0.000 0.889 0.000

Customer behavior
C1 0.000 1.000 0.889 0.000 0.889 0.000 0.000 0.000 1.000 1.000 0.000 1.000

C2 0.000 0.000 0.111 0.000 0.111 1.000 0.000 1.000 0.000 0.000 0.000 0.000

Policy

P1 0.667 0.667 0.667 0.000 0.000 0.667 0.667 0.588 0.000 0.000 1.000 0.000

P2 0.333 0.333 0.333 0.000 0.000 0.333 0.333 0.323 0.000 1.000 0.000 0.000

P3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.089 0.000 0.000 0.000 0.000

Table 5. Weights of EV barriers.

Barrier Weight Sub-Barrier
Normalized
by Cluster

Limiting Rank

Financial 0.194
High cost (F1) 0.762 0.148 3

High price (F2) 0.238 0.046 7

Infrastructure 0.072

Shortage of charging stations (I1) 0.898 0.065 6

Lack of battery recycling system (I2) 0.030 0.002 11

Shortage of maintenance shops (I3) 0.072 0.005 10

Technology 0.365
EV performance (T1) 0.356 0.130 5

Battery capacity and lifespan (T2) 0.644 0.235 1

Customer
behavior

0.049
Customer awareness (C1) 0.728 0.036 8

Range anxiety (C2) 0.272 0.013 9

Policy 0.319

Government support (P1) 0.548 0.175 2

Impacts of tax and subsidy policies (P2) 0.449 0.143 4

Renewable energy ecosystem (P3) 0.003 0.001 12

Using the matrix results, the final result of DEMATEL analysis using MATLAB soft-
ware was calculated. The mean value for all criteria was computed as the threshold value,
which was 0.4116. The value of D + R and D − R are calculated and illustrated in Table 6
and Figure 2. The D + R stands for the degree of central role that the factor plays in the
system. Similarly, the vertical axis vector called “Relation” shows the net effect that the
factor contributes to the system. In addition, the D + R and D − R could be identified
as cause factors of perceived benefits, effect factors of perceived benefits, cause factors of
perceive risks, and effect factors of perceived risks. In addition, a threshold value is set in
many studies to filter out negligible effects. That is, only the elements of the matrix whose
influence levels are greater than the value of are selected and converted. If the threshold
value is too low, too many factors are included and the IRM is too complex to comprehend.
In contrast, some important factors may be excluded if the threshold value is too high. In
the literature, the threshold value is usually determined by experts through discussions.
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Table 6. Final results of DEMATEL analysis.

No. Criteria D R D−R D+R

1 High cost (F1) 5.438 5.185 0.252 10.623

2 High price (F2) 5.049 5.433 −0.384 10.482

3 Shortage of charging stations (I1) 5.131 4.891 0.240 10.021

4 Lack of battery recycling system (I2) 3.597 4.333 −0.736 7.930

5 Shortage of maintenance shops (I3) 4.128 4.337 −0.209 8.466

6 EV performance (T1) 5.236 4.827 0.409 10.063

7 Battery capacity and lifespan (T2) 5.938 5.007 0.930 10.945

8 Customer awareness (C1) 4.880 5.713 −0.833 10.593

9 Range anxiety (C2) 5.064 4.377 0.687 9.440

10 Government support (P1) 5.685 5.241 0.445 10.926

11 Impacts of tax and subsidy policies (P2) 5.500 5.419 0.081 10.919

12 Renewable energy ecosystem (P3) 3.624 4.506 −0.882 8.130

 

Figure 2. The casual diagram.

4.3. Result Analysis

From the 12 selected barriers to EV transition, this study compared the application of Ctwo
different multicriteria decision methodologies for the analysis. Table 7 displays the summary
results of the weighting of EV transition barriers using the ANP and DEMATEL methods.

The results illustrate that “battery capacity and lifespan” from the EV technology
category is the most important barrier to EV transition from both methodologies, which
implies that the largest obstacle to EV adoption for the automotive sector is battery tech-
nology development. Next, the second most important barrier from ANP and DEMATEL
methodology is “government support” from the policy category which includes long-term
policy, city planning, power utilities etc.
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Table 7. Result comparison.

Rank ANP DEMATEL

1 Battery capacity and lifespan Battery capacity and lifespan
2 Government support Government support
3 High cost Impacts of tax and subsidy policies
4 Impacts of tax and subsidy policies High cost
5 EV performance Customer awareness
6 Shortage of charging stations High price
7 High price EV performance
8 Customer awareness Shortage of charging stations
9 Range anxiety Range anxiety

10 Shortage of maintenance shops Shortage of maintenance shops
11 Lack of battery recycling system Renewable energy ecosystem
12 Renewable energy ecosystem Lack of battery recycling system

When the sequence between the fifth place and the eighth place of the summary result
is compared, it can be seen that the importance sequence of each barrier slightly fluctuates
between “EV performance”, “shortage of charging stations”, “high price”, and “customer
awareness”. Table 7 shows that “lack of battery recycling system”, “renewable energy
ecosystem”, and “shortage of maintenance shops” are the final important barriers to EV
transition. However, the priority of the last two barriers, “lack of battery recycling system”
and “renewable energy ecosystem” are swapped because of the different stages of the
utilized methods.

4.4. Summary of the Results

The result comparison of the two multicriteria decision-making (MCDM) methods
were applied in this study. The summarized outputs are presented. Among the 5 barrier
categories and 12 sub-barriers analyzed, the EV technology barrier category was prioritized,
after first referring to the opinions and analyses of participating experts. Within the major
category, battery capacity and lifespan play a pivotal role among the sub-barriers, and not
only has the highest weighting but also the highest influence on other barriers according to
the DEMATEL result.

Notably, the policy barrier category was the second-highest-ranked barrier in this
study. Within the policy category, the government support barrier had the highest weight-
ing and second most important rank among all sub-barriers. This output strengthens the
research findings, which highlight that government reinforcement is a critical determi-
nant of consumers’ adoption of EVs. Additionally, a study in China also emphasizes the
government’s role in various aspects that support the achievement of EVs, such as R&D
investment, EV demonstration programs, and electric vehicle promotion strategies [52].
Moreover, another sub-barrier listed in the policy category and ranked in the top four of
the overall result is the impact of tax and subsidy policy barriers. This sub-barrier has
been mentioned and investigated in several previous studies. For example, research in
Europe [42] concluded that tax and subsidy impacts at various points include increasing
EV sales by reducing total ownership costs and increasing environmental benefits by imple-
menting a green tax. Another study [53] also highlighted the importance of subsidy policy
on EV adoption; the subsidy policy from the public sector increases EV cost compatibility
with ICE vehicles.

From a manufacturer’s perspective, a shortage of charging stations is not very im-
portant. It is completely different from the consumer perspective in that the shortage of
charging stations is the main concern of potential EV purchasers. In addition, this study
surveyed most data in Thailand. When compared with related topics in Taiwan [54], the
direction of EV policy is considerably influenced by the leading manufacturer, which dif-
fers from the results of this study, indicating the importance of policy over the enterprise.
Moreover, the results from the two different methods were similar owing to the consistent
estimation of experts. It is worth mentioning, although in this study, only the emission
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values of the vehicles at the time of use were considered. However, the effect of these
vehicles on GHG during the production phase should also be investigated.

5. Conclusions

The near-term future of EV sales is high. In the first quarter of 2021, global electric car
sales rose by approximately 140% compared to the same period in 2020 [3]. To summarize,
as mentioned in the previous section, previous studies were considered and analyzed to
identify barriers to EV transition. After identifying barriers related to EV diffusion, the
ANP and DEMATEL methodologies were applied.

The first research output was a list of 12 barriers to EV transition under five categories
identified from a comprehensive review, including financial, infrastructure, technology,
customer behavior, and policy. The second output research was the prioritized result
from the analytic network process (ANP) and the decision-making trial and evaluation
laboratory (DEMATEL) technique performed concurrently. The highest weighted barrier
was battery capacity and lifespan, followed by government support, the impacts of tax and
subsidy policies, and high costs. Moreover, the outcome from the DEMATEL methodology
showed that high weighing barriers such as the battery capacity, lifespan, and government
support barriers have influence on other barriers such as high price barriers, customer
awareness barriers, and lack of battery recycling systems.

Managerial implications for the EV industry: This study’s findings emphasize the
urgent barrier to electric vehicle transition for the automotive sector and improve the
understanding of private and public sector corporations. Battery capacity and lifespan
require major concentration and enhancement from manufacturers, which greatly influence
electric vehicle performance, range anxiety, and awareness of EV customers. Moreover,
government support plays a key role. The scarcity of sales offices and charging time are
both also barriers. Policy makers need to pay attention to EVs supporting regulations
such as driving up the number of public charging stations, decreasing electricity fees,
and encouraging renewable energy enterprises. Eventually, the successful adoption of
electric vehicles will result in lower consumption of fossil fuels, natural resource usage
optimization, and sustainability.

The main contributions of this study are as follows: First, the research identified and
prioritized the barriers that manufacturers confront in making the transition to electric
vehicles, as well as the interrelationships between these barriers. Second, this study
proposed a comparison model of two multi criteria decision methodologies for prioritizing
and identifying the interrelation of the EV adoption barrier, which potentially provides
more robust results than applying only one multi criteria decision methodology.

A limitation of this study is that the methodology input greatly depends on the
judgement and estimation of experts. However, the number of respondents was limited
because of the high level of experience required by the respondents.

In future research, other barriers against EV transition that may spring up in the years
ahead could be analyzed. To define such challenges consistently, regular and continu-
ous literature reviews and interrelations with consumers, automakers, specialists, and
policymakers are necessary. This study can be applied to EV barrier analysis. Therefore,
model applicability should be reviewed before it can be used in a specific context. Different
MCDM tool combinations can be used to examine the robustness of the study findings.
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Appendix A. Survey

Instruction: Please rate each question in the horizontal row based on your experience
using the following scale

Importance

Scale
Definition of Importance Scale

1 Equal importance preferred

2 Equal to moderate importance preferred

3 Moderate importance preferred

4 Moderate to strong importance preferred

5 Strong importance preferred

6 Strong to very strong importance preferred

7 Very strong importance preferred

8 Very strong to extreme importance preferred

9 Extreme importance preferred

0. With respect to infrastructure, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

0 Customer behavior
√

Financial

With respect to Infrastructure, if you think “Financial” is strongly importance to
electric vehicle transition barrier more than “Customer behavior” then check 5 on the right

1. With respect to finance, which is more important to electric vehicle transition barrier between

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 Customer behavior Financial

2 Customer behavior Infrastructure

3 Customer behavior Policy

4 Customer behavior Technology

5 Financial Infrastructure

6 Financial Policy

7 Financial Technology

8 Infrastructure Policy

9 Infrastructure Technology

10 Policy Technology
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2. With respect to infrastructure, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 Customer behavior Financial

2 Customer behavior Infrastructure

3 Customer behavior Policy

4 Customer behavior Technology

5 Financial Infrastructure

6 Financial Policy

7 Financial Technology

8 Infrastructure Policy

9 Infrastructure Technology

10 Policy Technology

3. With respect to technology, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 Customer behavior Financial

2 Customer behavior Infrastructure

3 Customer behavior Policy

4 Customer behavior Technology

5 Financial Infrastructure

6 Financial Policy

7 Financial Technology

8 Infrastructure Policy

9 Infrastructure Technology

10 Policy Technology

4. With respect to customer behavior, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 Customer behavior Financial

2 Customer behavior Infrastructure

3 Customer behavior Policy

4 Customer behavior Technology

5 Financial Infrastructure

6 Financial Policy

7 Financial Technology

8 Infrastructure Policy

9 Infrastructure Technology

10 Policy Technology
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5. With respect to policy, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 Customer behavior Financial

2 Customer behavior Infrastructure

3 Customer behavior Policy

4 Customer behavior Technology

5 Financial Infrastructure

6 Financial Policy

7 Financial Technology

8 Infrastructure Policy

9 Infrastructure Technology

10 Policy Technology

6. With respect to high cost, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1
Shortage of charging
stations

Lack of
battery
recycling
system

2
Shortage of charging
stations

Shortage of
maintenance
shops

3
Lack of battery
recycling system

Shortage of
maintenance
shops

4 EV performance
Battery
capacity and
life span

5 Government support
Impact of tax
and subsidy

policies

7. With respect to high price, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 Government support
Impact of tax
and subsidy

policies

8. With respect to shortage of charging stations, which is more important to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

2 Customer awareness Range anxiety

3 Government support
Impact of tax
and subsidy

policies
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9. With respect to shortage of maintenance shops, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

2 Customer awareness Range anxiety

10. With respect to EV performance, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

2 EV performance
Battery
capacity and
life span

3 Government support
Impact of tax
and subsidy

policies

11. With respect to battery capacity and life span, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

2 Government support
Impact of tax
and subsidy

policies

12. With respect to customer awareness, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

2 EV performance
Battery
capacity and
life span

3
Shortage of charging
stations

Shortage of
maintenance
shops

4 Government support
Impact of tax
and subsidy

policies

13. With respect to range anxiety, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

2 EV performance
Battery
capacity and
life span

3
Shortage of charging
stations

Shortage of
maintenance
shops
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14. With respect to government support, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

15. With respect to impacts of tax and subsidy policies, which is of more importance to electric vehicle transition barriers between:

No Barrier
More Importance on the Left More Importance on the Right

Barrier
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

1 High cost High price

2 EV performance
Battery
capacity and
life span

Appendix B

Table A1. Weighted super-matrix.

Barrier Sub-Barrier
Financial Infrastructure Technology

Customer
Behavior

Policy

F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

Financial
F1 0.000 0.302 0.135 0.000 0.570 0.164 0.159 0.110 0.000 0.219 0.149 0.000

F2 0.149 0.000 0.023 0.850 0.081 0.027 0.027 0.022 0.000 0.037 0.025 0.000

Infrastructure

I1 0.058 0.000 0.000 0.150 0.000 0.000 0.095 0.045 0.075 0.176 0.000 0.000

I2 0.015 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

I3 0.029 0.000 0.000 0.000 0.000 0.000 0.000 0.015 0.025 0.000 0.000 0.000

Technology
T1 0.050 0.000 0.000 0.000 0.000 0.051 0.445 0.050 0.083 0.000 0.059 0.000

T2 0.400 0.000 0.499 0.000 0.000 0.406 0.000 0.402 0.666 0.000 0.469 0.000

Customer behavior
C1 0.000 0.094 0.075 0.000 0.310 0.000 0.000 0.000 0.151 0.128 0.000 1.000

C2 0.000 0.000 0.009 0.000 0.039 0.072 0.000 0.091 0.000 0.000 0.000 0.000

Policy

P1 0.199 0.402 0.172 0.000 0.000 0.187 0.182 0.155 0.000 0.000 0.299 0.000

P2 0.099 0.201 0.086 0.000 0.000 0.093 0.091 0.085 0.000 0.441 0.000 0.000

P3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.023 0.000 0.000 0.000 0.000

Table A2. Limited super matrix.

Barrier Sub-Barrier
Financial Infrastructure Technology

Customer
Behavior

Policy

F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

Financial
F1 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.148 0.148

F2 0.046 0.046 0.046 0.046 0.046 0.046 0.046 0.046 0.046 0.046 0.046 0.046

Infrastructure
I1 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065

I2 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002

I3 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005

Technology T1 0.130 0.130 0.130 0.130 0.130 0.130 0.130 0.130 0.130 0.130 0.130 0.130

T2 0.235 0.235 0.235 0.235 0.235 0.235 0.235 0.235 0.235 0.235 0.235 0.235
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Table A2. Cont.

Barrier Sub-Barrier
Financial Infrastructure Technology

Customer
Behavior

Policy

F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

Customer behavior
C1 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036

C2 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013 0.013

Policy
P1 0.175 0.175 0.175 0.175 0.175 0.175 0.175 0.175 0.175 0.175 0.175 0.175

P2 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.143 0.143

P3 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001

Table A3. Average direct relation matrix.

Criteria F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

F1 0.000 3.556 2.000 1.444 1.889 2.111 2.667 2.333 1.778 2.111 2.889 1.444

F2 2.000 0.000 1.889 1.222 2.111 2.000 2.333 2.889 1.778 2.556 2.889 1.444

I1 2.222 1.889 0.000 1.000 1.889 1.778 2.778 2.333 2.778 2.111 2.111 1.667

I2 1.667 1.000 1.000 0.000 1.111 1.111 1.222 1.333 0.778 1.444 1.667 1.667

I3 1.778 1.556 1.333 1.333 0.000 1.889 1.667 2.111 1.000 1.444 1.222 1.222

T1 2.444 2.778 2.111 1.444 2.000 0.000 2.667 2.222 2.333 1.556 1.667 1.667

T2 2.778 2.778 2.556 1.889 2.111 3.111 0.000 2.444 2.889 2.111 2.333 1.778

C1 1.556 2.000 2.333 1.111 2.000 2.000 1.778 0.000 2.222 2.556 2.444 1.889

C2 2.222 1.778 2.222 1.222 1.889 2.667 2.333 2.778 0.000 1.556 1.444 1.222

P1 2.444 3.222 2.667 2.444 2.000 1.444 1.444 2.778 1.889 0.000 3.222 3.000

P2 2.222 3.222 2.111 2.444 1.889 1.889 1.556 2.667 1.778 2.889 0.000 2.333

P3 1.667 1.444 0.778 1.667 1.000 1.444 2.000 1.889 0.889 2.000 1.889 0.000

Table A4. Normalized direct relation matrix.

Criteria F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

F1 0.000 0.133 0.075 0.054 0.071 0.079 0.100 0.087 0.066 0.079 0.108 0.054

F2 0.075 0.000 0.071 0.046 0.079 0.075 0.087 0.108 0.066 0.095 0.108 0.054

I1 0.083 0.071 0.000 0.037 0.071 0.066 0.104 0.087 0.104 0.079 0.079 0.062

I2 0.062 0.037 0.037 0.000 0.041 0.041 0.046 0.050 0.029 0.054 0.062 0.062

I3 0.066 0.058 0.050 0.050 0.000 0.071 0.062 0.079 0.037 0.054 0.046 0.046

T1 0.091 0.104 0.079 0.054 0.075 0.000 0.100 0.083 0.087 0.058 0.062 0.062

T2 0.104 0.104 0.095 0.071 0.079 0.116 0.000 0.091 0.108 0.079 0.087 0.066

C1 0.058 0.075 0.087 0.041 0.075 0.075 0.066 0.000 0.083 0.095 0.091 0.071

C2 0.083 0.066 0.083 0.046 0.071 0.100 0.087 0.104 0.000 0.058 0.054 0.046

P1 0.091 0.120 0.100 0.091 0.075 0.054 0.054 0.104 0.071 0.000 0.120 0.112

P2 0.083 0.120 0.079 0.091 0.071 0.071 0.058 0.100 0.066 0.108 0.000 0.087

P3 0.062 0.054 0.029 0.062 0.037 0.054 0.075 0.071 0.033 0.075 0.071 0.000
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Table A5. Total relation matrix.

Criteria F1 F2 I1 I2 I3 T1 T2 C1 C2 P1 P2 P3

F1 0.378 0.539 0.423 0.339 0.400 0.430 0.460 0.505 0.402 0.447 0.494 0.373

F2 0.430 0.401 0.404 0.319 0.392 0.410 0.432 0.503 0.386 0.444 0.476 0.360

I1 0.430 0.457 0.331 0.305 0.378 0.397 0.440 0.477 0.412 0.421 0.442 0.359

I2 0.278 0.281 0.241 0.169 0.234 0.247 0.259 0.294 0.225 0.269 0.289 0.247

I3 0.322 0.343 0.290 0.245 0.230 0.311 0.313 0.364 0.270 0.308 0.316 0.265

T1 0.438 0.487 0.404 0.319 0.383 0.336 0.439 0.474 0.399 0.405 0.429 0.359

T2 0.504 0.548 0.470 0.376 0.435 0.491 0.402 0.543 0.466 0.476 0.507 0.410

C1 0.396 0.446 0.398 0.300 0.370 0.390 0.395 0.382 0.382 0.423 0.439 0.357

C2 0.410 0.431 0.389 0.295 0.361 0.406 0.408 0.468 0.301 0.383 0.399 0.327

P1 0.481 0.549 0.461 0.388 0.421 0.425 0.442 0.542 0.421 0.396 0.527 0.443

P2 0.455 0.528 0.426 0.373 0.400 0.421 0.425 0.516 0.400 0.473 0.399 0.405

P3 0.322 0.344 0.275 0.261 0.268 0.299 0.325 0.360 0.268 0.330 0.342 0.226

References

1. UN the Paris Agreement. Available online: https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement
(accessed on 24 March 2021).

2. IEA. Net Zero by 2050: A Roadmap for the Global Energy Sector—A special report by the International Energy Agency, 2021.
p. 224. Available online: https://unfccc.int/documents/278467?gclid=Cj0KCQjw--2aBhD5ARIsALiRlwBxB9Z-zhGeCtvzTNZiF1
agJSMDofOsA3ktVeguD7fwIR8PbJoJWugaAt_rEALw_wcB (accessed on 24 March 2021).

3. IEA. Global EV Outlook 2021. International Energy Agency. 2021. Available online: https://iea.blob.core.windows.net/assets/
ed5f4484-f556-4110-8c5c-4ede8bcba637/GlobalEVOutlook2021.pdf (accessed on 24 March 2021).

4. Zhongming, Z.; Linong, L.; Wangqiang, Z.; Wei, L. The Emissions Gap Report 2020. 2020. Available online: https:
//www.unep.org/resources/emissions-gap-report-2022?gclid=Cj0KCQjwk5ibBhDqARIsACzmgLRi0T3kw2XdIWBmrRlec4
nI5Lp86Q4oNiDrk87LlZDqJOoWIbvnMysaAmI9EALw_wcB, (accessed on 24 March 2021).

5. Ritchie, H.; Roser, M. CO2 and Greenhouse Gas Emissions. Available online: https://ourworldindata.org/co2-and-other-
greenhouse-gas-emissions (accessed on 24 March 2021).

6. Bouckaert, S.; Pales, A.F.; McGlade, C.; Remme, U.; Wanner, B.; Varro, L.; D’Ambrosio, D.; Spencer, T. Net Zero by 2050: A
Roadmap for the Global Energy Sector. 2021. Available online: https://www.ourenergypolicy.org/resources/net-zero-by-2050-a-
roadmap-for-the-global-energy-sector/, (accessed on 24 March 2021).

7. Williams, J.H.; DeBenedictis, A.; Ghanadan, R.; Mahone, A.; Moore, J.; Morrow, W.R.; Price, S.; Torn, M.S. The Technology Path to
Deep Greenhouse Gas Emissions Cuts by 2050: The Pivotal Role of Electricity. Science 2012, 335, 53–59. [CrossRef] [PubMed]

8. Metais, M.O.; Jouini, O.; Perez, Y.; Berrada, J.; Suomalainen, E. Too much or not enough? Planning electric vehicle charging
infrastructure: A review of modeling options. Renew. Sustain. Energy Rev. 2022, 153, 111719. [CrossRef]

9. Wang, L.; Wang, X.; Yang, W. Optimal design of electric vehicle battery recycling network–From the perspective of electric vehicle
manufacturers. Appl. Energy 2020, 275, 115328. [CrossRef]

10. Hawkins, T.R.; Singh, B.; Majeau-Bettez, G.; Strømman, A.H. Comparative environmental life cycle assessment of conventional
and electric vehicles. J. Ind. Ecol. 2013, 17, 53–64. [CrossRef]

11. Ju, N.; Lee, K.-H.; Kim, S.H. Factors Affecting Consumer Awareness and the Purchase of Eco-Friendly Vehicles: Textual Analysis
of Korean Market. Sustainability 2021, 13, 5566. [CrossRef]

12. Egbue, O.; Long, S. Barriers to widespread adoption of electric vehicles: An analysis of consumer attitudes and perceptions.
Energy Policy 2012, 48, 717–729. [CrossRef]

13. Goel, P.; Sharma, N.; Mathiyazhagan, K.; Vimal, K.E.K. Government is trying but consumers are not buying: A barrier analysis
for electric vehicle sales in India. Sustain. Prod. Consum. 2021, 28, 71–90. [CrossRef]

14. Tarei, P.K.; Chand, P.; Gupta, H. Barriers to the adoption of electric vehicles: Evidence from India. J. Clean. Prod. 2021, 291, 125847.
[CrossRef]

15. She, Z.-Y.; Sun, Q.; Ma, J.-J.; Xie, B.-C. What are the barriers to widespread adoption of battery electric vehicles? A survey of
public perception in Tianjin, China. Transp. Policy 2017, 56, 29–40. [CrossRef]

16. Adhikari, M.; Ghimire, L.P.; Kim, Y.; Aryal, P.; Khadka, S.B. Identification and Analysis of Barriers against Electric Vehicle Use.
Sustainability 2020, 12, 4850. [CrossRef]

56



Processes 2022, 10, 2334

17. Ghimire, L.P. Two Essays on Electric Vehicle Use in Nepal. Seoul National University Graduate School. 2019. Available
online: https://www.semanticscholar.org/paper/Two-Essays-on-Electric-Vehicle-Use-in-Nepal-Ghimire/f3a942ab91152f601
3ff1f9c255d02df602048ff (accessed on 24 March 2021).

18. Sovacool, B.K.; Hirsh, R.F. Beyond batteries: An examination of the benefits and barriers to plug-in hybrid electric vehicles
(PHEVs) and a vehicle-to-grid (V2G) transition. Energy Policy 2009, 37, 1095–1103. [CrossRef]

19. Zheng, G.; Peng, Z. Life Cycle Assessment (LCA) of BEV’s environmental benefits for meeting the challenge of ICExit (Internal
Combustion Engine Exit). Energy Rep. 2021, 7, 1203–1216. [CrossRef]

20. Van Bree, B.; Verbong, G.P.; Kramer, G.J. A multi-level perspective on the introduction of hydrogen and battery-electric vehicles.
Technol. Forecast. Soc. Chang. 2010, 77, 529–540. [CrossRef]

21. Gallagher, K.S.; Muehlegger, E. Giving green to get green? Incentives and consumer adoption of hybrid vehicle technology. J.
Environ. Econ. Manag. 2011, 61, 1–15. [CrossRef]

22. Kahn, M.E. Do greens drive Hummers or hybrids? Environmental ideology as a determinant of consumer choice. J. Environ. Econ.
Manag. 2007, 54, 129–145. [CrossRef]

23. Yildiz, B. Assessment of Policy Alternatives for Mitigation of Barriers to EV Adoption. Ph.D. Thesis, Portland State University,
Portland, OR, USA, 2018.

24. Nakicenovic, N. World Energy Outlook 2007: China and India Insights. IEA/OECD. 2007. Available online: https://www.oecd-
ilibrary.org/energy/world-energy-outlook-2007_weo-2007-en (accessed on 24 March 2021).

25. Hassan, M.N.A.; Jaramillo, P.; Griffin, W.M. Life cycle GHG emissions from Malaysian oil palm bioenergy development: The
impact on transportation sector’s energy security. Energy Policy 2011, 39, 2615–2625. [CrossRef]

26. König, A.; Nicoletti, L.; Schröder, D.; Wolff, S.; Waclaw, A.; Lienkamp, M. An Overview of Parameter and Cost for Battery Electric
Vehicles. World Electr. Veh. J. 2021, 12, 21. [CrossRef]

27. Haddadian, G.; Khodayar, M.; Shahidehpour, M. Accelerating the Global Adoption of Electric Vehicles: Barriers and Drivers.
Electr. J. 2015, 28, 53–68. [CrossRef]

28. Kaya, Ö.; Tortum, A.; Alemdar, K.D.; Çodur, M.Y. Site selection for EVCS in Istanbul by GIS and multi-criteria decision-making.
Transp. Res. Part D Transp. Environ. 2020, 80, 102271. [CrossRef]

29. Bouguerra, S.; Layeb, S.B. Optimal Locations Determination for an Electric Vehicle Charging Infrastructure in the City of
Tunis, Tunisia. In Recent Advances in Environmental Science from the Euro-Mediterranean and Surrounding Regions; Springer:
Berlin/Heidelberg, Germany, 2018; pp. 979–981.

30. Cui, F.-B.; You, X.-Y.; Shi, H.; Liu, H.-C. Optimal Siting of Electric Vehicle Charging Stations Using Pythagorean Fuzzy VIKOR
Approach. Math. Probl. Eng. 2018, 2018, 9262067. [CrossRef]

31. Kaya, Ö.; Alemdar, K.D.; Çodur, M.Y. A novel two stage approach for electric taxis charging station site selection. Sustain. Cities
Soc. 2020, 62, 102396. [CrossRef]

32. Cherchi, E. A stated choice experiment to measure the effect of informational and normative conformity in the preference for
electric vehicles. Transp. Res. Part A Policy Pract. 2017, 100, 88–104. [CrossRef]

33. Krishna, G. Understanding and identifying barriers to electric vehicle adoption through thematic analysis. Transp. Res. Interdiscip.
Perspect. 2021, 10, 100364. [CrossRef]

34. Sierzchula, W.; Bakker, S.; Maat, K.; Van Wee, B. The influence of financial incentives and other socio-economic factors on electric
vehicle adoption. Energy Policy 2014, 68, 183–194. [CrossRef]

35. Tanaka, M.; Ida, T.; Murakami, K.; Friedman, L. Consumers’ willingness to pay for alternative fuel vehicles: A comparative
discrete choice analysis between the US and Japan. Transp. Res. Part A Policy Pract. 2014, 70, 194–209. [CrossRef]

36. Manzetti, S.; Mariasiu, F. Electric vehicle battery technologies: From present state to future systems. Renew. Sustain. Energy Rev.
2015, 51, 1004–1012. [CrossRef]

37. Quak, H.; Nesterova, N.; van Rooijen, T. Possibilities and Barriers for Using Electric-powered Vehicles in City Logistics Practice.
Transp. Res. Procedia 2016, 12, 157–169. [CrossRef]
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Abstract: Watermelon is a fruit produced around the world. Unfortunately, about half of it—the
rind—is usually discarded as waste. To transform such waste into a useful product like flour,
a thermal treatment is needed. The drying temperature for the rind that produces flour with the best
characteristics is most important. A multiobjective optimization (MOO) procedure was applied to
define the optimum drying temperature for the rind flour fabrication to be used in bakery products.
A neural network model of the fabrication process was developed with the drying temperature as
input and five process indicators as outputs. The group of process indicators comprised acidity,
pH, water-holding capacity (WHC), oil-holding capacity (OHC), and batch time. Those indicators
represent conflicting objectives that are to be balanced by the MOO procedure using the weighted
distance method. The MOO process showed that the temperature interval from 67.3 ◦C to 73.1 ◦C
holds the compromise solutions for the conflicting indicators based on the stakeholder’s preferences.
Optimum indicator were 0.12–0.19 g malic acid/100 g dwb (acidity), 5.7–5.8 (pH), 8.93–9.08 g H2O/g
dwb (WHC), 1.46–1.56 g oil/g dwb (OHC), and 128–139 min (drying time).

Keywords: watermelon rind; by-product; waste valorization; multiobjective optimization; neural
network modeling

1. Introduction

Watermelon (Citrullus lanatus, family Cucurbitaceae) is a fruit with a high amount of
water (91%) and sugar (6%). Half of a watermelon fruit—the pulp—is consumed, whereas
the other half, consisting of rind and seeds (about 40–45%), is generally discarded, being
considered solid waste. Nevertheless, it can be transformed into a more useful form and
used in pharmaceutical, wastewater treatment, and food applications. The main regions
producing watermelons in the world are Asia (79.5%), Africa (7.5%), and the Americas
(6.9%). China has the largest volume of watermelon production (about 55% of total volume),
reaching 60.9 M tons/year [1], being also a major consumer of watermelon. On the other
hand, Argentina produces 127,000 tons/year of watermelon mainly cultivated in San Juan
Province (Cuyo region).
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The watermelon rind contains natural antioxidants, proteins, minerals, and fibers [2],
helping the digestive system and producing a feeling of satiety. The raw watermelon
rind is consumed in some countries as a vegetable by stir-frying, stewing, pickling [3],
and cooking with sugar to make jam [4]. Concerning the use of dry watermelon rind as
an ingredient in the formulation of baking products, several authors reported its utilization
in bread [5,6], cakes [7], and noodles [8]. Waghmare et al. [9] developed a new bulk-forming
laxative from watermelon rind flour and Ho et al. [10] used it as a natural food additive.
Liu et al. [11] reported that watermelon rind can be considered an eco-friendly and eco-
nomic biosorbent for removing Pb from water and wastewater, while Petkowicz et al. [12]
and Bhattacharjee et al. [13] cited its potential for use as an absorbent for the removal of
heavy metals.

The main problem in processing watermelon rind into powder is its high water content
(90–95%). Drying is the most common method used to extend the shelf life of raw fruits
and vegetables with high water content, which in itself reduces the need for packaging and
storage [14]. However, in the food industry, excessive heating should be avoided because it
is detrimental to food quality, provoking potentially irreversible changes in the nutritional
values of the products, and underutilizes plant capacity [15]. The watermelon rind must
have a final humidity of 15% to be used as flour in several food applications.

According to the authors’ bibliographic research, there are some weaknesses in ex-
isting works about watermelon rind drying. Oberoi and Sogi [16] studied the drying of
watermelon rind in a fluidized-bed dryer (FBD) and cabinet drying chambers and their ef-
fect on the lycopene content at temperatures of 40 ◦C and 60 ◦C only. Similar investigations
were reported by Ho and Dahri [8], while Ho et al. [10] cited the effects on physicochemical
and functional properties, only at these two temperatures. In this context, it can be inferred
that the drying kinetics at several temperatures (60 ◦C to 95 ◦C) of the watermelon rind has
not previously been studied. The multiobjective optimization of the drying temperature
and main operating variables (like pH, acidity, water-holding capacity, and oil-holding
capacity, among others) has not been reported in the literature either. Such understanding
of the process would allow obtaining flour with optimal functional characteristics to be
employed in the food industry as an ingredient in bakery products.

The use of nontraditional flour in baking is based on the fact that it represents
an interesting alternative in the field of healthy eating, since bread is part of the first level
of the nutritional pyramid and one of the most consumed foods in many countries [17].
The US Department of Agriculture (USDA) introduced in the set of recommended dietary
allowances (RDAs) [18] the “basic seven” to help people manage their food rationing. This
list included bread and flour, among others.

Fabani et al. [18] recently reported the development of an artificial neural network
(ANN) model used to simulate the convective and solar convective drying process of
watermelon rind pomace applied to the fabrication of nontraditional flour. This information
could be used to optimize the drying process, which is involved in the quality parameters
of flour, due to technofunctional properties depending on it, and these are essential to
assess the baking process to obtain a final product with the highest quality. According to
Bennion [19], the pH of the flour influences the capacity of gluten to form the spongy
network, and a pH lower than 3.4 will cause an alteration due to acetic and butyric
microorganisms. To obtain a greater fermentative development and maximum production
of CO2 in the formed bread, it is necessary to have pH values between 5 and 6, the best
being between 5.4 and 5.8. Concerning the acidity of the flour, it must not be higher than
0.25% because greater values can modify the physical, chemical, and rheological properties
of the dough. Otherwise, the water-holding capacity (WHC) and the oil-holding capacity
(OHC) should be as high as possible within the previously established values for the pH
and acidity indicators.

In the literature, there are not many studies reporting MOO of drying processes
and even fewer referring to watermelon rind. Chauhan et al. [20] applied multicrite-
ria decision-making to the optimization of pineapple drying. This involved the opti-
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mization of three indicators: energy consumption, nutrient retention, and drying time.
Shivapour et al. [5] reported the optimization of the formulation and processing parame-
ters involved in bread baking by response surface methodology (RSM). Sendín et al. [21]
described and applied an efficient and robust multicriteria optimization method for the
thermal sterilization of canned food. The authors emphasize that multicriteria optimization
was much more realistic than the more common single-objective approach, although the
complexity of the problem was increased. An example of this complexity was shown by
Goñi and Salvadori [22], who initially developed a first-principle model for beef roasting in
a convective oven and then solved it using the finite element method. The optimization
process included conflicting objectives, such as temperature, time, and weight loss. This last
factor was directly linked to the proteins, lipids, texture, and juiciness of the final product.
The mathematical model was developed, simulated, and then validated with experiments.

Another important aspect of the optimization problem is the search algorithm to be
applied. Abakarov et al. [23] proposed a modification of the random search algorithm that
showed advantages over the classic formulation of the search strategy. The algorithm was
also tested with the optimization of the thermal processing of canned food problem. Such
problems include both maximization of quality and minimization of lethality.

Several authors have recently applied the multiattribute decision-making strategy
based upon the AHP/TOPSYS principles for building-scale heating systems [24], physical
adsorption of CO2 in carbon-capture processes [25,26], and other processes [27,28]. The
difference between this partly fuzzy and the present approach is related to the different
procedures in applying weighting factors to the selected process/product parameters in
a higher/better or lower/better assessment.

Objectives of This Work

The present work’s objectives were as follows: (1) to develop a data-based model of the
watermelon rind fabrication process based on experimental data (search space sampling),
(2) to determine the Pareto-optimal front, which encompasses all the optimal solutions to
the multiobjective optimization problem, and (3) to determine, based on literature criteria,
the most appropriate temperature operating conditions within the Pareto-optimal front for
obtaining the best possible watermelon rind flour.

The results obtained from previous work (drying kinetics at 70, 75, 80, 85, 90, and
95 ◦C) [17] complemented with new data, and the technofunctional properties of the
watermelon rind flour were used to train the ANN model. Figure 1 shows a logic diagram
of the present work.

Figure 1. Logic diagram.
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2. Materials and Methods

2.1. Feedstock Samples

Fresh watermelon samples (Citrullus lanatus cv. “crimson sweet”) were collected in
January–February 2020 from farms located in the Department of Iglesia (province of San
Juan, Argentina) and stored at 20–25 ◦C in the dark until analysis within 2–4 days after
sampling. The watermelons were washed, manually peeled and rinds were cut into cubes
(1 cm3, preserving epicarp and mesocarp).

2.2. Drying of the Samples

The watermelon rind flour samples were obtained by drying fresh cubes of rind in
an oven described previously by Baldan et al. [14] at temperatures between 60 and 100 ◦C,
with 5 ◦C increments for lower temperatures and 2.5 ◦C increments for higher temperatures.
The drying equipment consisted of a stainless-steel cylinder of 50 mm ID and 1000 mm in
height, which was heated by an 850 Watt electrical resistance. It is coupled to an analytical
balance, a temperature controller, and a computer (Figure 2) in order to register the time,
temperature, and mass data. The airflow was set to 100 mL/min. The drying interval of
60–95 ◦C was chosen since below this temperature range, the drying time is too long. On
the other hand, when considering temperatures higher than 95 ◦C, changes in the color
and flavor of the rind were observed. Samples were dried until moisture content was
lower than 15%, according to the Codex standard for wheat flour [29] so as to prevent any
degradation of the flour.

Figure 2. Drying apparatus. 1—crucible; 2—metal wire; 3—internal tube; 4—heater; 5—electronic
balance; 6—air inlet; 7—data acquisition system; 8—air outlet. Reprinted from [15], Copyright
2020, Elsevier.

2.3. Preparation and Analysis of Watermelon Rind Flour

Each sample of watermelon rind was milled in a stainless-steel knife mill (TecnoDalvo,
model TDMC, Argentina) until reaching a grain size of between 0.10 and 0.20 mm. The
flours were stored in plastic bags at 20 ◦C until further use.

The moisture content of the feedstock watermelon rind and the obtained flours was
determined using an infrared moisture analyzer (Radwag PMR50) with a halogen energy
source at a temperature of 105 ◦C [30]. The flour sample (2.0 g) was weighed into a 100 mL
beaker and 40 mL of distilled water was added and stirred for 30 min. Then, the mixture
was filtered and the pH was measured in the filtrate. The total titratable acidity of the
flour sample was determined in the filtrate by titration with sodium hydroxide (NaOH,
0.1 N), using 5 drops of phenolphthalein indicator until the mixture turned pink. The total
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titratable acidity in the watermelon flour sample is reported as grams malic acid/100 g
sample (acid factor used: 0.067) [30].

The technofunctional properties of the watermelon, water-holding capacity (WHC),
and oil-holding capacity (OHC) were determined as described by Garau et al. [31] with
slight modifications. For the WHC determination, ground samples of watermelon flour
(±0.5 g) were hydrated in excess for 24 h in 15 mL Falcon tubes and then were centrifuged
at 2000× g for 30 min. The supernatant was eliminated and water retention was expressed
as grams of water held per gram of watermelon rind flour sample on a dry weight basis
(dwb; g water/g sample dwb).

The OHC analyses were performed by mixing 0.5 g of sample with sunflower oil
(10 mL) in 15 mL Falcon tubes. After 24 h, tubes were centrifuged at 2000× g for 30 min,
the supernatant was eliminated and oil retention was reported as grams of oil held per
gram of watermelon rind flour sample on a dry weight basis (g oil/g sample dwb).

2.4. Neural Network Modeling

The goal of the drying process is to output a raw material that will later produce
flour with the required quality characteristics and at the lowest possible cost. To do so,
first, a data-based model of the fabrication process was developed based on experimental
determinations made on the flours obtained after milling the dried rinds. One of the
advantages of having a model is that the optimization process can be carried out offline,
i.e., without having to try every possible temperature value in the laboratory. The most
conventional form of the data-based model to implement is linear or polynomial regression.
However, nowadays access to more complex data-based models is available researchers.
Such is the case of neural networks (NNs), which are computational structures capable of
modeling high-order polynomials with lower errors and overfit. The neural model does not
require large computational resources to run, as it is very fast, even on a normal personal
computer. Another advantage of the NN data-based model is that no formal (explicit) set of
equations is needed to solve the optimization problem because the model is only a software
structure. No validated theoretical, semitheoretical, or empirical model is needed. The
training of the NN is performed with the backpropagation algorithm and all the training
sets are obtained from the laboratory experiments. Examples of similar models can be
found in the literature, most only applied to modeling the drying process, e.g., Topuz [32]
and Chokphoemphun and Chokphoemphun [33], and some like Kalathingal et al. [34]
incorporating quality characteristics, such as total phenolic content (TPC) and total color
difference (TCD).

ANNs are computational structures capable of adapting to fit any type of process without
having explicit knowledge of the principles that apply. That is why they are regarded as
universal approximators and the multilayer perceptron in particular (Hornik et al., 1989 [35],
Pinkus et al., 1999 [36]), that is, if given at least one hidden layer with sufficient neurons
in it and a nonlinear activation function, they are capable of mapping any input–output
relationship, regardless of the linear or nonlinear nature of it. As mentioned earlier, the
ANN model has to have a nonlinear activation function in the hidden layer or layers. The
main options available are ReLu, hyperbolic tangent, sigmoid, and others. There is no
rule for choosing one. For this application in particular, the sigmoid gave the best results
in terms of fitting performance, as in many other works (for instance, see [32]). Another
general guideline applied in this work was to keep the ANN model as small as possible in
terms of neurons and layers. After a short trial-and-error process, adding more neurons to
the hidden layer only led to overfitting the data. There was no further need to use more
complex optimization.

The software utilized to design, train weights and biases, test, and implement the
ANN was MATLAB® Neural Fitting Tool. More details of the ANN are presented in Table 1.
The total number of training sets used was 13, one for each temperature experiment, and
one ANN was trained for every process indicator (five models in total). One of the resulting
ANN models is presented in Figure 3.
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Table 1. Neural model summary.

Parameter Value

Network type Multilayer feed-forward (MLFF)

Neuron type Perceptron

Inputs 1 (temperature)

Outputs 1 per network (acidity, pH, WHC, OHC, time)

Normalization type Min–Max (−1 to +1)

Activation function Sigmoid (hidden) and linear (output)

Training algorithm Bayesian regularization backpropagation

Training sets 13

Number of hidden layers 1

Number of neurons per layer 2

Figure 3. Artificial neural network data-based model.

The evaluation of the ANNs’ performance was based on two statistical indicators:
the root mean squared error, RMSE (Equation (1)) and the coefficient of determination, R2

(Equation (2)):

RMSE =

√√√√ 1
N

×
N

∑
i=1

(
ypred,i − yexp,i

)2
(1)

R2 = 1 −

⎡
⎢⎣∑N

i=1

(
ypred,i − yexp,i

)2

∑N
i=1

(
ypred − yexp,i

)2

⎤
⎥⎦ (2)

R2 values closer to unity are more desirable, show better fitting performance, while
the RMSE should be as low as possible.

2.5. Multiobjective Optimization

Multiobjective optimization (MOO) [37], also known as multicriteria decision-making
or multicriteria optimization, is a decision-making process in which a person, called
a decision-maker (DM), or group of some responsibility has to make one or several choices
to achieve a certain level of process efficiency and final product quality. In modern industry,
most likely situations are those of the so-called Pareto efficiency—a concept that comes from
the field of economics—where, for instance, a certain indicator “A” can only be improved
to the detriment of another indicator “B” of the same product and vice versa. In other
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words, neither indicator can be optimized (minimized or maximized) concurrently or at
the same time, so they are said to be conflicting objectives. This can also be extended to
any number of objectives. In these cases, a necessary compromise solution or middle point
has to be determined utilizing a methodological approach together with some criteria and
available information. Such is the concept of an acceptable solution, where there is no
single set of independent variables (solution) that can optimize all objectives concurrently,
but there is a group of solutions that can achieve various levels of optimality (compro-
mise). Those solutions are called Pareto-optimal since they are the only acceptable ones for
a MOO problem and any other solution is improvable. Additionally, those points are
plotted together to form what is called the Pareto-optimal front.

Sometimes, just the minimization or maximization of a certain objective function may
not be the DM’s desired goal. That is because there are problems where the decision has
been made, based on information, to achieve a specific level of precision that does not
necessarily require a minimization or maximization of an objective.

Another useful concept is the definition of a utopian vector. Such a vector contains
all the individual global optima for each objective function and it represents the place that
each one could reach if there were no conflicting objectives. The problem is that it is seldom
known where those points lay precisely. The location of those points will probe valuable
in the present work. Lastly, the feasible set, S, is defined as the decision variable interval
that yields a solution that is physically attainable and satisfies the problem’s constraints.
So, as explained in Section 2.2, a first approximation of the feasible set is restricted to the
60–95 ◦C interval.

Now, let us formulate the multiobjective optimization problem mathematically in its
general form with Equations (3) and (4), where fi(X) is an individual objective function
or performance indicator and X is a real n-dimensional vector of controlled or decision
variables. The performance indicators and the controlled variables constitute the system’s
output and input variables respectively. Figure 4 shows some examples of input and output
variables belonging to several different food processing systems. As seen, the system can
have multiple inputs and outputs; also, it can have a single input and multiple outputs
or any combination. Ideally, finding a decision variable X that concurrently minimizes
each objective function and, consequently, minimizes the global optimization function Φ(X),
would be preferable.

Φ(X) =
〈

f1(X), f2(X), f3(X), . . . , fl(X)

〉
→ min
Xε S ε Rn

(3)

X = (x1, x2, x3, . . . , xn) (4)

Figure 4. Input and output variables correspond with several different food-processing systems.

However, in overwhelmingly most realistic situations, it is impossible to optimize
all individual objective functions at the same time. Here, the concept of an acceptable
solution is applied. Consequently, to calculate the Pareto-optimal front, P(f ), an aggregating
function, which transforms the multiobjective optimization problem into a single global
optimization problem, is generally applied. For example, the linear weighted sum aggre-
gating function [38], as seen in Equations (5) and (6), where wi is the weight corresponding

65



Processes 2022, 10, 1984

to the i-th particular objective function, can be solved using a search algorithm. Here, it is
important to point out that those weights are ultimately determined by the DM.

Φ(X) = ∑l
i=1 wi. fi(X) → min

Xε S ε Rn
(5)

∑l
i=1 wi = 1 ∧ wi ≥ 0 (6)

If among the objectives there is a mixture of minimizations and maximizations, then
a homogenization is required according to max {fi(X)} = −min {−fi(X)}. The main drawback
of the weighted sum aggregating function is that it is impossible to obtain points on
nonconvex (concave) segments of the front. It is possible to obtain an incomplete front if the
solution space is not entirely convex. Another drawback of the method is that changing the
weight values might not yield an even distribution of the Pareto-optimal points, making
it difficult for the DM to have an accurate representation of the optimal set [39]. The
consequence could be that the weight values might end up being meaningless to the DM,
who will not comprehend why a certain change in the weights produces unexpected effects
in the outcome. A better approach would be to use the weighted distance method [40], also
called a method of the weighted metrics (Lp metrics) in which the idea is to minimize the
distance to each objective’s utopia point, as seen in Equations (7) and (8), provided those
points are known. To obtain the utopia point, Z∗

i , optimization of each objective function is
necessary by applying the expression in Equation (9) and/or Equation (10), depending on
if the aim is to minimize or maximize.

Φ(X) =
(
∑l

i=1 wi.
∣∣∣ fi(X) − Z∗

i

∣∣∣p)1/p
→ min
Xε S ε Rn

(7)

∑l
i=1 wi = 1 ∧ wi ≥ 0 (8)

Z∗
i = min

Xε S ε Rn
fi(X) = fi(X∗) (9)

Z∗
i = max

Xε S ε Rn
fi(X) = fi(X∗) (10)

The exponent p can adopt different values (1 ≤ p < ∞). For instance, if p = 1 the sum of
the weighted distances to the utopia points is minimized, but as the p exponent is increased,
the minimization of the largest errors becomes ever more important. Its relevance lies in the
fact that a small value of the exponent p may not yield all the Pareto-optimal solutions if the
front is not convex and, also, there may not be a p-value that provides all optimal solutions
without convexity. In other words, there may be no weight value combination that will
produce some of the Pareto-optimal points. One approach for selecting the p exponent is to
use larger values when there are few objective functions and lower values when there are
many objective functions.

In the present work, the only controlled variable of interest is the temperature due to
the characteristics of the drying equipment and due to its most significant impact on the
final product. At the other end, the objective functions can be divided into two groups:
the flour’s quality characteristics and the process’s efficiency indicators. The first group
is comprised of four indicators: acidity, pH, WHC, and OHC. Finally, the second group
is formed by batch time. Five objectives in total, as shown in Equation (11), along with
five weights.

Φ(T) = Acidity(T), pH(T), WHC(T), OHC(T), Time(T)→ min
TεS

(11)

Search Method for Obtaining the Pareto-Optimal Set

To find the Pareto-optimal set, different combinations of the weights are tried to
identify all the temperatures belonging to the front given a certain aggregating function.
The most direct and error-free method for finding all temperatures belonging to the Pareto-
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optimal front would be to try every possible weight value. In numerical terms that is
called uninformed search, brute-force search, or manual search, where “no stone is left
unturned” [39]. However, that is, of course, very costly from a computational standpoint
because the search space is vast. A more efficient way of doing this is utilizing a search
heuristic like a random search in its adaptive form or not; also, a grid search could be used.

Figure 5 shows the algorithm implemented to obtain the Pareto-optimal set. It is
based on the pure random search (PRS) algorithm, which is actually a family of numer-
ical optimization algorithms that are independent of the gradient of the problem to be
maximized or minimized. Hence, these search methods can be applied to undifferentiable
and discontinuous problems. It is based on generating the weights (hence, it is also called
the “generative method”) from a given probability distribution, for example, a normal
distribution, but, in this case, a uniform distribution was used. In this way, the weight’s
space is randomly sampled and the Pareto-optimal set is obtained if sufficient samples
are taken. Undersampling the search space could be detected by small gaps in the Pareto
set. Lastly, to make sure the Pareto-optimal front is complete, the algorithm has to be run
a few times and, if all the resulting Pareto sets are equal, most likely there are no new
Pareto-optimal points to be found and the front is complete. In every new run, different
weights are used but the resulting front has to be the same.

Figure 5. Flowchart describing the search algorithm used to determine the Pareto-optimal set. All
code inside the while loop may be executed in different threads since every iteration is independent.

In every iteration, Min {Φ(T)} is calculated with a uniformed search, that is, in other
words, every temperature value within the feasible set is tried and the global minimum
is obtained for each set of randomly picked weights. This less efficient search method
was used because the temperature search space is much smaller than the weight search
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space. For more complex problems (more inputs, larger domains, between others), a genetic
algorithm or an adaptive random search would be more suitable methods [41].

It is also important to notice that all the above calculations were performed on nor-
malized values (min–max normalization) because the five process indicators have different
units and very dissimilar orders of magnitude that can affect the overall MOO results.

Finally, since in the PRS algorithm every candidate solution (i.e., set of weights) is
independent, the algorithm can be executed in parallel with a multicore/thread computer,
thus greatly speeding up the search process. In the present work’s case, a mid-range
laptop computer with four cores was utilized to perform the calculations. The computer
has 4 physical cores, each split in 2 if required that share each core’s resources. They are
commonly referred to as computational threads.

2.6. Problem-Solving Strategy

Firstly, it can be observed that there are mainly two groups of indicators that lean
towards opposite sides of the temperature spectrum. On one hand, the flour’s quality
indicators (acidity, pH, WHC, and OHC) are optimized with lower temperatures. On
the other hand, the process batch time is minimized with higher temperatures. Lastly,
a subgroup of the former is optimized with temperature values that slightly tilt toward
the center of the spectrum. Consequently, there is no doubt of the difficulty to deal with
or manage the number of indicators to optimize. In this context, being sure to find the
complete Pareto-optimal set is a very difficult task to perform with a search algorithm
because of the number of different weight combinations to try and graphically too, due
to the high dimensionality. Accordingly, in the next sections, we will apply the weighted
distance method to find the Pareto-optimal front, where the main idea will be to reduce the
weight and temperature search space and, at the same time, reduce the multidimensional
objective function space identifying redundant objectives.

2.6.1. Redundant Objectives

As mentioned above, three most important points can be identified in the temperature
range: (1) at the low end the acidity is minimized; (2) at the high end the batch time is
minimized, and (3) at the middle-low part WHC and OHC are maximized. A redundant
objective function [42] is defined in terms of conflict between objectives, then an objective
function is redundant if it is not in conflict with any other objective function. It is important
to identify redundant objective functions to reduce the number of weights the DM has to
pick. In other words, this means a reduction of the search space.

An objective function is redundant if it is not in conflict with any other objective
function, so it can be eliminated (wi = 0). On the other hand, an objective function is
relatively redundant if it is only in conflict with some of the remaining objective functions.
For instance, as described in Gal and Leberling [42], if two objective functions, fx and fy, are
nonconflicting, one of them can be removed without changing the Pareto-optimal front,
P(f ), but not both at the same time (Equations (12) and (13)).

P(f) = P(f− fx) ∨ P(f) = P(f− fy) (12)

P(f) �= P(f− fx− fy) (13)

Consequently, a decision was made to eliminate some objective functions that are
relatively and absolutely redundant and leave only three conflicting objective functions,
f 1(T), f 2(T), and f 3(T). Because visualization of more than two or three objective functions is
not a trivial matter, this also helps with the visualization of the Pareto front, since it lowers
the order of the problem and allows plotting a tridimensional trajectory.

2.6.2. Final Decision Determination

There are, mainly, two methods or approaches to determining the final decision:
a priori and a posteriori [43]. In the a priori method, the decision-maker (DM) specifies
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hopes, preferences, and/or opinions beforehand, although he or she does not know how
realistic those expectations are. On the other hand, a posteriori methods try to find the
Pareto-optimal front, present it to the DM, and let him or her decide among the optimal
points. In the case presented here, there is some a priori information that can reduce the
search space of the variables pH and acidity (Section 1). According to the neural network’s
predictions, those two conditions reduce the search space to approximately 60–75.5 ◦C.
Temperature cannot be increased any further because that would mean having an acidity
value greater than 0.25 g malic acid/100 g. The pH values within that same temperature
interval are among the desired best ones of 5.4 to 5.8. This makes the pH objective function
absolutely redundant and, in consequence, it can be removed. Alternatively, those intervals
can be disregarded and the entire Pareto-optimal front can be determined within the whole
width of the feasible set (60–95 ◦C) in which case the DM will have more options. In
Equation (14), the redundancy-free aggregating function is presented.

Φ(T) =
(

w1.
∣∣∣Acidity(T) − Acidity∗

∣∣∣p
+ w2.

∣∣∣WHC(T) − WHC∗
∣∣∣p

+ w3.
∣∣∣Time(T) − Time∗

∣∣∣p) 1
p

(14)

In Table 2, a summary of the selection process applied to keep or remove a certain
objective function is presented. It is worth reiterating that this elimination process is key
for solving the MOO problem in a reasonable time and computing effort.

Table 2. Summary of the selection process.

Objective Function fi(T) Redundancy Status Possible Action Final Action

Acidity
(g malic acid/100 g dwb) Not redundant Keep Keep

pH
Absolute redundant.

Optimum values coincide
with the 60–75.5 ◦C range

Remove Remove

WHC (g water/g dwb) Relative redundant Keep only one of the group Keep

OHC (g oil/g dwb) Relative redundant Keep only one of the group Remove

Drying time (min) Not redundant Keep Keep

3. Results and Discussion

3.1. Watermelon Rind Flour

The Codex standard for wheat flour [29] defines moisture content as a quality factor
and its value has to be lower than 15.5%. The flours for baking mixes must have a moisture
content of less than 10%, as this value improves the quality and shelf life of the mix.
Consequently, the watermelon rinds were dried to a moisture content of less than 10%.
Al-Sayed et al. [6] reported a moisture content of 10.61% for watermelon rind flour.

Figure 6 shows the acidity and pH values of the raw watermelon rinds and the flour
obtained by drying them at the analyzed temperatures. The acidity of the rind increased
after drying, showing the highest value at 85 ◦C. Then, a slight decrease in acidity was
observed, which then increased again with the temperature rise. The pH value decreases as
the drying temperature of the watermelon rind increases, showing behavior that correlates
with acidity values.

The technofunctional properties of flours obtained at different temperatures evaluated
are presented in Figure 7. The results showed that the WHC and the OHC were higher for
the flour obtained at 70 and 75 ◦C. The values of WHC and OAC were higher than those
reported by Al-Sayed et al. [6] for watermelon rind dried at 50 ◦C, being 7.13 (g water/g)
and 1.65 (g oil/g), respectively. These results indicate that between 70 and 75 ◦C watermelon
rind flour holds more water and oil compared to rinds dried at 50 ◦C.
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Figure 6. Acidity (mg malic acid/100 g dwb) and pH values of the raw watermelon rind and flours
obtained by convective drying at different temperatures.

Figure 7. WHC and OHC of flours obtained by convective drying at different temperatures.

3.2. Neural Network Data-Based Models Training and Regression Results

The neural network’s training results are presented in Table 3. The average R2 was
0.988, with the lowest score of 0.973 for WHC and the highest of 0.998 for acidity. The fitting
performance of the ANN was better than the performance of a comparable fourth-order
polynomial (0.988 to 0.966). The average RMSE was 0.772 with a lowest score of 0.009 (best)
for acidity and the highest of 3.592 (worst) for batch time.
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Table 3. Individual and average regression coefficients for the training and testing lots.

Indicator R2 RMSE

Acidity 0.998 0.009
pH 0.991 0.025

WHC 0.973 0.210
OHC 0.989 0.024
Time 0.988 3.592

Average 0.988 0.772

In Figure 8, the ANN predictions are plotted together with each of the experimental
results. The ANN models allowed us to perform simple minimizations and maximizations
to find the individual optima of each of the objective functions and to use them to obtain the
Pareto-optimal front with the weighted distance method. In Table 4, the resulting utopia
vector is shown. The necessary temperature values for each indicator to reach its utopian
objective are also presented.

 

 

Figure 8. Predictions (ANN) and experimental results (EXP). (A) Acidity and pH, (B) WHC and
OHC, (C) Batch time.
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Table 4. Utopia vector.

Indicator fi(T) Goal fi
* T (◦C)

Acidity (g malic acid/100 g dwb) Min 0.12 64.5
pH Margin 5.4–5.8 60–75.5

WHC (g water/g dwb) Max 9.09 68.20
OHC (g oil/g dwb) Max 1.56 67.40
Drying time (min) Min 123.04 75.5

Analyzing these results illustrates the conflicting goals because lowering the oven
temperature will improve WHC, OHC—factors that improve dough formation—also acid-
ity will improve but, at the same time, the pH value climbs and batch time could be too
long for economic feasibility. On the other hand, the temperature increase will lower the
pH value and shorten the batch time. Therefore, it is of the utmost importance to find the
necessary trade-offs and, in turn, this is accomplished only by providing subjective input
into the process.

3.3. Optimization Results

In this section, first, the Pareto-optimal front corresponding to the selected three objective
functions will be presented and, second, the data-driven model plus the random search
algorithm and the defined redundancy-free aggregating function will be put together to
obtain a complete and well-distributed Pareto-optimal front. In this manner, the DM will
only have to choose the relevant weights according to his or her own desired outcomes.
Also, a couple of problems have to be avoided for the weights to be truly meaningful: first,
very similar weights cannot generate diametrically different Pareto-optimal points and,
alternatively, utterly different weights cannot produce very similar Pareto-optimal points.
These two goals (front completeness and weight coherence) will be tested by comparing
the weight distribution versus optimal temperature of the weighted distance method and
the weighted sum method.

Figure 9 shows in a four-dimensional plot the Pareto-optimal front in the 64.5 to
75.5 ◦C interval. The three objective functions are plotted spatially and the temperature
corresponding to each point is represented by a color scale. As it can be observed the
front is convex. Then, a priori, the weighted sum aggregating function could be a good
choice because it produces all points belonging to the front. The 60 to 64.5 ◦C interval is
suboptimal because all objective functions will worsen if the temperature is lowered from
64.5 ◦C.

Figure 9. A four-dimensional plot of the Pareto-optimal front in the 64.5 to 75.5 ◦C interval.
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Figure 10 shows the X–Z plane for acidity and time, respectively, and temperature in
the color scale. There, the evolution of every one of the indicators can be observed. All
trade-offs are located along with the 64.5 to 75.5 ◦C interval. Increasing temperature will be
to the detriment of acidity and OHC, but at the same time, batch time will improve and
WHC will also improve, but only until the 68.2 ◦C value is reached. Beyond that point, only
batch time will improve. Then, lowering the temperature will produce alternative effects.

Figure 10. X–Z plane for time and acidity, respectively, of the Pareto-optimal front.

Figure 11 shows the X–Y plane for time and WHC, respectively, and temperature in
the color scale. There, the three utopia points can be seen encircled in red and the point of
maximum WHC can be better appreciated.

Figure 11. X–Y plane for time and WHC, respectively, of the Pareto-optimal front.

It is worth mentioning that even though the pure adaptive search algorithm has, under
certain conditions, a linear expected number of iterations, while the PRS algorithm has
an exponential expected number of iterations [44], the applied search strategy converged
repeatedly with 10,000 iterations in about 25 min per run. This is mainly because the PRS
algorithm is highly parallel (i.e., its iterations are independent) while the adaptive form
is not and it is also due to the straightforward approach of the ANN model. Of course,
one cannot always make use of these advantages and the simplest solution may not be
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the best one. Additionally, the before-mentioned running time also includes the uninform
search method used to obtain Min {Φ(T)} in every iteration. In more complex problems, this
task can be given to a genetic algorithm (evolutionary multiobjective optimization, EMO).
However, in this case, such a thing is unfeasible because we deal with a single input model,
a condition that limits the crossover operator.

The numerical results of the random search process using the weighted distance ag-
gregating function yielded a complete front for p = 1. As expected, the same outcome is
obtained with the weighted sum aggregating function, but these results only mean that
there exists at least one weight vector that produces every temperature within the optimal
front. Now, it remains to be seen if the weights can make sense to the DM. Table 5 shows
a simulated sweep along the weight’s space where the relative importance of each objective
function is varied from 0.8 to 0.1. The resulting optimal temperatures for the weighted
distance aggregating function range from 65.9 ◦C (w1 = 0.8) to 75.5 ◦C (w3 = 0.8) passing
through 68.4 ◦C (w2 = 0.8) in a very linear fashion; while with the weighted sum aggregat-
ing function the optimal temperatures are mostly 75.5 ◦C plus suboptimal temperatures
also appear. No other temperatures can be obtained with these weight combinations.
It is clear now that the DM cannot make a good decision based on the weighted sum
aggregating function.

Table 5. Simulated sweep along the weight’s space.

w1 w2 w3
Optimal Temperature (◦C)

Weighted Distance Method Weighted Sum Method

0.8 0.1 0.1 65.9 65
0.7 0.2 0.1 66.4 64.1
0.6 0.3 0.1 66.8 61.7
0.5 0.4 0.1 67.1 60
0.4 0.5 0.1 67.5 75.5
0.3 0.6 0.1 67.8 75.5
0.2 0.7 0.1 68.1 75.5
0.1 0.8 0.1 68.4 75.5
0.1 0.7 0.2 68.8 75.5
0.1 0.6 0.3 69.3 75.5
0.1 0.5 0.4 69.9 75.5
0.1 0.4 0.5 70.6 75.5
0.1 0.3 0.6 71.6 75.5
0.1 0.2 0.7 73 75.5
0.1 0.1 0.8 75.5 75.5

This can be explained using a graph of the plane w1 + w2 + w3 = 1. Figure 12a shows the
weight plane for the weighted distance aggregating function with 10,000 different weight
combinations and a color scale for each point that represents the optimal temperature for
that particular weight combination. As it can be observed the optimal temperatures are
well distributed along the plane and there is no marked preponderance of any optimal
temperature(s). Contrarily, Figure 12b shows the weight plane for the weighted sum
aggregating function with the same number of points. It is remarkable to find in it a big
preponderance of the 75.5 ◦C optimal temperature along the outstanding majority of the
weight combinations. The rest of the optimal temperatures are distributed along a small
portion of the weight plane. So, in large portions of the weight space very similar weight
combinations can yield completely different optimal temperatures. A similar conclusion
can be drawn when observing the histograms of the optimal temperature distribution of
both methods (Figure 12c,d). In the weighted sum method, weight vectors other than
those that produce the 75.5 ◦C optimal temperature are very infrequent. On the other
hand, the weighted distance method distributes the weight vectors along with a wider
range of optimal temperatures, but weights that produce optimal temperatures from 66 to
72 ◦C (approximately) are more frequent. Nonetheless, it is enough to present meaningful
scenarios to the DM.
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Figure 12. (a) Weight plane for the weighted distance aggregating function with 10,000 points.
(b) Weight plane for the weighted sum aggregating function with the same number of points
(c) Histogram of the optimal temperature distribution for the weighted distance aggregating function
(d) Histogram of the optimal temperature distribution for the weighted sum aggregating function.

3.4. Possible Scenarios for Making a Final Decision

Although the present work is not intended as a group decision analysis, in this
section some examples or scenarios are presented where two stakeholders [45] involved in
the decision-making process apply different preference information (weights) to rate the
importance of the same criteria (objective functions). In any industry or market, several
stakeholders can be identified, but the paradigmatic example is the producer/consumer
relationship, where the producer will surely favor lowering the batch time to maximize yield
and, on the other hand, the consumer (internal or external) will surely favor maximizing
the product quality factors. A final decision could be a middle ground between those
two interested parties.

The weight’s relative value directly reflects the relative importance of each particular
objective function within the optimization problem. Accordingly, in the first three scenarios,
the consumer’s standpoint will be represented by setting the batch time indicator to have
the lowest relative weight, specifically: w3 = 0.1. Then, for the first scenario, the DM will
favor the indicators optimized at 64.5 ◦C (w1 = 0.7, w2 = 0.2, and w3 = 0.1); secondly, the
DM will favor the indicators optimized around 68.2 ◦C (w1 = 0.2, w2 = 0.7, and w3 = 0.1);
thirdly, the DM will consider that the indicators optimized at 64.5 ◦C and around 68.2 ◦C
are equally important (w1 = 0.45, w2 = 0.45 and w3 = 0.1).

Lastly, in the fourth scenario, the producer could consider that given the fact that both
acidity and pH indicators are within acceptable values in the 64.5 to 75.5 ◦C interval, the
most important thing is to minimize batch time without setting a marked preference on the
rest of the indicators (w1 = 0.2, w2 = 0.1, and w3 = 0.7).

Table 6 presents all results for every weight combination scenario set by the DMs,
including the decision variable T and the ANN predictions for each indicator corresponding
to that temperature value. Those outcomes show that the most preferred alternative for
the producer is to apply a 73.1 ◦C drying temperature. On the other hand, the consumer
prefers lower drying temperatures, which range from 66.4 to 68.1 ◦C, depending on the
relative weight.
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Table 6. Possible scenario outcome summary.

Scenario: DM’s Weight Choices (p = 1)
Pareto-Optimal Point
Decision Variable

T (◦C)

Neural Network’s Predictions

n◦ w1 w2 w3

Acidity(T)

(g Malic Acid/
100 g dwb)

pH(T)

(Dimensionless)

WHC(T)

(g of H2O/
g dwb)

OHC(T)

(g of oil/g dwb)
Drying Time(T)

(min)

1 0.7 0.2 0.1 66.4 0.123 5.825 9.080 1.561 141.449
2 0.2 0.7 0.1 68.1 0.129 5.819 9.090 1.562 138.294
3 0.45 0.45 0.1 67.3 0.125 5.823 9.087 1.564 139.797
4 0.2 0.1 0.7 73.1 0.190 5.735 8.935 1.466 128.226

Finally, if we assume that the third scenario best represents the consumer’s standpoint,
then any temperature between 67.3 and 73.1 ◦C would be an acceptable compromise
between the two parties since any temperature within that range is an efficient solution.

4. Conclusions

In the present work, the MOO of the watermelon rind nontraditional flour fabrica-
tion is presented. First, a data-based model of the watermelon rind drying and milling
processes based on experimental data was developed. Such a model presented very good
performance indicators with an average regression coefficient, R2, of 0.988.

Then, the data-based model (ANN) and a pure random search algorithm were used
to find the Pareto-optimal front. Before that, the elimination of redundant objectives was
necessary to reduce the complexity of the problem. The remaining objective functions were
only three: acidity, WHC, and drying time.

Finally, four scenarios for making a final decision were analyzed based on the producer–
consumer relationship. In conclusion, it was found that any temperature between 67.3 and
73.1 ◦C would be an acceptable compromise solution between the two decision-makers
because any temperature within that range is an efficient one. Optimum indicators’ values
ranged from 0.12–0.19 g malic acid/100 g dwb for acidity; 5.7–5.8 for pH; 8.93–9.08 g of
H2O/g dwb for WHC; 1.46–1.56 g of oil/g dwb for OHC; and 128–139 min for drying time.

Future work includes the optimization of processes involving other wastes suitable for
nontraditional flour fabrication, such as local microbrewery’s spent grains and pomegranate
shells. A comparative study is also considered for a follow-up paper.
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Abstract: Even though Industry 4.0 is primarily focused on the implementation of advanced digital
technologies, this is not the only aspect that should be considered. One of the aspects that calls for
attention is the ability to create a sustainable and agile industrial environment. In this sense, the role
of project management is crucial for achieving business excellence in a new industrial paradigm.
The main goal of this paper was to determine the impact of different levels of project management
maturity on business excellence in the context of Industry 4.0. The research in the paper was made
using a sample of 124 organizations, differing in industry type and size, and recognized through the
business excellence awards or recognitions given by European Foundation for Quality Management
(EFQM). Using the Project Management Maturity Model (ProMMM), a significant connection was
found between project management maturity and business excellence. Considering technology
advances, these relationships were further examined in the context of Industry 4.0. Empirically based
conclusions were drawn, which contribute to the literature on project management and business
excellence in the context of Industry 4.0. Practitioners can implement them for more effective project
management with the intention of bringing excellence into the organization’s operations and results.
Additionally, they can be useful to help organizations better cope with changing technology trends.

Keywords: project management maturity; business excellence; Industry 4.0; EFQM

1. Introduction

Strict rules and requirements regarding the knowledge economy and the modern
industrial paradigm make organizations strive towards higher business excellence levels.
The ‘quality management’ paradigm is moving towards ‘managing quality’, which is the
basis of the business excellence concept that organizations strive for. Porter and Tanner [1]
stated that ‘the concept of business or organizational excellence provides support for
the absolute integration of improvement initiatives within the organization’. It is based
on the philosophy of continuous improvement, directing all organization’s activities to
enhance business performance, stakeholder satisfaction, corporate social responsibility,
and environmental protection [2,3]. Toma and Marinescu [4] stated that there is a growing
interest among companies in implementing business excellence strategies, which lead to
increased quality of their business philosophy and improved business performances [4,5].
Effective formulation and implementation of these strategies have motivated organizations
to change their way of doing business, and in this respect, to adopt various tools, methods,
and techniques, such as enterprise resource planning (ERP) [4,6], balanced scorecard [7,8],
lean or six sigma practices [9–11], and project management approaches [12–16], etc.

According to Kerzner [12], one of the main characteristics of organizations that were
awarded the prestigious Malcolm Baldrige Business Excellence Award, was the existence
of a project management system, which indicates a strong relationship between project
management and business excellence. Effective project management at the organisation
level does not just involve the application of software or the use of a specific tool [17].
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To effectively implement this practice, which is thought to deliver sustainable project
results, it is necessary to have acceptance and a positive attitude towards the project
approach at all levels in the organisation, followed by the establishment of stable and
long-term processes and competencies that will support its implementation and ensure
excellence in their operations and results.

A key component of today’s economy is a greater reliance on intelligence and intel-
lectual abilities, rather than physical or natural resources [18], which contributes to the
accelerated pace of scientific and technological progress related to Industry 4.0. This con-
cept, also known as the fourth industrial revolution, helps “in implementing innovative
technologies to improve productivity and working system” [19]. Jally et al. [19] also stated
that the approaches to managing a project will be significantly altered due to the creation
of these changes. The central aspect of the implementation of Industry 4.0 is the initiation
of “smart business” and the acceleration of innovations through continual advancements
where projects have a crucial role. Bag et al. [20] highlighted the role of project management
in the process of Industry 4.0 integration and in achieving sustainable business. Con-
sidering everything aforementioned, the following research question arises: how does
project management maturity affect organizational business excellence in the context of
Industry 4.0?

The main goal of the study was to examine the impact of different levels of project
management maturity on organizational business excellence in the context of Industry 4.0.
For this purpose, an online questionnaire was distributed to organizations awarded or
recognized for business excellence by the EFQM. The purpose of the questionnaire was to
examine the levels of project management maturity in these organizations and their rela-
tionships with business excellence, considering their Industry 4.0 readiness. The ProMMM
methodology [21] was used to assess the maturity level of project management, and the
maturity level of Industry 4.0 was examined using the attributes defined by the authors
Schumacher et al. [22].

In the next section, the theoretical background for project management and business
excellence in the context of Industry 4.0 will be covered. Section 3 includes quantitative
research, which encompasses a sample of 124 respondents and assesses the impact of
project management maturity on business excellence and considers the readiness level for
Industry 4.0 as a mediation variable. This section is concluded with a discussion to sum-
marize and evaluate the research results. In the final section, managerial implications are
presented, with potential limitations of the study and recommendations for future research.

2. Theoretical Background

2.1. Evaluating the Relationship between Project Management Maturity and Business Excellence

According to the EFQM [2], excellent organizations ‘achieve and sustain outstanding
levels of performance’. The study introduced by Talwar [23] acknowledges a positive
relationship between business excellence implementation and organizational performance.
Nowadays, several models are used to measure business excellence within an organization.
The most cited models in the literature are the Malcolm Baldrige Criteria for Performance
Excellence (CPE) and the European Foundation for Quality Management (EFQM). These
models are based on TQM principles, and they cover topics such as customer focus, lead-
ership, people involvement, continuous improvement, etc. The purpose of any business
excellence model is to help organizations to sustain flexibility and embrace changes that
could have a positive impact on their competency in the digital business environment.
Achieving excellence in business activities implies adopting Deming’s continuous improve-
ment approach: plan, do, check, and act [24]. Many management practices support this
approach. For example, project management [12–16] can be seen as a complementing part to
the organisation’s practice while reaching business excellence [1], even in the uncertain con-
ditions that characterize technological changes. Planning, implementing, and controlling
changes effectively are crucial in the process of implementing continuous improvements
within organizations that aim to achieve business excellence. Vora [25] stated that only 30%
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of organizational change programs are considered successful. One of the main reasons why
most change management efforts fail is ineffective project management [25].

Project management is essential in today’s business world—it is an approach that pro-
motes continuous improvement through different types of projects that lead to improved
organizational performance [26]. As already noted, Kerzner [13] emphasized the strong
relationship between project management and business excellence, indicating that all orga-
nizations involved in the research which won the Malcolm Baldrige Award for Excellence
also had a high level of project management implemented. In addition, Craddock [14] has
proved that project success and sustainability are directly related to business excellence. As
the business excellence models are based on the TQM principles, it is important to make
links between TQM and project management approaches. The TQM is a fundamental
concept of continuous improvement, within which organizations constantly review and
enhance their business processes. Bryde and Robinson [27] emphasized that the TQM prin-
ciples are important for maintaining effective project management, especially in customer
service, failure prevention, professional development of employees, and strong leadership.

To measure an organization’s project management effectiveness, different project
management maturity models can be deployed. According to Kerzner [13], maturity in
project management can be defined as ‘the development of systems and processes that are
repetitive in their nature to provide a high probability that each project will be successful’.
The most used maturity models in the literature are the PMMM model [28], PM2-Project
Management Process Maturity Model [29], and the Kerzner’s project management maturity
model [30]. On the other side, some models have moved from a strict relationship between
CMMI and PMBOK group processes. Pennypacker and Grant [31] stated that one of
these models is the ProMMM model [21], which is also based on the CMMI model, but
instead of PMBOK elements, relationships from the EFQM Model are taken. Most existing
models test the maturity of the project management processes, while using this model,
organizations assess other attributes and provide a true picture of their project management
capability. Therefore, the ProMMM model has a wide application in practice and empirical
studies [32–35].

Achieving a satisfactory level of maturity is a continuous and long-term process.
However, due to built-in constraints and environmental factors, many organizations are
not able to reach the highest levels of maturity during their existence [21]. Andersen
and Jessen [35] stated that fully matured organizations do not exist in the real world, so
considering different levels of maturity is a reasonable task for any organization. Research
presented by Backlund et al. [36] revealed that higher levels of project management maturity
led to success in project implementation, which further leads to improved organisation’s
processes in their road to bring excellence [37]. Therefore, the main hypothesis is proposed:

H1. A high level of project management maturity has a positive impact on business excellence.

In modern business conditions, the area of project management faces a much more
complex and dynamic environment as a characteristic of the new industrial revolution
more generally known as Industry 4.0 [38].

2.2. Project Management Maturity and Business Excellence in the Context of Industry 4.0

Determining a relationship between project management maturity and business excel-
lence is a complex issue affected by many factors related to Industry 4.0 and digitalization
that comes with it. Raj et al. [39] opined that there is a growing need for implementation of
standards and government regulations to accelerate the process of adoption of Industry
4.0 digital technologies. They also asserted that the “lack of a digital strategy alongside
resource scarcity” followed by a “lack of standards, regulations, and forms of certification”,
constrains companies from strengthening their capabilities in the process of fully leveraging
Industry 4.0 digital technologies. This concept is especially applicable to the manufacturing
and IT industry, while Al Amri et al. [40] stated that its applicability to measure was still
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uncertain for other areas. On the contrary, there are studies that confirm the importance of
Industry 4.0 for service organizations [41,42].

The modern business excellence paradigm is strongly oriented ‘to the necessity to
transform the current organization for the future’ [3]. Gunasekaran et al. [43] stated that it
is important to define ‘what might be the future of excellence’. The term ‘future’ relates
in this context to digital transformation, Industry 4.0, and organizational agility with
special emphasis on technology and human capacity development. Fonseca [44] made
the comparison between the EFQM 2013 and EFQM 2020 models and stated that the new
model has “a focus on the futuristic requirements of the organizations rather than merely a
business excellence model and/or just a quality award enablement model”.

According to the EFQM 2020 model, both concepts of business excellence and In-
dustry 4.0 share a common goal to improve organizational operations and results. The
Singapore Smart Industry Readiness EDB report [45] indicated that business excellence is
directly related to human resource ability to adopt a range of different approaches, methods
and tools promoted within Industry 4.0.

Industry 4.0 promotes the adoption of new organizational models but also the adap-
tation of existing ones to achieve excellence in the conditions set by the new industrial
paradigm. Accordingly, project managers are looking for different ways to understand
technological change and its impact on project management processes. Moreover, the role
of project management in the development of Industry 4.0 is essential for its success and
vice versa [46]. Therefore, the authors state that traditional project management systems
should be analysed and updated according to the requirements of the new industrial revo-
lution, which will help reduce the complexity of projects [21] and increase the likelihood of
projects succeeding.

The above discussions lead to the following hypothesis:

H2. Industry 4.0 readiness level is a mediator between project management maturity and busi-
ness excellence.

Due to a lack of research on the relationship between project management maturity
and business excellence in the context of Industry 4.0, this issue requires further empiri-
cal analysis.

3. Research Methodology

3.1. Data Collection and Sample

Data collection began in January 2021 and continued through March 2021. The ques-
tionnaire was distributed in electronic format, via the Google Forms platform to organiza-
tions that have received awards and recognitions for business excellence [47]. Besides, an
invitation letter and a survey were sent to the National Representatives for EFQM, so that
they would be aware of the research to influence their members to participate in it.

The EFQM 2020 model was launched in November 2019 and when data collection
began there was only a small number of organizations that followed the new model frame-
work. For this reason, the sample included organizations that have achieved awards and
recognitions for business excellence according to the EFQM 2013 model. It was emphasized
that the survey should be filled in by a person who deals with project management or
development processes. Their task was to assess the project management maturity and
Industry 4.0 readiness levels within their organization.

The total number of participants who took part in the research was 130. Of those, six
had missing data, so the final number of participating organizations was 124. The total
number of relevant research organizations as of January 2021 was 1293, thus the response
rate was 10.05%. Rogelberg and Stanton [48] stated that a response rate of 10% should not
be ignored; rather it should be examined as to whether it has a substantial impact on the
conclusions, considering that a lower response rate is important to understand topics that
are insufficiently researched in the literature.

82



Processes 2022, 10, 1155

The greatest portion of respondents were employed in top management positions
(37.90%), followed by middle-management (27.42%) and project management (11.29%).
The participating organizations varied in size (Figure 1) and originated from 27 coun-
tries (Table 1). The following table shows the respondents by the type of activity they
performed (Figure 2).

 
Figure 1. Profile of organizations by size.

Table 1. Profile of organizations by country.

Country N % Country N %

Spain 28 22.58 Finland 2 1.61
Switzerland 13 10.48 Greece 2 1.61
United Kingdom 11 8.87 Netherlands 2 1.61
Turkey 9 7.26 Jordan 2 1.61
Austria 6 4.84 Hungary 2 1.61
Portugal 6 4.84 Saudi Arabia 2 1.61
Ireland 5 4.03 Sweden 2 1.61
Germany 5 4.03 United Arab Emirates 1 0.81
Belgium 4 3.23 Italy 1 0.81
Ecuador 4 3.23 Peru 1 0.81
Colombia 3 2.42 Poland 1 0.81
Czech Republic 3 2.42 Russia 1 0.81
France 3 2.42 Slovenia 1 0.81
Lithuania 3 2.42 Missing data 1 0.81

Figure 2. Profile of organizations by industry type.
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Looking at the profile of participating organizations, most of them were medium-
sized (41.13%) and had their headquarters in Europe because the EFQM model is most
represented there. Most respondents were from Spain (22.58%), which had the most
organizations with EFQM awards, followed by Switzerland (10.48%) and the United
Kingdom (8.87%).

When it comes to the type of industry, most responses were from organizations
engaged in education (25.81%), followed by health services (17.74%) and other service
activities (12.90%). These numbers can be explained by the fact that these sectors/areas
had the largest number of organizations with recognition for business excellence.

3.2. Research Instruments
3.2.1. Project Management Maturity

The aforementioned literature review showed different models for measuring project
management maturity. The ProMMM model is based on the CMMI model [49] and the
EFQM model was used to measure project management maturity within the organization.
It describes four levels of project management maturity: Naïve, Novice, Normalized and
Natural. They were further defined in terms of four attributes: culture, process, experience,
and application. Each of those dimensions contained a set of five items that were measured
using a 5-Point Likert scale. There was no significant difference between the average mark
of the dimensions of project management maturity. Research has shown that organizations
that are excellent in business have a slightly more developed project management culture
compared to other attributes (average mark: culture 2.91, processes 2.79, experience 2.53,
and applications 2.67).

3.2.2. Business Excellence

Business excellence levels were defined according to the prescribed criteria established
by the EFQM, which were contained within the EFQM Excellence Model, defined as a
‘framework for measuring the strengths and areas for improvement of an organization
across all of its activities’ [2]. The EFQM process recognition is a complex assessment. It
is carried out by independent EFQM assessors, and organizations that have won EFQM
recognition were taken as a sample. Different levels of recognition were presented in
the form of the 7-Point Likert Scale. The majority of respondents were in the category
Recognized for Excellence with 4 stars (24.19%), followed by Committed to Excellence
(19.35%), Recognised for Excellence 5 stars (16.94), Committed to Excellence 2 stars (15.32%),
Recognised for Excellence 3 stars (9.68%), EFQM Award Finalist (8.06%), EFQM Excellence
Award/Prize Winner (6.45%).

3.2.3. Industry 4.0 Readiness

Industry 4.0 readiness was assessed based on two sets of questions:

(1) Stages of technological development were measured by a 4-Point Likert scale. A total
of 32.26% of organizations stated that they used only existing, well-established, and
mature technologies, and the same percentage of organizations stated that they used
many new and recently developed technologies. Limited new technology, or ‘a new
feature’, were used by 30.64% of respondents, while new, unproven technological
concepts were used by only 4.84% of respondents.

(2) Dimensions and items of the Industry 4.0 Readiness model were measured by a 4-Point
Likert scale (Table 2) [22].

3.3. Research Results and Discussion
3.3.1. Preliminary Analysis

The objectives of the preliminary analysis were to check the reliability of measures
and to obtain insights into the dataset. Internal structure validity, reliability analysis and
descriptive statistics were done for the purpose of this research.
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To examine the internal structure of the test and the reliability of individual dimensions
of project management maturity, analyses were performed on culture, processes, experience,
application, exploratory factor analysis, and reliability.

The reliability of those dimensions was adequate (α > 0.70) [50]. When it came to the
Process dimension, it was noticeable that the item examining the degree of formality of the
project management process had a very low loading. Removing this item would lead to
an increase in dimension reliability. As expected, both an exploratory factor analysis and
a reliability analysis showed increased values of relevant coefficients after excluding this
dimension. The results of the exploratory factor analysis and the reliability analysis for the
Industry 4.0 Readiness dimension were assessed as adequate.

Table 2. Industry 4.0 Readiness model.

Areas of Industry 4.0
Does Not Exist or It Is at a

Very Low Level (%)
Low-Level (%) Medium-Level (%) High-Level (%)

Industry 4.0 strategy 31.45 23.39 33.06 12.1
Leadership 16.13 26.61 37.1 20.16
Customers 8.87 31.45 40.32 19.35
Products and services 8.06 30.64 41.13 20.16
Operations 8.87 37.1 45.16 8.87
Culture 8.06 34.68 38.71 18.55
People 8.06 31.45 45.97 14.52
Governance 12.90 31.45 44.35 11.3
Technology 8.06 33.87 41.13 16.93

3.3.2. Descriptive Statistics

The parameters distribution shape, skewness, and flatness, showed that the distri-
bution had the typical bell curve pattern of normal distributions (Table 3). The normal
distribution, according to the conventional criterion, has the value of the stated parameters
in the range ±1.5 [51].

Table 3. Descriptive statistics.

Variable Min Max AS SD Sk Ku

Culture 1 20 14.63 3.70 −0.89 1.27
Processes 4 20 13.98 3.17 −0.46 0.29
Experience 0 20 12.71 3.91 −0.61 0.50
Application 0 20 13.42 3.78 −0.83 0.67
Business excellence 1 7 3.56 1.82 0.08 −1.00
Industry 4.0 readiness 10 38 25.54 6.28 −0.27 −0.42

Legenda. Min—minimum value. Max—maximum value. AS—arithmetic mean. SD—standard deviation.
Sk—skewness. Ku—kurtosis.

3.3.3. Mediation Analysis—Effects of Project Management Maturity on Business Excellence
in the Context of Industry 4.0

Hayes’ macro ‘process’ v4.0 software [52] was used to test the mediation effect of
Industry 4.0 readiness on the relationship between project management maturity and
business excellence. A conceptual diagram of mediation analysis was shown in Figure 3.

The analysis was conducted using 5000 bootstrap samples and with 95 confidence
intervals, in line with Hayes’s [52] suggestion. Overall, the mediation model was significant
(F (2, 121) = 5.36, p < 0.01, R2 = 0.081). Individual relations between variables are presented
in the Table 4.

Significant effects were found for the a-path (direct effect from Project management
maturity on Industry 4.0 readiness) and the c’-path (direct effect from Project management
maturity on Business excellence). On the other hand, the c-path (indirect effect of Project
management maturity on Business excellence through Industry 4.0 readiness) and the
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b-path (direct effect from Industry 4.0 readiness to Business excellence) were not significant.
As the results suggested:

H1. A high level of project management maturity has a positive impact on business excellence—
was accepted.

H2. Industry 4.0 readiness level is a mediator between the project management maturity and
business excellence—was rejected.

In addition to providing better explanations for these relationships, the authors ex-
amined which Industry 4.0 technologies have been used within respondent organizations.
The discussion chapter will include the importance and relevance of these findings.

Figure 3. Conceptual diagram of mediation analysis.

Table 4. Description of individual relations between variables.

Path Description Parameters

a Direct effect from Project management maturity
on Industry 4.0 readiness β = 0.28; 95 CI = 0.106–0.452

b Direct effect from Industry 4.0 readiness to
Business excellence β = 0.04; 95 CI = −0.003–0.111

c
Indirect effect of Project management maturity
on Business excellence through
Industry 4.0 readiness

β = 0.04; 95 CI = −0.003–0.111

c’ Direct effect from Project management maturity
on Business excellence β = 0.19; 95 CI = 0.056–0.373

4. Discussion

This study presents empirical evidence linking project management maturity and
business excellence in the context of Industry 4.0. The hypothesis, which claims that a higher
level of project management maturity in organizations has a positive effect on business
excellence, was confirmed by using Hayes’ macro “process” v4.0 software. Business
excellence is achieved through continuous improvement, innovation, and learning [2], and,
importantly, the project management approach is in line with those principles [53–55].

There were no statistically significant differences between the individual dimensions
of project management maturity and their impact on business excellence. All dimensions
had almost the same effect in synergy, and therefore, organizations should understand and
develop project management culture, establish processes, educate people, and effectively
apply project management methods and tools. Nevertheless, culture has a slightly higher
level of maturity compared to other attributes (2.91), which indicates that excellent organi-
zations clearly define and support the “corporate culture” for project management [56].

In this study, there was no evidence of a mediating effect of Industry 4.0 readiness on
the relationship between project management maturity and business excellence. Strong
statistical significance was found for the effect of project management maturity on Indus-
try 4.0 readiness, which is in line with previous studies [19,57–61]. The Industry 4.0 variable
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had no statistically significant impact on business excellence, which contradicts previous
studies [43,44,46]. The authors explain that this was due to the specificity of the sample,
because mainly the organizations that were engaged in the service industry participated in
the research. Although the literature proves the importance and necessity of applying the
concept of Industry 4.0, industry-related institutes define its application, and the progress
is very slow [34], especially when it comes to the service industry. Most previous studies
covered the topic of Industry 4.0 in manufacturing companies [39,62], while Bodrow [41]
and Rennung et al. [42] showed that the service industry becomes an important element
of the Industry 4.0 concept, mainly for the reason that most products and services are
connected into the integrative offering.

In addition, the advanced technologies used in organizations were examined. The
use of more advanced programs in the IT system such as ERP, CRM, and the use of mo-
bile technologies are mostly represented; they were used in almost 70% of organizations.
Jally et al. [19] defined Industry 4.0 technologies that were significant for project manage-
ment, such as additive manufacturing, IoT, Autonomous systems, Big data, which are
presented in more than 20% of respondent organizations. These data indicate that more
than 20% organizations have technologies which can be successfully integrated with the
project management approach. Jun et al. [63] identified these technologies as important for
useful and accurate quality management. Other technologies, such as artificial intelligence
and blockchain, are less represented because they are primarily related to the manufactur-
ing industry. The development of smart services is expected in the near future, and it is
evident that these will not only influence but also facilitate project management within the
organization, with the aim of achieving and/or maintaining business excellence.

4.1. Theoretical Implications

This study aimed to test the theory of project management that links the level of
project management maturity with business excellence in the context of Industry 4.0. It has
been proven that project management has a strong positive impact on business excellence,
and it provides empirical evidence in theory that previous studies support. Furthermore,
the model developed for this research raises the possibility for other researchers in the
field to incorporate specificities into their studies of the new industry trends imposed by
Industry 4.0.

4.2. Practical Implications

In a practical manner, the findings can help organizations to define strategies for more
effective implementation of project management approach to achieve and/or maintain
business excellence within the new industrial paradigm.

The finding suggests that a balanced development of project management culture, pro-
cesses, people, methods, and tools for application leads to excellence in business operations
and results. Adopting an organization’s project management culture helps organizations to
understand and adapt their core activities to different norms, regulations, and behaviours.
Furthermore, it influences employee’s expertise and commitment, project management
processes and its application by using a variety of methods and tools such as require-
ment analysis, timeline frameworks, agile methods, specific software to support project
management, etc. [64].

The literature review found that technologies, such as additive manufacturing, IoT,
Autonomous systems, and Big data, have a positive impact on both project management
and business quality management, which indicates to practitioners the importance of their
more intensive use.

As a final practical implication, the authors suggest that organisations operating in
emerging economies, where the conditions for achieving awards for excellence have not yet
been met, should consider applying the modified ProMMM model. With several limitations,
primarily caused by unfavourable environmental factors, the proposed model can provide
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a clear direction regarding the organization of project activities to improve their business re-
sults, stakeholder satisfaction, socially responsible business, and environmental protection.

5. Conclusions, Limitations and Future Research

The effective deployment of project management approach helps organizations to
deal with the issues of achieving business excellence. A novel modified ProMMM model
was proposed to access project management maturity within organizations. The empirical
evidence found in this study shows that higher levels of project management maturity led
to more recognition and awards for business excellence.

Examining the mediation role of Industry 4.0, no significant statistical differences were
observed. This contradicts previous studies, which have emphasized the importance of Indus-
try 4.0 in the context of project management and business excellence, but there are no studies
that have examined Industry 4.0 as a mediation effect in the aforementioned relationship.

One of the major limitations of this study was the limited number of participants
in the research. Given that the sample consisted of a specific population of respondents
that included organizations that exclusively have some form of EFQM recognition, it is
considered that a sample of 100 or more respondents is acceptable for valid results [65,66].
Additionally, the invitation letter invited respondents engaged in project management or
development processes, which further narrowed the sampled population. It is necessary to
involve a larger number of people from organizations where the maturity of the process will
be viewed from different aspects. The creator of the original questionnaire suggested that
information needs to be obtained from a wide range of staff to avoid responses from specific
individuals [21]. This limitation can be overcome by implementing qualitative methods
that can perform a more detailed analysis and verify the results obtained in quantitative
research. Hillson [21] suggested methods such as interviews and case studies.

The authors emphasized that there is a need for further development in this area
through empirical studies on this topic, especially including manufacturing companies that
are closely related to Industry 4.0 practices. Further researches can investigate relationships
between project management maturity and business excellence model dimensions (such
as leadership, strategy, customers, etc.) to determine the level of project management
impact on individual dimensions. Furthermore, Malcolm Baldrige Criteria for Performance
Excellence (CPE) can be used as criteria for some future research to verify results obtained
in this research where the EFQM model was used.
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Abstract: An efficient and flexible production system can contribute to production solutions. These
advantages of flexibility and efficiency are a benefit for small series productions or for individual
articles. The aim of this research was to produce a genetic production system schedule similar to
the sustainable production scheduling problem of a discrete product assembly plant, with more
heterogeneous production lines, and controlled by one-time orders. First, we present a detailed
mathematical model of the system under investigation. Then, we present the IT for a solution based
on a soft calculation method. In connection with this model, a computer application was created
that analyzed various versions of the model with several practical problems. The applicability of the
method was analyzed with software specifically developed for this algorithm and was demonstrated
on a practical example. The model handles the different products within an order, as well as their
different versions. These were also considered in the solution. The solution of this model is applicable
in practice, and offers solutions to better optimize production and reduce the costs of production and
logistics. The developed software can not only be used for flexible production lines, but also for other
problems in the supply chain that can be employed more widely (such as the problem of delivery
scheduling) to which the elements of this model can be applied.

Keywords: soft computing; genetic algorithms; product scheduling; heuristic methods

1. Introduction

In view of demographic change and high-cost pressure, ever greater efforts are being
made to automate processes. On the one hand, there is an enormous combinatorial variety
in process design. This includes dividing the tasks between available robots, determining
the processing sequence, and adjusting the process settings. On the other hand, due to
narrow and dynamic robot workspaces, motion planning proves to be extremely computa-
tionally intensive. The aim of this work was therefore to use heuristic algorithms to make
processes more efficient to save costs and time. In this work, a new implementation of the
genetic algorithm is used for process optimization.

Industrial production has been going through a major change for several years, also
known as the fourth industrial revolution [1–3]. An essential part of this change is the
complete penetration of processes with the help of virtual methods. At the same time,
due to increasing complexity and decreasing batch sizes in production, there is an ever-
increasing need for software for planning, automation, and optimization. To meet these
increasing requirements, new methods and technologies have to be developed that enable
optimized planning and control under different target values [4–7].

The sustainability-oriented production scheduling problem has been researched by
many authors in the field, and there is ample literature on the topic [8–14]. However, there
are circumstances which have led to changes in production processes, such as changes
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in customers’ habits in the past decade, especially in post-crisis times. In this article, we
deal with the sustainable scheduling of generalizable systems with a structure similar
to the production scheduling problem of a discrete product assembly plant with more
heterogeneous production lines, and controlled by one-time orders. Some examples of such
systems are digital server channels and parallel transport routes, multichannel IT, and so
on. Herein, for simplicity, we will be dealing with sustainable production scheduling, and
rely on the concepts used therein when modeling our system.

Several solutions have been applied to the scheduling problem. In addition to lineariz-
ing the task, linear programming methods and heuristic methods for the problem have
been developed at the University of Miskolc. In practice, other queuing solutions have
been used as well.

Several studies [8–12,14] have already shown that one of the best results of most
heuristic methods of soft computing is the GA (genetic algorithm) for logistics systems.
Following these studies, we chose this method. The advantages of this solution are that
it is fast and accurate, especially in comparison to heuristic solutions. By setting the
parameters of the objective function to the current production target, production can be
quickly redesigned according to the current targets. The algorithm is very simple, and
the runtime is better than for LP (linear programming) solutions. In addition, many
aspects can be easily considered by the developed solution method. The model is more
adaptable. In the daily, weekly, and monthly breakdown of the production organization,
the schedule must be available during production. Thus, there is no need for real-time
results. Experience has shown that, in the event of a production line failure, the production
schedule can be easily rescheduled in a short time.

International competition is intensifying, and many companies are feeling the pressure
to shorten their innovation cycles while at the same time further individualizing their
customer approach. In order to continue to operate successfully on the market, innovative
and intelligent solutions for comprehensive process optimization are required. Intelligent
automation, also known as hyperautomation, offers a very good solution here [15–17].

Production planning and control are often characterized by laborious problem solving.
A plan often has to be changed at short notice because of a lack of material or employees,
or because a machine has broken down. As a rule, there is a lack of transparency about
the impact of these adjustments on relevant key figures such as delivery reliability and
productivity. Heuristic methods are used for the approximate solution of complex decision
and optimization problems or associated optimization models. Opening methods construct
a (first) feasible solution, while improvement methods lead to improved (locally optimal)
solutions through successive solution transformation. Metastrategies drive improvement
processes with a view to investigating promising solution areas and overcoming local
optimality. The main contribution of this study is the development of a mathematical
model for production scheduling, for which a new, modified GA solution is given. Software
has been developed and tested in a practical environment. This can be integrated into a
production management system to make the scheduling production processes on flexible
production lines more efficient. During the solution, in addition to the appropriate optimal
composition of the services, the shorter lead time also ensures fewer shifts, so the use
of harmful substances used during the changeover is also less. In addition, less energy
consumption helps sustainability, as the optimal solution leaves a smaller footprint.

In this article, we present a detailed mathematical model of the system under investi-
gation. Then, we compile the IT for a solution based on a soft calculation method. We have
created a computer application for this model, which we have run multiple times. Runtime
results are also presented in this study.

2. Review of the Literature

In the relevant literature, there are many studies on how to improve the efficiency of
production schedules. An optimum or close-to-optimum solution results from the use of the
genetic algorithm. The genetic algorithm produces new individuals by crossing individual
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pairs, whose positive properties may improve [18]. During selection, the individuals
with the better properties remain. Thus, the solution gradually improves and approaches
the optimum [12]. The efficiency of the genetic algorithm is greatly influenced by the
applied crossover operator. Today, several crossovers have been developed. Crossbreeding
simulates the analogy of genetic crossbreeding in nature. This is a procedure that generates
a child entity from two selected parent entities [9]. They differ in various ways, but each is
similar in that they either change just the order or just the position [19]. Mutation can do a
lot to help eliminate the stagnation of the procedure, making mutations just as important
as the crossover operator.

Other heuristic solutions to this problem are suggested in the literature, and the
proposed method is also unique in that it can be effectively applied to rescheduling—even
in the case of dynamic production scheduling—because it provides a very fast run. No
such approach was found with GA [10,20].

Due to rapid technological development, automation has improved significantly in
many areas of production. This leads to a complicated situation where decisions need
to be made within a short timeframe and from a number of possible cases. Wadhwa
and his colleagues suggest a flexible system, where n independent workplace products
need to be processed on m machines, and each workplace has the same processing order
on the machines [20]. It is important that the system finds jobs on the machines that
minimize the make-span. The objective is achieved by the evolutionary heuristics of the
genetic algorithm on the sustainable scheduling problem of the flow line. The advantage
of the genetic algorithm is that it manages constraints and goals easily, thus facilitating
the adaptation of the GA scheduler to a wide range of possible scheduling problems.
The results of the study show that the implementation of the genetic algorithm is very
effective compared to standard sequencing rules, such as a shorter processing time, the
total processing time, and so on.

He and Hui [10] presented a heuristic genetic algorithm for the parallel one-step mul-
tipurpose scheduling (SMSP) of large units. First, they proposed a random search based on
heuristic rules. By crawling through a set of random solutions, they obtained more feasible
solutions. To improve the quality of the solutions, a genetic algorithm under heuristic rule
was proposed. Because the run time of the genetic algorithm drastically increased due
to certain limitations, a penal procedure was introduced. Thus, the proposed algorithm
became effective, and can be used to deal with highly limited, large scheduling problems.

The authors studied the reactive sustainable scheduling method in a previous study [21].
In this previous study, a genetic algorithm-based reactive scheduling method was proposed.
When dealing with aggregate production schedules, it is difficult to change the initial sched-
ule due to unknown factors in the manufacturing system. In their research, they modified
only a portion of the initial scheduling that sets the appropriate scheduling range.

The studies [10–12] on the field of the genetic algorithm also describe the network
scheduling of a typical multipurpose batch plant. Multipurpose process scheduling is more
difficult to handle than one-step or multistep process scheduling [14,19,20]. Most authors
apply mathematical programming (MP) methods to solve this problem. However, these
adjustments result in a very long calculation time. The genetic algorithm proposed by the
authors selected a small part of the binary variables to encode into binary chromosomes,
which is key to identifying the tasks. The genetic algorithm was first developed with a
separate crossover to minimize the makespan and maximize the production.

The researchers of [8] developed a module based on genetic algorithm scheduling
based on the priority rules (PRGA-Sched) module that provides shorter completion times in
the production scheduling. The module was integrated into the Faborg-Sim simulation tool.
Using production data from the Faborg-Sim PRGA Module, a heating boiler production
system was analyzed and simulated using six products and orders from customers. Their
results showed that a better finishing time and starting position can be achieved through
the PRGA-Schedule module.
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Dao and Marian [22] presented a genetic algorithm for the integrated optimization
of precedent-limited production sequences and scheduling in several production line
environments. This group of problems is an NP-hard combinatorial problem, requiring
triple optimization: allocation of resources to each production line, production line layout,
and production line scheduling. Due to the nature of the constraints, the length of the
problem varies. To overcome this variability and the global optimum search, new resource
allocation strategies, chromosome, crossover, and mutation were encoded.

Zhang [14] proposed a solution to reduce the pollutants generated through fabric pro-
duction. First, a three-way model was drawn that included both the traditional delays and
the environmental aspects. Then, he presented an innovative solution for the sustainable
scheduling problem, namely a multi-objective genetic algorithm with a taboo-enhanced,
iterated greedy local search strategy.

We noticed that the issue related to production programs has been approached from
several perspectives, as is a complex optimization problem that has been analyzed from
different perspectives by different researchers. For example, models such as backpack mod-
elling [23–25], the PSO-GA hybrid algorithm [26–28], the tabu search algorithm [29–32], the
improved cuckoo search (ICS) [33–35], Lagrangian heuristic algorithm and other heuristic
algorithms [36–40], the mixed model [36–43], and so on, are other types of models used in
the literature.

Based on the characteristics of these genetic algorithms, the scope is expanding, and
research on the optimization and improvement of genetic algorithms is becoming more
sophisticated. In recent years, production planning based on genetic algorithms has been
analyzed in the literature using various software [44–54]. Our article contributes to the
existing literature in that we did not use existing software. Instead, we developed software
based on the genetic algorithm to solve this problem. We consider that this model is easy
to adopt for different production problems, and can be customized by the software that we
developed in comparison to the models using standard software.

3. Research Methodology

When investigating the problem, we concluded that, after the elaboration of the
detailed mathematical model, the evolutionary algorithm was the most efficient solution to
solving the problem associated with the model.

An exact solution may be given for the problem (as for all mathematical problems
with a finite number of elements), but the number of steps is of a magnitude (appearing as
an NP-problem) that precludes practical application, especially for the solution of real-time
problems [55,56]. This is already a deterrent in terms of exact solutions. Our practical tests
have already shown significant runtimes for small tasks, and the use of the trunk function
during the solution presented a further problem (which we simplified in our sample tasks).
To solve the problems emerging in practice, an efficient algorithm must be developed.

During our initial attempts, the exact solutions were discarded, and the heuristic
methods were unreliable. The evolutionary algorithms were successfully applied to other
problems. As such, for the next step in finding a solution, the choice of method seemed
to be obvious. Implementing evolutionary algorithms is simple, and we can easily create
applications for unique problems.

Evolutionary algorithms have already been used efficiently in practice for solving
several problems [57]. Genetic and evolutionary algorithms gained significant popularity
in the 1990s, and several studies have analyzed these methods [58–60]. In addition to its
simplicity and ease of implementation, adequate modifications could provide even more
efficient solutions.

4. Modelling

Investigating the problem reveals an optimization problem. In such cases, the mathe-
matical modelling of the problem is the most convenient way of creating a computational
model of it. When preparing the model, one should take care that the level of detail of
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the model is optimally suited to the problem. All notations of the model are presented
in Appendix A. The model does not have to be too detailed, because then it would be
unmanageable, while a too broad model would produce inaccurate results [61].

4.1. The Tested System

To demonstrate the operation of the system we have developed, we first define what
is meant by the problem of sustainable production scheduling of the order-driven discrete
product assembly system with heterogeneous production lines. The discrete product system
described above means that the product can be measured in pieces, and the production
time of the same product n is n times the product, and its production cost is also n times of
the product, and n ∈ N+. The system is controlled by orders; that is, prior to the operation
of the system, orders are known for a production (assembly) period of the plant. We know
what kind and how many parts the orders must be produced. To maintain compatibility
with other systems (e.g., packet data transfer), all identical products from the (virtual)
orders will be sequentially produced on the same production line. Obviously, this should
not be a requirement for a conventional schedule. Inhomogeneity of the production lines
means that both the lead time and the production cost of a product depend on the product
and the production line.

After clarifying our basic concepts, we formulated the task set. The plant had an
n ∈ N+ flexible production line and, for further reference, Cj (1 ≤ j ≤ n) designates a
production line. The production line is characterized by its ability to manufacture every
product. If this is not the case, then the product on this production line has a high lead
time and cost, which will never be allocated. The plant can produce (assemble) different
product types (m ∈ N+) on these production lines. We did not deal with deadlines because
we assumed that all acceptable solutions met the ordering deadlines.

Formally, it can be described as the following: l ∈ N+ orders waiting for manufactur-
ing be in the system.

Sij : 1 ≤ j ≤ ki (1)

s = ∑l
i=1 ∑ki

j=1

∣∣Sij
∣∣. (2)

For example, Sij :=
{

ekekek . . . ek
1 2 3 . . .

∣∣Sij
∣∣
}

. This kind of series cannot be divided into

further parts. σ
(
Sij
)
= p is the number of series Sij. It will be used the function τ(p) := j

for further reference. The system model uses three essential matrices, all of which create a
link between the product and production lines. One is the lead time of one type of product
on one production line, and the other is the production cost of the product associated with
the production line or the switch time between the products on the production line. These
formally mean:

Pn×m =
[
pij
]

is manufacturing cost of the product j on line i.
Tn×m =

[
tij
]

is turnaround time of product j on line i.

Gn×s×s =
[

giτ(j)τ(l)

]
, Dn×s×s =

[
diτ(j)τ(l)

]
is resetting time and cost from series j to

series l on line i. (1 ≤ i ≤ n), (1 ≤ j ≤ s), (1 ≤ l ≤ s).
Our task was to find an optimal or close-to-optimal layout that complied with the set

of conditions outlined below. As can be seen from the objective, a dual and counterpart
parameter appear in the optimization targeting function of optimization. That is, if we
are trying to minimize the cost, the best solution is to assign each series to its optimal
production line. If this is achieved through a model in which all series designate a single
production line as optimal, the lead time will be the maximum. In the same way, if it is
possible to assign each sequence to a line with the optimum lead time, each series may be
ordered at the highest cost line. Thus, it appears that the solution is somewhere between
these two models.
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For these cases, it is important to know the total leading time (Tj) and the manufactur-
ing cost (Kj) of the production line j for an assignment X. For easier handling, suppose that
ti∅j := 0, meaning before the first series is not reset.

An optimization task formulates the above system which will manufacture all series
on a production line, then at least one following objectives are met:

1. Minimal lead time;
2. Minimal manufacturing cost;
3. The compromise objective function between time and cost.

In this paper, the third case will be examined, as the following objective function
handles cases 1 and 2:

λ·max
j

Tj + μ·∑j Kj → min (3)

In the first case, μ = 0, in the second case λ = 0.

4.2. The Mathematical Model
4.2.1. Constraints of the Model

This is the assignment hypermatrix (see Figure 1):

Xs×n×s =
[

xijk

]
(4)

where this denotes:
xijk = 1 (5)

that series i is assigned to manufacturing element k of production line j.

xijk ∈ {0; 1} (1 ≤ i ≤ s; 1 ≤ j ≤ n; 1 ≤ k ≤ s) (6)

Figure 1. Hypermatrix of the assignment.

Each series is assigned to only one production line and only one manufacturing number:

∑n
j=1 ∑s

k=1 xijk = 1 (1 ≤ i ≤ s) (7)

For each production line, and within a production series, a number is assigned up to
one series:

∑s
i=1 xijk ≤ 1 (1 ≤ j ≤ n, 1 ≤ k ≤ s) (8)

The series is assigned to the first numbers of the production line. The following
condition shows this:

∑s
i=1 xijk − ∑s

i=1 xij(k+1) ≥ 0 (1 ≤ j ≤ n, 1 ≤ k < s). (9)
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4.2.2. The Objective Function

Taking a step forward:

trunc(x) =
{

1 if x ≥ 2
0 otherswise

(10)

The manufacturing cost of the production line j is:

Kpj(X) = ∑s
i=1 ∑s

k=1 pjτ(i)xijk (11)

The resetting cost of the production line j is:

Ktj(X) = ∑s
i=1 ∑s−1

k=1 ∑s
r=1 dτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

)
. (12)

The total cost of the production line j is:

Kj(X) = Kpj(X) + Ktj(X)

=
s
∑

i=1

s
∑

k=1
pjτ(i)xijk +

s
∑

i=1

s−1
∑

k=1

s
∑

r=1
dτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

)
.

(13)

The manufacturing time of the production line j is:

Tpj(X) = ∑s
i=1 ∑s

k=1 tjτ(i)xijk. (14)

The reset time of the production line j is:

Ttj(X) = ∑s
i=1 ∑s−1

k=1 ∑s
r=1 gτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

)
. (15)

The total manufacturing time of the production line j is:

Tj(X) = Tpj(X) + Ttj(X) =
s
∑

i=1

s
∑

k=1
tjτ(i)xijk+

+
s
∑

i=1

s−1
∑

k=1

s
∑

r=1
gτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

) (16)

The total objective function is:

f (X) = λ· max
j∈{1,...,n}

Tj(X) + μ· n
∑

j=1
Kj(X)

= λ· max
j∈{1,...,n}

(
s
∑

i=1

s
∑

k=1
tjτ(i)xijk +

s
∑

i=1

s−1
∑

k=1

s
∑

r=1
gτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

))

+μ· n
∑

j=1

(
s
∑

i=1

s
∑

k=1
pjτ(i)xijk +

s
∑

i=1

s−1
∑

k=1

s
∑

r=1
dτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

))
→ min.

(17)

The Complete Model:

xijk ∈ {0; 1} (1 ≤ i ≤ s; 1 ≤ j ≤ n; 1 ≤ k ≤ s) (18)

n

∑
j=1

s

∑
k=1

xijk = 1 (1 ≤ i ≤ s)

s

∑
i=1

xijk ≤ 1 (1 ≤ j ≤ n, 1 ≤ k ≤ s)

s

∑
i=1

xijk −
s

∑
i=1

xij(k+1) ≥ 0 (1 ≤ j ≤ n, 1 ≤ k < s)
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f (X) = λ· max
j∈{1,...,n}

Tj(X) + μ· n
∑

j=1
Kj(X)

= λ· max
j∈{1,...,n}

(
s
∑

i=1

s
∑

k=1
tjτ(i)xijk +

s
∑

i=1

s−1
∑

k=1

s
∑

r=1
gτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

))

+μ· n
∑

j=1

(
s
∑

i=1

s
∑

k=1
pjτ(i)xijk +

s
∑

i=1

s−1
∑

k=1

s
∑

r=1
dτ(i)τ(r)·trunc

(
xijk + xrj(k+1)

))
→ min

5. Description of the Heuristic Approach

5.1. Our Previous Solutions and Examinations

The basic problem of optimization is the size of the solution space. If n is the number of
production lines and l is the order number, then Dli = ∑l

i=1(l − i − 1)! n!
(n−i)! is the solution

space number. For example, 4 production lines and 50 orders will have a solution space of
1.3·1065 elements. The optimal solution for such a large task is very difficult to ensure, so
we have been looking for heuristic solutions for the last few years.

Our first reasoning was built on the greedy algorithm. The solution was based on the
fact that the same products were merged and, depending on how the weight values in the
target function were configured, the assignment was assigned to the production line with
the shortest lead time or with the lowest cost line. Then, with manual tuning, we eliminated
the outstanding assignments by smoothing the mergers. This kind of solution provided a
usable result. However, the efficiency test found that we did not reach the right target for
each order system. Our attention was directed to Ant Colony Optimization (ACO). The
results of the completed software were subjected to statistical analysis, and we found that
the deterministic sustainable production scheduling tasks realized with the ant algorithm
resulted in very large variations. Thus, it was difficult to determine how close this would be
to the optimal. However, the advantage of this solution was that it simultaneously handled
two parameters—lead time and cost—so the one-on-one contact could be easily controlled.

As expected, with a higher run number and more agents, the average run result
yielded a better target than a lower run number or fewer agents. However, the lowest
aggregate target value was obtained from the lower run increments. On the contrary, the
average target value was close to 1.5% lower for the higher runner step [4]. It was clear
that the process did not converge, as can be seen in the examples. Only in the case of a high
number of agents and a long run, or an evaporation factor proportional to the maximum
path length, could a relatively low target value be found. A detailed examination was
unnecessary since, in the examined samples (about 1000 runs), we found that the solution
obtained could be very different at the same parameter value. Thus, it was found that usage
of the ant algorithm primarily provided good ground for pre-processing other processes.
Therefore, we will use the more efficient and verifiable convergent GA solution to play a
role in pre-processing [6]. Accordingly, the solutions provided by the ant algorithm form
the initial population of the GA. This is positive from the point of view of good-quality
initial chromosomes, and, from experience, it is also beneficial that each individual is
relatively distant from the other.

5.2. The Structure of the Chromosome

The method is based on a well-designed chromosome. If it is possible to determine
the chromosome together with its locus of limbs, such that we can efficiently apply the GA
operators to the genes on it, then we can develop a good and usable method. First, we
determine the chromosome whose loci number is:

g = 2·s

We assign an integer number to every series of the original problem with function (see
Table 1) σ

(
Sij
)
= p.
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Table 1. σ(i) Function.

σ
(

Sij

)
1 2 . . . k1 k1 + 1 . . . k1 + k2 . . . s

Sij S11 S12 . . . S1k1
S22 . . . S2k2 . . . Slkl

The chromosome will then be structured as follows (see Table 2).

Table 2. Structure of a chromosome.

1 2 . . . s
L1j1 N1j1 L2j2 N2j2 . . . Lljl Nljl

Denote

Liji : production line ji is assigned to series i.
Niji : production sequence number of series i on line ji (production sequence). It is

not important that the strict sequence (1,2, . . . ,ki) is followed; only the order of the values
determines the sequence of series on the line. If two series have the same values, then the
series with a lower sequence number will be manufactured first. This consideration will
accelerate the algorithm (every result will be a possible result). For example Table 3.

Table 3. An example of a chromosome.

1 2 3 4 5
0 10 1 4 1 3 0 2 1 4

In Table 3, two lines (0 and 1) are used with 5 locusts of a chromosome. The first gray
block shows that series 1 is assigned to line 0.

The series 1 has sequential number 10 and the series 4 has sequential number 2 on line
0. Series 2 has got sequential number 4, series 3 has got sequential number 3, and series 5
has got sequential number 4 on line 1. The allocation will be as follows Table 4.

Table 4. Example of production lines.

Line 0 Series 4 Series 1

Line 1 Series 3 Series 2 Series 5

The order number and the order series number can be decoded from Table 1. The type
of product and the number of an order can be decoded from these numbers with function
τ
(
Sij
)
. The number of an order is assigned to series Sij. Resetting cost and leading time

can be easily determined from these numbers.

(a) Crossover

P denotes the number of elements in the population.
The first operator of GA is the crossover that creates two new chromosomes by means

of any two chromosomes from the population. That is, two new possible solutions are
possible in our assignment from two possible assignments. During the crossing, the genes
on a given loci interval of one of the parent chromosomes, in which rows are strung to the
loci, are exchanged with the genes of this locus domain of the other parent genome, and
vice versa. The crossing is based on the starting point and the length of the chromosomes.
The procedure is outlined by the following algorithm.

KER be a random integer between 1 and p
2 (half of the population’s number). The

KER represents the number of crosses applied to a particular population.
Select randomly two different individuals from the current population.
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Select at random a POZ crossing point (between 1 and 2) and a HOSSZ value (between
1 and 2—of POZ). The POZ shows from which loci to begin the crossing, and the HOSSZ
shows the number of those loci on which genes are to be exchanged.

Create two new chromosomes by replacing the genes of the two parents from POZ
length to HOSSZ length. See the above example.

Perform the second and third steps KER times.
Consider the following two chromosomes (Table 5).

Table 5. Chromosome of parent entities.

1 2 3 4 5
0 10 1 4 1 3 0 2 1 4

1 2 3 4 5
1 7 1 3 0 1 0 4 0 2

Take the starting point 2 and the length 6 (Table 6).

Table 6. Chromosome of successive entities.

1 2 3 4 5
0 10 1 3 0 1 0 4 1 4

1 2 3 4 5
1 7 1 4 1 3 0 2 0 2

Note that our crossing solution is flexible. As it is not necessary to replace blocks, it is
also possible to replace subblocks. This means that the length can not only be an odd value,
but also an odd value, such as 5. In the case of the fourth series, the value determining the
production order does not change, only the number of the production line. Based on the
above, this still provides a possible solution for all crossings.

(b) Mutation

The role of mutation is to include in the population chromosomes possible solutions
that would never enter the optimization through initial design and crossing. Mutations
always change the gene of a locus. This, in our case, can be a production line gene, but it
can also be a production sequence gene.

MUT is a random integer between 1 and
p
2

(half of the population’s number). This
value determines the number of chromosomes that will be allowed mutation in our
current population.

Select a random MUT number of individuals from the population.
Take the first selected individual.
Select a locus from this individual randomly. If this is an even-value gene, then gener-

ate a value between 1 and s. Change the value of the selected gene to the value obtained.
If it is odd, generate a value between 0 and n − 1 (production number 1) and substitute

it for the gene’s existing value.
After this, select the next individual and perform the steps from step 3 until the

mutation is performed for all selected individuals.

(c) Selection

The role of selection is, in addition to the new individuals that have been crossed and
mutated, for the somewhat valuable individuals of the present population to be included in
the new population (generation) and eventually aid in optimization (the list is in descending
order). In our method, we combine the following two selections:

Proportional fitness selection;
Elite list selection.
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p +
[ p

2

]
be the number of genetically generated entities. The number of all entities

is q = 2p +
[ p

2

]
. Find the best fit for fitness (f). If there is more than one, choose one at

random and add this to the new population. p − 1 is selected from the q − 1 chromosome.
Determine the fitness of each individual. This value is weighted using the lead time and
total production cost assigned to the solution (evaluation).

5.3. Convergence of the Process

The above procedure converges. Convergence is ensured by the fact that fitness
values are limited from the bottom (the value cannot be negative) and because of elite
list selection, where at least one of the best individuals of the previous population will be
included in the population. Thus, the fitness value for a new population with the smallest
fitness value cannot be higher than the best fit in the previous population. Therefore, the
smallest fitness value of the population is a monotonous downward series. Thus, it will be
a convergent series. The question is whether this series converges to the optimum value.
The convergence of the genetic algorithm to optimum is provided in the study [3].

6. Discussions and Results

We have developed a simple application for our investigation, which functions accord-
ing to the above. During the visualization, we strived for simplicity, since our objective
consisted of the adequacy of the model and the applicability of the method.

The examined sample task is presented below. The structure of the sample task
corresponds to the outlines of the model. This sample task is from a real company, but it
was simplified for reasons of transparency. In some cases, we significantly deviated from
the actual numbers to demonstrate the functionality of our developed method.

The task is presented below using the elements of the software setup window.
The Structure of the Sample Task:
The company had four production lines, and our goal was to schedule four production

lines (channel).
Our aim was to produce six different products on these production lines.
The number of orders was 40.
The table of the specific orders shows how many units of a specific product had to be

produced. The figure shows the products related to the first 16 orders (order) and their
number of units.

C#i shows, for the production line i (channel), the turnaround time necessary to
produce the product j after the product i (Ti).

The turn-around timetable presents the lead time of specific products (Ti) on the
specified production line (Cj).

The cost table shows the production costs of the specific products (Ti) on the specified
production line (Cj).

Time is measured in minutes and the cost is measured in euros. In this case, we can
dispense the currency and the unit of time, as these do not influence the system (Figure 2).
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Figure 2. The data of the production scheduling problem (C#i in the computer application means the
selected C4 production line).

Our aim was to place the elements in the orders table on the four production lines in
such a manner that it was optimal from a perspective of (the list is in descending order):

Lead time;
Minimal costs.
This can be controlled through the alpha and beta parameters shown in Figure 3. If

alpha = 1 and beta = 0, then we optimized for lead time. If alpha = 0 and beta = 1, we opti-
mized for costs. The two criteria were considered in weighted form for all subsequent results.

Under the set conditions, along with the two aforementioned cases, we also presented
a case in which both criteria were taken into account with different weights.

The run included 200 steps for each investigation. The run results from the following
figures had the chromosomes obtained during the selection, with the individual lines
representing the chromosomes. The fields for setting the two parameters can be seen in the
upper part of Figure 3.

 

Figure 3. The optimization panel with the parameters.
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Depending on the change in parameters, we investigated the result provided by the
method. In the case of examined samples, when turnaround time was optimized, the
turnaround time could not be less than 16,163 time units, and the cost could not be less
than 18,494 cost units.

Figure 4 shows a run result in a case where the lead time parameter alpha = 1, the
figure shows that the system seeks equal load. The figure can be interpreted as follows.

Each order is associated with a color. The quantities to be produced for each order
are shown by the white numbers. The gray gaps represent inactive times. The breadth of
the individual orders symbolize the necessary production time (the broader the order, the
longer the production time), and the color yellow represents the production lines (of which
there are currently four).

 

Figure 4. Uniform allocation in case of parameter α = 1.

If the cost is considered for the purpose of optimization, the 18,189.75 time units
cannot amount to less than 16,273 units of expenditure. The example is examined for the
expenditure case in which the parameter of the expenditure (beta) is 1 and the lead time
(alpha) is 0 (Figure 5).

 

Figure 5. Allocation for high-cost production lines (3 lines).
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Based on the description of the sample task, the third production line was among one
of the most expensive lines, from the perspective of the products to be manufactured. The
solution shows that the assembly line that was expensive relative to the ordered products
was only minimally used by the system. This can be seen on the third production line.

In practice, the joint investigation of the two criteria can be conducted by considering
the experience. In our examined example, the experiential result was as follows (Figure 6).

 

Figure 6. The result of the allocation for the parameters alpha = 0.6 and beta = 0.4.

This was in line with the practical experience that most orders were allocated to the
fourth line.

7. Efficiency of the Algorithm

In the examined sample tasks, the program found the near-optimal solution in a
maximum of 200 steps.

The run times of the individual cases did not exceed 30 s.
In general, based on experience to date, the program performs thousands of cycles in

the optimal search for the most complex task. The running time for complex tasks was no
more than 5 min. The program does not require special hardware.

8. Conclusions

8.1. Theoretical and Practical Implication

In this research, we presented the results of the objectives set out in the introduction.
The first goal was to create an exact unique mathematical model for the task, so that the
GA’s IT of the task could be fitted onto this model.

What caused the unreliability of previous heuristic solutions? Studies have shown
that, due to the robustness of such tasks, only in certain cases is the solution’s optimum
closeness of the solution ensured. In some cases, the solutions differed very much from the
actual—that is, from the optimum obtained by us through the analysis of a well-analyzed
test system—since the methods were largely based on the conditions of an average system.
Unfortunately, the ant colony optimization was different in behavior. This solution had
the great advantage of avoiding the alpha and beta parameters of the current method. The
method itself tried to adjust to optimize costs and lead time together, and that is what
caused its failure. As demonstrated by the combined effect of the two objectives, we did not
obtain targets changing in the same way as the two parameters analyzed with the methods
we employed, so the system could not produce good solutions. Sadly, through its use, we
obtained possible solutions but not an optimal solution.
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The third objective was to provide a GA model that would fit the task. Basic models
can be adapted with little modification, since, in our case, the structure of the chromosomes
and the genes to be replaced by the locus used were special in their structure. Genes contain
two different elements, so genetic operators must adapt to this. The unique chromosomes
and operators created fitted the mathematical model.

In this research, algorithms for generating time-optimized solutions were implemented
in a software program. For this purpose, all necessary steps were presented, starting with
a probabilistic movement planning algorithm with fast and accurate collision detection,
a heuristic solver for process flow optimization and load balancing, up to a practical
validation of the methodology. Due to the high complexity, a robust process automation or
optimization with common planning and technical methods can only be implemented to a
limited extent. Mathematical analyzes and computer-aided methods can make additional
contributions to greater robustness and increased efficiency. Time-optimized programs
for process optimization are supplied as a practical application. For this, it is necessary
to integrate the methods into the production network. The evaluation of the results is
based on precise simulations with the developed software. In this paper, we demonstrated
that order-driven production can be mathematically described, and be assigned to a well-
managed model. The model condition criteria were simple, but the complexity of the target
function required that the task related to the model was not solved by using the exact
method. Compared to previous studies, we have now solved the problem with a variation
of the genetic algorithm. This solution method provided the best results compared to our
previous experiments.

In the past, we performed numerous runs and evaluated the results using statistical
methods. These findings also supported our hypothesis that soft calculation methods are
well suited for production tasks as well.

8.2. Limitations and Future Research

For future research, it will be important to investigate the scalability of the solver
so that the entire production line can be optimized, instead of a single process. This is
particularly interesting for load balancing because the number of tasks is much larger.
A promising approach is to first build a population of good and diverse solutions using
heuristics, and then apply artificial intelligence methods to identify a common pattern
among them according to the pattern that frequently occurs.

Integer values were four-byte integers, so these were not a limitation in the practical
problem. Variables were dynamic, so the hardware set the limits. The results of the tests
so far, which were used in a medium-sized production plant, were satisfactory. Very large
serial numbers have not been published, but based on the experience so far, the previous
day’s production plan is prepared quickly—well within deadlines.

Furthermore, in the future, applications are to be examined in which robot programs
are created solely from the specifications of product planning. Reinforcement learning
can be used for this in order to train a model from the processes. In this way, all relevant
process technology requirements and tolerances can be recorded.
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Appendix A

Notation Range Explanation

n ∈ N+ the number of flexible production lines

m ∈ N+ the number of different product types

l ∈ N+ the number of orders waiting for
manufacturing

i the series number of the order

j the series number of the production line

k the manufacturing element

ki the number of the series of order i

Cj (1 ≤ j ≤ n) ID of production line j

Sij Sij : 1 ≤ j ≤ ki the series j of the order i.

s the total number of series of all orders

σ
(

Sij

)
= p the number of the series Sij

τ(p) := j

Pn×m =
[

pij

] the manufacturing cost of the product j
on line i.

Tn×m =
[
tij

]
the turnaround time of product j on line i.

Gn×s×s

=
[

giτ(j)τ(l)

]
,

Dn×s×s

=
[
diτ(j)τ(l)

]
(1 ≤ i ≤ n), (1 ≤ j ≤ s),

(1 ≤ l ≤ s)
the resetting time and cost from series j to
serial l on line i.

Xs×n×s =
[

xijk

] xijk ∈ {0; 1}(
1 ≤ i ≤ s; 1 ≤ j ≤ n;

1 ≤ k ≤ s

) xijk = 1
that series i is assigned to manufacturing
element k of production line j.

Kpj (X)
The manufacturing cost of the production
line j

Ktj (X) The resetting cost of the production line j

Kj(X) The total cost of the production line j

Tpj (X)
The manufacturing time of the
production line j

Ttj (X) The reset time of the production line j

Tj(X)
The total manufacturing time of the
production line j

f (X) The total objective function

λ=
alpha (α) in the software

[
1

min

] Normalizing and at the same time weight
factor
Lead time parameter

μ =
alpha (β) in the software

[
1

Euro

] Normalizing and at the same time weight
factor
Cost parameter
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Received: 14 December 2021

Accepted: 7 February 2022

Published: 10 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Sustainable Solar Drying of Brewer’s Spent Grains:
A Comparison with Conventional Electric Convective Drying

Juan Pablo Capossio 1, María Paula Fabani 2, Andrés Reyes-Urrutia 1, Rodrigo Torres-Sciancalepore 1,

Yimin Deng 3, Jan Baeyens 3,4,*, Rosa Rodriguez 5 and Germán Mazza 1,*

1 Instituto de Investigación y Desarrollo en Ingeniería de Procesos, Biotecnología y Energías Alternativas,
PROBIEN (CONICET-UNCo), Neuquén 8300, Argentina; juan.capossio@probien.gob.ar (J.P.C.);
andres.reyes@probien.gob.ar (A.R.-U.); rodrigo.torres@probien.gob.ar (R.T.-S.)

2 Instituto de Biotecnología, Facultad de Ingeniería, Universidad Nacional de San Juan,
San Juan 5400, Argentina; paufabani@unsj.edu.ar

3 Process and Environmental Technology Lab, Department of Chemical Engineering, Katholieke Universiteit
Leuven, 2860 Sint-Katelijne-Waver, Belgium; yimin.deng@kuleuven.be

4 Beijing Advanced Innovation Centre for Soft Matter Science and Engineering, Beijing University of Chemical
Technology, Beijing 100029, China

5 Grupo Vinculado al PROBIEN (CONICET-UNCo), Instituto de Ingeniería Química, Facultad de Ingeniería,
Universidad Nacional de San Juan, San Juan 5400, Argentina; rrodri@unsj.edu.ar

* Correspondence: jan.baeyens@kuleuven.be (J.B.); german.mazza@probien.gob.ar (G.M.)

Abstract: Spent grains from microbreweries are mostly formed by malting barley (or malt) and are
suitable for a further valorization process. Transforming spent grains from waste to raw materials,
for instance, in the production of nontraditional flour, requires a previous drying process. A natural
convection solar dryer (NCSD) was evaluated as an alternative to a conventional electric convec-
tive dryer (CECD) for the dehydration process of local microbrewers’ spent grains. Two types of
brewer’s spent grains (BSG; Golden ale and Red ale) were dried with both systems, and sustainability
indices, specific energy consumption (eC), and CO2 emissions were calculated and used to assess
the environmental advantages and disadvantages of the NCSD. Then, suitable models (empirical,
neural networks, and computational fluid dynamics) were used to simulate both types of drying
processes under different conditions. The drying times were 30–85 min (depending on the drying
temperature, 363.15 K and 333.15 K) and 345–430 min (depending on the starting daytime hour
at which the drying process began) for the CECD and the NCSD, respectively. However, eC and
CO2 emissions for the CECD were 1.68–1.88 · 10−3 (kW h)/kg and 294.80–410.73 kg/(kW h) for the
different drying temperatures. Using the NCSD, both indicators were null, considering this aspect as
an environmental benefit.

Keywords: natural convection solar dryer; electric convective dryer; brewer’s spent grains; waste
valorization; artificial neural networks; computational fluid dynamics

1. Introduction

The beer production market has been a highly concentrated one worldwide for a long
time, with a substantial market share held by a few brewing companies which produce
the most consumed industrial lager type of beer. Starting a decade ago, however, local
microbreweries have been increasingly capturing the consumer’s interest with a wide range
of different types of beer. The Argentinian beer industry does not escape this reality, and
the craft beer market was growing 30% annually (pre-pandemic) [1]. Beer in all its variants
is one of the most popular alcoholic beverages in the world. In Argentina in particular, its
consumption began to grow steadily, reaching 2 · 1010 L/a [2].

Beer is made from sugars acquired from cereals and other grains (mainly barley and
wheat), flavored and aromatized mostly with hops, but also with other herbs and additives,
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which are fermented in water with yeasts of the Saccharomyces type. In this process, large
amounts of a solid fraction residue are produced, called brewer’s spent grains (BSG) [3],
which form the most abundant byproduct of the brewing process, representing 85 % of
the total residue and, on average, 31 % of the original weight of the malt spent in the
process [4,5].

As a consequence of the appearance of microbreweries scattered around the country,
large amounts of spent grains have been made available locally. The disposal of this residue
is a serious environmental problem for communities and breweries because the volume
of BSG generated is around 0.60 kg/L of beer brewed (as reported by the establishment
which provided the samples and [6]). BSG are mainly used for animal feed; also, in a low
fraction, for biogas generation; or are eliminated in landfills [7]. However, those byproducts
potentially have several applications because of their year-round availability, low cost, and
valuable chemical composition. The chemical composition is influenced by diverse factors
like the grain used (barley, wheat, rice, corn, among others), processing method, harvesting
time, and brewing conditions (i.e., the recipe used) [8]. Spent grains mainly consist of
15–26% protein and 70% fiber. The fiber consist of 16–25% cellulose, 28–35% hemicellulose,
and 7–28% lignin [5].

Bolwig et al. [7] and Kavalopoulos et al. [9] studied the valorization of BSG as animal
feed and biofuel, respectively, in the framework of biorefining and circular bioeconomy.
Additionally, Fabani et al. [10] proposed a byproduct development process for watermelon
rind in which rinds are transformed into nontraditional flour. Similarly, BSG are materials
suitable for further valorization through such a process. For instance, BSG are added as an
ingredient to enhance the fiber contents in recipes for pasta [11], bread, and snacks [3,12,13].
Recently, the potential use of BSG as fuel and food in Africa and its global warming capacity
were studied by Maqhuzu et al. [14]. In addition, BSG can be used to directly recover fibers
and antioxidant compounds [15].

Because of its high initial moisture (60–80%), transforming BSG from waste to raw
materials requires a prior drying process. High moisture makes the product vulnerable to
fast deterioration and spoilage within a few hours after brewing is over [16], and BSG at a
disposal site like a landfill show an emission (expressed in CO2 equivalents (CO2, eqv)) of
513 kg/t [9]. Currently, several devices are used for food dehydration, like hot air oven
dryers and natural convection solar dryers (NCSD) [17,18]. The latter are economic to
fabricate, reliable, environmentally friendly, and have lower operational costs than the
former while being more efficient than direct sun dryers. In addition, solar drying reduces
the CO2, eqv, for instance, by reducing the use of conventional energy by as much as 80 % if
forced convection is used [19]. Its working principle is based on sunrays directly heating
the inlet air, thus lowering its humidity. Such an effect makes the air flow toward the
dryer’s exhaust naturally. The passing air removes the moisture from the product on the
trays and releases it into the outer atmosphere. An example can be found in [20] where
a mixed-type solar dryer was successfully used for the dehydration of pear slices (Pyrus
communis L.).

There is little information about BSG drying in the literature. Mallen and Najdanovic-
Visak [21] studied the BSG drying kinetics at four temperatures (333.15 K, 343.15 K, 353.15 K,
and 363.15 K) to extract biodiesel, while Kavalopoulos et al. [9] dehydrated BSG and milled
them at the same time with a rotary drum food waste dryer at 378.15 K to produce biodiesel,
bioethanol, and/or biogas.

The conventional modeling procedure for predicting the drying characteristic of a
foodstuff is to use an existing empirical correlation based on a large number of experiments,
like the Midilli model [10]. However, these correlations are frequently not sufficiently
general to cover all particularities of the specific drying system [22]. One of the main
problems that these models share is that their parameters have no physical meaning,
and the only independent variable is the drying time. Consequently, there is no explicit
relationship between the other operational variables (inputs) and the output. On the other
hand, more complex models require the use of computational fluid dynamics (CFD). For
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instance, Sanghi et al. [23] developed a CFD model to simulate the corn drying process in
an NCSD. Such a model successfully predicted the internal temperature, humidity, and
air velocity profiles of the dryer. It was validated by using experimental information.
Although the authors did not detail the simulation times needed to generate results, long
computational times are a very important limitation because simulating even a few seconds
of the drying process requires high computing power and time [24]. Instead, artificial
neural networks (ANN) present an interesting alternative option. The training process of
the ANN requires a relatively low number of datasets obtained from experiments, making
it very efficient. The prediction of a new drying curve with a trained network is completed
in seconds, thus avoiding time-consuming new experiments. Furthermore, expanding the
neural model with new inputs and/or outputs is a very straightforward procedure. The
most significant drawback of ANNs is that they can present poor results when attempting to
perform extrapolations if limited data are available. Of course, these modeling approaches
are not mutually exclusive and can be used together in order to achieve a synergetic effect
between the local and global phenomena modeling and simulation.

One particular application of process models is the development of soft sensors,
which are instruments capable of measuring difficult process variables indirectly [25], like
moisture ratio (MR). Ryniecki et al. [26] used a soft sensor based on a correlation for the
determination of malting barley moisture ratio inside a fixed bed dryer. The purpose of
the sensor was to allow the automation of the process through the prediction of the drying
endpoint.

Objectives of This Work

This work aimed mainly to evaluate the NCSD as an alternative to electric convective
dryers for the dehydration of local microbrewers’ spent grains. Two kinds of BSGGolden
ale (GA) and Red ale (RA) were dried at different daytime hours in an NCSD. Furthermore,
BSG were also dried in a conventional electric convectivedryer (CECD) at 333.15 K, 338.15 K,
343.15 K, 348.15 K, 353.15 K, 358.15 K, 363.15 K, and 368.15 K. Kinetic studies were com-
pleted for both drying methods. The measured dimensionless MR values were modeled
with eleven semitheoretical and empirical models for the CECD and, in turn, using CFD
and ANNs for the NCSD. Finally, sustainability indices, specific energy consumption (eC),
and CO2, eqv were calculated and used to consider the environmental impact of the NCSD
with both its benefits and drawbacks.

2. Materials and Methods

2.1. Samples

The samples were provided by Cervecería Cumbre, San Juan Province, Argentina.
They were collected after being removed from the maceration process of two types of beer:
Golden ale (GA) and Red ale (RA) (Figure 1). Then, the samples were stored at 277.15 K in
the dark until needed (no more than 1 or 2 days after sampling).

Figure 1. Brewer’s spent grains (BSG) of both (a) Golden ale and (b) Red ale varieties used.
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2.2. Analysis of the Samples

The moisture content, pH, and titratable acidity (citric acid content) were analyzed in
the collected BSG (both raw and dried, i.e., initial and final values after drying) following
the methodology of the AOAC (Official Methods of Analysis, 2010). All the analyses in
fresh and dried BSG were repeated three times (N = 3) and the data gathered from them
were expressed as the means ± standard deviation.

2.3. Drying Equipment and Experimental Procedure

In this subsection, first, both types of dryers are presented; second, the experimental
procedures used with each one of them are described. In addition, the most important
instrumentation equipment is described.

2.3.1. Conventional Electric Convective Dryer (CECD)

The convective BSG drying experiments were performed without pretreatment at eight
different temperatures: 333.15 K, 338.15 K, 343.15 K, 348.15 K, 353.15 K, 358.15 K, 363.15 K,
and 368.15 K, in an electric oven with a stainless-steel tube (0.12 m internal diameter and
1 m height), heated by the electrical resistance of 850 W. A complete description of this
device was reported by Baldan et al. [27]. The air velocity was constant at 1 m/s during all
the drying trials which were carried out until the average moisture content was lower than
10% according to the Codex Standard for wheat flour used for bakery and confectionery
products (Codex Alimentarius, 1985 [28]) so as to prevent any degradation of the flour.

2.3.2. Natural Convection Solar Dryer (NCSD)

A solar dehydrator with natural airflow (Figure 2) was used for the BSG drying
experiments which lasted until the moisture content was lower than 10% [28]. The product
was placed on trays inside the solar dryer in layers of 0.5 cm thickness (Figure 2a). The
drying experiments were carried out on two consecutive summertime days, each one in
triplicate, with three full trays per trial. The weight of BSG used in each experiment was
0.265 kg per tray. Furthermore, each day, the experiments started at two different hours (8:30
and 11:00 in the morning) to analyze the influence of irradiance and ambient temperature
on the drying process of the samples. The morning time was selected considering that
at 8:30 a.m. the irradiance value is minimal while at 11:00 a.m. a steady increase in
irradiance (slope) begins and is sustained over time. Weight loss data was registered at
different time intervals during the drying process until a constant weight was obtained. The
measurements were performed by taking the trays from the chamber in regular intervals
to be weighted with a balance Compass CR621 (OHAUS, Parsippany, United States).
The drying chamber was 1.32 m in height, 0.56 m in width, and 0.33 m in depth. The
collector was 1.24 m in length, 0.56 m in width, and 0.15 m in depth (Figure 2b). The
cover of the collector (upper part) was transparent and made of a material that allowed
the passage of solar energy, minimal loss of sunlight waves, and was resistant to inclement
weather. In this case, 150 μm polyethylene was used. The drying system was classified as a
natural convection indirect type, and the angle of inclination of the collector was set to 10◦
(Figure 2C). Although the Sun’s position could have allowed an optimum inclination of
between 30◦ and 50◦ [29], a very conservative value of 10◦ was selected to not overheat BSG
according to the values of irradiance obtained in San Juan Province where the experiments
were performed. The maximum and minimum temperatures achievable by the solar dryer
were, approximately, between 318.55 K and 291.85 K, respectively.
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Figure 2. (a) Placement of the biomass on trays inside the solar drying chamber. (b) Natural
convection solar dryer (NCSD) dimensions. (c) Heating and air circulation inside the NCSD.

The final moisture content of samples was determined using a PMR50 analyzer (Rad-
wag, Radom, Poland) at 378.15 K [30]. The dried samples were stored at a temperature of
around 293.15 K in a dark room until needed for analysis within 14 d after drying. All the
analyses were performed in triplicates, and the data gathered from them were expressed as
the means ± standard deviation. The irradiance values were measured with a solar power
meter model TM-206 (TENMARS, Taipei, Taiwan).

2.4. Mathematical Modeling of Drying Curves

MR was calculated with the experimental results obtained from the drying trials [31].
The drying curves of BSG (MR(t)) were modeled using 11 different empirical models
taken from the literature [32]. To assess the goodness of fit of the applied models with
the experimental data, the statistical indicators chi-squared (χ2), sum of squared errors
(SSE), and root-mean-square error (μRSE) were used. The models with lower values of
χ2, SSE, and μRSE have a better fitting performance, while a value of R2 closer to unity is
more desirable.

2.5. Specific Energy Consumption and CO2 Emissions

The high energy consumption of dryers also influences greenhouse gas emissions and
has environmental consequences, which is very important [33]. Nowadays, scientists are
looking for solutions that reduce energy consumption and CO2 emissions using different
pretreatment methods or adjusting the methods and parameters of drying to obtain the best
results [34]. For that, eC and CO2, eqv were used to compare the CECD and the NCSD. Firstly,
for eC, with Equation (1), the energy needed to dry 1 kg of fresh BSG was calculated [35].
Secondly, since in Argentina the electric energy supply for the CECD is provided by a
mixture of nonrenewable and renewable sources (natural gas, thermal power, hydropower,
and wind, among others) the electricity CO2, eqv is 0.358 3 kg/(kW h) according to Cli-
mate Transparency 2019 [36]. Thus, to calculate the CO2, eqv (expressed in kg/(kW h))
needed to dry 1 kg of BSG, the calculated eC values have to be multiplied by this constant
(Equation (2)).
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eC = (c p,a+cp,vha

) qt(T in − Tam)

mvVh
(1)

CO2, eqv = 0.358 3 · eC (2)

2.6. Modeling and Simulation of the Solar Drying Process

The main reason for developing computational models of the solar drying process
is to be able to predict the behavior of MR evolution based on the main independent
variables of the process like irradiance, initial moisture content (wIM), and others under
different conditions without the need for so much experimental work. Needless to say,
the conventional electric drying process is less subject to upsets in independent variables
because it is carried out in an indoor controlled environment/system, whereas the solar
drying process is carried out in an outdoor environment, without control of the main
independent variables. The conventional electric drying process modeling is covered in
Section 2.4.

2.6.1. CFD–ANN Complementary Modeling Approach

Two complementary techniques were applied to model and simulate the behavior
of the solar dryer under different conditions: computational fluid dynamics (CFD) and
artificial neural networks (ANN). This is because neither of them can singlehandedly model
and simulate both the local and global phenomena of solar dryers efficiently. CFD can
accurately and efficiently predict the temperature gradient, air velocity, and other variables
inside the solar dryer, whereas it is very costly computationally to model and simulate the
global drying phenomenon (i.e., MR evolution). The latter is easily modeled and simulated
by an ANN based on a handful of experimental data, whereas the former would need
plenty of experiments to generate sufficient data to train a good ANN model.

Further complementation could also be achieved because the CFD model can generate
the irradiance values of each day of the year for any particular latitude and longitude. These
data could be applied as training data and simulation input for the ANN model without
the need for hourly and daily actual measurements. This kind of complementation would
be useful in a future expansion of the ANN model to cover daily and seasonal changes
in solar drying curves. Such a project would need more drying experiments distributed
around the year.

2.6.2. CFD Modeling

The analysis was performed by solving basic fluid governing equations (continuity,
momentum, and energy) by using the finite volume method (FVM). The simulations were
carried out with ANSYS Fluent®18.1 (ANSYS, Canonsburg, PA, USA) using a ray-tracing
analysis. With this technique, we simulated the interaction between solar rays and the solar
collector to quantify the amount of energy that impinges on the receiver at a particular
daytime. The governing equations are summarized, for instance, in the work of Sanghi
et al. [23]. The solar dryer’s geometrical setup and boundary conditions adopted are shown
in Figure 3.

A polyhedral mesh was applied with 77,090 cells. Mesh validation with experimental
results showed that no significant improvement was obtained by adding more cells to the
mesh. A k-epsilon turbulence model was used. All the simulations were performed in the
steady state and the reverse flow in the outlet was disabled.
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Figure 3. Boundary conditions and mesh employed in the solar dryer simulations.

2.6.3. ANN Modeling

Since San Juan Province has a very dry climate with low humidity, the main drivers of
the drying process are the irradiance values and wIM of the lot. A solar drying chamber
does not have a fairly constant controlled internal temperature as a conventional electric
convective dryer. Instead, it presents a temperature gradient that is subject to the Sun’s
irradiance variations (as shown in the CFD simulations). These particularities set the
ANN’s input/output design as shown in Figure 4.

Figure 4. Artificial neural networks (ANN) model with four inputs and one output.

Once the number of inputs and outputs is established based on the experimental data
available, the design of the ANN model involves the selection of the network type, the
activation functions, the number of hidden layers, and the number of neurons in each
one. Regarding the choice of network and neuron types, the universal approximation
theorem (Pinkus [37]) establishes that multilayer perceptron networks with at least one
hidden layer and a nonlinear activation function are universal approximators that can fit
any given polynomial. In addition, for some models, deeper networks can work better than
single-hidden-layer networks (no more than two hidden layers, most likely).
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The process of selecting the number of hidden layers and the number of neurons in
each one was carried out by trial-and-error. First, single-hidden-layer networks with as
few as three neurons showed good performance (R2 > 0.999). Increasing the number of
hidden neurons to amounts of more than seven proved to show signs of overfitting when
prediction tests of drying curves were performed. These prediction tests involved drying
curves with different values of wIM, batch starting hour, and batch times. Particularly,
adding a second hidden layer helped in fitting the batch times better. The final model
selection was performed according to the algorithm presented by Fabani et al. [10]. The
complete set of ANN parameters is shown in Table 1. Finally, the MATLAB® (MathWorks®,
Natick, MA, USA) release 2016a, Neural Fitting Tool was used to design, train weights and
biases, test and implement the ANN model.

Table 1. Complete set of Artificial neural networks (ANN) parameters.

Parameter Value

Network type Multilayer feedforward (MLFF)
Neuron type Perceptron

Inputs 4
Output 1 (moisture ratio)

Normalization type Min–Max
Activation function Sigmoid (hidden) and linear (output)
Training algorithm Bayesian regularization backpropagation *

Training sets 264
Number of hidden layers 2

Number of neurons per layer 4 and 1
Train ratio 97%

Validation ratio N/A **
Test ratio 3%

* This particular training algorithm’s stop condition is the maximum number of epochs. ** N/A: not applicable.

2.6.4. ANN Simulations

One of the main independent variables which directly affect the batch time is the
average wIM of the sample. Additionally, the starting daytime hour (SDTH) of the drying
process directly affects the drying rate (vD) because the amount of power the Sun provides
is not constant. These two factors can shorten or extend the drying batch duration so it is
paramount to determine how they can affect the total yield. The consequences of variations
in these two variables were determined using ANN simulations which, in turn, were used
to calculate the indicators in Equations (3) and (4): the average first batch time duration
(tB1) and the average second batch duration (tB2), both for any given starting daytime hour.

tB1SDTH = 10−1 ·
74

∑
wIM=64

tB1wIM (3)

tB1SDTH = 10−1 ·
74

∑
wIM=64

tB1wIM (4)

The simulations were performed considering that the first batch can start as early as
08:30 in the morning and that the second batch starts a half-hour after the first one finishes.
The batch stop condition is MR lower than 0.1. Finally, due to the experimental results,
only two full batches are expected. It is important to mention that since the ANN model
is data-based, the validity of its results is limited to the day the drying experiments were
carried out. On the other hand, the CFD model can produce simulation results of any day
of the year.
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2.7. Statistical Performance Indicators

Firstly, the goodness of fit between the empirical models and the experimental data
was assessed based on the chi-squared (χ2) statistical indicator, the sum of squared errors
(SSE), and the mean squared error (μSE):

χ2 =
N

∑
i=1

(M R pre,i − MR exp,i)
2

MR exp,i
(5)

SSE =
N

∑
i=1

(M R pre,i − MR exp,i
)2 (6)

μSE =
1
N

·
N

∑
i=1

(M R pre,i − MR exp,i
)2 (7)

Secondly, the evaluation of the ANNs performance was based on two statistical
indicators: μSE (Equation (7)) and the coefficient of determination R2:

R2 = 1 −

⎡
⎢⎣ ∑N

i=1
(

MR pre,i − MR exp,i
)2

∑N
i=1

(
MR pre,i − MR exp,i

)2

⎤
⎥⎦ (8)

Unlike χ2 and μSE, R2 values closer to unity are more desirable, show better fitting
performance. Additionally, the R2 indicator is more commonly associated with the software
applications used to train ANNs.

Finally, in this work, units and quantities were mentioned according to the Interna-
tional System of units (SI) and compatible units as reported by Glavič [38].

3. Results

3.1. Raw and Dried Moisture, pH and Titratable Acidity of the Samples

The fresh samples of BSG presented high wIM values, which were 64.3 ± 0.2% for
BSG-GA and 74.2 ± 0.5% for BSG-RA, all within the previously reported range of 60–90%
mass [18]. Secondly, the fresh samples presented pH values of 5.63 ± 0.08 for the GA
variety and 6.06 ± 0.05 for the RA variety, while the titratable acidity values (expressed in
% citric acid) were 0.40 ± 0.02% and 0.37 ± 0.02%, respectively.

The samples dried in the CECD presented the final moisture content values of less
than 7 % and final pH and acidity values which varied according to the temperature value
used, ranging from 5.4 to 5.8 and from 0.65% to 1.10%, respectively. On the other hand,
the final moisture content of the sun-dried BSG was less than 6–7%, pH was 5.49 ± 0.06
for the GA variety and 5.62 ± 0.02 for the RA variety, and, finally, the titratable acidity
values (expressed in % citric acid) were 0.56 ± 0.05% and 0.52 ± 0.01% for GA and RA,
respectively.

In Table 2, a summary of the analytical results is shown. Both driers presented
similar values for moisture content and pH of the dried samples, while the NCSD
presented improved values of titratable acidity compared to the CECD. The titratable
acidity values of the samples dried in the NCSD were lower, closer to those of the fresh
samples. This particular indicator is important because it is related to the flavor of a
foodstuff. The NCSD samples had lower values (improved organoleptic quality indices)
than the CECD ones at all the temperatures assessed. Dzelagha et al. [39] obtained
similar results when studying different drying technologies and the effect on bean
quality parameters. These could be related to the significant increment of free fatty acid
and acetic acid levels with the rising temperature which, in turn, was proportional to
the corresponding decrease in pH, suggesting the optimal oven temperature of 318.15 K.
Moreover, certain vitamins are broken down at high temperatures, such as vitamin C,
thus diminishing their content [32].
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Table 2. Summary of the analytical results.

Fresh Samples Dried Samples: CECD Dried Samples: NCSD

Variety wM (%) pH

Titratable
Acidity (%

Citric
Acid)

wM (%) pH

Titratable
Acidity (%

Citric
Acid)

wM (%) pH

Titratable
Acidity (%

Citric
Acid)

Golden ale 64.3 ± 0.2 5.63 ± 0.08 0.40 ± 0.02 6.52 ± 0.16 5.42 ± 0.08 0.86 ± 0.18 6.42 ± 0.21 5.49 ± 0.06 0.56 ± 0.05
Red ale 74.2 ± 0.5 6.06 ± 0.05 0.37 ± 0.02 6.78 ± 0.13 5.71 ± 0.24 0.55 ± 0.05 6.30 ± 0.27 5.62 ± 0.02 0.52 ± 0.01

3.2. Drying Characteristics of BSG

The drying curves of BSG, GA and RA varieties, in the CECD and the NCSD were
modeled with empirical and ANN models, respectively. The CECD experimental drying
curves showed an exponential decay with the first phase where the moisture is rapidly
lost (high drying rates) and the second phase that presented low drying rates until the
samples reached low moisture contents (Figure 5a). In addition, the drying rates increased
with temperature due to the increased heat transfer between the circulating air and the
BSG, favoring water evaporation. The drying models which fitted the experimental data
best were, first, the Midilli model (SSE = 4.1 · 10−5; μRSE = 6.2 · 10−3, and χ2 = 4.3 · 10−5),
and, second, the two-term model (SSE = 6.6 · 10−5; μRSE = 7.9 · 10−3, and χ2 = 6.9 · 10−5).
Therefore, based on the statistical indicators presented, the Midilli model is more accurate
to predict the MR evolution for the CECD.

The NCSD showed greater efficiency when the drying process was started at 11:00
in the morning, achieving a decrease in moisture content in a shorter time interval for the
two varieties studied (Figure 5b). The experiments that started at 11:00 achieved a reduced
drying time (MR lower than 0.1) from 420 min to 345 min for the GA variety and from
430 min to 390 min for the RA variety when compared with those that started at 08:00.
The ANN model’s fitting performance had R2 > 0.999 and μRSE = 4.25 · 10−3. In the solar
bagasse drying, a greater variation in the drying rate (more peaks) was observed compared
to the convection bagasse drying.

Figure 5. Experimental drying curves. (a) Conventional electric convective dryer CECD RA variety;
(b) NCSD (continuous lines, MR(t); dotted lines, drying rates).

3.3. Comparative Analysis of the CECD and the NCSD

In Tables 3 and 4, the results of the CECD process of the raw product are presented.
Both varieties of the BSG were dried at eight different temperatures, from 333.15 K to
368.15 K. As expected, from the environmental impact indicators’ point of view, there
were no significant differences. Both ales presented similar values for eC and CO2, eqv,
averaging 346.92 (kW h)/kg and 124.30 kg/(kW h) for eC and CO2, eqv, respectively.
Similar values of the operational indicators are also shown for both varieties, averaging
51.23 min of batch time and 0.86 USD of electricity per kilogram of raw product. In
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conclusion, from that single perspective only, higher drying temperatures are more
efficient.

Table 3. Results of the conventional convective drying process of the raw matter: Golden ale.

Drying
Temperature

(K)

Batch Time
(min)

wM

(%)

Total Energy
Consump-

tion
(kW h)

Removed
Water

(g)

eC

((kW h)/kg)
CO2, eqv

(kg/(kW h))

Electricity
Cost

(USD/kg)

333.15 ± 0.20 84.33 ± 5.48 6.79 ± 0.21 0.29 ± 0.02 1.68 ± 0.03 407.58 ± 26.76 158.14 ± 10.38 1.02 ± 0.07
338.15 ± 0.20 64.50 ± 1.32 6.70 ± 0.11 0.24 ± 0.01 1.60 ± 0.03 376.13 ± 15.34 145.94 ± 5.95 0.94 ± 0.04
343.15 ± 0.20 54.33 ± 1.26 6.60 ± 0.09 0.22 ± 0.01 1.61 ± 0.06 352.48 ± 7.46 136.76 ± 2.89 0.88 ± 0.02
348.15 ± 0.20 50.81 ± 3.01 6.52 ± 0.12 0.22 ± 0.01 1.66 ± 0.02 356.47 ± 16.33 138.31 ± 6.33 0.89 ± 0.04
353.15 ± 0.20 46.17 ± 3.55 6.45 ± 0.08 0.21 ± 0.02 1.73 ± 0.08 341.80 ± 10.81 132.62 ± 4.19 0.85 ± 0.03
358.15 ± 0.20 40.17 ± 2.08 6.40 ± 0.05 0.19 ± 0.01 1.64 ± 0.04 341.72 ± 12.27 132.59 ± 4.76 0.85 ± 0.03
363.15 ± 0.20 35.5 ± 1.04 6.38 ± 0.12 0.18 ± 0.01 1.68 ± 0.01 320.86 ± 7.13 124.49 ± 2.77 0.80 ± 0.05
368.15 ± 0.20 34.17 ± 2.02 6.34 ± 0.09 0.18 ± 0.01 1.88 ± 0.06 296.44 ± 18.89 115.02 ± 7.33 0.74 ± 0.05

Table 4. Results of the conventional convective drying process of the raw matter: Red ale.

Drying
Temperature

(K)

Batch Time
(min)

wM

(%)

Total Energy
Consump-

tion
(kW h)

Removed
Water

(g)

eC

((kW h)/kg)
CO2, eqv

(kg/(kW h))

Electricity
Cost

(USD/kg)

333.15 ± 0.20 71.50 ± 3.91 6.94 ± 0.14 0.24 ± 0.01 1.49 ± 0.09 391.95 ± 39.39 152.08 ± 15.28 0.98 ± 0.10
338.15 ± 0.20 69.83 ± 4.25 6.91 ± 0.16 0.26 ± 0.02 1.80 ± 0.01 360.22 ± 23.97 139.76 ± 9.30 0.90 ± 0.06
343.15 ± 0.20 59.50 ± 0.90 6.87 ± 0.13 0.24 ± 0.01 1.89 ± 0.03 331.83 ± 5.12 128.75 ± 1.99 0.83 ± 0.01
348.15 ± 0.20 58.17 ± 0.58 6.82 ± 0.14 0.25 ± 0.01 1.94 ± 0.08 350.23 ± 17.69 135.89 ± 6.86 0.88 ± 0.04
353.15 ± 0.20 45.17 ± 1.89 6.77 ± 0.20 0.20 ± 0.01 1.65 ± 0.20 353.12 ± 29.74 137.01 ± 11.54 0.88 ± 0.07
358.15 ± 0.20 43.00 ± 0.50 6.71 ± 0.12 0.21 ± 0.01 1.69 ± 0.04 354.41 ± 10.63 137.51 ± 4.12 0.89 ± 0.03
363.15 ± 0.20 36.00 ± 3.28 6.67 ± 0.09 0.18 ± 0.02 1.64 ± 0.01 330.27 ± 27.89 128.14 ± 10.82 0.83 ± 0.07
368.15 ± 0.20 33.17 ± 2.75 6.54 ± 0.10 0.17 ± 0.01 1.57 ± 0.03 328.80 ± 17.77 127.57 ± 6.89 0.82 ± 0.04

In Table 5, the solar dryer’s results of the drying process of the raw product are
shown. The experiments were conducted during the austral summer at two different
daytime hours, 08:00 and 11:00, for each type of the BSG. The results showed an
average batch time of 396 min, with the RA type exhibiting slightly longer drying times
due to its higher wIM compared to the GA variety. Additionally, the NCSD has null
operating costs because solar energy is freely available and there is no forced airflow.
Consequently, both environmental impact indicators have null values, too. In Table 6,
a summary of the most important environmental and process indicators previously
explained is presented.

Table 5. Results of the solar drying process of the raw matter for Golden ale and Red ale.

BSG
Daytime

Hour
Batch Time

(min)
eC

((kW h)/kg)
CO2, eqv

(kg/(kW h))

Electricity
Cost

(USD/kg)

Golden ale 08:30 420 0.00 0.00 0.00
Golden ale 11:00 345 0.00 0.00 0.00

Red ale 08:30 430 0.00 0.00 0.00
Red ale 11:00 390 0.00 0.00 0.00
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Table 6. Summary of indicators.

Conventional Electric
Convective Dryer (CECD)

Natural Convection Solar
Dryer (NCSD)

Average drying temperature (K) 350.65 319.65
Average batch time (min) 51.23 396.00
Average eC ((kW h)/kg) 346.92 0.00

Average CO2, eqv (kg/(kW h)) 124.30 0.00
Average operating cost (USD/kg) 0.86 0.00

3.4. CFD Simulation Results

Aiming to validate the CFD computational model, temperature measurements were
performed inside the empty drying chamber under different irradiance conditions during
the springtime, before the experiments. Table 7 shows the temperature measurements
performed in the lower section of the chamber (point 1), in the middle section of the
chamber (point 2), and the upper section of the chamber near the exit (point 3) at three
different daytime hours. Additionally, the corresponding simulation results are shown,
indicating a good agreement between the simulated values and the measured ones (Table 7).
The minimal differences can be attributed to deviations in the model’s irradiance values,
and it is also important to consider that the lower wall of the dryer exchanges heat with the
surrounding environment (heat transfer coefficient adopted for simulations = 10 W/(m2

K)), rendering the temperature in the drying chamber lower than the temperature in the
solar heating section.

Table 7. CFD simulations’ results and experimental validations.

Temperature (K)

Daytime
Hour

Ambient
Temperature (K)

Solar Irradiance
(W/m2)

Point 1 Point 2 Point 3

EXP CFD EXP CFD EXP CFD EXP CFD EXP CFD

12:30 299.65 299.15 1005 944.63 305.75 309.28 307.95 309.07 309.65 308.87

14:00 302.75 299.15 1040 945.46 312.65 312.48 313.15 312.15 314.45 311.84

15:30 303.75 299.15 860 928.91 312.75 316.12 312.85 315.82 312.85 315.54

Once the CFD model was validated, simulations were performed to assess how
both seasonal changes and daytime hour changes affect the temperature gradient inside
the drying chamber. In Figure 6, four longitudinal cutaways of the drying chamber
are presented, also under four different irradiance conditions. The calculated mean
temperatures were as follows: 309.55 K for a summer morning (11:00); 312.58 K for a
summer afternoon (15:00); 306.81 K for a winter morning (11:00); and 309.23 K for a
winter afternoon (15:00).

3.5. ANN Simulation Results 1: The Effect of Irradiance and wIM in the Drying Rates

The drying rate of the sample inside the drying chamber is controlled by the rate at
which heat is applied to it (i.e., power applied), the rate at which the sample’s internal mois-
ture is released from its surface, and the rate at which moist air is removed from the drying
chamber. Regarding the power applied, in a conventional electric dryer, once the chamber’s
internal temperature is constant, the power consumption is constant, too, whereas in the
solar dryer, the available power per square meter (irradiance) varies throughout the day
and is only controlled by the Earth’s rotation. Therefore, the drying rates during the several
known stages of the process vary if the same sample starts drying early in the morning or
early in the afternoon, for instance.
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Figure 6. Four cutaways of the drying chamber showing the temperature gradients inside it under
different irradiance conditions: (a) summer morning, 11:00; (b) summer afternoon, 15:00; (c) winter
morning, 11:00; and (d) winter afternoon, 15:00.

It can be seen from the experimental curves (Figure 5b) that the slope of those
samples that started drying at 08:30 was less steep than the slope of those that started
drying at 11:00 during the constant drying rate stage. Additionally, the ANN predictions
in Figure 7 show that the samples which start drying later in the afternoon show an even
steeper slope during the constant drying rate stage as the irradiance values continue to
rise. This is because the bulk of the water is easier to remove and because the irradiance
values are very high. Then, the drying rate slows down because both the remaining water
is harder to remove and the irradiance values rapidly start to fall. In comparison, the
drying rate of the samples which started at 08:30 is pretty constant throughout because
when the irradiance values start to climb, the remaining water is harder to remove, and
vice versa.

Finally, the ANN predictions also show the effect of wIM of the samples. In Figure 7,
it can be seen that a sample with a wIM of 70% (a value which is in between the GA and
the RA) had a batch time that was shorter than the RA but longer than the GA for both the
curves which started early in the morning and later in the afternoon. Other curves with
wIM values within that same range showed a similar behavior.
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Figure 7. The drying curves of three lots with different wIM. The black dotted vertical lines indicate
major changes in the Sun’s irradiance slope associated with changes in the drying rates.

3.6. ANN Simulation Results 2: Average Batch Durations

As the experimental results suggest, only two full batches can be completed per day
with the measured irradiance values and wIM. Therefore, simulations were performed
to determine how wIM and the starting daytime hour affect batch times. This is another
indicator of how the irradiance controls the drying process and its potential total yield.

Applying all the simulation results to Equations (3) and (4), the plots of Figure 8 were
obtained. The results show that both average batch duration curves—which depend on the
starting daytime hour—have the opposite slope of the irradiance curve, meaning that as
long as the irradiance rises, the batch durations fall, and vice versa. The total batch time
curve (batch 1 plus batch 2) also presents a similar shape. The results also show that the
first batch can start as late as 11:30 in the morning to complete two full batches in the same
day. Finally, simulations were used to calculate the mean batch time for every wIM in the
64–74% range and for every SDTH. The result was a mean batch time of 366 min as shown
in Table 4, 30 min slower than the obtained experimental value. This difference could be
because many more curves were used from the simulation to calculate these indicators.

Figure 8. Batch curves calculated based on the simulation results. All of them show a similar shape,
opposite to the shape of the irradiance curve.
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4. Discussion and Conclusions

A natural convection solar dryer (NCSD) was evaluated as an alternative to a con-
ventional electric convective drying system (CECD) for the dehydration process of local
microbrewers’ spent grains. For the different drying temperatures (333.15–363.15 K), eC and
CO2, eqv for the CECD varied between 1.68 · 10−3 (kW h)/kg and 1.88 · 10−3 (kW h)/kg
and between 294.80 kg/(kW h) and 410.73 kg/(kW h); however, using the NCSD, both
indicators were null. From the environmental management perspective, the NCSD does
not need any grid energy to function and eliminates 100% of the CO2, eqv. Thus, if labor
costs are not considered, the overall operating costs are greatly reduced. Secondly, the
NCSD produces a dried product with a comparatively better quality, as shown by the lower
titratable acidity values. Lastly, another important aspect is the cost of the equipment itself
(initial investment). The NCSD is about 40–45% cheaper than the CECD.

On the other hand, the most important disadvantage of the NCSD is the fact that batch
times (345–430 min, depending on the starting daytime hour at which the drying process
begins) are much longer, consequently reducing the total yield. In light of this, it is of
paramount importance to find tools that help operators find the optimal conditions in which
to work to make the NCSD more appealing. Through simulations, the importance of the
Sun’s irradiance was measured under conditions different from those of the experiments.
It was established with the ANN model how the irradiance values directly govern the
drying rates and the average batch times. Moreover, the developed CFD model can
produce irradiance values via simulations for any location on the planet where the same
solar dryer could be placed regardless of the day and time of the year. The internal
temperature gradients were obtained under several conditions. This information can be
used to determine the optimal operating conditions for the solar dryer to get the highest
possible yield of dried BSG. These results further show the contrast between both drying
methods. In an electric convective dryer, the operating variables adapt themselves to the
operator’s needs and, on the other hand, in the NCSD, the operator has to adapt to the
operating conditions. Consequently, these simulation tools can further assist the solar
drying process by using them to develop soft sensors, which are instruments that can, for
instance, determine the drying endpoint.

Future work should include, as the first step, the optimization of the drying process
based on the technofunctional properties of the flour obtained by milling dried BSG using
the response surface methodology.
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Nomenclature

CO2: eqv CO2 emission expressed as equivalence, kg/(kW h) or kg/t when necessary
cp,a Specific heat capacity of air, (kW h)/(kg K)
cp,v Specific heat capacity of vapor, (kW h)/(kg K)
eC Specific energy consumption, (kW h)/kg
ha Absolute air humidity, 1
MR Moisture ratio, 1
mv Mass of removed water, kg
Q Flow rate of inlet air, m3/min
R2 Coefficient of determination, 1
SSE Sum of squared errors, 1
t Time, s
tB1 First batch duration, min
tB2 Second batch duration, min
Tam Ambient air temperature, K
Tin Inlet air temperature, K
vD Drying rate, min−1

Vh Specific air volume, m3/kg
wM Moisture content expressed as mass fraction of water (%)
wIM Initial moisture content expressed as mass fraction of water (%)
μSE Mean squared error, 1
μRSE Root-mean-square error, 1
χ2 Chi-squared, 1
Abbreviations

ANN Artificial neural network
BSG Brewer’s spent grains
CECD Conventional electric convective dryer
CFD Computational fluid dynamics
EXP Experimental values (Table 7)
FVM Finite volume method
GA Golden ale
NCSD Natural convection solar dryer
RA Red ale
SDTH Starting daytime hour
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Abstract: The desalting process of an electrostatic desalting unit was studied using the collision
time of two droplets in a water-in-oil (W/O) emulsion based on force balance. Initially, the model
was solved numerically to perform a process analysis and to indicate the effect of the main process
parameters, such as electric field strength, water content, temperature (through oil viscosity) and
droplet size on the collision time or frequency of collision between a pair of droplets. In decreasing
order of importance on the reduction of collision time and consequently on the efficiency of desalting
separation, the following variables can be classified such as moisture content, electrostatic field
strength, oil viscosity and droplet size. After this analysis, a computational fluid dynamics (CFD)
model of a biphasic water–oil flow was developed in steady state using a Eulerian multiphase
framework, in which collision frequency and probability of coalescence of droplets were assumed.
This study provides some insights into the heterogeneity of a desalination plant which highlights
aspects of design performance. This study further emphasizes the importance of two variables as
moisture content and intensity of electrostatic field for dehydrated desalination by comparing the
simulation with the electrostatic field against the same simulation without its presence. The overall
objective of this study is therefore to show the necessity of including complex phenomena such as the
frequency of collisions and coalescence in a CFD model for better understanding and optimization of
the desalting process from both process safety and improvement.

Keywords: electrostatic desalting; droplet collision; mathematical model; emulsion breakage

1. Introduction

Crude oil is a non-renewable and a naturally occurring unrefined petroleum product
that consists mainly of hydrocarbons and other inorganic substances [1]. These hydrocar-
bons have to be separated before they can be used as a fuel. Crude oil is extracted mostly
from underground oil fields and also from under the sea bed. It is extracted from wells
containing gases, water and a small amount of inorganic salts. The presence of saline
water in oil causes numerous problems in an oil refining plant such as corrosion, fouling
and formation of scales on the walls of equipment and reduction in activity of refinery
catalyst [2–4] and thus needs to be removed. The process of removal of saline water from
raw crude oil is called desalting. There are several methods for desalting, the most efficient
and common being the electrostatic desalting [2]. The main objective of such a unit is to
minimize the salt and water content in the oil stream and also to reduce the requirement of
energy for pumping and transportation of oil [5,6]. The unit is a complex system involving
many phenomena during the operation of the desalting process, which includes fluid flow
with droplet–droplet and liquid–droplet interactions, heat transfer and electromagnetic
phenomena. Additionally, the geometry of such electrostatic desalting unit is extremely
complex. Desalting of crude oil involves two steps, the first is to mix the oil stream with a
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stream of freshwater intensively, which results in reducing the stability of the water-in-oil
emulsion and the second is to separate the saline water present in the emulsion [7,8].
Depending on the amount of gas, salt and water present in the extracted crude oil, two
different separation techniques are used. If salt water content is much less, then two-phase
separators are used to separate gas from the raw oil stream. If a significant amount of salt
water is produced in the process of extraction of raw crude oil, then three-phase separators
are used to separate gas from the liquid phase and also water from the oil stream. The
oil that leaves the separator contains finely divided water droplets of average diameter
ranging from 10 to 20 μm [9]. These finely divided water droplets get emulsified and form
water-in-oil (W/O) emulsions. These emulsions consist of water droplets dispersed in oil
and the third component being the emulsifying agent to stabilize the system. The volume
of water that is present in the W/O emulsion is usually 7% of the extracted hot crude
oil [7]. Therefore, electrostatic desalting is one of the most popular methods to remove
saline water from crude oil by applying an external electrostatic field. This increases the
rate of collision of water droplets thereby improving the coalescence.

Treatment of saline water present in emulsified form (desalting) is a sophisticated
process as it depends on various factors such as the concentration of demulsifying agents,
wash water, concentration of salt in water, rate of mixing with wash water [2], temperature
and rate of dilution [10]. Several researchers [5,7,10,11] have studied the effect of these
factors on desalting efficiency. Aryafard et al. [12] simulated the process using a single
stage desalting process in which a demulsifier is added to the raw crude oil stream at the
beginning. They used population balance equations to account for the interactions between
the dispersed phase (water droplets) and the continuous phase (oil) and also for breaking
and coalescence of water droplets. Results from their simulation showed that an increase
in the inlet flow rate of fresh water from 3% to 6% increases the water separation efficiency
from 96.5% to 98.5% which they validated with industrial data. Aryafard et al. [13] further
developed a mathematical model in order to determine the efficiency of removal of salt and
water from raw crude oil stream in an industrial two-staged desalting process. Their study
provided a trend, based on the effect of inlet flow rate of fresh water, pressure drop and
magnitude of applied electric field on water and salt removal efficiencies which matched
their previous study [12]. A similar model was developed by Kakhki et al. [14] consisting
of a mixing valve and an electrostatic drum using the same operating conditions as in [12].
They noted that an increase in the rate of collision between water droplets promotes
coalescence. The effect on the inlet flow rate of fresh water showed similar results to that of
Aryafard et al. [13]. Bresciani et al. [7] proposed a mechanism for droplet–droplet collision
and coalescence in the presence of an external electric field. A model was developed to
determine the time between collision and displacement speed of water droplets considering
the forces acting on the droplets. Their study focused on the effect of operational variables
such as temperature of the emulsion, strength or magnitude of electric field and the inlet
rate of fresh water on desalting efficiency. Mahdi et al. [5] demonstrated the effect of
process variables, namely chemical dosage of demulsifier, temperature of oil stream, wash
water dilution ratio, settling time and mixing time with water stream on desalting efficiency.
The efficiency of the desalting process was determined in terms of water cut and degree
of salt removal. Vafajoo et al. [15] investigated the influence of concentration of chemical
demulsifier, temperature and pH of the oil stream on the performance of desalting process.
The two performance variables studied were salt removal efficiency and bottom sediments
and water (BSW). Bansal and Ameensayal [16] designed a horizontal electrostatic desalting
unit using computational fluid dynamics (CFD) to investigate the flow profile (velocity
distribution) of crude oil in the system. They studied the impact of geometry on transitions
of flow regime of the crude oil stream based on Reynolds number. The results explained the
position of the obstruction plate with respect to the inlet header at which separation of crude
oil and water is uniform and separation efficiency is optimum. Shariff and Oshinowo [17]
modeled the flow of water-in-oil emulsion using a multiphase approach and showed that
the presence of vortices formed by the inlet distributor reduces the separation efficiency
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to a large extent. The increase in desalting with a reduction in wash water consumption
through an enhanced turbulent mixing of wash water with the raw crude oil stream was
investigated by Ilkhaani [18]. Xu et al. [19] investigated the desalting efficiency of an
external electric field using four different electrodes: plate, folded plate, grid and copper
mesh electrodes. They showed that the desalting efficiency of a flat plate electrode is lower
than the other configurations, owing to the non-uniformity of electric field distribution.

This study is divided into two main parts. First, a simplified collision model between
two droplets in water-in-oil (W/O) emulsions was developed, based on the pioneering
work of Bresciani et al. [7]. Then, this model was employed to perform a complete process
analysis determining the effect of the main process variables on the collision frequency.
The objective of this part is to provide an empirical correlation of the collision frequency to
be used in CFD simulations shown in the second part of the study. The ultimate objective
is to predict the separation process in a complex desalting unit with realistic assumptions
by coupling an analytical analysis of collision between droplets into a CFD simulation in
order to include physical phenomena that otherwise would be neglected if only the CFD
tool is used which would be scientifically incorrect.

Table 1 summarizes the highlights from research on modeling of the desalting process
of crude oil, along with those briefly discussed above. It can be seen from the table that
no CFD model has been published so far about this complex phenomenon of collision
between droplets, so the effect of the electrostatic field is not yet accounted in the simulation
of desalting. This research will lead to understanding of and ultimately optimizing the
desalting of crude oil reducing risks of corrosion in the refinery, improving process safety,
and in general providing a more environmentally friendly process.

Table 1. Summary of proposed models for desalting of crude oil.

Reference Correlation/Ranges Notable Results

Bresciani et al. [7]
Bresciani et al. [9]

tc = 3:57 lμo
−2a−5

l0 = (1.613x−1/3 − 2) a
E[0 0.1−3 kV/cm], x[0.02−0.08], a[1−100 μm]

Increase in operational variables
promotes desalting

Abdul-Wahab et al. [10]

η1 = β0 + β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + β12X1X2 + β13X1X3 +
β14X1X4 + β15X1X5 + β23X2X3 + β24X2X4 + β25X2X5 + β34X3X4 +
β35X3X5 + β45X4X5 + β1212X1X2(X1 − X2) + β1313X1X3(X1 − X3) +
β1414X1X4(X1 − X4) + β1515X1X5(X1 − X5) + β2323X2X3(X2 − X3) +
β2424X2X4(X2 − X4) + β2525X2X5(X2 − X5) + β3434X3X4(X3 − X4) +

β3535X3X5(X3 − X5) + β123X1X2X3
η1 = 50.277 + 8.040X2 + 1.863X3 + 0.679X5

(R2 = 0.7)
μo[0.017–0.048 Pa s], X1[55–70 ◦C], X2[1–3 min], X3[1–9 min],

X4[1–15 mg/kg ], X5[1–10%]

Depends on settling time, mixing time
and rate of dilution

Al-Otaibi et al. [2] N/A Increase in operational variables
promotes desalting

Aryafard et al. [12]

No correlation
Δp[137.895–206.843 Pa]

E[1–2 kV/cm]
x[0.03–0.06]

Decrease in pressure drop, increase in
electric field and inlet rate of fresh water

promote desalting

Mohammadi [20] E[1.4–2.8 kV/cm], a[600 μm], μo[0.015 Pa s] Strong electric field
Small distance of separation of droplets

Kakhki et al. [14] No correlation
T[50 ◦C], x[0.03−0.05], f [50−400 Hz]

Increase in frequency promotes
desalting

Alnaimat et al. [21] No correlation, no ranges given Low flow and charged particle velocities
High electric and magnetic fields

Operational variables: temperature, T; oil viscosity, μo; strength of electric field, E; volume fraction of water, x; collision time, tc; initial
separation between droplets, l0; droplet size, a; temperature, X1, T; settling time, X2; mixing time, X3; chemical dosage, X4; dilution rate, X5;
efficiency of salt separation, η1; pressure drop, Δp; current frequency, f ; parameters used for calculating of salt separation, β0–β5, β12–β15,
β23–β25, β34–β35, β45, β1212–β1515, β2323–β2525, β3434–β3535, β123.
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2. Materials and Methods

For a basic understanding of the effect on the main process variables on the desalting
efficiency, the analysis was done in a simplification of the real geometry of the system as
shown in Figure 1a [9]. The analysis takes place in a space bounded by the inlet of emulsion
and by the position of upper and lower electrodes. The separation process involving the
coalescence of droplets to increase their size and facilitate the separation from the oil by
gravity is oversimplified in this study to understand the time to obtain first collision that
eventually determines the real frequency of collisions, which in turn indirectly determines
the separation process rate and efficiency. Besides, instead of analyzing the actual process
where a population of many droplets of different sizes is present in a water in oil emulsion
entering into the electric field zone of the desalting unit, only two droplets are analyzed to
set up a model that predicts, from fundamental principles, the rate at which the droplets
collide. Figure 1b shows the schematic representation of the two droplets analyzed in this
study which experience several forces that determine the time for them to collide.

Figure 1. (a) Schematic representation of the desalting system, including the inlet of the emulsion, the electric field set up
by the upper and lower electrodes and the flow of the continuous and droplets. (b) Schematic representation of all forces
acting on two droplets of water, one on top of the other and both being in between the two electrodes. Forces include the
electrostatic attraction (Fe ), drag (Fv), gravity and buoyancy forces (indicated as Fg together).

2.1. Force Balance

The forces acting on both the droplets are indicated in Figure 1b and are, namely,
gravitational, buoyant, drag and electrostatic attraction forces. Several simplifying assump-
tions besides the consideration of a simplified geometry and considering only two droplets
one on the top of the other, are stated in this formulation, which is based on the work by
Bresciani et al. [7]. These assumptions are as follows: (i) the study does not intend to define
the physics of coalescence, but only the process leading to the collision of two droplets;
(ii) breakup of droplets is neglected; (iii) system is isothermal so the physical properties are
constant; (iv) drag due to the main fluid flow in the desalting unit is neglected and only
the movement of the droplets due to the other forces is considered; (v) interfacial tension
forces are neglected; (vi) spherical droplets of constant size and evenly distributed at the
beginning of the process are considered; (vii) some other forces like the added mass, lift
and electrophoresis forces are also neglected; (vii) water-in-oil (W/O) emulsions are only
considered in this work. The sum of forces for ith drop, Fi is:

Fi = Fv,i + Fg,i + Fe,i (1)

131



Processes 2021, 9, 1226

where Fv,i, Fg,i, and Fe,i are the drag, gravity plus buoyant and electrostatic forces of the
i-th droplet. Newton’s second law of movement is the mass of a droplet of size ai times its
acceleration and it can be expressed as:

Fi =
4
3

πa3
i ρw

dvi
dt

(2)

where ρw and dvi
dt are the density and acceleration of the droplet represented as the time

derivative of the droplet velocity, vi. The drag force, Fv,i, is represented by:

Fv,i = −6πμoaivi (3)

where μo is the viscosity of the continuous phase (oil). The gravitational and buoyant
forces of the droplet are represented as:

Fg,i =
4
3

πa3
i (ρw − ρo)g (4)

where ρo and g are the oil density and gravitational constant, respectively. Finally, the
electrical forces for droplet 1 and droplet 2 can be estimated as:

Fe,1 = −6KE2(a2)
2
( a1

l

)4
(5)

Fe,2 = 6KE2(a1)
2
( a2

l

)4
(6)

where K, E and l are the dielectric constant of oil, the electric field and the distance between
droplets, respectively. Subscripts 1 and 2 stand for droplet 1 (lower) and 2 (upper) as
represented in Figure 2.

By substituting Equations (2)–(6) into Equation (1) for droplets 1 and 2, the following
system of three ordinary differential equations arises:

dv1

dt
=

(ρw − ρo)g
ρw

− 9KE2a1(a2)
2

2πρwl4 − 9μo

2a2
1ρw

v1 (7)

Figure 2. Cont.
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Figure 2. Schematic of the whole desalter unit indicating (a) general grid of the whole desalter without showing the
electrodes, (b) inlet of emulsion and water outlet and (c) oil outlet.

dv2

dt
=

(ρw − ρo)g
ρw

+
9KE2a2(a1)

2

2πρwl4 − 9μo

2a2
2ρw

v2 (8)

dl
dt

= v1 − v2 (9)

Equations (7) and (8) come out by applying Newton’s second law of motion for
droplet 1 Equation (7) and for droplet 2 Equation (8), while the third equation comes out
by updating the distance between the droplets. Initial conditions for the velocities of both
droplets assume static conditions i.e., v1 = v2 = 0, while the initial distance of the droplets
l0 takes into account the amount of water expressed in volume fraction x and the size of
the two droplets a1 and a2 in a cubic volume according to:

l0 =

(
2π

(
a3

1 + a3
2
)

3x

)1/3

− (a1 + a2) (10)

A system of 3 differential equations was numerically and simultaneously solved by
employing the iterative Runge–Kutta 4th order method that provides a very low total
error if a small step is employed [22]. In this case, an optimal time step was used for
each case Δt between 1 × 10−8 and 1 × 10−6 s. A Python® code version 3.6 was written
to solve the problem for vt+Δt

1 , vt+Δt
2 , lt+Δt i.e., the velocities of the droplets 1 and 2 and

the distance between droplets at time step t + Δt. The simulation ends when the distance
between the droplets approaches zero. The code is simulated in a PC with 32 Gb RAM,
process Intel Xeon Silver 4110 CPU 2.1 GHz. Cases with smallest droplet size took until
3.51 × 109 iterations to converge and computational time was about 55 h each one.

Table 2 lists the physical properties of the droplets (water) and of the continuous
phase (oil) as well as typical operating variables including electric field, droplet sizes,
temperature (through the oil viscosity) and water volume fraction of the emulsion as
standard conditions in the present study.
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Table 2. Operating conditions of a case with standard conditions.

Process Variable Quantity

Electric field 1 kV/cm

Lower droplet radius 10 μm

Upper droplet radius 10 μm

Water density 943 kg/m3

Oil density 892 kg/m3

Gravitational constant 9.81 m/s2

Oil viscosity 0.044 Pa s

Water volume fraction 0.07

Oil dielectric constant 2.2 ε0

The model was used to perform a process analysis to elucidate the effect of the main
process analysis such as the water content in the emulsion, the strength of the electric field,
the oil viscosity and the size of the two droplets for the case where both are the same size
or they are not. Table 3 shows the values employed for each variable.

Table 3. Levels of the variables considered in this work to perform the process analysis.

Process Variable Quantity Units

Water volume fraction 0.03, 0.05, 0.07, 0.10, 0.12 -

Electric field 0.1, 0.5, 1, 2, 3 kV/cm

Oil viscosity 0.017, 0.027, 0.044, 0.071 Pa s

Lower droplet and upper droplet let radii 1, 5, 10, 15, 20 μm

2.2. Mathematical Modeling

The previous process analysis provides a theoretical collision frequency correlation
between droplet lets coming out from first principles and including the main process
parameters. This correlation may be used to develop a robust 3D mathematical model on
the multiphase fluid flow of the emulsion in a real geometry of a desalting unit through
a computational fluid dynamics (CFD) simulation. The fact that the model includes the
collision frequency correlation developed through the model presented in the previous
section, is necessary to predict and understand the effect of the presence or absence of the
electric field in the separation kinetics in an industrial desalting unit. The mathematical
model, including simplifying assumptions, governing equations and boundary conditions,
is presented below.

2.2.1. Assumptions

The assumptions to model the separation of water-in-oil emulsions are listed below:

• Isothermal system, i.e., there are no gradients of temperature.
• Constant physical properties, each fluid phase is Newtonian and incompressible.
• Non-slip and impermeable conditions were applied for all the internal walls and

standard wall functions were used.
• Oil liquid phase is considered as a continuous primary phase and water is considered

as the dispersed secondary phase.
• The multiphase system is modeled with a mixture approach which solves a single

set of equations: the continuity, the turbulent Navier–Stokes equations and the k − ε
realizable turbulence model, which showed the best convergence behavior and that is
being used recently in many complex flow systems.

134



Processes 2021, 9, 1226

• A conservation equation for interfacial area concentration is used as an approximation
to take into account the coalescence and break up of droplets due to the electrostatic
and turbulence effects to compute a droplet t diameter distribution.

• Coalescence terms depend on the frequency of collision, which is taken as the inverse
of the time between collisions, which in turn is obtained from the previous droplet
collision study.

2.2.2. Governing Equations

The mixture model uses the volume fraction composition of the mixture contained
in every cell to compute the density, the viscosity, and the velocity of the mixture. These
properties are calculated for N phases according to:

ρm =
N

∑
i=1

αiρi (11)

μm =
N

∑
i=1

αiμi (12)

vm =
∑N

i=1 αiρivi

ρm
(13)

where ρm, μm, and vm are the density, viscosity, and velocity for the mixture; ρi, μi, and vi
are the same properties for each phase. αi is the volume phase fraction, and i subscript
denotes the i-th phase. For this case, subscripts w and o are used to denote water (secondary,
dispersed phase) and oil (primary, continuous phase), respectively.

The continuity and momentum conservation equations are formulated for mixture
of phases and taking properties of the mixture in a regular way [23], including in the
convective terms the drift velocity vdr,w, which specifies the slip velocity between the
dispersed phase (water) with respect to the continuous phase (oil) as:

vdr,w = vwo − vm (14)

vwo =
(ρw − ρm)d2

w
18μo fdrag

→
a − ηt

Prt

(∇αw

αw
− ∇αo

αo

)
(15)

where
→
Uwo is the slip velocity modeled by an algebraic slip formulation according to

Manninen et al. [23], dw the water droplet diameter (defined later),
→
a is the acceleration

given by gravity and centrifugal forces. The second term in the right side of (15) contains
the dispersion due to the turbulence, where ηt is the turbulent diffusivity calculated from a
continuous-dispersed fluctuation velocity correlation, Prt is the Prandtl turbulent number
fixed to a value of 0.75, and fdrag is the drag coefficient, calculated by the Schiller–Nauman
correlation as:

fdrag =

{
1 + 0.15Re0.687

0.018Re
Re ≤ 1000
Re > 1000

(16)

where Re is the relative Reynolds number. The volume fraction conservation equation is
derived from the continuity equation of the secondary dispersed phase:

∇·(ρwvmαw) = −∇·(ρwvdr,wαw) (17)

2.2.3. Interfacial Area Concentration Model

To include the emulsion breakup, a single transport equation is added to solve the
interfacial area concentration which is defined as the interfacial area formed between the
dispersed phase (water) and the continuous (oil) phase per unit volume of mixture. This
equation represents a population balance which considers the droplets volume fraction
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as a function of droplet size distribution resulting when it breaks up or two or more
droplets coalesce.

∇·(ρwvwχw) = ρw(SRC + STI) (18)

where χw is the interfacial area concentration (m2/m3), and the right-hand side terms in
Equation (18) account for the coalescence and breakup of the dispersed phase. SRC is the
coalescence source term due to random collisions, and STI is the breakup source term due
to turbulence. In this study, the coalescence term was considered as a modified Hibiki–Ishii
model [24] as follows:

SRC = − 1
108π

(
αw

χw

)2
nc fcλc (19)

nc = 108π
αw

d3
w

(20)

fc =
1

22469.1829α−3.294
w μ0.968

o E−2.007
0 d−0.013

w
(21)

λc = 1 (22)

where λc is a total coalescence probability after a collision, nc is the number of droplets per
volume of mixture, and fc is the frequency of collisions, which is proposed in the first part
of this study Equation (28). The breakup source term by turbulent impacts is calculated by
the Hibiki–Ishii model:

STI =
1

108π

(
αw

χw

)2
nb fbλb (23)

nb = 108π
(1 − αw)

d3
w

(24)

fb =
0.264αwε1/3

d2/3
b (αw,max − αw)

(25)

λb = exp

(
−1.37

σ

ρod5/6
b ε2/3

)
(26)

where nb is the number of eddies per volume of the two-phase mixture according to
Azbel and Athanasios [25], fb is the frequency of collision due turbulence, and λb is the
breakup efficiency.

Additionally, the water droplet diameter is calculated as:

dw = 6
αw

χw
(27)

2.2.4. Realizable k − ε Turbulence Model

As the mixture approach is used, a single set of equations were used to compute the
turbulent kinetic energy and its dissipation rate (k and ε) using the mixture shared proper-
ties. Conservation equations of k and ε are solved using realizable k − ε turbulence model
that can be found elsewhere (Shih et al. [26]). This turbulence model mainly gives a superior
ability to capture the mean flow of complex structures and for flows involving rotation in
closed domain as in the case of crude oil electrostatic desalting unit. Dutta et al. [27] used
realizable k − ε model to account for the effect of turbulence in a closed domain flow similar
to the desalter and Chen et al. [28] adopted realized k − ε and Eulerian models to evaluate
the separation efficiency in an oil/water separator validating their numerical results with
experiments. Furthermore, Mouketou and Kolesnikov [29] compared multiphase flow
simulations with experimental data applying the same modeling approach and included
a Lagrangian model for solid particles applicable to their oil–water process. Using the
above reasoning, the flow conditions found in the device are found to be compatible with
realizable k − ε model and with non-equilibrium wall function.
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2.2.5. Boundary Conditions and Solution

The boundary conditions include non-slip and impermeability at all the walls of the
system while standard wall functions accounted for non-equilibrium conditions are used
to connect the turbulent core with the laminar flow field near the static walls. At the inlet,
a fixed uniform mixture velocity is set and at the outlets, the gauge pressure is set to zero.
Finally, the model was implemented in the CFD code Fluent Ansys version 19.0. It ran in
a PC with 32 Gb RAM and processor Intel Xeon Silver 4110 CPU 2.10 GHz and a clock
speed of 2095 Mhz and it took around 6 h of simulation in steady state to get convergence
simulating with 10,000 iterations for a mesh with around 1,500,000 elements, resulting
after performing a grid sensitivity study, where this mesh is the optimum in reducing
the computational time with good enough accuracy. For the grid sensitivity study, three
more grids were simulated with around 0.5, 1 and 3 million mesh elements. The average
(mixture) velocity was then calculated for each of these mesh elements and compared.
Increasing from around 1,500,000 to around 3,000,000 elements brought only 0.51% (that
is less than 1%) change in the average mixture velocity which was considered a marginal
improvement compared to the increase in computational time (6 h of simulation to 13 h to
obtain convergence). As such, it was decided to continue further simulation with around
1,500,000 elements.

In Table 4, the geometry of the desalting unit together with operating parameters are
shown, while Figure 2 shows a detail of the unit including the position of inlets, outlets
and electrodes. After a sensitivity study of the grid, a mesh of 1,500,000 elements was
carefully designed to warrant results independent of the grid and convergence, including
finer elements next to inlets, outlet and internal walls than in the zones where there are no
such elements, was obtained as can be seen in Figure 2a–c.

Table 4. Operating parameters of an industrial desalting unit.

Process Variable Quantity

Length 15.24 m

Internal diameter 3.66 m

Water volume fraction 0.10

Emulsion flow at inlet 0.126 m3/s

Electric field 1 kV/cm

Oil viscosity 0.044 Pa s

Interfacial tension 4 mN/m

3. Results and Discussion

Figure 3 shows the plots of the time-evolution (in logarithmic scale) of the distance
between droplets, which represents the process analysis performed in this study to reveal
the effects of water content (Figure 3a), oil viscosity (Figure 3b), size of the droplets
assuming same size (Figure 3c), electric field (Figure 3d), on the time to get a collision
between the two droplets. The initial distance between droplets depends only on the
water content and droplet size as expressed by Equation (10), so this is why the distances
between droplets are different at initial time for Figure 3a,c (effect of water content and
droplet size), while for the rest of variables the initial distances are the same in all cases
(the simulations used constant droplet size of 10 μm and constant water volume fraction
of 0.07). The levels of each variable analyzed are depicted in the legend of each plot and
they correspond to those shown in Table 3. The rest of the operating conditions in each
simulation correspond to the so-called standard conditions presented in Table 2. Figure 3a
shows that as the volume fraction of water increases, both the initial distance between
droplets and the time for collision decrease. When more water is present in the emulsion
of evenly distributed droplets of constant size, these droplets get closer to each other and
the electric field forces act inversely proportional to the distance between droplets to get
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the collision at shorter times (<1 s). On the contrary, when the water content is the lowest,
the initial distance between droplets is three times larger than the largest water content
and consequently, the electric field forces are delayed (>20 s) to bring both droplets into
contact. The other forces, such as the gravitational forces (weight and buoyant) have the
same significance at constant droplet size. Figure 3b shows the effect of oil viscosity on
the collision time, where it can be noted that when the viscosity of the oil increases four
times (temperature decreases) the time for the first collision increases as well from 0.7 to
3 s (i.e., more than four times). The oil viscosity increment increases the drag force that
prevents in a certain way the motion of the droplets delaying the collision between droplets.
Figure 3c shows that there is no effect of the droplet size on the time for the first collision.
Actually, the only effect of reducing the droplet size is reducing the initial size between
droplets for constant water content, i.e., as the size of droplet increases, they are more
separated from each other. All forces acting on the droplets depend on the size of droplets,
but apparently, their opposite effects in the different forces cancel out for determining the
time for the first collision keeping constant the electric field, oil viscosity and water content
in the emulsion. This conclusion is important but must be taken cautiously since in real
emulsion the size of droplets is not constant but it presents a population of sizes that makes
it complex to analyze this variable. Furthermore, in this study, the effect of the size with
different droplet sizes will be analyzed. Figure 3d presents the effect of the electric field
strength on the time for the first collision between two droplets of the same size. The effect
of this variable is significant, since reducing the electric field from 3 to 0.1 kV/m increases
the collision time from less than 1 s to approximately 175 s (keeping the other variables
fixed). The electrostatic attractive force created by the dipolar effect on the droplets, attract
two near droplets and dominate the force balance if the field is big enough to overcome the
drag and gravitational forces. Then the desalting unit needs the electric field to achieve
the separation.

These results of collision time were correlated with the four variables explored to
obtain the following equation that shows a correlation applicable only for the case when
the two neighboring droplets have the same size:

t = 22 469.183x−3.294μ0.968
0 E−2.007a−0.013 , R2 = 99.738% (28)

The sign and the magnitude of the exponent of each variable indicate the dependence
between the time for the first collision and that variable. The more significant variables in
order of decreasing importance are water content, electric field, oil viscosity, and droplet
size and the sign indicates that an increment in both the water content and electric field
will increase the probability of fast collisions causing eventually coalescence of droplets
and therefore efficient water and salt separation from oil. On the contrary, the increment
in oil viscosity (decrement in temperature) will increase the collision time, decreasing the
collision frequency and reducing the rate of separation and the efficiency of the process.
The size of the droplets has practically no effect on the collision time since the exponent
is nearly zero. Figure 4 shows the performance of the correlation in predicting the values
obtained by the model. The agreement is excellent, so the correlation represents a good
quantitative summary of the effect of the variables explored on the collision time and
indirectly in the efficiency of the desalting process.
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Figure 3. Effect of the (a) water content x, (b) oil viscosity μo (temperature), (c) size of the droplets (assuming two droplets
of the same size), (d) electric field strength E. In all cases, the rest of the operating conditions correspond to the standard
conditions mentioned in Table 2.

Figure 4. Predicted collision time by the correlation Equation (11) versus collision time in logarithmic scale.
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In Figure 5, the time for the first collision between two droplets is plotted as a function
of each variable explored in this study, such as the water content, droplet size, oil viscosity
(temperature) and intensity of electric field. It can be noted that the most significant
variables in order of descending importance are the electric field, water content of the
emulsion, oil viscosity and the droplet size; the final variable not having a visible effect
on the time for the first collision between the two droplets. The droplet Reynolds number
ranges from 0.002 to 0.82 considering velocity ranges between 0.1 and 2 m/s and with
a range of sizes of 1–20 μm. All cases studied fall under the Stokes regime and maybe
this is why the droplet size does not influence the collision time. The effect of electric
field and water content is inverse with collision time, i.e., the higher the electric field
and water content, the lower the collision time, while the oil viscosity has a moderate
proportional relationship with the collision time. It is necessary to note that this result
was not shown by Bresciani et al. [7]. Additionally, the study of the effect of water content
and oil viscosity on collision time was also not carried out by them. These results have
economic and environmental implications, and these are subjected to an optimization
analysis to minimize the operational costs and reduce corrosion in the refinery. In this
regard, an increase in both the water content and electric field will signify increase in the
freshwater consumption and the use of a bigger electric field with an associated investment
and operational cost as well as environmental issues, so there must be a compromise
between separation efficiency and operational (more electric energy) and investment cost
(more robust equipment) in the electrostatic desalting unit. Additionally, in the case of the
water content, an excessive increase in this variable may result in reverse of the emulsion
from water-in-oil (W/O) to an oil-in-water (O/W) more difficult to separate and the waste
of fresh water is negative to the environment and to the population. Besides, the results
are just indirectly related to the separation process since the collision is not sufficient
for coalescence as the presence of emulsifying substances at the oil–water interface may
prevent coalescence [4].

Figure 5. Collision time as a function of the main process variables explored in this study: water
content, droplet diameter, electric field intensity, oil viscosity.

Finally, if the two droplets have different sizes, the analysis gets more complex.
Figure 6 presents this effect when the upper droplet is 20 μm (Figure 6a), 15 μm (Figure 6b),
10 μm (Figure 6c), 5 μm (Figure 6d) and 1 μm (Figure 6e), and the lower droplet sizes
vary from 5 to 20 μm while keeping the rest of variables with values mentioned in Table 2
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(standard conditions). For big upper droplets of 20, 15 and 10 μm (Figure 6a–c, respectively),
the time for the first collision is around 2 s when the lower droplet is 20 μm and around
10 s when the lower droplet is 5 μm. However, when the upper droplet is 5 μm (Figure 6d)
and the lower droplet is also small (5 or 10 μm), the droplets do not collide but rather
they separate more as time increases. This effect is even more evident when the upper
droplet is 1 μm (Figure 6e) where only the lower droplet of the same size (1 μm) will
eventually collide, while with the rest of lower droplet sizes no collision occurs. Then, if
the lower droplet is bigger than the upper droplet, the former will sink by gravity at a
higher rate than the upper small droplet, so the distance between droplets will increase. In
the actual process with much more than two droplets, this effect of no collision would not
likely happen since the upper droplet will sooner or later meet another droplet. However,
these results indicate that neighboring droplets of similar size would enhance more the
separation process than a droplet population with a broader distribution of size. It is
well known that inducing a high shear stabilizes the emulsion and also adding fresh
water with a big pressure drop at the mixer valve reduces the size of the droplets with a
narrow distribution of sizes. Besides, the reader should take into account that the drag
force included in the previous analysis is valid for droplets moving in a static fluid but
in the real desalter unit there is a fluid flow that promotes a different drag regime, so
caution is advised in using these results and extrapolating them into the industrial unit.
Additionally, in the current model, the DLVO theory was not taken into account, which is
an oversimplification, and consequently, the electric double layer and Van der Waals forces
are not considered, which would include a repulsion force between the droplets as they
approach closer one to the other before collision takes place and would increase in some
extent the estimated collision times slowing down the coalescence process. Additionally,
the application of the electric field and the presence of impurities in the crude oil affects
the stability and size distribution of droplets.

For the sake of gaining quantitative knowledge on the significance of each parameter,
a full factorial design at two levels was performed, and the statistical analysis outcome is
presented in Figure 7 and Table 5, which present a variance analysis to determine which
variable or interaction between the variables are the most significant on the collision time.
Figure 7 presents a Pareto chart with the mean effects of the parameters and Table 5 has
more detailed information on the same effects. It is worth noting that the interaction E*x
has a positive significant effect on the collision time, which suggests that increasing both
variables at the same time may be detrimental in the separation process.

Figure 6. Cont.
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Figure 6. Effect of different droplet sizes of 5, 10, 15 and 20 μm for (a) upper droplet of 20 μm, (b) upper droplet of 15 μm,
(c) upper droplet of 10 μm and (d) upper droplet of 5 μm. (e) upper droplet of 1 μm.

Figure 7. Pareto chart of the single, double, triple and quadruple interaction effects on the collision
time, t (s), the significance level is α = 0.05.
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Table 5. Mean effect of the variables and their interactions.

Term Mean Effect on Time, t

Droplet size, a −29.250 ± 733.2

Viscosity of oil, μo 878.900 ± 733.2

Electric field, E −1463.200 ± 733.2

Water content, x −1436.200 ± 733.2

Double interaction, aμo −17.528 ± 733.2

Double interaction, aE 29.180 ± 733.2

Double interaction, ax 28.640 ± 733.2

Double interaction, μoE −877.000 ± 733.2

Double interaction, μox −860.800 ± 733.2

Double interaction, Ex 1433.100 ± 733.2

Triple interaction, aμoE 17.490 ± 733.2

Triple interaction, aμox 17.168 ± 733.2

Triple interaction, aEx −28.580 ± 733.2

Triple interaction, μoEx 858.9 ± 733.2

Quadruple interaction, aμoEx −17.130 ± 733.2

Correlation Equation (28) was cast into Matlab® to minimize the collision time using the optimization genetic
algorithm. Bound values for each variables are x[7–12%], μo[0.017–0.071 Pa s], E [0.1–3 kV/cm], a[1–20 μm], and
the optimal point obtained is x = 11.998%, E = 3 kV/cm, μo = 0.017 Pa s and 5 ≤ a ≤ 16, giving an optima with a
value of tc around 0.013 s.

Some basic understanding is gained with the use of such a simplified model. However,
it is the intention of this study to provide a less simplified description of the desalting
unit operation through a computational fluid dynamics (CFD) model. Such a model has
to be considered to be a new approach with new tools in its first stages of development,
which is prepared to predict breakage emulsion for 3D complex geometry with actual
operating conditions of an industrial electrostatic desalting unit to see the effect of the
electric field in the water–oil separation. A detailed process analysis with this CFD model
is beyond the scope of the current study, and in this study only the effect of the presence of
the magnetic field is explored as a closure of the methodology proposed which included
the frequency of collisions correlation cast into the CFD model. Figure 7 presents the oil
volume fraction contours at the middle plane in an industrial desalting unit with a presence
of an electric field of 1 kV/cm (Figure 8a) and without electric field (Figure 8b). The rest of
the variables are, namely, 0.044 Pa s of oil viscosity, variable droplet size from 1 to 20 μm
(due to coalescence), and 10% water content. The model includes the frequency correlation
as a function of the process variables, and it can clearly be seen that the electric field allows
separation of water and that the absence of such a field preserves the emulsion. It has been
confirmed with these results, that the development of a collision model from the present
study, to predict coalescence, is a key feature of any subsequent study allowing a proper
prediction of the industrial electrostatic desalting unit.
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Figure 8. Oil volume fraction for (a) with a constant electric field of 1 kV/cm and (b) without an electric field. The remaining
variables and properties correspond to the standard conditions (see Table 1).

4. Conclusions

Time for collision between two droplets is related to the rate of coalescence which
influences the rate separation between water and oil in an electrostatic desalting unit. A
process analysis was performed to determine the effect of the electrostatic field, water
content, oil viscosity (temperature) and droplet size on the collision time. The analysis
gave the following outcomes:

1. The time of collision varies with an inverse relationship to the third power of the
water content, which indicated to be the most significant variable, valid in the range
of water content of 3–12%.

2. The time of collision varies inversely to the square of the electrostatic field
(0.1 < E < 3 kV/cm), while it has a proportional nearly linear relationship to the oil
viscosity (0.017 < μo < 0.071 Pa s).

3. The droplet size has no influence on the time of collision within the range of droplet
sizes analyzed in this work (1 μm up to 20 μm).

If the upper droplet is smaller than the lower droplet in the unit, for emulsions with a
wide distribution of sizes, collision may be delayed or even not occur since gravitational
force dominates over the electrostatic force on the bottom heavier droplet. The time
between collision (frequency of collision) is useful to simulate coalescence phenomena in
complex multiphase fluid flow simulations in industrial desalting units performed using
numerical modeling, which represents a new tool and hence a new approach (balance of
forces model to get a correlation for the time between collisions of a couple of droplets cast
into a CFD multiphase fluid flow model) to explore the performance and optimization of
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electrostatic desalting units. In this study, the effect of the electric field was shown to be a
key parameter that has to be included in the description of the separation phenomenon, if
the quantitative prediction of the separation kinetics is the goal of any future CFD analysis.
This would help to ultimately optimize the desalting of crude oil reducing risks of corrosion
in the refinery, improving process safety, and in general providing a more environmentally
friendly process.
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Abstract: This study examined the relationship among carbon dioxide emissions and linkage effects
using Input–Output (IO) data of the information and communications technology (ICT) industry
between South Korea and the USA. As we wanted to find out if the ICT industry, which the world
is passionate about, is a sustainable industry. The linkage effects are analyzed to determine the
impact of ICT industry on the national economy, and CO2 emissions of the industry are analyzed to
determine how much influence it has on air pollution. In addition, we classify ICT industry by ICT
service and manufacturing industries as the key industries in Korea and the US. Data were collected
from OECD ranging from 2006 to 2015 in order to quantitatively estimate backward linkage, forward
linkage effect, and carbon dioxide emissions. The results indicated that ICT manufacturing industry
in Korea has high backward and forward linkage effects. CO2 emissions from ICT service is more
than from ICT manufacturing in both Korea and the US. We wanted to find out if the ICT industry,
which the world is passionate about, is a sustainable industry. As a contribution, ICT manufacturing
and service industries in Korea and the United States are directly compared, and CO2 emissions over
10 years are analyzed in a time series.

Keywords: IO analysis; CO2 emission; ICT service; ICT manufacturing

1. Introduction

Global warming is the most serious problem facing humankind today. It is because,
due to human activities, greenhouse gases (GHG) are increasing at an unprecedented rate
and are accumulating in the atmosphere. Such global warming raises the global tempera-
ture, leading to abnormal weather conditions and destruction of ecosystems, and it will
soon affect a wide range of areas beyond them, from energy supply to human health. The
necessity of reducing GHG for the survival of humankind has become an important agenda
of the international community. Korea is a country that emits many greenhouse gases.
However, in order to become a country responsible for reducing greenhouse gas emissions
and responding to climate change in the international community, Korea has presented
a challenging goal of reducing business as usual (BAU) by 37% by 2030 [1]. Low carbon
and GHG reduction are becoming a target not only for Korea, but also for countries around
the world. The key strategies for low carbon in major countries are summarized in energy
efficiency improvement, energy conversion, and resource circulation. [2]. First, they set up
a strategy to reduce production costs and reduce greenhouse gas emissions by increasing
energy efficiency and reducing energy consumption. In addition, they seek sustainable
growth by replacing final energy consumption in industries with clean energy such as
fossils, electricity, and renewable energy, and they strive to build a resource recycling
economy system that reuses and recycles resources in industrial processes that emit large
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amounts of greenhouse gases. The Korean government creates the foundation necessary
for low-carbon and green growth for the harmonious development of the economy and
environment. They attempt to promote the national economy development by using green
technology and green industry as new growth engines. Furthermore, Korea aims to im-
prove the quality of life of people by building low-carbon society and to leap forward as a
mature advanced country that fulfills its responsibilities in the international community [3].
To this end, the first step begins with reducing greenhouse gas emissions. Additionally, it
is necessary to focus on securing innovative technologies such as developing low-carbon
fuel processes and air pollution reduction facilities, while preparing a specific roadmap for
the stable supply of green hydrogen and green energy and formation of an appropriate
price. However, since Korea has an industrial structure different from those of countries
that are strongly pursuing low carbon, their domestic reality should be considered.

Table 1 shows share of added value in ICT industry in 4 countries and the average of
OECD. Korea has the world’s best network infrastructure built and distributed and has
a favorable environment for developing the Fourth Industry such as Internet of Things,
autonomous vehicles, and Big Data analysis. However, the information and communication
technology (ICT) industry in Korea is more concentrated in the ICT manufacturing sector
than in other countries [4]. Thus, software and ICT service sector is inferior to countries such
as the United States and Japan. Despite the high share of added value in ICT manufacturing
industry, the share of the ICT service industry is below the OECD average [5].

Table 1. Share of added value to GDP in the ICT industry (2015).

Country ICT Manufacturing Communication Software
and Service

Sum of ICT
Industrial

Korea 5.6% 1.0% 1.6% 8.2%
USA 1.5% 1.5% 2.1% 5.1%
EU 0.8% 1.2% 2.0% 4.0%

Japan 1.7% 1.9% 2.4% 6.1%
Average of OECD 1.0% 1.2% 1.9% 4.1%

Source: Authors’ own calculations on the data form [5], ‘OECD digital outlook 2017′, based on 2015 data;
comparison of EU (23 country’s) and OECD (33 country’s).

However, the growth of ICT manufacturing industry in Korea, which is so strong, has
slowed over the past five years. Its growth rate fell sharply from 50% in 2010 to −9% in
2015, but in the United States it fell from 10% in 2010 to 5% in 2014 [6]. Moreover, Korea
is the second country in the world with the highest proportion of manufacturing to GDP
after China [7]. On the other hand, the proportion of the service industry is lower than that
of the US, the UK, and France [7]. The growth rate of ICT service industry in Korea was
around 5% in 2011, but it has since declined. The growth rate of ICT service industry in the
US fell sharply from 10% in 2012 to −5% in 2013. However, in 2014, it turned to a positive
growth rate of 4% [6]. As such, it is appropriate to analyze ICT industry by categorizing it
into manufacturing and service sectors because the growth rate and major powerhouses
differ according to the type of final product. Additionally, this also helps in establishing a
low-carbon strategy.

CO2 emissions in ICT industry are included not only from the electricity consumed in
the use of products and devices, but also from the energy used in the products. Ericsson [8]
largely categorizes CO2 emissions of ICT industry into user devices, networks, and data
centers in consideration of these points. Since CO2 emissions are different for each sector,
applying low-carbon strategy of countries with a high proportion of the service industry
may be a strategy that does not take into account the specificity of the industrial structure
of a country that is strong in the manufacturing industry. The active national-level response
to overcome the limit of reducing CO2 emissions should be implemented in a flexible
environment according to the industrial sector.

According to a study by Belkhir and Elmeligi [9], by 2040 if the carbon emission of the
ICT industry remains as it is, it will account for up to 14% of the global carbon emission.
In addition, countries around the world are actively working to strengthen industrial
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competitiveness using ICT technology. Therefore, we want to understand how much ICT
industry has an impact on CO2 emissions in a country in this study as it is becoming more
and more important.

Although it is focusing on the development of industries related to the fourth industry
such as Artificial Intelligence, Big Data, and autonomous vehicles, it is questionable whether
these industries can be said to be eco-friendly and sustainable industries that can grow
with other industries together. In other words, the research questions of this study were:

1. We confirmed that ICT industry in the US and Korea was a sustainable industry.
2. We checked whether there was a difference in the influence of the manufacturing

sector and the service sector of ICT industry on the national economy.

We selected input–output analysis as the theoretical method, and compared changes in
ICT manufacturing and ICT service industries in the US and Korea. We also compared CO2
emissions of the two countries. To be a sustainable industry, we needed to make sure that the
industry pollutes the air less. The United States has the world’s highest sales and industry
share of ICT industry and has the largest number of companies in ICT service among
the global representative digital companies [10]. We think it is important to compare and
analyze the connection between CO2 emissions and linkage effects in ICT manufacturing
industry in Korea and ICT service industry in the United States. This is because the world
wants to foster industries with low carbon dioxide emissions and high productivity. In
order to discover a sustainable industry in this future as we have mentioned, we will
derive CO2 emissions from ICT manufacturing and ICT service industries in Korea and the
US from 2006 to 2015, and analyze backward and forward linkage effects. After analysis,
we will present the direction of low-carbon development that suits the conditions of
each country.

This study is organized as follows. Section 2 introduces the importance of CO2
emissions research and previous studies related to ICT manufacturing and ICT service and
establishes hypotheses. Then, Section 3 explains research methods and data. In Section 4,
we describe the results of the analysis. Finally, in Section 5, policy suggestions are made
through analysis of the results

2. Literature Review and Hypotheses Development

According to the OECD, ICT (Information and Communications Technology) industry
is defined as the production of goods and services products that are primarily used to
represent information processing and communication and transmission by electronic means.
ICT industry can be divided into ICT manufacturing and ICT service business, and in detail,
it can be classified into computer parts, electronic and electrical equipment manufacturing,
information and communication related business, and software business [11]. Table 2
shows the definition of each ICT industry. In 1998, OECD member countries agreed to
define the ICT sector as a combination of manufacturing and services industries that
capture, transmit, and display data and information electronically [12].

Table 2. Definition of ICT manufacturing and service industries.

Sector The Principles Underlying the Definition

ICT
manufacturing

Industry

• Must be intended to fulfil the function of information processing and
communication including transmission and display.
• Must use electronic processing to detect, measure, and/or record
physical phenomena or control a physical process.

ICT
service

Industry

• Must be intended to enable the function of information processing and
communication by electronic means.

However, there was a debate about the principle of selecting the ICT industry and
the interpretation of the principle in 1998. As a result, the definition of ICT industry
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classified ICT industry by adding a section called ICT trade. Table 3 shows a list of in-
dustries belonging to ICT industry according to the 4th International Standard Industry
Classification (ISIC).

Table 3. The list of ICT industries (ISIC Rev. 4).

Sector ISIC Rev. 4 (2007)

ICT
Manufacturing

2610 Manufacture of electronic components and boards
2620 Manufacture of computers and peripheral equipment
2630 Manufacture of communication equipment
2640 Manufacture of consumer electronics
2680 Manufacture of magnetic and optical media

ICT Trade 4651 Wholesale of computers, computer peripheral equipment, and software
4652 Wholesale of electronic and telecommunications equipment and parts

ICT Services

5820 Software publishing
61 Telecommunications

6110 Wired telecommunications activities
6120 Wireless telecommunications activities
6130 Satellite telecommunications activities
6190 Other telecommunications activities

Meanwhile, the OECD continued to work on the definition and classification system
for the content media industry based on the prospect that structural changes that would
occur in the content production and distribution industry as the number of content users
increases due to the spread of ICT technology. Additionally, this was reflected in ISIC
revision 4. When transitioning from ISIC revision 3 to ISIC revision 4, they included the
production and distribution of information and cultural products, information technology
and data processing, and information service activities. ISIC revision 4 classifies the
information and communication service sector into one section and classifies the ICT
industry as Table 4 [13].

Table 4. The 2006–2007 OECD ICT sector definition (based on ISIC Rev. 4).

Sector ISIC Rev. 4 (2008)

ICT
Manufacturing

2610 Manufacture of electronic components and boards
2620 Manufacture of computers and peripheral equipment
2630 Manufacture of communication equipment
2640 Manufacture of consumer electronics
2680 Manufacture of magnetic and optical media

ICT Services

5820 Software publishing
6110 Wired telecommunications activities
6120 Wireless telecommunications activities
6130 Satellite telecommunications activities
6190 Other telecommunications activities
6201 Computer programming activities ICT
6202 Computer consultancy and computer facilities management

activities ICT
6209 Other information technology and computer service activities
6311 Data processing, hosting, and related activities
6312 Web portals

There is a slight difference in whether detailed enterprise groups should be included
in ICT manufacturing industry or ICT service industry by era, but as a result, it shows
consistency in classifying ICT industry into ICT manufacturing industry and service
industry. According to Global Industry Classification Standard, S&P capital IQ industry
classification, ICT industry is classified into Semiconductors & Semiconductor Equipment
industries, Technology Hardware & Equipment (ICT manufacturing), and Software &
Services industries and industries related to digital technology such as IoT, fifth generation
technology standard, cloud, big data, and AI software are evaluated as key drivers of the
fourth industrial revolution.

Several researchers have also divided ICT industry into the manufacturing sector and
the service to study their impact on the national economy as Table 5 [14–17].
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Table 5. Research on ICT industry divided into manufacturing and service sectors.

Researcher Country Year Aim of the Study

Xing et al. (2011) China 2002
Analyzing the form of convergence between ICT

manufacturing industry and ICT service industry, and
identifying their role

Rohman (2013) EU 1995, 2000, 2005 Analyzing the strengths of ICT industry by comparing the
multiplier effects of ICT industry and non-ICT industry.

Hong, J.P., Byun, J.E.,
and Kim, P.R. (2016) Korea From 1995 to 2009 Examining structural changes and growth factors of ICT

manufacturing and service industries

Abubakar, Y.A., and
Mitra, J. (2010) EU From 2001 to 2003

Investigating factors influencing regional innovation by
contrasting high-tech manufacturing (ICT manufacturing)

and knowledge intensive services (ICT service)

Korea commercialized 5G, the basic infrastructure of the 4IR, for the first time in the
world. Currently, 24 countries have commercialized 5G or are planning to do so, and
Korea is evaluated as a world leader in 5G commercialization [18]. In addition, they have a
well-distributed ICT infrastructure, excellent accessibility, and a favorable environment for
responding to technology related to the fourth industry. The global cloud market is worth
USD 243 trillion [19], and the top three global companies (Amazon, Microsoft, Google)
account for 57% of the market [20]. American companies already dominated more than
half of global ICT service market (as of 2018) [21]. By comparison, Korean Cloud market
is USD 2 billion, which is only 1% of the world market. ICT industry in Korea is more
concentrated in the manufacturing sector than in other countries, so the software and ICT
service sectors are inferior to rival countries such as the United States and Japan [5].

Table 6 shows the R&D investment status of major countries by industry in 2019. Of
the 2500 companies, there are a total of 70 Korean companies, and they invested about
USD 3.67 billion in R&D budget for a year [22]. Among them, 16 ICT manufacturing
industries invested about USD 24.95 billion, and five ICT service industries invested
USD 846 million. This means that 70.2% of the R&D budget of Korean companies is
invested in ICT manufacturing and ICT service industries. The US has the highest R&D
investment ratio in ICT manufacturing and ICT service industries, and Korea has the lowest
investment ratio in ICT service industry at 0.6% compared to other countries. While the
US invests intensively in ICT service, ICT manufacturing, and health industries, Korea is
excessively focused on ICT manufacturing. Therefore, it is necessary to promote the future
development of Korea by expanding investment in ICT service industry as the ICT service
industry is an important sector that connects various industries in the new era [23].

Table 6. R&D investment by industry and share by country (2019).

Country Korea EU USA Japan China Other Total

ICT
Manufacturing

277068
(10.9%)

350194
(13.8%)

1039653
(40.9%)

282468
(11.1%)

369681
(14.6%)

220856
(8.7%)

2539921
(100%)

ICT Service 9396
(0.6%)

192305
(11.6%)

1111437
(67.1%)

68112
(4.1%)

222116
(13.4%)

85530
(3.2%)

1655896
(100%)

Health 8362
(0.4%)

591757
(26.6%)

1089259
(49.0%)

172388
(7.8%)

60838
(2.7%)

300892
(13.5%)

2223497
(100%)

Manufacture of motor
vehicles and transportation

56601
(3.4%)

795317
(47.7%)

240605
(14.4%)

424664
(25.5%)

110945
(6.7%)

39552
(2.4%)

1667684
(100%)

(manufacturing) industry 30992
(4.0%)

206451
(26.9%)

188392
(24.6%)

144571
(18.9%)

149339
(19.5%)

46685
(6.1%)

766430
(100%)

Chemical industry 3687
(1.3%)

68402
(23.3%)

65787
(22.4%)

99087
(33.8%)

19540
(6.7%)

36859
(12.6%)

293362
(100%)

Aerospace and Defense
industry

4074
(1.5%)

120838
(45.8%)

109282
(41.5%)

-
(0.0%)

4331
(1.6%)

25049
(9.5%)

263574
(100%)

Other 17839
(1.3%)

393693
(29.5%)

233973
(17.5%)

236951
(17.7%)

321055
(24.0%)

131807
(9.9%)

1335318
(100%)

Total 408019
(3.8%)

2718957
(25.3%)

4078388
(38.0%)

1428242
(13.3%)

1257847
(11.7%)

854230
(7.9%)

10745683
(100%)

Source: Authors’ own computations on the data collected from [22,24].
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As is well known, ICT industry is the future food of not only Korea and the United
States, but also major countries. Moreover, low carbon and greenhouse gas emission
reduction policies are also being implemented for the future. The US announced 2013
Climate Action Plan, reducing carbon emissions and leading international community’s
efforts to respond to climate change [25]. In China, CO2 emissions once increased by
15–17%/year due to rapid economic growth but based on the “National Plan for Response
to Climate Change (2013–2020),” they are pushing for reduction of emissions and changes
in energy mix [3].

In order to simultaneously foster sustainable development and the development of
the future food, the ICT industry, CO2 emissions of ICT industry should be lower than that
of other industries, and economic linkage effect should be high. After the collapse of the
dot-com bubble in 2000, research in the ICT industry shifted to industrial analysis. As a
result, it has been expanded to the academic doctrine that ICT industry serves as a driving
force for innovation and a catalyst for innovation [26,27].

ICT industry has the power to induce innovation and speed up the innovation of
companies. It can also penetrate the economy as a whole, affect all industries, and cause a
technology shock [27]. Mas, de Guevara [28] find that all of them experienced growth in
the ICT sector. In OECD countries, the ICT sector’s share in GDP has remained relatively
constant since 1995, implying a growth in total value added as GDP has also grown in
that time [5,11,29]. Mattioli and Lamonica [30] classified linkage effects of the ICT industry
in the overall economy, and said that ICT industry had a low backward linkage effect
and a high forward linkage effect, resulting in a strong supply side to the industry as
a whole. As such, it is the ICT industry that has a large linkage effect on the national
economy [16,30–34].

However, if the ICT industry is the industry that causes environmental pollution
due to high CO2 emissions, then the ICT industry cannot be said to be a sustainable
industry. Therefore, many researchers are continuing research to measure CO2 emissions
of each country and CO2 emissions of major industries in order to find industries with
less environmental pollution [33,35–39]. Loefgren and Muller [35] studied the relationship
between energy use efficiency and carbon emissions and suggested a plan to improve
carbon emission efficiency as an effective method to reduce carbon emission. Zhou et al. [36]
used DEA to estimate the CO2 emission efficiency of OECD countries. Jaeger et al. [39]
concluded that low-carbon-based growth is optimistic for economic growth and job creation
in their research Lee et al. [38] conducted a study to measure the productivity of the Korean
manufacturing industry based on CO2 emissions. Moon et al. [37] analyzed linkage effects
of all Korean industries from 2005 to 2015 in a time series to derive eco-friendly industries
with high linkage effects.

As ICT industry is highly competitive, air pollution reduction measures such as carbon
emissions management are needed to become a sustainable industry. Therefore, we would
like to examine the relationship between linkage effect and CO2 emissions of ICT industry.
In addition to service-based intangible industries such as big data and artificial intelligence,
the ICT industry also includes hardware manufacturing industries such as semiconductors
and automobiles. In addition to service-based intangible industries such as big data and
artificial intelligence, the ICT industry also includes hardware manufacturing industries
such as semiconductors and automobiles. There are a number of studies comparing the
impact of the ICT industry on the national economy and the productivity performance
of the ICT industry [27,31,32,40,41], but few studies have classified the ICT industry into
manufacturing and service industries [34,42]. There are not many studies comparing the
ICT industry between Korea and the United States [43,44], either. However, depending
on the shape of final product, the influence on other industries or the influence from other
industries may differ. Therefore, we will analyze linkage effect and CO2 emissions of
each industry by dividing ICT industry into ICT-Service and ICT-Manufacturing sector
according to International Standard Industry Classification from OECD. Additionally, to
test the difference, we developed hypotheses as Table 7.
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Table 7. Statistical Hypotheses of the Regression Model.

Hypotheses

H1 The linkage effect between Korean ICT manufacturing industry and the US one is different.

H1a
The backward linkage effect between the Korean ICT manufacturing industry and the US
one is different.

H1b
The forward linkage effect between the Korean ICT manufacturing industry and the US
one is different.

H2 The linkage effect between Korean ICT service industry and the US one is different.
H2a The backward linkage effect between the Korean ICT service industry and the US one is different.
H2b The forward linkage effect between the Korean ICT service industry and the US one is different.

3. Materials and Methods

This study uses IO tables from Korea and the United States provided by the OECD
for 10 times from 2006 to 2015 [45]. ICT industry was divided into ICT manufacturing
and service industry according to the fourth International Standard Industry Classification.
CO2 emissions are based on CO2 emissions embodied in domestic final demand provided
by the OECD from 2006 to 2015 [45]. This is because when analyzing linkage effects, it is
analyzed as domestic production, so that CO2 emissions must also be analyzed as occurring
in the domestic production process to enable an accurate comparison [37]. When analyzing
CO2 emissions of ICT industry, the same industry classification standard as in the analysis
of the linkage effects is applied to determine whether there is a difference in CO2 emissions
depending on the final output type.

Linkage effects suggested by Hirschman [46] are to derive the production induction
coefficient using the IO table, and to indicate the degree of industrial activation through
the derived production induction coefficient. Linkage effects of Hirschman [46] is that an
industry induces production directly or indirectly to all industries within a country, and the
degree is expressed as production induction coefficient. It can be said that the greater the
production inducement coefficient, the greater the power to revitalize the entire industry.
The linkage effects can be divided into backward linkage effect and forward linkage effect.

Backward linkage effect can be expressed as the pulling power that induces the input
of intermediate goods in the process of an industry producing final goods [47]. In other
words, the backward linkage effect is the power of dispersion because one industry induces
production to other industries through demand for intermediate goods in the process of
producing final goods, and the production inducement continuously promotes production
to others [48,49]. The high coefficient means that it has strengths as a “demander” in the
national economy [27].

Forward linkage effect is a production inducing effect that occurs when the final
goods of one industry are input as intermediate goods of other industries. Forward
linkage effect is explained as an interaction that directly triggers the structural relationship
between supply and demand for intermediate goods across the industry as a business
client inputs a product [47]. It is also explained by the reaction that occurs when the entire
national industry is activated, the sensitivity of dispersion, and the effect of inducing
supply [30,48–50]. The high value of this coefficient can be said to be a strength as a
“supplier” in the national economy [27].

To explain these effects with a formula, we use the production inducement effect
matrix, which is created based on the IO table that presents the transaction figures between
industries in a certain form is used. IO table shows the interdependence of goods and
services between industries, the input of production factors, and the sales process according
to the final demand of products. The horizontal direction represents the sales breakdown
of products in each industry and consists of intermediate demand sold as intermediate
goods and final demand sold as consumer goods, capital goods, and exports. Additionally,
here, excluding income becomes the total output. The vertical direction shows the input
structure of each industry, and it can be divided into intermediate inputs of raw materials
and value-added inputs such as labor and capital, and the total is the total input amount.
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The effect on production inducement is the direct or indirect production fluctuations caused
by the final demand through the input coefficient.

The concept of the effect on production inducement was proposed by Leontief [51]
based on Keynesian multiplier theory. The effect on production inducement by the direct
production factor can be expressed as follows.

(1 − a)−1 =
1

1 − a
= 1 + a + a2 + a3 + . . . (1)

where 1 is the direct production factor, a is the primary effect on production inducement,
and a2 is the secondary effect on production inducement. Therefore, the effect on produc-
tion inducement is expressed as the sum of infinite geometric series of (1 − a)−1 when a is
0 < a < 1. With this logic, the production induction coefficient can be obtained through
the inverse matrix (I − A)−1 of A, which is the matrix of aij, and this is called Leontief
inverse matrix.

(I − A)−1 = I + A + A2 + A3 + A4 + . . . . . . (2)
I on the right side represents the direct production effect of each industry to satisfy the

final demand for each industry’s product of by one unit. A is the primary production in-
ducement effect, which is the input unit of intermediate goods necessary for the production
of final goods in each industry. A2, the secondary production inducement effect, is the unit
of input of intermediate goods required for the production of each industry as a result of the
primary production inducement effect and A3, A4, . . . . . . are the 3rd, 4th, . . . . . . production
inducement effect. Therefore, (I − A)−1 means the production inducement coefficient,
which is the sum of the direct and indirect production inducement effects caused by an
increase in final demand by one unit. Since the production inducement coefficient has the
property of a multiplier representing the inducement effect derived from the final demand
for an industry.

The linkage effect is the theory suggested by Rasmussen [52] and Hirschman [46]. If
the element of the production inducement matrix is rij and the Leontief inverse matrix,
(I − A)−1, is changed to ∑

i
Bij, the backward linkage effect and forward linkage effect can

be expressed as follows [53].

FLi =
∑n

j=1 rij
1
n ∑n

i=1 rij ∑n
j=1 rij

(3)

BLi =
∑n

i=1 rij
1
n ∑n

i=1 rij ∑n
j=1 rij

(4)

FLi = Sensibility Index of Dispersion;
BLi = Power Index of dispersion;
rij = The factor of Leontief Inverse Matrix;
∑n

j=1 rij = The sum of columns of Leontief Inverse Matrix;

∑n
i=1 rij = The sum of rows of Leontief Inverse Matrix.

4. Results

Table 8 shows the FL effects of the ICT manufacturing industry between Korea and
USA during the entire study period from 2006 to 2015.

Table 8 shows the results of linkage effects analysis of ICT manufacturing industry
in Korea and the United States. Backward linkage effect of Korean ICT manufacturing
industry is 1.24 on average over 10 years, which has a large influence on other industries.
On the other hand, that of the US has a small influence at 0.85. Backward linkage effect
represents the influence of an industry on all industries when demand for an industry
increase. If backward linkage effect of the ICT manufacturing industry is large, it means
that the impact on all industries is large [54,55]. Therefore, it can be said that while Korean
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ICT manufacturing industry has a great influence on all industries in the country, in the US
it does not.

Table 8. Comparison of linkage effects of ICT manufacturing between Korea and USA.

Year

Forward Linkage of
ICT Manufacturing

Backward Linkage of
ICT Manufacturing

Korea USA Korea USA

2006 1.719 0.777 1.262 0.946
2007 1.604 0.728 1.245 0.966
2008 1.528 0.807 1.241 0.923
2009 1.823 0.862 1.281 0.867
2010 1.54 0.806 1.253 0.832
2011 1.791 0.819 1.282 0.835
2012 1.644 0.825 1.239 0.816
2013 1.586 0.915 1.2 0.803
2014 1.573 0.889 1.213 0.781
2015 1.716 1.005 1.177 0.771
Avg. 1.652 0.843 1.239 0.854

The forward linkage effect of the Korean ICT manufacturing industry is 1.65 on av-
erage over 10 years, which has a great influence on other industries. On the other hand,
that of the US has a small influence at 0.84. The large forward linkage effect means that
when the demand for products of all industries increases, the influence that an industry
will receive is large [54,55]. In other words, the large forward linkage effect of ICT manu-
facturing industry means that the output of the industry is used as intermediate goods in
the production process of other industries. Since this indicator is analyzed from the stand-
point of intermediate goods used during the production process of output, it also means
dependence on other industries. Therefore, we can say that Korean ICT manufacturing
industry plays a large role as a factor of production when producing other industries, but
that of the United States is not sufficiently performing such a role. Table 9 shows the results
of linkage effects analysis of ICT service industry in Korea and the United States.

Table 9. Comparison of linkage effects of ICT Service between Korea and USA.

Year
Forward Linkage of ICT Service Backward Linkage of ICT Service

Korea USA Korea USA

2006 1.028 0.894 0.891 0.874
2007 1.013 0.887 0.907 0.87
2008 0.939 0.897 0.897 0.86
2009 0.949 0.992 0.922 0.923
2010 0.938 0.957 0.919 0.93
2011 0.917 0.929 0.933 0.936
2012 0.905 0.926 0.919 0.945
2013 0.927 0.932 0.91 0.928
2014 0.947 0.933 0.918 0.94
2015 0.92 0.972 0.932 0.939
Avg. 0.948 0.932 0.915 0.915

Backward linkage effect of Korean ICT service industry is 0.91 on average over 10 years,
which has a small influence on other industries. That of the United States is also 0.91, which
has a small influence. ICT service industries of the two countries have small backward
linkage effects, so their influence on other industries is small.

Forward linkage effect of the Korean ICT service industry is 0.95 on average over
10 years, with a small influence on other industries. That of the US is also 0.93, which has a
small influence. If the forward linkage effect of ICT service industry is small, it means that
even if the demand for other industries increases, the demand for that industry also does
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not increase. In other words, since the dependence on other industries is low, even if the
demand of other industries increases, there is little possibility that the relevant industries
will be put into the process as a production factor.

Table 10 presents a summary of the statistical test results of the two hypotheses and
four sub hypotheses in this study. This study compared ICT manufacturing and service
sectors between Korea and USA to the relationship linkage effects. The hypothesis H1
that linkage effects of Korean ICT manufacturing industry and the US are different was
accepted. (p < 0.000). On the other hand, the hypothesis H2 that the linkage effects of the
ICT service industry in Korea and the US are different was rejected, and the pattern of
the linkage effect of ICT service industry between the two countries is drawn as shown in
(Figure 1). The result of this study show that ICT manufacturing sectors of Korea and USA
have very different linkage effects.

Table 10. Results of hypothesis testing.

Hypotheses p-Value Results

H1
The linkage effect between the Korean ICT
manufacturing industry and the US is different. - Accept

H1a
The backward linkage effect between the Korean ICT
manufacturing industry and the US is different. 0.000 Accept

H1b
The forward linkage effect between the Korean ICT
manufacturing industry and the US is different. 0.000 Accept

H2
The linkage effect between the Korean ICT service
industry and the US is different. - Reject

H2a
The backward linkage effect between the Korean ICT
service industry and the US is different. 0.980 Reject

H2b
The forward linkage effect between the Korean ICT
service industry and the US is different. 0.445 Reject

  
(a) (b) 

Figure 1. Trends of linkage effect and CO2 emission of ICT manufacturing between Korea and USA: (a) Korea (2006–2015);
(b) USA (2006–2015). Source: authors’ own computations on the data collected from OECD stat [45].

CO2 emissions were analyzed along with the linkage effect of ICT industry in Korea
and the United States in accordance with the low carbonization trend of major countries in
the world.

From 2006 to 2015, ICT manufacturing industry in Korea has an average of 1.9 t
of CO2 emissions, accounting for 0.33% of the total CO2 emissions [45]. As shown in
Table 11, CO2 emissions are gradually decreasing from 0.379 in 2006 to 0.267 in 2015.
Considering linkage effect in Figure 1, ICT manufacturing industry in Korea has a high
relationship with other industries and CO2 emissions are gradually decreasing, so it is
the industry suitable for realizing the goal of low carbonization and sustainable economic
development. From 2006 to 2015, CO2 emissions in the US are 23.1 t, accounting for 0.37%
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of the total CO2 emissions [45]. In addition, compared to the entire industry, CO2 emissions
of ICT manufacturing industry in the US are gradually decreasing from 0.430 in 2006 to
0.319 in 2015. Considering the linkage effect, ICT manufacturing industry in the US is the
industry that has a low relationship with other industries and CO2 emissions are gradually
decreasing. However, since the linkage effect of ICT manufacturing industry in the US are
gradually increasing, it is the industry that can be continuously developed.

Table 11. Comparison of CO2 emission of ICT industry between Korea and USA.

Year
CO2 Emission of ICT Service

Korea USA Korea USA

2006 0.379 0.430 0.490 0.417
2007 0.379 0.429 0.458 0.425
2008 0.366 0.394 0.432 0.436
2009 0.304 0.370 0.471 0.488
2010 0.314 0.382 0.456 0.472
2011 0.353 0.367 0.412 0.469
2012 0.298 0.352 0.417 0.466
2013 0.291 0.336 0.430 0.49
2014 0.286 0.326 0.400 0.511
2015 0.267 0.319 0.420 0.518
Avg. 0.324 0.370 0.439 0.469

From 2006 to 2015, CO2 emissions from the ICT service industry in Korea average
2.6 t, accounting for 0.45% of the total CO2 emissions [45]. As shown in Table 11, CO2
emissions are gradually decreasing from 0.490 in 2006 to 0.420 in 2015. Considering the
linkage effect shown in Figure 2, the ICT service industry in Korea has a small influence
on other industries and CO2 emissions are gradually decreasing. Compared with ICT
manufacturing industry, ICT service industry has lower linkage effects and higher absolute
CO2 emissions than the manufacturing industry. CO2 emissions in the US from 2006
to 2015 are 28.6 tons, accounting for 0.47% of total CO2 emissions [45]. CO2 emissions
of ICT service industry in the US is gradually increasing from 0.417 in 2006 to 0.518 in
2015. Considering the linkage effect in Figure 2, ICT service industry in the US has a low
relationship with other industries, but it is the industry that CO2 emissions are gradually
increasing. ICT service industry in the US has similar backward and forward linkage effects
to the manufacturing industry, but CO2 emissions from its service industry are higher than
those from its manufacturing, so efforts to reduce CO2 emissions are needed.

  

(a) (b) 

Figure 2. Trends of linkage effect and CO2 emission of ICT service between Korea and USA: (a) Korea (2006–2015); (b) USA
(2006–2015). Source: Authors’ own computations on the data collected from OECD stat [45].
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5. Discussion and Conclusions

In this study, we compared ICT manufacturing and service sectors between Korea
and USA to analyses the relationship among linkage effects and CO2 emissions. The ICT
industry is good for reaching environmentally sound practices because it maintains high
productivity while improving overall energy productivity in the national economy. At
the same time, due to the ICT, all economic sectors can become more energy efficient. By
increasing the energy efficiency, it reduces the environmental impacts of other sectors
because ICT allows existing processes to be optimized or enables entirely new, more energy
efficient processes [56]. We use data from OECD for the period between 2006 and 2015 and
utilized IO analysis and Leontief’s Matrix to calculate the backward and forward linkage
effects. Additionally, in order to analyze whether CO2 emissions vary according to the final
output type, the same industry classification standard used in linkage effects analysis was
applied. The results of this study show that the ICT industries sectors of Korea and USA
have a few different effects on each national economy.

The finding of this study has important implications for both theory and practice. First,
the ICT industry is classified into ICT service and ICT manufacturing industry, and the
relationship between linkage effects and CO2 emissions of the two industries is examined
in this study, in a complex manner. Existing studies have conducted comparative analysis
of linkage effects in all industries [48,57,58] or limited to one country [37,59,60]. However,
ICT industry has different growth rates and linkage effects depending on the type of final
product. Additionally, CO2 emissions are different. Its CO2 emissions can be divided into
ICT manufacturing industry, which consumes energy to produce electronic devices, and
ICT service industry, which consumes energy to utilize the produced electronic devices.
Based on these results, this study is meaningful in analyzing the effects of each industry by
dividing it into manufacturing and service sectors according to the type of final product.

Second, ICT service industries in Korea and the US show higher CO2 emissions than
their ICT manufacturing industries. This means that the transition from manufacturing
to service industry does not unconditionally contribute to the reduction of domestic CO2
emissions. It is thought that the power consumption in ICT industry is relatively small
compared to other industries. However, due to the spread of PCs and the increase in
the amount of Internet communication, standby power has increased, leading to an in-
crease in power consumption. The ICT industry, which people thought to be the most
environmentally friendly, is changing into the industry where CO2 emissions are gradually
increasing. However, because ICT technology is also connected with new ones that can
quickly solve these environmental problems, the world is investing intensively in ICT. The
ICT service industry is expected to be the one that can deplete CO2 emissions by expanding
non-face-to-face services and utilizing rapidly developing IT technology [61], but it is also
true that its influence on air pollution is gradually increasing. In the case of linkage effects
of the service industry, forward and backward linkage effects in both countries are about
0.9, and the influences on other industries are not significant. Though, in the ICT service
industry in the US, CO2 emissions are gradually increasing. In other words, the degree
of development with other industries is insignificant, but caution is needed because the
amount of ICT industry in the country’s total CO2 emissions is increasing. In addition, it is
necessary to change the industrial structure through the development of ICT technology so
that it can develop together with other industries.

Third, CO2 emissions of ICT manufacturing industries in Korea and the United States
are on the decline. This result implies that an increase in manufacturing output by itself
does not increase CO2 emissions. It was confirmed that CO2 emissions of ICT manu-
facturing industry in Korea and the US are on decreasing trends. In the case of Korea,
the proportion of ICT manufacturing industry is increasing, but CO2 emissions decrease,
indicating that the increase in the manufacturing industry does not affect the increase in
CO2 emissions. Rather, it can be regarded as a change in the energy-intensive nature of
the manufacturing industry. In other words, if the manufacturing industry continues to
pursue low-carbon emissions and high added value, it will become a sustainable indus-
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try. Therefore, government support should be expanded so that the ICT manufacturing
industry makes GREEN production processes, and the ICT manufacturing industry should
also make continuous efforts to create eco-friendly construction methods. As a result of
linkage effect analysis, it was found that both BL and FL in Korea exceeded 1 and had a lot
of influence on other industries, but in the US, both BL and FL were analyzed to be less
than 1. That is, the ICT manufacturing industry in Korea has a significant influence on both
forward and backward industries, but the US does not. The ICT manufacturing industry
in Korea is their flagship industry, accounting for about 10% of total production (2018),
6.7% of GDP (‘2019), and exports of USD 94 billion (2019) [62]. ICT manufacturing industry
in Korea continues to create investment and employment as the industry leading the na-
tional economy despite the recent decline in competitiveness of traditional manufacturing
industries such as steel industry and shipbuilding.

Finally, when examining ICT industries of Korea and the US by dividing them into
manufacturing and service industries in this study, it is found that that CO2 emissions
of all Korean industries increases but decreases in the case of ICT industry. Additionally,
as its linkage effects are large, it can be seen that sustainable development based on low
carbon is possible. The high linkage effects mean that ICT industry carries out production
activities and buys or sells a lot of goods and services from other industries. In this
way, the ICT industry in Korea can be said to be the central industry of the national
economy because it arouses the supply and demand of other industries and leads to
the production activities of that industry. Continued development of this industry will
entail the development of new technologies that can reduce the ever-increasing CO2
emissions through increasing government investment. In the case of the United States,
CO2 emissions from ICT manufacturing industry are on the decline, but ICT service is
on the rise. Additionally, linkage effects are less than 1, indicating that the influence on
other industries was insignificant. However, being low does not mean that it has a small
share of the total output in the national economy. The linkage effects are only a measure of
their influence on other industries, not how much of an industry’s output accounts for a
country’s total output. Actually, the United States is the global number one powerhouse
in the ICT industry, has a great added value creation effect, and is easy to converge
and combine with other industries. These results suggest that the industry should be
accompanied by efforts to reduce CO2 emissions when it develops. Unlike other industries,
ICT industry is widely applied in other fields and has the characteristics that it can improve
the efficiency of industries and technologies. In the short term, the development of ICT
industry can increase energy consumption but in the long term, it is possible to control
energy consumption and reduce CO2 emissions by applying ICT technology to energy
demand management monitoring and low-carbon optimization. The US government
should invest in technology development in ICT industry for it. This is because the
development of ICT industry is that of technologies and devices for other industries.

ICT industry is a representative industry that has a comparative advantage over other
countries in both Korea and the United States and has a large growth effect compared to
investment [57,63,64]. When the growth of the ICT industry is combined with the effect of
converting energy consumption, systematic support from government for the ICT industry
should continue because the effect of reducing CO2 emissions is large.

Despite these implications, this study has the following limitations. First, this study
compares and analyzes only two countries in ICT industry, Korea and the United States.
Future research should analyze countries that are importantly fostering the ICT industry.
Second, this study only analyzed a part of the ICT sectors in Korea and USA because of
limitation of publicly available data. Lastly, only the backward linkage effect and forward
linkage effect were considered in the analysis of linkage effect without net multipliers. In
future studies, additional analysis indicators such as employment inducement effect and
value-added inducement effect including net multipliers should be examined together.
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Abstract: The Europe 2020 Strategy was proposed with a long-term vision to ensure prosperity,
development, and competitiveness for the member countries. This strategy is divided into three
main areas named “growth”. One of these is sustainable growth. This is an area of sustainability,
where the partial targets are referred to as the “20-20-20 approach”, and includes a reduction of
greenhouse gas emissions, an increase in energy efficiency, and the sharing of renewable energy
sources. However, questions arise, including: How do member states meet these targets? Which
countries are leaders in this area? According to these stated questions, the aim of this article is to
assess how EU countries are meeting the set targets for sustainable growth resulting from the Europe
2020 strategy and to identify the countries with the best results in this area. We looked for answers to
these questions in the analysis of sustainable indicators, which were transformed into a synthetic
measure for comparability of the resulting values. Finally, we identified the Baltic states, Nordic
countries (European Union members), Romania, and Croatia as the best countries in fulfilling the
sustainable growth aims. As sustainable development and resource efficiency are crucial areas for
the future, it is important to consider these issues.

Keywords: Europe 2020; sustainable growth; resource efficiency; sustainable development

1. Introduction

The Lisbon Strategy was launched in Lisbon in March 2000, formulated and agreed
to by the heads of state and governments of all European Union (EU) member states.
It is a 10-year strategy with an ambitious goal of growth and jobs, at the end of which
Europe would become the world’s most dynamically knowledge-based economy capable of
sustainable growth and able to compete worldwide [1,2]. In 2005, due to the unsatisfactory
results of the previous period, this strategy was renamed and innovated as the Growth
and Jobs Strategy, or the renewed Lisbon Strategy. This strategy enables the weakest
countries to catch up with the living standards of the most developed countries in the EU.
Only through rapid and long-term economic growth can such a goal be achieved [3].

The main problems leading to failure included many set goals and insufficient focus
on them, the inconsistent pursuit of these goals, the reluctance of some states to meet
these goals (as, in some cases, they required unpopular measures), and the fact that not all
goals suited all countries, as each country has its own level of economy and reformation.
The strategy was better fulfilled by states that already had reforms in place within their
country [4]. A major problem that created significant regional disparities at the national
level was the ability to adopt new technologies.

This problem is especially true for the new EU member states and lagging regions.
The creation of regional disparities hampers the development of the EU as a whole; there-
fore, it is important to set up the system in such a way that it mainly supports the develop-
ment of the new EU member states. The ability to adopt new technologies is followed by
policies such as science, research, and innovation policies. There is a real concern that more
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developed regions, which have better and quantitatively more room to adapt to change,
will benefit from the promotion of innovation, the knowledge economy, and electronics.

While less developed countries are devoting resources to attracting investment in
new technologies, developed countries will move forward, thus widening the regional
disparities. Unfortunately, European policies do not address the specific problems of
lagging regions or the possible effects of increasing or decreasing regional disparities [5].
“Following the more or less unsuccessful completion of the Lisbon Strategy, the EU adopted
a new strategy in 2010 that aims to improve the European competitiveness of the Union
and its Member States” [6].

The new strategy, called the Europe 2020 Strategy, aims to eliminate disparities be-
tween member countries. Much research is dedicated to this area and evaluates the
achieved results of countries based on individual indicators, such as [1,7–12]. The Europe
2020 Strategy contains several areas for which objectives are specified for improving the
current situation in EU member states. But only a few studies, e.g., [13–17], are dedicated to
the field of sustainable growth. Therefore, we are interested in how individual countries are
meeting their goals in this very specific area, which is linked to many areas of economics
and human life. So, our goal is to assess how each country is achieving its goals as the
10-year period is slowly coming to an end and the results should be clear.

In the field of sustainability, the Europe 2020 Strategy has specified an area called
20-20-20, which sets out the priorities and goals that EU countries have to meet by 2020 [18].
They are:

• To increase the share of renewable energy sources in final energy consumption to 20%,
• To reduce greenhouse gas emissions by at least 20% compared to 1990 levels, and
• A 20% increase in energy efficiency, associated with a reduction in energy consumption.

2. Literature Review

The current reform agenda, focusing mainly on growth and jobs, is the Europe 2020
Strategy [9]. This global policy strategy, proposed with a long-term vision, was proposed
by the European Commission and subsequently endorsed by the European Council in June
2010. The year 2010 was a new beginning for the European Union. Following the previous
Lisbon Strategy and the consequences of the economic crisis, Europe wanted to emerge
from this crisis, both financially and economically stronger. This is why the European
Union decided to launch a new Europe 2020 Strategy, the main aim of which was to build a
highly innovative and competitive economy throughout the EU. The Europe 2020 Strategy
was launched by the European Commission as a 10-year plan, the short-term priority of
which was to emerge from the crisis and, at the same time, achieve a sustainable future
with an ever-evolving world economy. In designing the Europe 2020 Strategy, the lessons
learned from the implementation of the Lisbon Strategy were taken into account, inspired
by its strengths but also by its weaknesses [7].

This strategy aimed to help Europe recover from the economic crisis and transform
it into a smart, sustainable, and inclusive economy with high levels of employment, pro-
ductivity, and social cohesion, and to re-strengthen the EU’s position as a major player
in global governance [10]. Sustainable growth consists of efforts to improve countries
in the areas of renewable energy, CO2 emissions and energy consumption [8]. The basic
goal of the strategy was to increase the sustainable, inclusive, and smart growth of the
European Union; therefore, the European Commission proposed to set five measurable
and ambitious goals, which have gradually become national goals, in the following areas:
employment, research and innovation, climate change and energy, education, and poverty
and social exclusion.

Sustainable growth is made up of three main objectives, as mentioned above. One is
to increase the share of renewable energy sources in final energy consumption to 20%.
To achieve this goal, certain underlying issues in related areas need to be taken into ac-
count, such as objectives in transport, temperature, and electricity regulation; energy
policy measures to combine different types of renewable technologies; and the use of
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business mechanisms to promote joint support schemes and joint projects between mem-
ber states [19].

According to Gogkoz and Guvercin [20], geographical mismatches between the main
centers of energy production and consumption lead to higher vulnerability of the energy
exporting and importing countries to various risks. Wars, political tensions, and technical
failures can reduce energy supplies. In this respect, renewable energy is the key to ensur-
ing energy security. Renewable energy is typically provided by local natural resources,
which are constantly replenished and environmentally friendly. As a result, renewable
energy is available for each region and can take into account its geographical and natural
specifics and use them in this area.

Renewable energy sources can be divided into two groups, namely common and
emerging energy technologies. Common energy technologies include hydro and wind
energy, solar energy, biomass, biofuels, and geothermal energy. The group of emerging
energy technologies includes marine energy, concentrated solar photovoltaics, improved
geothermal energy, cellulose ethanol, and artificial photosynthesis [21]. In order for renew-
ables to be sustainable, they should be unlimited; however, at the same time it is good to
keep in mind that they should not harm the environment. Another typical attribute of
renewable energy sources is the price, and so this energy should be cheap in the long run.

Global warming is one of the most significant changes in the world today. Global
warming is caused by the increased concentration of greenhouse gases in the atmosphere
and leads to a phenomenon commonly known as the "greenhouse effect" [22]. Anthro-
pogenic greenhouse gas emissions disrupt the radioactive balance of the atmosphere, re-
sulting in a change in climatic patterns. Carbon dioxide (CO2) emissions produce changes
that are visible in the natural environment, e.g., they change the alternation and course of
individual seasons, and they disrupt the habitats of marine ecosystems.

In addition, we can see the effects of increasing CO2 emissions on the climate,
even with the increase and yield of rainfall. Current policies in this area aim to reduce
extreme weather events, and thus avoid the danger of climate change. As climate change
caused by carbon dioxide has been predicted to be irreversible for approximately 1000 years,
efforts are being made to reduce the concentration of these emissions in the atmosphere [23].
Many countries are taking action against climate change. There are currently approximately
1800 laws and regulations in the world addressing the need to protect the environment.
No country in the world does not have at least one law on environmental protection [24].
The Europe 2020 Strategy sets out the priority of reducing greenhouse gas emissions by at
least 20% compared to 1990 levels.

Several authors have stated that climate change is occurring with increasing en-
ergy consumption. Energy-related activities are the main source of greenhouse gas emis-
sions [25]. Studies have confirmed that two-thirds of greenhouse gases generally come
from fossil-energy-related greenhouse gas emissions, and that these emissions are on the
rise. Therefore, the first step in reducing greenhouse gas emissions is to reduce energy
consumption or increase energy efficiency [26,27]. Various types of primary energy include
oil, coal, gas, hydropower, and other renewable energy sources [28].

The authors Bekun, Alola, and Sarkodie [29] suggested an interrelationship between
carbon dioxide emissions, economic growth, natural resource rent, renewable energy,
and non-renewable energy consumption. The links between these individual elements can
be seen in Figure 1. The authors stated that the consumption of non-renewable energy
and economic growth increased carbon emissions, while the consumption of energy from
renewable sources decreased. Positive effects can be deduced from ecological energy
sources, especially considering the goals of sustainable development.
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Figure 1. Factors influencing carbon dioxide emissions [29].

Addressing climate and environmental issues is a crucial challenge today with a
vision for the years to come. This will be a challenging period that requires interventions
in the functioning of an energy self-sufficiency economy. These changes affect all sectors.
At the same time, this offers an opportunity to modernize and streamline the economy [18].
The Europe 2020 Strategy is a strategy for smart, sustainable, and inclusive growth that
distinguishes the following major factors that contribute to the strengthening of the econ-
omy [30,31]. Sustainable growth represents the promotion of a more resource-efficient,
greener, and more competitive economy. The specific objectives of this strategy in the
area of sustainability are to reduce greenhouse gas emissions by at least 20% compared to
1990 levels; increase the share of renewable energy sources in final energy consumption to
20%; and increase energy efficiency by 20% [18].

The EU’s strategic document Europe 2030 follows Europe 2020 for the next decade.
According to the nature of the 2030 Agenda issued by the European Commission, creativity
and innovation in particular are considered to be key elements of development. They are
the driving forces behind the personal, social, and economic development of Europe.
The terms “creative solutions” and “innovative practices” are considered to be catalysts for
the growth and prosperity of the regions of the European Union.

Agenda 2030 is a plan designed to ensure prosperity for the people of the EU. In today’s
world of many economic, political, and social challenges, the program supports world
peace and also helps to eradicate poverty in all its forms. Poverty is one of the biggest
challenges in the world today. Agenda 2030 can be described as a comprehensive approach
that fills a gap with a multilateral approach, and is also an important frame of reference
for the protection of values, nature, humanity, and human rights. In the current context of
Agenda 2030, indicators to monitor the achievement of the sustainable development goals
are becoming essential [32].

Innovation is needed to achieve the goals of sustainable development. Green knowl-
edge management processes have a special role to play in sustainable development, espe-
cially in the field of the creation, acquisition, exchange, and use of knowledge, as well as
its impact on green technologies, eco-innovation, and the socio-economic dimension of
sustainable development [30]. Over the last 15 years, the field of sustainability has aroused
interest among many authors. Many sustainability concepts are based on the three pillars,
namely, environmental, economic, and social [33]. Many authors have different approaches
with defining the terms of sustainable development. Jabareen [34] stated that the definitions
of sustainable development are vague and that there is a lack operative definition of this
term. Daly [35] pointed out the utility for future generations. Development might be better
defined as utility per throughput of GDP growth. We can find the ethical concept of this
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term in the work of Ebner and Baumgartner [36]. Sustainable development is explained as
a balance between the pillars of sustainable development, which are the environmental,
social, and economic pillars; however, some authors also add a fourth cultural pillar, or a
pillar of good governance [37].

To ensure the benefits of sustainable growth, the entire world economy must grow.
This is mainly due to the fact that if rich countries do not grow rapidly, they will not have
a surplus to invest in poor countries, nor any additional income that can be used to buy
exports from poor countries [35].

Every economy that wants to be successful and competitive must pay attention to its
performance. The country’s competitive position in a sustainable environment is a key
element. Competitiveness in today’s world is an important aspect of every country. In the
case of long-term periods, it is important to build a sustainable economy. Based on this,
we set out the main aim of the article as follows: to assess how EU countries are meeting the
set targets for sustainable growth resulting from the Europe 2020 Strategy and to identify
the countries with the best results in this area.

3. Materials and Methods

The sustainability of the overall development of the EU community is emphasized by
the Europe 2020 Strategy. This strategy has set priorities and targets that EU countries are
scheduled to meet by 2020. One of them is sustainable growth. This is a summary term for
three targets, named 20-20-20 [18].

We divided these goals into two groups according to the nature of their consequences,
where the first group is formed by the stimulating factor (share of renewable energy) and
the second group is formed by non-stimulating factors (the remaining two goals).

As a sample of countries, we chose the countries forming the EU. The selection was
also conditioned by the commitment of the EU member states to the Europe 2020 Strategy.
The current contribution also includes the United Kingdom within the EU, as we evaluated
a period of 14 years, i.e., from 2005 to 2018. During this period the UK was a full member
of the EU and had the resulting obligations.

Methods of multicriteria analysis originated in the 1960s. They were used as a decision
tool. Today, these methods are becoming more popular [38]. Multicriteria analysis provides
a systematic approach to combining different information inputs to rank project alternatives.
It is also used to quantify decision makers to compare alternatives. There are many
approaches that fall under the multicriterial decision analysis, each of which includes
different structures for their representation, algorithms for their combination, and processes
for interpretation [14,39].

We have a set of data related to our research problem. We analyzed data on Europe
2020 indicators from the field of climate change and energy. For the needs of our analyses,
we worked with this data: share of renewable energy [40], greenhouse gas emissions [41],
and primary energy consumption [42]. This data was obtained mainly from Eurostat
databases. In the first step, we ordered the data into a matrix, where we have m values in n
objects [43–45].

X =

⎡
⎢⎢⎣

x11 x12 . . . x1m
x21 x22 . . . x2m
. . . . . . . . . . . .
xn1 xn2 . . . xnm

⎤
⎥⎥⎦ (1)

The indicators represent the different units; therefore, it is a problem to compare them
in various units, and they should be normalized into standardized values (SV). We chose
different formulas for stimulating and non-stimulating factors [46], which take into account
their specificities.

SVij =
xij − min

{
xij
}

max
{

xij
}− min

{
xij
} for stimulating factors (2)
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SVij =
max

{
xij
}− xij

max
{

xij
}− min

{
xij
} for non − stimulating factors (3)

where SVij represents the standardized value of xij; xij represents the actual value of the ith
value in jth country; and max and min refer to the maximum and minimum value [47].

The evaluation and comparison of various indicators respecting countries to each
other is an important issue in recent years [48]. Regions are compared according to several
criteria to determine the most successful one. This topic will continue to be an important
challenge for the coming years. In this context, the calculation of the synthetic measure
is one of the offered options. The advantage is that this is one of the most recognized
alternatives, because the output is very simple and clear [49,50] and ultimately supports
the comparability of the examined objects. This index is based on the taxonomic distances
of a chosen indicator from the best object, where the best object has the highest parameters
according to the character of the indicator [51,52].

The aim of the research of the synthetic measure is to measure complex groups of
variables [53] that are determined to describe the state from several perspectives [54].
This method has recently gained popularity, especially in applied sciences such as eco-
nomics. Synthetic measures use a statistical methodology equipped with the necessary
mathematical formalization to define a synthetic measure from a group of ordinal and
dichotomous variables [49].

Based on the above knowledge of the benefits of this approach, we also decided to
use this synthetic measure for our research. The construction of the synthetic measure (SM)
was as follows:

SMi =
1
m

m

∑
j=1

SVij (4)

Finally, the results of the synthetic measure are comparable and complex, because
they create a picture of the country on the basis of a summary of several facts or indicators.
They represent the summary data of the country in a given year.

According to obtained values in the synthetic measure, the four groups were created.
The individual groups were formed with respect to the methodology used by Stec and
Grzebyk [46]. They analyzed, in their study, the fulfillment of all five fundamental objec-
tives of the Europe 2020 Strategy in a period of six years, specifically 2009–2014. Molina,
Fernández, and Martín [55] divided the countries into three groups, according to results of
their synthetic measure. However, we determined that a four-group division was more
effective. It contains several groups that can take into account the fine specifics in the
obtained results, and thus more accurately divide the analyzed countries. Based on Stec
and Grzebyk [46], the groups are as follows:

Group I: SM ≥ oSM + STD (5)

Group II: oSM + STD > SM ≥ oSM (6)

Group III: oSM > SM ≥ oSM − STD (7)

Group IV: oSM − STD > SM (8)

where SM is the synthetic measure obtained by countries, oSM is the overall synthetic
measure, and STD is the standard deviation.

The clarity, ease of processing, and classification of the results, and thus the countries,
and last but not least the use in research similar to ours, have convinced us to use this
approach rather than a cluster analysis. We also did not a use cluster analysis due to its
negatives, which are mentioned by several authors, such as indistinctness, measurabil-
ity [56], a large diversity of clustering algorithms [57,58], and the fact that clustering always
provides groups, even if there is no group structure [59]. When using clusters, groups
are assumed to exist. But it is this assumption that may be wrong or weak. Now, we will
analyze the development of countries based on sustainable growth indicators. In con-
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clusion, based on the recalculations and synthesis of the obtained data into a synthetic
measure, we shall evaluate how the countries have done in this area. Finally, we identify
the countries that are the strongest EU economies in this area and investigate how their
positions have changed over time.

The share of renewable energy is a stimulating factor. It is desirable for EU countries to
obtain the highest values in this indicator. In the table below (Table 1) [40], the highlighted
values in bold and italics represent the status in which the countries have met the target.
There are, of course, differences between countries in the target values. The lowest target
value was set in Luxembourg, in the amount of 11%, and the highest was in Sweden,
at about 49%. If we average the target values of the individual countries, we have 21%,
which is slightly above the level of the set target of this indicator in the Europe 2020 Strategy.
We can see that certain countries obtained the target value only in the last years (Greece,
Cyprus, and Latvia). Croatia was the only country that obtained the target values in the
whole analyzed period. The target value for this country was 20%. The remaining countries
that met the target values did so mostly in the period 2011–2018.

Table 1. Share of renewable energy in gross final energy consumption.

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

BG 9.173 9.415 9.098 10.345 12.005 13.927 14.152 15.837 18.898 18.5 18.261 18.76 18.701 20.592

CZ 7.115 7.363 7.895 8.674 9.978 10.514 10.945 12.813 13.926 15.073 15.067 14.924 14.796 15.138

DK 15.956 16.334 17.748 18.544 19.949 21.889 23.39 25.466 27.174 29.323 30.866 32.052 34.677 35.413

EE 17.429 15.972 17.056 18.672 22.941 24.599 25.347 25.521 25.321 26.141 28.528 28.715 29.168 29.993

EL 7.277 7.458 8.249 8.183 8.731 10.077 11.153 13.741 15.326 15.683 15.69 15.39 17.3 18.051

HR 23.691 22.668 22.161 21.986 23.596 25.103 25.389 26.757 28.4 27.817 28.969 28.267 27.28 28.047

IT 7.549 8.328 9.807 11.492 12.775 13.023 12.881 15.441 16.741 17.082 17.525 17.415 18.267 17.775

CY 3.131 3.263 4.004 5.134 5.925 6.173 6.261 7.137 8.456 9.172 9.929 9.859 10.503 13.898

LV 32.264 31.141 29.615 29.811 34.317 30.375 33.478 35.709 37.037 38.629 37.538 37.138 39.019 40.029

LT 16.77 16.889 16.482 17.825 19.798 19.64 19.944 21.438 22.69 23.594 25.75 25.613 26.039 24.695

HU 6.931 7.433 8.575 8.564 11.673 12.742 13.972 15.53 16.205 14.618 14.495 14.377 13.543 12.535

RO 17.571 17.096 18.195 20.204 22.157 22.834 21.186 22.825 23.886 24.845 24.785 25.032 24.454 23.875

FI 28.814 30.043 29.561 31.235 31.198 32.294 32.664 34.341 36.728 38.78 39.321 39.013 40.917 41.16

SE 40.265 42.04 43.551 44.288 47.476 46.595 48.135 50.027 50.792 51.817 52.947 53.328 54.157 54.651

BE 2.332 2.633 3.101 3.59 4.715 6.002 6.275 7.088 7.65 8.043 8.026 8.752 9.113 9.478

DE 7.167 8.466 10.039 10.072 10.851 11.667 12.453 13.543 13.76 14.385 14.906 14.889 15.476 16.673

IE 2.822 3.073 3.519 3.992 5.246 5.781 6.57 7.006 7.582 8.568 9.044 9.165 10.465 10.888

ES 8.442 9.155 9.669 10.749 12.978 13.831 13.247 14.314 15.347 16.156 16.259 17.423 17.563 17.454

FR 9.599 9.337 10.242 11.189 12.216 12.672 10.858 13.274 13.908 14.422 14.861 15.501 15.904 16.444

LU 1.402 1.469 2.725 2.809 2.929 2.85 2.856 3.114 3.499 4.469 4.987 5.361 6.198 8.973

MT 0.123 0.149 0.177 0.195 0.221 0.979 1.85 2.862 3.76 4.744 5.119 6.208 7.219 7.968

NL 2.478 2.778 3.298 3.596 4.266 3.917 4.524 4.659 4.691 5.415 5.668 5.802 6.456 7.34

AT 24.355 26.277 28.145 28.79 31.041 31.207 31.553 32.736 32.666 33.553 33.502 33.374 33.141 33.806

PL 6.9 6.888 6.93 7.711 8.699 9.3 10.354 10.97 11.463 11.614 11.888 11.4 11.117 11.477

PT 19.526 20.794 21.914 22.934 24.411 24.155 24.607 24.578 25.703 29.511 30.518 30.868 30.614 30.206

SI 19.773 18.369 19.615 18.569 20.661 20.95 20.773 21.304 22.855 22.125 22.428 21.454 21.105 20.912

SK 6.36 6.584 7.766 7.723 9.368 9.099 10.348 10.453 10.133 11.713 12.882 12.029 11.465 11.896

UK 1.281 1.488 1.734 2.814 3.448 3.862 4.392 4.461 5.524 6.737 8.385 9.032 9.858 11.138

Where BG—Bulgaria, CZ—Czech Republic, DK—Denmark, EE—Estonia, EL—Greece, HR—Croatia, IT—Italy, CY—Cyprus, LV—Latvia,
LT—Lithuania, HU—Hungary, RO—Romania, FI—Finland, SE—Sweden, BE—Belgium, DE—Germany, IE—Ireland, ES—Spain, FR—
France, LU—Luxembourg, MT—Malta, NL—Netherlands, AT—Austria, PL—Poland, PT—Portugal, SI—Slovenia, SK—Slovakia, UK—
United Kingdom.
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Now, we focus on the situation in the EU. Data regarding greenhouse gas emis-
sions [41] are presented in Table 2. Highlighted values in bold and italics represent the
status in which the countries have met the target. In the case of this factor, all EU member
states set the same value. It is highly desirable for each EU country to reduce greenhouse
gas emissions by 20% to 80% compared to 1990. This aim is equal for all countries. Com-
pared to the development of the previous indicator, we can see that the countries have
been meeting this target for several years. There were no exceptions for countries reach-
ing the required value in the whole monitored period. We can see this fact in Bulgaria,
Czech Republic, Estonia, Latvia, Lithuania, Romania, and Slovakia. Even large economies,
such as Germany, the UK, and Sweden have met the required values of the indicator for
several years.

Table 2. Greenhouse gas emissions, base year 1990.

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

BE 100.19 98.38 96.17 96.33 87.61 92.63 85.76 83.61 83.48 79.77 82.81 81.96 82.14 82.67

BG 63.1 63.63 67.42 66.12 57.18 59.74 64.88 59.93 54.78 57.74 60.93 58.52 60.88 57.16

CZ 75.13 75.76 76.68 74.28 69.75 71.07 70.28 68.14 65.46 64.41 65.13 66.06 65.56 64.82

DK 95.48 106.07 99.77 94.84 90.58 90.89 83.78 77.52 79.88 74.35 70.66 73.74 70.67 70.69

DE 80.56 81.24 79.2 79.44 74.05 76.64 74.73 75.25 76.68 73.49 73.8 74.17 73.22 70.44

EE 47.42 45.67 54.98 49.72 41.18 52.3 52.48 49.89 54.46 52.5 45.22 48.98 52.26 49.98

HR 93.22 94.41 98.85 96.19 88.77 87.51 86.55 80.99 76.7 74.34 75.62 76.15 78.71 75.23

LV 43.7 45.6 47.48 45.89 43.38 47.6 44.62 43.97 43.76 43.26 43.41 43.55 43.94 45.95

LT 47.38 48.03 52.63 50.82 41.68 43.44 44.67 44.59 42.09 42.02 42.64 42.77 43.24 42.64

HU 80.69 79.38 77.63 75.56 69.04 69.43 67.72 63.62 60.64 61.33 64.95 65.48 68.25 67.82

RO 61 61.33 62.32 60.42 51.64 50.11 52.03 50.66 46.83 46.96 47.08 46.29 47.39 46.84

SK 69.87 69.76 67.4 68.13 62.24 63.25 62.3 58.85 58.39 55.6 57.04 57.72 59.31 59.16

FI 98.59 114.53 112.53 101.51 96.18 107.11 96.8 89.12 89.8 84.01 79.06 83.16 79.59 81.41

SE 94.55 94.13 92.85 89.94 83.56 91.82 86.07 82.01 79.79 77.4 77.11 76.99 76.52 75.28

UK 89.73 88.89 87.38 84.8 77.67 79.33 73.68 75.63 73.97 69.03 66.9 63.76 62.7 61.59

IE 127.69 126.82 125.74 124.38 113.15 112.47 104.76 105.23 105.41 105.34 109.56 113.34 113.29 113.6

EL 131.44 127.92 130.56 127.41 120.39 114.48 111.82 108.44 99.42 96.53 92.98 89.74 93.62 90.84

ES 154.68 152.43 156.4 144.77 130.96 126.21 126.38 123.77 114.87 115.77 119.83 116.51 121.49 119.74

FR 102.48 100.44 98.67 97.32 93.64 94.78 89.76 89.78 89.96 84.41 85.28 85.44 86.35 83.1

IT 114.36 112.59 111.37 108.88 98.19 100.44 98.12 94.43 87.63 83.71 86.3 85.8 85.05 84.41

CY 159.6 162.99 168.15 171 166.42 161.52 156.65 147.73 135.68 141.56 142.01 151 155.75 153.81

LU 108.82 106.9 103.13 102.29 97.71 102.38 100.82 98.04 93.98 91.21 88.67 87.98 90.88 94.16

MT 117.04 119.32 123.35 121.73 114.59 118.84 119.43 126.67 115.91 118 94.18 83.84 93.45 96.14

NL 99.72 97.55 96.93 96.71 93.84 99 92.95 91.04 90.96 87.73 91.63 91.57 90.78 88.58

AT 118.92 116 112.78 112.05 103.39 109.19 106.41 102.82 103.25 98.68 101.6 103.05 106.17 102.66

PL 85.21 88.49 88.45 87.17 83.13 87.1 86.9 85.35 84.64 82.02 82.73 84.56 87.7 87.42

PT 146.22 138.51 134.95 131.1 125.57 118.96 116.78 113.69 110.69 110.82 118.01 115.32 123.78 118.9

SI 109.96 110.92 111.92 115.86 105.09 105.2 105.23 102.21 98.51 89.22 90.18 94.69 93.47 94.35

In Table 3, the highlighted values in bold and italics represent the status in which
the countries have met the target. It is desirable for all EU countries to reduce their con-
sumption [42]. In percentage terms compared to 2005, the average values should decrease
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to 80%. In Table 3, there are set data in million tonnes of oil equivalent. Three countries,
namely, Estonia, Croatia, and Latvia, met the specified values during the whole monitored
period. The Czech Republic, Denmark, Cyprus, Malta, Austria, Sweden, and the UK met
the specified values only in one or two years. The remaining countries managed to reach
the target in recent years. The Europe 2020 Strategy has set target values to be met by 2020.
Therefore, it is very desirable to identify the countries that in recent years have grown
closer to meeting the specified values. Almost all achieved values in EU countries had a
declining trend. If we look at the aggregate values of the indicators for all 28 countries,
the values already achieved in 2018 were close to the set target amount.

Table 3. Primary energy consumption in million t nnes of oil equivalent.

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

CZ 42.51 43.49 43.65 42.5 40.14 42.66 41.03 40.59 40.94 39.16 39.74 40.04 40.35 40.39

DK 19.45 20.84 20.37 19.91 18.91 20.2 18.52 17.82 17.84 16.93 16.92 17.57 17.85 17.96

EE 5.5 4.93 5.54 5.37 4.74 5.58 5.6 5.42 5.98 5.7 5.33 5.9 5.65 6.17

IE 14.95 15.12 15.98 15.65 14.9 14.7 13.53 13.7 13.8 13.24 13.92 14.61 14.39 14.54

EL 30.17 30.14 30.18 30.35 29.32 27.11 26.55 26.39 23.28 23.14 23.23 22.9 23.12 22.42

ES 136.56 136.74 139.35 134.44 123.38 123.34 122.98 123.41 116.06 114.2 118.6 119.29 125.79 124.63

HR 9.14 9.11 9.44 9.2 8.95 8.86 8.65 8.18 8 7.6 7.96 8.5 8.33 8.18

IT 180.83 178.95 178.67 176.12 164.08 167.28 162 156.56 152.05 142.66 149.12 147.97 148.95 147.24

CY 2.48 2.57 2.7 2.85 2.77 2.68 2.65 2.5 2.18 2.22 2.28 2.43 2.53 2.55

LV 4.49 4.66 4.77 4.58 4.43 4.56 4.28 4.44 4.36 4.36 4.27 4.29 4.47 4.69

LT 8.5 7.89 8.1 8.26 7.82 6.17 5.91 5.98 5.8 5.75 5.79 6.4 6.16 6.33

LU 4.77 4.69 4.61 4.61 4.34 4.61 4.53 4.42 4.3 4.19 4.14 4.15 4.29 4.46

HU 26.35 25.99 25.39 25.16 23.95 24.62 24.39 23.13 22.41 21.99 23.3 23.74 24.5 24.49

MT 0.92 0.92 0.95 0.96 0.88 0.93 0.93 0.97 0.87 0.88 0.75 0.71 0.81 0.82

AT 32.71 32.62 32.18 32.47 30.64 32.86 31.97 31.64 32.11 30.8 31.62 31.9 32.81 31.8

PL 87.96 92.35 91.9 93.09 89.53 96.56 96.55 93.1 93.53 89.49 90.06 94.83 99.16 101.06

PT 24.85 24.4 23.85 23.59 23.62 22.64 22 21.4 21.3 20.68 21.64 21.76 22.82 22.64

RO 36.01 37.53 37.44 37.32 32.66 32.97 33.55 33.26 30.41 30.5 30.73 30.62 32.37 32.48

SI 7.1 7.2 7.3 7.49 6.8 7 7.8 6.81 6.63 6.37 6.32 6.54 6.73 6.67

SK 17.41 17.24 16.43 16.98 15.52 16.66 15.97 15.59 15.69 14.83 15.22 15.37 16.15 15.79

FI 33.56 36.67 36.03 34.57 32.39 35.5 34.25 33.02 32.04 32.7 31.15 32.43 32.09 32.99

SE 49.26 47.96 47.65 47.49 43.33 48.59 47.62 47.59 46.44 46.03 44.32 45.41 46.45 46.78

UK 223.48 220.41 214.5 211.8 195.99 205.09 190.09 195.15 191.63 180.72 183.11 179.01 176.87 176.27

BE 51.56 51.41 50.32 51.13 50.47 54.14 50.52 47.78 49.34 45.7 46.06 49.18 49.09 46.84

BG 19.22 19.85 19.51 19.02 16.91 17.4 18.57 17.84 16.51 17.27 17.96 17.68 18.34 18.36

DE 321.62 332.75 315.79 320.76 299.92 315.15 297.8 301.12 308.29 293.6 295.93 297.63 298.12 291.75

FR 260.92 256.17 252.66 255.39 246.32 254.45 249.19 249.15 250.37 239.77 244.4 240.11 239.15 238.91

NL 70.11 69.52 69.37 69.88 67.63 71.72 67.05 66.75 66.21 62.32 63.74 64.77 65.08 64.71

4. Results and Discussion

4.1. Evaluation of the Performance of EU Countries in the Context of Sustainable Indicators

The share of renewable energy is a stimulating factor. Renewable energy sources are
currently unevenly and insufficiently exploited in the European Union [60]. Energy is
crucial for economic progress. The current growth of the world’s population requires more
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energy. The transition to renewable energy produced from renewable natural sources is an
opportunity to meet growing demand, promote energy security, and contribute to tackling
global warming and climate change [21].

It is desirable for all countries to obtain the highest values of this indicator. The target
for all EU countries is to reach 20%. In addition to this goal, all member states have set
their own specific goal in this area. The aim is higher than the overall set value of 20%,
in the case of 10 countries.

Overall, we can say that the values of the share of renewable energy in gross final
energy consumption are increasing every year. This is true in the case of countries that
already meet the set values and in the case of countries that still lack a few percentage
points to reach them. If we examine the average values for all EU countries, there is also an
increase in the shares of renewable energy in gross final energy consumption. In the last
analyzed year, the value of the EU average was over 18%, which is close to the set target
value of 20%.

Many scientists assume that increasing the share of renewable energy will lead to
a reduction of CO2 emissions [61]. The current situation in the area of greenhouse gas
emissions is as follows. The six largest producers of greenhouse gases in the world together
account for 62% of total production. These are China (26%), the United States (13%),
the European Union (about 9%), India (7%), the Russian Federation (5%), and Japan
(almost 3%). Three of them showed a decrease in greenhouse gas emissions in 2019, namely
the European Union (−3.0%), the USA (−1.7%), and Japan (−1.6%) [62].

In the case of this factor, all EU member states set the same value. It is highly desirable
for each EU country to reduce greenhouse gas emissions by 20%. This aim is equal for all
countries. Compared to the development of the previous indicator, we can see in Table 2
that 15 countries have been meeting this target for several years.

Primary energy consumption was a non-stimulating factor. For this reason, it is
desirable for each country to reduce the achieved values of this indicator to at least the set
target value, possibly even below this level. Even for this indicator, each country has its
own target value, taking into account its specificities and capabilities. We can notice that
in the case of this indicator, compared to the previous ones, most of the EU countries met
the set values. The lowest volume of primary energy consumption was given for Malta,
while the highest was for Germany.

In Tables 1–3 we marked the names of the selected countries in colour. In this case,
these are countries that reached the target values in at least one year in all three analyzed
sustainable development indicators. These countries are the Czech Republic, Denmark,
Estonia, Croatia, Latvia, Lithuania, Hungary, Romania, Finland, and Sweden.

4.2. Evaluation of the Results of EU Countries

As the data on individual indicators are of a different nature (stimulating and non-
stimulating factors), and the countries reached different values in the observed period,
it is problematic to compare countries on the basis of such data. In addition, for some
indicators, countries had individual targets [13,63]. Thus, the evaluation of absolute values
does not allow us comparability. To resolve this issue, we had to convert this data to a
standardized value for each indicator.

The question is how to compare countries with each other if we consider all the
analyzed indicators. We used a synthetic measure to solve this problem. It is calculated
as follows:

SMi =
1
3

3

∑
j=1

SVij (9)

This synthetic measure can reach the values [0,1]. The results obtained with the
synthetic measure in the analyzed countries are below, in Table 4.
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Table 4. Synthetic measure.

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

BE 0.4776 0.4842 0.4939 0.4956 0.5256 0.5169 0.5398 0.5530 0.5552 0.5708 0.5626 0.5660 0.5679 0.5710

BG 0.6471 0.6466 0.6353 0.6467 0.6820 0.6866 0.6736 0.6974 0.7307 0.7171 0.7095 0.7190 0.7120 0.7330

CZ 0.5803 0.5792 0.5799 0.5920 0.6140 0.6113 0.6176 0.6350 0.6483 0.6598 0.6573 0.6538 0.6540 0.6579

DK 0.6052 0.5789 0.6042 0.6222 0.6428 0.6527 0.6816 0.7111 0.7155 0.7437 0.7626 0.7613 0.7850 0.7893

DE 0.2865 0.2815 0.3134 0.3080 0.3475 0.3305 0.3576 0.3596 0.3501 0.3769 0.3769 0.3741 0.3797 0.4005

EE 0.7521 0.7478 0.7299 0.7535 0.8021 0.7828 0.7869 0.7948 0.7813 0.7916 0.8253 0.8162 0.8108 0.8212

IE 0.4467 0.4503 0.4550 0.4617 0.4989 0.5042 0.5300 0.5312 0.5349 0.5410 0.5324 0.5227 0.5310 0.5326

EL 0.4491 0.4592 0.4573 0.4648 0.4872 0.5128 0.5268 0.5514 0.5874 0.5971 0.6062 0.6130 0.6145 0.6270

ES 0.2897 0.2997 0.2900 0.3314 0.3916 0.4090 0.4054 0.4182 0.4547 0.4592 0.4450 0.4600 0.4415 0.4465

FR 0.3060 0.3144 0.3280 0.3345 0.3593 0.3510 0.3581 0.3729 0.3751 0.4031 0.3989 0.4067 0.4078 0.4197

HR 0.6687 0.6594 0.6445 0.6505 0.6797 0.6922 0.6967 0.7198 0.7388 0.7439 0.7473 0.7416 0.7287 0.7424

IT 0.3433 0.3545 0.3670 0.3862 0.4336 0.4261 0.4365 0.4671 0.4971 0.5186 0.5082 0.5100 0.5161 0.5165

CY 0.3792 0.3712 0.3624 0.3618 0.3785 0.3927 0.4058 0.4342 0.4735 0.4627 0.4661 0.4425 0.4341 0.4598

LV 0.8529 0.8410 0.8267 0.8322 0.8663 0.8312 0.8582 0.8733 0.8820 0.8931 0.8861 0.8833 0.8936 0.8944

LT 0.7451 0.7444 0.7299 0.7425 0.7785 0.7747 0.7737 0.7829 0.7972 0.8029 0.8145 0.8131 0.8143 0.8075

LU 0.4967 0.5022 0.5196 0.5223 0.5350 0.5223 0.5264 0.5352 0.5481 0.5613 0.5710 0.5751 0.5726 0.5810

HU 0.5811 0.5879 0.6000 0.6054 0.6424 0.6473 0.6594 0.6807 0.6932 0.6822 0.6708 0.6683 0.6553 0.6503

MT 0.4717 0.4660 0.4558 0.4600 0.4786 0.4723 0.4761 0.4636 0.4969 0.4975 0.5611 0.5943 0.5757 0.5734

NL 0.4611 0.4691 0.4740 0.4759 0.4896 0.4701 0.4940 0.5001 0.5010 0.5176 0.5077 0.5077 0.5134 0.5248

AT 0.5831 0.6024 0.6225 0.6281 0.6659 0.6498 0.6599 0.6767 0.6747 0.6932 0.6845 0.6798 0.6694 0.6835

PL 0.5075 0.4945 0.4954 0.5022 0.5222 0.5086 0.5156 0.5268 0.5312 0.5429 0.5422 0.5297 0.5156 0.5166

PT 0.4913 0.5197 0.5359 0.5523 0.5755 0.5918 0.6009 0.6096 0.6242 0.6475 0.6342 0.6431 0.6188 0.6290

RO 0.6870 0.6817 0.6860 0.7033 0.7424 0.7502 0.7346 0.7484 0.7676 0.7735 0.7721 0.7758 0.7677 0.7654

SI 0.6039 0.5928 0.5978 0.5809 0.6220 0.6233 0.6220 0.6333 0.6525 0.6721 0.6716 0.6538 0.6546 0.6512

SK 0.6144 0.6162 0.6303 0.6276 0.6542 0.6489 0.6596 0.6695 0.6686 0.6863 0.6894 0.6823 0.673 9 0.6773

FI 0.6617 0.6251 0.6280 0.6680 0.6836 0.6591 0.6891 0.7203 0.7341 0.7609 0.7785 0.7648 0.7859 0.7818

SE 0.7263 0.7395 0.7524 0.7645 0.8045 0.7727 0.7978 0.8198 0.8314 0.8442 0.8535 0.8551 0.8603 0.8662

UK 0.3254 0.3320 0.3433 0.3592 0.3973 0.3864 0.4192 0.4095 0.4238 0.4549 0.4680 0.4842 0.4941 0.5054

where BE—Belgium, BG—Bulgaria, CZ—Czechia, DK—Denmark, DE—Germany, EE—Estonia, IE—Ireland, EL—Greece, —Spain,
FR—France, HR—Croatia, IT—Italy, CY—Cyprus, LV—Latvia, LT—Lithuania, LU—Luxembourg, HU—Hungary, MT—Malta, NL—
Netherlands, AT—Austria, PL—Poland, PT—Portugal, RO—Romania, SI—Slovenia, SK—Slovakia, FI—Finland, SE—Sweden, UK—
United Kingdom.

Based on the calculated synthetic measure (SM), we already had comparable data
available for the analyzed countries. As we analyzed 28 EU member states over a period
of 14 years, we decided to classify the calculated values into groups. We determined
the groups with regard to the achieved results of the country. We created four groups,
where group I represents the formation of the most developed countries, which concerns
the indicators we examined. Conversely, group IV was formed of the weakest countries,
or countries that had the greatest difficulty in meeting the targets and individual targets
for sustainable growth set out in the Europe 2020 Strategy.

For better comparability, with respect to sketching the progress between the individual
countries, we classified the countries into the four groups mentioned in 2005, 2010, and 2018.
That is, in the first analyzed year (2005), as a reference to the starting point situation, in the
year 2010, as the first year of implementation of the Europe 2020 Strategy, and in the
last analyzed year (2018), where we wanted to point out the progress of some countries.
Countries that improved their positions in 2010 and 2018 by moving to a higher group
are highlighted.
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The individual groups were formed with respect to the methodology used by Stec and
Grzebyk [46]. This four-group division contains several groups that can take into account
the fine specifics in the obtained results, and thus more accurately divide the analyzed
countries. Based on Stec and Grzebyk [46] and the obtained results from our research,
the groups are as follows:

Group I: SM ≥ 0.7386 (10)

Group II: 0.7386 > SM ≥ 0.5926 (11)

Group III: 0.5926 > SM ≥ 0.4467 (12)

Group IV: 0.4467 > SM (13)

where SM is the synthetic measure obtained by countries.
Table 5 provides us with a clear order of countries according to defined groups, namely

in 2005 as the first analyzed year, in 2010 as the first year of implementation of the Europe
2020 Strategy, and in 2018 as the last analyzed year.

Table 5. Distribution of countries into individual groups according to the performance of the synthetic measure.

Group 2005 2010 2018

I.
High level

Estonia
Lithuania

Latvia

Estonia
Lithuania

Latvia
Romania
Sweden

Estonia
Lithuania

Latvia
Romania
Sweden
Croatia
Finland

Denmark

II.
Medium-high

level

Bulgaria
Denmark
Croatia

Romania
Slovenia
Slovakia
Finland
Sweden

Bulgaria
Denmark
Croatia

Slovenia
Slovakia
Finland

Czech Republic
Hungary
Austria

Bulgaria
Slovenia
Slovakia

Czech Republic
Hungary
Austria
Greece

Portugal

III.
Medium-low level

Belgium
Ireland
Greece

Portugal
Luxembourg

Hungary
Malta

Netherlands
Austria
Poland

Czech Republic

Belgium
Ireland
Greece

Portugal
Luxembourg

Malta
Netherlands

Poland

Belgium
Ireland

Luxembourg
Malta

Netherlands
Poland
Cyprus

Italy
United Kingdom

IV.
Low level

Germany
Spain
France
Italy

Cyprus
United Kingdom

Germany
Spain
France
Italy

Cyprus
United Kingdom

Germany
Spain
France

In 2005, there were only three Baltic countries in group I of the high level countries.
After 14 years, this group grew by five other countries, namely the Nordic countries,
Croatia, and Romania. The last two countries may come as a surprise for many readers,
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as they are not significantly strong EU economies. However, these countries deserved their
position, because they met the required values in the monitored indicators in the area of
sustainable growth. In addition, their individual targets were set at approximately the
same levels as the EU average targets. Romania entered group I after five years, together
with Sweden, while Croatia achieved this in 2018.

Group II, the medium-high level countries, consisted of the same number of countries
in 2005 and 2018. However, there were changes in the representation of countries within
this group. Some countries that were included in this group in 2005 improved their
position in 2010 and 2018 and moved to group I. They were Romania and Sweden in 2010,
and Denmark, Croatia, Finland in 2018.

The representation of the largest number of countries is in group III. In the years 2005,
2010, and 2018, Belgium, the Netherlands, Luxembourg, Malta, Ireland, and Poland entered
this group. These are countries with both smaller and larger populations and, therefore,
different goals. However, these countries met the set targets only in some years for selected
indicators, and mostly had difficulty meeting the set quotas of the Europe 2020 Strategy.

Finally, in the last analyzed year, group IV was reduced to three countries, compared
to six in 2005 and 2010. This is a good development. There were the same countries in
2005 and 2010. We can divide this group into two parts in the years 2005 and 2010. First,
these countries include some of the EU’s largest economies, which also have targets set at
higher levels than other countries. On the other side are the weakest economies, including
countries with more problems and lower economic performance.

The trend of the decreasing number of countries in the weakest group is desirable.
It provides a positive report in moving of individual countries in terms of fulfilling and
ensuring sustainable growth. In this regard, we can see the considerable progress that
countries have made in the 14 years. Not only was there a decrease in the number of
countries belonging to the weakest group in the last year, but there was also a consistent
shift upward between the individual groups to higher groups. A shift in the opposite
direction was not found.

5. Conclusions

The area of sustainable growth is a very important issue that has been addressed inten-
sively for several years. This is an area that has an impact on the future, whose challenges
have recently become very urgent. We can usually observe changes in the climate that will
certainly have an effect on virtually everyone. Therefore, it is very important that countries
also work together as a whole to minimize the negative impacts and try to pay attention
and take measures to improve the future situation.

When we started the analyses, we were concerned about how the countries would
cope with the ambitious goals arising from the Europe 2020 Strategy. Over a period
of 14 years, we can see a significant improvement in individual countries, which also
contributes to meeting the goals of this strategy. It is advisable to focus on a longer period
of time, because the processes are demanding, and we cannot expect to see results after
a year or two. We can see that countries are attempting to take these concerns seriously.
Many countries can be admired for meeting the strategy’s stated objectives in recent years
only on the basis of a systematic approach over several years.

In the analysis of individual indicators, we identified countries that met the set criteria
throughout the period. There were countries that met the required targets only in some
years. In the end, there were countries that did not meet the set values for a single year,
although they were constantly approaching them. These countries had another two years
to meet the set targets, at least at the end of the set period, in 2020.

For some targets (e.g., primary energy consumption), the required values were reached
by more countries than other targets. Setting goals is also important. In the case of
greenhouse gas emissions, there was a single goal for all countries, while in other cases,
the goals were adapted to the conditions of a given country, of course with regard to the
fulfillment of the overall EU goal. The countries that reached the target values in at least
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one year in all three analyzed sustainable development indicators were the Czech Republic,
Denmark, Estonia, Croatia, Latvia, Lithuania, Hungary, Romania, Finland, and Sweden.

Based on the synthetic measure, we comprehensively evaluated the resulting perfor-
mances of the countries in the entire period. After the subsequent division of the countries
into development stages, we identified the most successful countries in the area of strategy
implementation. In the last year they were Latvia, Lithuania, Estonia, Denmark, Finland,
Sweden, Croatia, and Romania. Except for the Czech Republic and Hungary, these were all
countries that reached the target values in all three indicators simultaneously. As far as
individual groups are concerned, a shift can be seen from 2018 compared to 2005.

Significantly more countries reached higher groups, and at the same time, the number
of countries in the weakest group decreased. This trend of a decreasing number of countries
in the weakest group is desirable. It provides a positive report in the moving of individual
countries in terms of fulfilling and ensuring sustainable growth. In this regard, we can see
the considerable progress that countries have made in 14 years. Not only did the number
of countries belonging to the weakest group in the last year decrease, but there was also
a consistent shift upward between the individual groups to higher groups. A shift in the
opposite direction was not found.

An important area for further research in continuing this work may be analyses of
changes in the Europe 2030 Strategy in the area of sustainable growth. What are the other
specific targets for this area for the next 10 years? What are the other, new targets in
this area? How will individual countries continue to succeed in meeting the set goals
and improving the overall situation in this area? How will these improvements help
companies and individuals, and how this will affect a country’s overall performance? All
these suggestions are possible directions for future research in this area. It is still necessary
to examine this area and pay close attention, as this will provide the foundation for the
future of humanity and future generations.
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Abstract: Fouling is a substantial economic, energy, and safety issue for all the process industry
applications, heat transfer units in particular. Although this phenomenon can be mitigated, it cannot
be avoided and proper cleaning cycle scheduling is the best way to deal with it. After thorough
literature research about the most reliable fouling model description, cleaning procedures have
been optimized by minimizing the Time Average Losses (TAL) under nominal operating conditions
according to the well-established procedure. For this purpose, different cleaning actions, namely
chemical and mechanical, have been accounted for. However, this procedure is strictly related to
nominal operating conditions therefore perturbations, when present, could considerably compromise
the process profitability due to unexpected shutdown or extraordinary maintenance operations.
After a preliminary sensitivity analysis, the uncertain variables and the corresponding disturbance
likelihood were estimated. Hence, cleaning cycles were rescheduled on the basis of a stochastic
flexibility index for different probability distributions to show how the uncertainty characterization
affects the optimal time and economic losses. A decisional algorithm was finally conceived in order
to assess the best number of chemical cleaning cycles included in a cleaning supercycle. In conclusion,
this study highlights how optimal scheduling is affected by external perturbations and provides an
important tool to the decision-maker in order to make a more conscious design choice based on a
robust multi-criteria optimization.

Keywords: maintenance; scheduling; fouling; flexibility; heat exchanger

1. Introduction

Due to the higher CAPital EXpenses (CAPEX) related to equipment oversizing and
OPerating EXpenses (OPEX) related to energy and production losses as well as frequent
maintenance, fouling still represents, nowadays, a relevant issue for the process industry.

The total heat exchanger fouling costs for highly industrialized countries were about
0.25% of the countries’ Gross National Product (GNP) in 1992 [1,2]. Table 1 shows the
annual costs of fouling in some different countries based on the actualization of the money
value of the 1992 estimation, considering 2018 GNP.

Table 1. Fouling vs. Gross National Product (GNP) (2018).

Country Costs (M$/a) GNP 2018 (M$/a) Costs/GNP (%)

US 14,175 20,891,000 0.13%
Germany 4875 4,356,353 0.21%

France 2400 2,962,799 0.15%
Japan 10,000 5,594,452 0.33%

Australia 463 1,318,153 0.06%
New Zealand 64.5 197,827 0.06%

Processes 2021, 9, 93. https://doi.org/10.3390/pr9010093 https://www.mdpi.com/journal/processes
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As it can be noticed, additional energy duties required to compensate for an ineffective
heat transfer and frequent unit cleaning and maintenance result in highly relevant expenses.
A considerable part of this work is then focused on the OPEX optimization for already
designed heat exchanger systems.

The overall fouling process is the net result of two simultaneous sub-processes, namely
a deposition and a removal process [3,4]. The combination of these basic phenomena affects
the growth of the deposit on the surface, mathematically defined as the rate of deposit
growth (fouling resistance or fouling factor, Rf).

The two best ways to describe fouling in a model suitable way have been found
in literature as the “Two-layer model” and “Distributed model”. The latter still does
not result as reliable as the first one for optimization purposes, due to its computational
intensiveness [5].

In order to keep the energetic and economic efficiencies of the whole heat transfer process
acceptable, heat exchangers cleaning should be often performed. Cleaning methodologies can
be classified into two main groups, namely chemical cleaning and mechanical cleaning.

Mechanical cleaning methods completely restore the heat transfer surface from fouling
but may damage the equipment. On the contrary, chemical cleaning techniques, which are
not actually able to completely remove the fouling layers, do not cause stress or damage to
the heat exchanger internals. As will be later discussed, in the developed model mechanical
cleaning removes both the layers, while chemical cleaning only removes the one exposed
to the fluid.

This physical description of the fouling process is useful to assess the system heat
transfer performances and thus to find the optimal operation scheduling. Batch process
scheduling is indeed a major research topic in process system engineering and its optimiza-
tion algorithms were widely studied during the last decades [6–8].

With the advent of major concerns related to the sustainability issue, the environmental
considerations concerning energy and waste analysis of batch processes have become part
of the scheduling optimization domain thanks to several studies carried out by the most
influential exponents of the topic [9,10].

Until the end of the 20th century, the vast majority of the studies concerning batch
processes design were mainly referred to as nominal operating conditions, i.e., no uncer-
tainty was accounted for. Moreover, the scheduling optimization and the control design
were performed in two different steps of the process design procedure even though they
substantially affect each other.

With the advances in design under uncertainty methodologies and the spread of
its applications to thermodynamics [11], unit operations [12–16], reacting systems [17],
and other fields of process engineering, the way process scheduling was conceived has
started changing even if—differently from process units—a considerably smaller amount
of publications about this topic is available in the literature. A pioneering work under
this perspective was performed by Balasubramanian and Grossmann that analyzed the
scheduling optimization under uncertain processing times with a branch and bound [18]
and with a fuzzy programming [19] approach. Bonfill et al. (2005) [20] later discussed
the scheduling optimization accounting for variable market demand with a two-stage
stochastic optimization strategy.

Two papers, with similar research topics to that presented in this publication, were
proposed by Smaïli et al. (1999) [21] and Diaby et al. (2016) [22]. The first one deals with the
optimal scheduling of cleaning cycles in heat exchanger networks subject to fouling and the
uncertainty analyzed refers to the measurements used to derive the fouling model. On the
other hand, Diaby et al. propose the use of the genetic algorithm in order to optimize heat
exchanger networks as well.

Uncertainty in batch process scheduling may refer as well to the control system
performances to optimize the operation times. Further details concerning the current state
of the art and the new challenges of simultaneous scheduling design and control under
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uncertainties can be found in the interesting literature review recently carried out by Dias
and Ierapetritou (2016) [23].

The main innovative aspect of this article with respect to the literature presented
here above is that, given a heat exchanger unit undergoing fouling, the optimal cleaning
scheduling is thoroughly analyzed and optimized accounting for uncertain operating
conditions, i.e., the so-called aleatory uncertainty related to the process input parameters is
discussed under a flexibility point of view. The energy analysis of the system is coupled
indeed with the economic one in order to provide a reliable estimation of each operating
cycle time as well as of the associated cleaning costs.

In order to have a clear insight into this research study, the case study followed by
further details and hypotheses concerning the fouling process, the flexibility assessment,
and the optimization algorithm is presented in the following sections.

2. The Heat Exchanger Case Study

This research work aims at the application of the newly proposed procedure starting
from the most elementary unit in order to set the basis for the possible system scale up
to the several possible arrangements of multiple heat exchanger to form a more complex
network. Therefore, the selected case study is a simple heat exchanger unit undergoing
fouling as shown in Figure 1. The purpose of this unit is the effective heat recovery between
hot and cold hydrocarbon process streams. The former passes on the tube sides while the
latter on the shell side of the unit.

Figure 1. Heat exchanger system layout.

Two additional external duty exchangers are present to make the streams achieve the
desired temperature specifications in case the heat recovery was not sufficient. The value
of these heat duties expressed in Watts are defined as Qcold and Qhot respectively.

The process parameters for this case study were accurately selected in order to be
compliant with the industrial practice. Based on the same case study proposed by Ishiyama
et al. 2011 [24] and later used by Pogiatzis et al. (2012) [5], some process parameters,
in particular specific heat capacities and heat transfer coefficient, were adjusted to more
reliable values for the given mixtures according to the most reputable literature in the
process engineering domain [25–28].

The equipment sizing was performed as well, in the case of maximum heat recovery
for a fixed minimum temperature approach under nominal operating conditions and a
heat transfer surface area equal to 140 m2 was found.

The complete list of the obtained process parameters used for this research work is
reported in Table 2. The details concerning the cleaning cycle scheduling and optimization
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procedure as well as the flexibility analysis applied to the case study here above are
presented and discussed in detail in the following section.

Table 2. Process parameters.

Symbols Quantities Value Unit

Heat exchanger U Overall heat transfer coefficient 350 W/(m2 K)
A Surface area 140 m2

Cold stream qm,c Mass flow rate 135 kg/s
Tin

c Inlet temperature 525 K
cc

P Specific heat capacity 3125 J/(kg K)
Hot stream qm,h Mass flow rate 68 kg/s

Tin
h Inlet temperature 575 K

ch
P Specific heat capacity 2200 J/(kg K)

Fouling Kg Deposition rate 5 × 10−6 (m2 K)/(W d)
Kc Ageing rate 2.5 × 10−7 (m2 K)/(W d)
λg Gel thermal conductivity 0.1 W/(m K)
λc Coke thermal conductivity 0.8 W/(m K)

3. Methodology

The methodology section deals with the three main aspects related to cleaning cycle
scheduling under uncertain operating conditions.

The first part to be defined concerns the fouling kinetic model used to describe the
fouling physical phenomenon that will affect heat transfer effectiveness dynamics and
will be used to assess the optimal cycle duration. Moreover, the two different cleaning
techniques are presented in order to highlight the effect of the cleaning process on the
fouling parameters.

After that, the definition of uncertain operating conditions via the flexibility index is
carried out. The analysis is focused both on deterministic and stochastic indexes in order to
provide a complete overview of flexibility and the way it can be quantified and associated
with process variables.

Finally, the scheduling optimization and the corresponding decisional algorithm
are discussed and compared to those already employed in the available literature. The
definition of the algorithm is indeed required to outline a thorough and general procedure
to be used no matter the case study under analysis.

3.1. Fouling Kinetics and Cleaning Techniques
3.1.1. Fouling Kinetics

The fouling model employed in this work is the so-called “two-layer model” proposed
in similar publications by Ishiyama et al. (2011) [24] and Pogiatzis et al. (2012) [5].

As stated by its name, this model assumes a fouling deposition distributed over two
layers characterized by different physical properties and defined as:

• Gel layer, located at the interface between the hard solid deposition and the process fluid;
• Coke layer, formed between the Gel layer and the exchanger heat transfer surface.

Please note that “coke” as defined here above is used only for fouling formed starting
from an organic compound, otherwise, it should be referred to as “crust”.

The zeroth-order kinetic model assumed to describe the behavior of the growing
layers are:

• Coke layer:

{
dδc
dt = λc · Kc, δg > 0

dδc
dt = 0, δg = 0

(1)

183



Processes 2021, 9, 93

• Gel layer:
dδg

dt
= λg · Kg − dδc

dt
(2)

where δg and δc are the thicknesses and where λg and λc are the thermal conductivities
of the gel and coke layer, respectively.

The sum of these basic components represents the deposit growth on the heat ex-
changer surface. The thermal fouling resistance (or fouling factor) of the fouling layer Rf,
also defined as the rate of deposit growth, is evaluated by treating the layers as a pair of
thin slabs of insulating material and mathematically described as:

Rf = Φd − Φr =
δg

λg
+

δc

λc
(3)

where Φd and Φr are the rates of deposition and removal respectively. Rf, as well as the
deposition and the removal rate, can be expressed in the units of thermal resistance as
[(m2 K)/W] or in the units of the rate of thickness change as [m/s] or units of mass change
as [kg/(m2 s)] [3].

Finally, in the fouling model adopted, the overall heat transfer coefficient U is given by:

1
U

=
1

Uclean
+ Rf ⇔ U =

Uclean
1 + Uclean · Rf

(4)

where Uclean indicates its value at t = 0.

3.1.2. Cleaning Techniques

Both the two different cleaning techniques presented by Ishiyama et al. (2011) [24]
have been studied in this research work. They can be classified and qualitatively described
as follows:

• Chemical Cleaning: the heat exchanger is shut down in order to perform the cleaning.
Only the gel layer is removed with this technique by means of a proper solvent. This
cleaning procedure is generally shorter and has lower fixed costs with respect to
mechanical cleaning;

• Mechanical Cleaning: the heat exchanger is shut down in order to perform the cleaning
procedure. Deposits are completely removed by means of mechanical strength and
the heat exchanger recovers its original heat transfer capacity. This cleaning procedure
is generally longer and has higher fixed costs with respect to chemical cleaning.

The cost related to the two techniques are those suggested in the referenced publica-
tions. Although the results are affected by those values, the procedure and the related code
are of general validity whatever the cost function is.

The effect of these cleaning techniques on the model equations concerns the terms δg
and δc. In particular, the chemical cleaning process resets the gel layer δg to zero, restoring
the heat transfer coefficient defined by the Equation (4) to the value:

1
U

=
1

Uclean
+

δc

λc
⇔ U =

Uclean · λc

λc + Uclean · δc
(5)

It is worth remarking that, once the chemical cleaning is performed, the coke layer
keeps on increasing starting from the thickness achieved before the unit shut down.

On the other hand, the mechanical cleaning process is able to remove the entire fouling
layer so that the heat transfer coefficient is equal to Uclean once the unit is restarted.

The analysis of more cleaning cycle techniques with respect to the usual scheduling
based on the Mechanical Cleaning only implies the possibility of multiple cleaning cycles
configurations obtained by combining them. The implications related to what will be called
“supercycle” and the way we should treat it during the design phase are better discussed
in Section 3.3.
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3.2. Flexibility Indices

Flexibility, defined as the ability of a process to accommodate a set of uncertain
parameters [29], can be quantified by the mean of several indices proposed in the literature.
As already observed by Di Pretoro et al. (2019) [13], flexibility indices can be classified into
deterministic and stochastic according to the way uncertainty is treated. In this research
work, both a deterministic index and a stochastic one have been employed in order to
compare their behavior on the applied case study.

The main definitions and mathematical formulations are discussed here below in order
to provide a complete overview before their application to the cleaning cycle scheduling
problem.

The first to be defined and the most widespread flexibility index is the Swaney and
Grossmann (1985) [30] one.

Let us define the general hyperrectangle:

T(δ) =
{

θ : θN − δ · Δθ− < θ < θN + δ · Δθ+
}

(6)

With δ non-negative scalar variable for which
{

δ < 1, T(δ) ∈ T
δ > 1, T(δ) � T

(7)

The flexibility index FSG, proposed by Swaney and Grossmann, is then the solution to
the constrained optimization flexibility problem:

FSG = maxδ (8)

s.t. max
θ∈T(δ)

min
z

max
j∈J

f j(d, z, θ) ≤ 0 (9)

where d and z represent the design and the manipulated variables respectively. By referring
to Figure 2, FSG graphically represents the maximum scale factor so that the correspond-
ing hyperrectangle is bounded by the feasible zone. Moreover, for constraints jointly
quasi-convex in z and 1D quasi-convex in θ, the solution lies at a vertex of the hyper-
rectangle allowing to solve the optimization problem by evaluating the feasibility of the
design at each vertex. On the contrary, certain types of non-convex domains may lead to
nonvertex solutions.

Figure 2. Flexibility representation on the uncertain domain.
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The index presented here above can be referred to as “deterministic” since it is based
on the assessment of a “perturbation magnitude” in the uncertain domain without taking
into account the perturbation likelihood. Thus, this index definition results in a rather
conservative estimation of the system flexibility.

For these reasons, a few years later, Pistikopoulos and Mazzuchi (1990) [31] introduced
a stochastic flexibility index based on the perturbation likelihood. Given the uncertain
parameters Probability Distribution Function (hereafter PDF) P(θ) and the feasible region

Ψ(d, z, θ) ≤ 0 (10)

the stochastic flexibility index SF can be defined as:

SF =
∫

Ψ
P(θ) · dθ (11)

Unlike the deterministic indices, the stochastic flexibility one does not quantify a
perturbation magnitude but assesses the percentage of the possible operating conditions
for which the system keeps being feasible. However, the higher cost to pay for such an
accurate result does not lie on the higher need for data only. As shown in Figure 3 indeed,
more than one subregion in the uncertain domain corresponding to the same value of
integral (11) could exist.

Figure 3. Stochastic flexibility index SF representation on a Normal Probability Distribution Func-
tion (PDF).

Therefore, the design choice and the related Time Average Losses (TAL, hereafter
denoted by Θ) associated with each value of SF is the result of an economic optimization
problem stated as:

Θ(SF) = max
D

Θ (12)

where

D = Dk
∣∣∣∣max

Dk
Θ ≤ max

Dj
Θ ∀ j :

∫
Dk

P(θ) · dθ =
∫

Dj
P(θ) · dθ = SF (13)

This formulation states that, for each value SF of the stochastic flexibility index, the
associated subregion D, represented by the maximum value of Θ in it, is the cheapest one
among all the subregions satisfying the Equation (11). Thus, for each step of the stochastic
flexibility analysis an additional optimization problem should be solved, considerably
increasing the required computational effort.

The particular definition of this index makes it different from the deterministic ones
by two main properties as pointed out by Di Pretoro et al. (2019) [13]:

• The stochastic flexibility index SF has always a value between 0 and 1;
• Under nominal operating conditions, SF can be higher than 0.
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The importance of including flexibility when assessing operating costs has already
been proved by Di Pretoro et al. (2020) [32]. However, in order to do that the decisional
algorithm for the operation scheduling to which the flexibility indices will be applied
should be thoroughly defined. For this reason, a detailed explanation will be discussed in
the following section.

3.3. Decisional Algorithm for Operation Scheduling

Given the heat exchanger case study under analysis with the related cleaning tech-
niques and the associated fouling kinetic model described in Sections 2 and 3.1 respectively,
the decisional algorithm for the cleaning operation schedule should give the answers to
two main questions:

1. WHEN the cleaning operation should be performed?
2. WHICH cleaning operation should be performed?

In order to do that, some cost functions are required. The fact that the cycle is
optimized with respect to an economic criterion implies that, once questions 1 and 2 are
answered, a third question “what are the expected operating costs?” is answered as well.

The first cost function to use is called the “Energy Loss” function and it is defined as:

EL = CE ·
∫ t

0
(Qcl − Q) · dt (14)

where CE is the cost per energy [€/J], t is the operating time, Qcl is the heat exchanged
under clean conditions, i.e., at t = 0, and Q is the actual heat recovery at t = top. In particular,
it can be observed that the integrated function represents the external heat duty demand,
i.e., the sum between Qcold and Qhot. This cost function describes operating costs to be
afforded when the heat recovery is still ongoing.

Two other cost functions should be defined in order to quantify the expenses incurring
during the unit shutdown. The first one refers to the cost of the energy to be provided by
the external duty when no heat recovery is performed. This value is equal to:

ELC = CE · Qcl · τC (15)

for solvent cleaning or
ELM = CE · Qcl · τM (16)

for mechanical cleaning where τi is the time required for the corresponding cleaning
operation.

Finally, the last cost item is represented by the cost of the cleaning operation itself,
abbreviated with CCl

C and CCl
M for the chemical and mechanical cleaning techniques respec-

tively. The costs of cleaning have been assumed as constant in time. Although the code
does not account for inflation and market trends’ influence, it is still possible to implement
within it these aspects for real applications. However, this is not the purpose of this work.

Once all these cost items are calculated, the optimization problem concerning the
optimal cycle duration needs to be solved. Its general formulation is:

min
t, τM,τC

Θ(t, τM, τC) (17)

Θ(t, τM, τC) = ΘM(t, τM) + ΘC(t, τC) (18)

This formulation is used to solve the so-called supercycle, i.e., the sequence of multiple
chemical cleaning operations (NC) required before performing the mechanical one. In
particular, whether a cleaning operation is required, i.e., when the energy losses are higher
than the cost of cleaning, the minimum value between ΘM and ΘC determines which
kind of cleaning technique should be employed. In fact, each time the solvent cleaning
is preferred, the coke layer keeps increasing until the chemical operation becomes more
expensive than the mechanical one and the so-called supercycle is closed.
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In the case where only mechanical cleaning is considered, the optimization problem is
simplified by removing all the chemical cleaning related terms.

The decisional algorithm described here above has been graphically summarized in
the flowchart reported in Figure 4.

 

Figure 4. Decisional algorithm.

The following section presents the obtained results both for the conventional proce-
dure and for the stochastic flexibility based one. In the latter case, the economic optimiza-
tion carried out to select the optimal scheduling has been coupled with the optimization
required by the stochastic flexibility assessment. This innovative procedure allows out-
lining the trend of the cycle duration and the associated costs obtained from the first
optimization as a function of the flexibility index resulting from the second one.

The heat exchanger and fouling models, the flexibility analysis, and the decisional algo-
rithm for scheduling optimization calculations were all performed by means of MatLab® codes.

4. Results

The following sections present in detail the results obtained. In particular, they have
been classified into three main parts. The first one shows the results of the scheduling
algorithm applied to our case study under nominal operating conditions both in case of a
single cleaning process and of the combination of the two.

A sensitivity analysis with respect to two possible uncertain variables will follow in
order to detect the most critical one and use it to perform the flexibility assessment.

Finally, the third part presents and discusses in detail the outcome of the stochastic
flexibility assessment for the single heat exchanger case study by coupling economic and
operational aspects.

4.1. Nominal Operating Conditions

This section presents the results obtained with the process parameters discussed in
Section 2 accounting both for the mechanical cleaning methodology only and for both
chemical and mechanical ones.
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4.1.1. Mechanical Cleaning Only

The scheduling optimization has been performed first according to the conventional
methodology accounting for mechanical cleaning only. The time average losses have been
calculated for a range of cycle time and the top corresponding to its minimum value has
been detected.

The overall Energy Losses and the TAL trend as a function of the operation time
are shown in Figure 5a,b respectively. As it can be noticed, for low top values, the TAL
are very high since the cleaning costs are much higher than the cost of the external duty
required to compensate for the lower performance of the heat exchanger due to the fouling
phenomenon. This value decreases until a minimum of 306.16 $/d in correspondence of
195 days and starts increasing again for the longer top because of the higher impact of the
EL with respect to the cleaning expenses.

 
(a) (b) 

Figure 5. Mechanical cleaning: (a) Energy Losses and Cleaning Costs vs. cycle time; (b) Time Average Losses (TAL) vs.
cycle time.

4.1.2. Supercycle

The decisional algorithm for scheduling optimization has been then applied ac-
counting for both the gel and the coke layers according to the methodology presented
in Section 3.3. The TAL cost function was evaluated for different numbers of chemical
cleaning cycles NC before performing the mechanical operation.

Figure 6a shows the optimal TAL value for NC ranging from 0 to 5. The function
in 0 represents the result obtained when no chemical cleaning is performed before the
mechanical one. This value is exactly the one obtained for a simple cycle scheduling in
the previous section, i.e., 306.16 $/d. The TAL trend shows a minimum of 234 $/d in
correspondence of NC equal to 2. This means that the optimal supercycle consists of two
chemical cleanings and a mechanical one. For lower values, i.e., 1 and 0, the energy losses
due to the lower efficiency of the heat recovery do not justify the cost of a mechanical
operation. On the other hand, for higher values, the impact of the increasing coke layer on
the heat transfer implies substantial energy losses that would compromise the profitability
of the operation more than the cost of complete cleaning.

In order to ease the understanding of this phenomenon, the gel and coke layer thicknesses
as a function of time have been represented in Figure 6b for the optimal operation scheduling.

The time interval when the layer thickness has a stationary trend refers to cleaning
operation time, i.e., the unit maintenance shutdown time. In particular, it can be noticed
that the last shutdown required for the mechanical cleaning is longer than the previous
ones (5 days vs. 1 day) due to the higher complexity related to the coke layer removal.
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(a) (b) 

Figure 6. Supercycle optimal scheduling: (a) TAL vs. number of solvent cleaning NC; (b) Supercycle layer thickness trend.

The most relevant outcome of this section is that the combination of two different
cleaning strategies allows to save up to 24% of the time average losses thanks to the lower
complexity and duration of the solvent cleaning subcycle.

4.2. Sensitivity Analysis

The sensitivity analysis was performed on the hot side inlet temperature Tin
h and the

heat transfer surface area A. The choice of perturbing both an input parameter and a design
variable has the purpose to verify which one of them has a higher impact on the operation
scheduling. The most critical one indeed will be selected as an uncertain parameter to
perform the stochastic flexibility assessment.

Figure 7 shows the results of the sensitivity analysis for wide ranges of the perturbed
variables. In particular, Figure 7a refers to the optimal cycle TAL while Figure 7b shows
the corresponding optimal cycle time.

 
(a) (b) 

Figure 7. Sensitivity analysis results: (a) Optimal cycle TAL; (b) Optimal cycle time.

On the one hand, in the former Figure, an almost linear trend of the Time Average
Losses as a function of the two perturbed variables can be noticed. More precisely, for the
same deviation in terms of percentage, the TAL shows a slightly higher sensitivity with
respect to Tin

h than to A. In particular, the sensitivity of the cost function with respect to one
of the two variables becomes more relevant as the value of the other one gets higher.
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On the other hand, in the latter Figure, the higher sensitivity of the optimal cycle time
with respect to the temperature results to be much more relevant. The perturbation of top
with respect to the heat transfer surface area is almost negligible for low Tin

h values and
shows a moderate response for very high-temperature perturbations. On the contrary, the
optimal cycle time exhibits an almost exponential growth with respect to the inlet tempera-
ture for any value of the heat transfer surface area. This behavior can be reconducted to the
fact that this parameter directly acts on the external duty demand required to achieve the
hot side specification while the heat exchanger was already properly sized and affects the
optimal scheduling solution only in case of very ineffective heat transfer.

Thus, in the light of these results, the intermediate value A = 140 m2 was finally kept
as the nominal one while the hot side inlet temperature has been selected as uncertain
parameters for the flexibility analysis presented in detail in the next section.

4.3. Flexibility Assessment

As already discussed in detail by previous studies dealing with the aleatory uncer-
tainty and the stochastic flexibility index [13,31,32], the uncertainty characterization, i.e.,
the probability distribution function used to describe the uncertain parameter likelihood,
plays a main role in the final result. For this reason, in order to have a more complete
overview, two PDFs, namely the Gaussian and the Beta distributions, are employed in
this study. The former describes an uncertain variable perturbation with a symmetric
behavior with respect to the central point (i.e., its mode) usually corresponding to the
nominal operating conditions. On the other hand, the Beta distribution defines an aleatory
parameter for which either the positive or the negative deviation is more likely to occur.
Further details about their mathematical formulation are provided in the Appendix A.

Both the Gaussian (or Normal) and the Beta distributions belong to the class of
two-parameter PDFs, therefore two conditions should be imposed in order to uniquely
determine their trends. In the case of real applications, the distribution of the uncertain
parameter can be outlined according to the available frequency data or accounting for its
expected behavior. For this paper, since the study is not related to any existing unit, the
maximum likelihood of the PDF was set equal to the nominal operating conditions point
and the variance was selected so that the entire uncertain space is covered with a residual
probability lower than the 0.01%.

The trends resulting from these hypotheses have been outlined in Figure 8. As it
can be noticed, the Gaussian distribution results particularly narrow with respect to the
entire temperature range since there is a minimum inlet temperature below which the heat
transfer is not feasible due to a minimum temperature approach lower than 10 ◦C. This
value was then set as the lower boundary of the uncertain domain.

Once the uncertain parameter PDF has been properly defined, the stochastic flexibility
assessment can be finally carried out according to the methodology presented in Section 3.2.
Each probability distribution function was then integrated over the uncertain domain and
the maximum TAL and cycle time have been assessed at each value of the SF index. This
procedure allowed to estimate the expected costs and operation time to be respectively
afforded and waited for each simple cycle.

The cost trends obtained this way are shown in Figure 9. As it can be noticed, the
expected TAL grows fast for very low flexibility index values until a lower slope increased
is attained over a wide range of the uncertain parameter. As the residual probability
gets lower, much higher losses should be expected in order to almost entirely cover the
uncertain domain.

The interval width reflects the PDF shape as expected and has already been discussed
in the previous sections. In particular, the “steady” region is much wider in the case of the
Gaussian one. The TAL for lower values resulted higher for the Beta PDF while the cost
increase in the residual part of the stochastic flexibility index is more relevant when using
the Gaussian one.
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Figure 8. Hot inlet temperature probability distribution.

 
(a) (b) 

Figure 9. Flexibility analysis results—mechanical cleaning: (a) Optimal cycle TAL vs. SF; (b) Optimal cycle time vs. SF.

In regards to the optimal cycle time, the obtained curves show an opposite trend with
respect to the corresponding TAL functions. This behavior is due to the fact that higher
inlet temperature requires cleaning cycles to be more frequently performed as already
pointed out by the sensitivity analysis. Analogously to the economic remarks discussed
in Section 4.1.2 about the costs, the use of a combined chemical and mechanical cleaning
methodology allows extending the operating time before a complete shutdown is required.

In any case, the two trends are qualitatively similar. It is worth remarking that the
presence of some edges in these trends is due to the discretization of the uncertain domain
that was not kept too dense in order to avoid excessive computational time.

The same procedure was then carried out for the supercycle accounting for both
chemical and mechanical cleaning operations.

The optimal number of solvent cleaning cycles over the uncertain domain always
resulted as 2. However, the corresponding costs and optimal cycle time considerably
vary over the inlet temperature interval as shown by the plots in Figure 10a,b for the two
probability distributions. Given that the optimal supercycle configuration does nott change,
relatively smooth trends can be observed for both the output variables and both the PDFs
without any particular discontinuous point. As for the simple cycle, a fast increase in the
cost function can be observed for very low and very high SF values. However, for the
supercycle, the Beta distribution exhibits a higher slope in the intermediate range with
respect to the Gaussian one.
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(a) (b) 

Figure 10. Flexibility analysis results—supercycle: (a) Optimal supercycle TAL vs. SF; (b) Optimal supercycle time vs. SF.

Even in this case, an opposite trend can be detected for the optimal cycle time as for
the previous analysis. In general, higher costs, and thus lower optimal cycle time, can be
pointed out for the Beta distribution due to its higher variance.

Therefore, in the light of these results, it can be also concluded that, in the case of
a narrow probability distribution, the scheduling parameters obtained accounting for
nominal operating conditions only are much closer to the real estimation. This is due to the
fact that the trends TAL and top vs. SF exhibit a lower slope over a wider flexibility range
and just the very last part of residual probability significantly affects their values.

5. Conclusions

The purpose of this research work was to include the uncertainty of the operating
condition in the heat cleaning cycles scheduling optimization algorithm. The outcome
of the study was successful and allowed for the definition of a thorough procedure to be
applied in the case of heat exchanger cleaning cycle optimal scheduling.

The general validity of the innovative algorithm with respect to the uncertainty charac-
terization was proved by testing both a symmetric (i.e., Gaussian) and a skewed (i.e., Beta)
probability distribution function. Moreover, the procedure does not depend on the fouling
kinetic model that is used to describe the physical phenomena related to fouling.

Furthermore, the employment of a preliminary sensitivity analysis is proposed in this
study with the purpose of restraining the number of uncertain parameters to be accounted
for by identifying the most critical ones from a flexibility perspective and thus decreasing
the dimension of the uncertain domain.

A further result obtained during this study was the algorithm aimed at the optimally
combined solvent and mechanical cleaning cycle under uncertainty. As for nominal operat-
ing conditions, the possibility to exploit different cleaning operations allows reducing the
costs related to fouling removal. However, the optimization of the so-called “supercycle”
implies the introduction of an additional decisional variable, i.e., chemical vs. mechanical,
requiring a non-negligible computational effort already in the case of a single unit.

In conclusion, a general procedure for operation scheduling under uncertainty was
outlined by means of a stochastic flexibility indicator and, in particular, its application to a
single heat exchanger cleaning cycle was analyzed in deep. The aleatory uncertainty char-
acterization by means of a probability distribution function combined with the proposed
algorithm provides a tool to the decision-maker to have a more reliable cost estimation and
to define the best scheduling solution according to the specific operating conditions.

This work sets the basis for future applications on more complex heat exchanger
networks as well as additional perspectives on other kinds of operations different than
unit maintenance. Moreover, besides the use of the methodology proposed in this research
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study to deal with an undesired disturbance, i.e., fouling, the scheduling algorithm could
be also actively exploited to take advantage of certain operational parameters in order to
reduce operating costs and enhance the process performances.
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Glossary

Symbol Definition Unit
A Heat transfer surface area m2

CAPEX CAPital EXpenses $/a
ci

P Specific heat at constant pressure J/(kg K)
CCl

i Cleaning costs $
CE Energy costs $/J
D Stochastic Flexibility index domain n-D space
d Design variable variable
EL Energy Losses $

FSG
Swaney & Grossmann flexibility
index

1

GNP Gross National Product acronym
Ki Fouling kinetic constant (m2 K)/J
NC Number of chemical cleaning cycles 1
OPEX OPerating EXpenses $/a
PDF Probability Distribution Function function
P(θ) Probability function function
qm,i Mass flow rate kg/s
Qi Heat duty W
Rf Fouling heat transfer resistance (m2 K)/W
SF Stochastic Flexibility index 1
t Time d
top Operation time d
T Flexibility hyper-rectangle function
TAL Time Average Losses acronym
Tin Inlet temperature K
U Heat transfer coefficient W/(m2 K)
z Control variable variable
Greek letters
α Beta distribution shape parameter 1
β Beta distribution scale parameter 1
δ Flexibility index scale factor 1
δi Fouling layer m
Θ Time Average Losses $/d
θ Uncertain variable various
λi Thermal conductivity W/(m2 K)
μ Mean various
σ Variance various
τi Cleaning time d
Φi Fouling deposition/removal rate (m2 K)/W
Ψ Feasible domain n-D space
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Appendix A

The formulation of the probability distribution functions employed to describe the uncertain variable
deviation likelihood will be discussed in detail here below in order to provide a better understanding of
the associated mathematical properties. For further details please refer to Severini (2011) [33].

Appendix A.1. Normal Probability Distribution Function
As already mentioned, the condition of “general validity” is represented by the Gaussian or

normal probability distribution function. It is symmetrical with respect to its mean and the 99.73% of
cumulative probability falls in the range ±3 times the variance [−3σ, +3σ].

Different Gaussian distributions are plotted in Figure A1 for different values of the characteristic
parameters μ and σ.

 
(a) (b) 

Figure A1. Normal (Gaussian) distribution: (a) Probability & (b) Cumulative Distribution Functions.

The single variable Normal PDF mathematical formulation states as:

P(x) =
1

σ · √2 · π · e−
(x−μ)2

2·σ2 (A1)

where μ is the mean and σ is the variance.
For a general number of variables the n-variables normal PDF with can be defined as:

P(x) =
(

1
2 · π

) n
2 · |Σ|− 1

2 · e−
1
2 ·(x−μ)′ ·Σ−1·(x−μ) (A2)

where Σ is the variance-covariance matrix, Σ−1 its inverse and |Σ| its determinant.
Moreover we can standardize, i.e., reconduct to a 0 mean value and variance equal

to 1 (variance-covariance matrix equal to the identity matrix), the normal distribution by
mean of the independent variable substitution:

z =
x − μ

σ
(A3)

obtaining:

P(z) =
(

1
2 · π

) n
2 · |I|− 1

2 · e−
1
2 ·z′ ·I·z (A4)

for a general n variables standard normal probability distribution.
This transformation besides making the calculations easier allows to compare variables

with different dimensions, e.g., temperature vs. flowrate vs. velocity etc.
The boundaries of the feasibility domain, if analytically available, have then to be

rewritten as functions of the new variable z by inverting the Equation (A3).
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Appendix A.2. Beta Probability Distribution Function

The second distribution function used in this paper to describe the uncertain variable
deviation likelihood is the so called Beta PDF. It is a two-parameter continuous probability
distribution defined for positive values of the independent variable x ∈ [0, ∞].

Beta distribution is defined according to two parameters; the parametrization with
a shape parameter α and a scale parameter β is used here below. Different Gaussian
distributions are plotted in Figure A2 for different values of the characteristic parameters.

 
(a) (b) 

Figure A2. Beta distribution: (a) Probability & (b) Cumulative Distribution Functions.

The analytical expression of the single variable Beta PDF is formulated as:

P(x) = xα−1 · (1 − x)β−1 · Γ(α + β)

Γ(α) + Γ(β)
(A5)

The mode with α, β > 1 assumes the meaning of the most likely value of the distribution,
it graphically corresponds to the peak in the PDF and is mathematically formulated as:

mode =
α − 1

α + β − 2
(A6)

For α, β < 1 the behavior is opposite and is defined as the anti-mode, or the lowest
point of the probability density curve.

For α = β, the expression for the mode simplifies to 1/2, showing that for α = β > 1
the mode (respectively anti-mode when α, β < 1), is at the center of the distribution: it is
symmetric in those cases as can be seen in the figure.
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Abstract: The semi-dry desulfurization of slime fluidized bed boilers (FBB) has been widely used
due to its advantages of low cost and high desulfurization efficiency. In this paper, the cooperative
optimization of a two-stage desulfurization processes in the slime fluidized bed boiler was studied,
and a model-based optimization strategy was proposed to minimize the operational cost of the
desulfurization system. Firstly, a mathematical model for the FBB with a two-stage desulfurization
process was established. The influences of coal slime elements on combustion flue gas and the factors
that may affect the thermal efficiency of the boiler were then analyzed. Then, on the basis of the
developed model, a number of parameters affecting the SO2 concentration at the outlet of the slime
fluidized bed boiler were simulated and deeply analyzed. In addition, the effects of the sulfur content
of coal slime, excess air coefficient, and calcium to sulfur ratio were also discussed. Finally, according
to the current SO2 emission standard, the optimization operation problems under different sulfur
contents were studied with the goal of minimizing the total desulfurization cost. The results showed
that under the same sulfur content, the optimized operation was able to significantly reduce the total
desulfurization cost by 9%, consequently improving the thermal efficiency of the boiler, ensuring the
stable and up-to-standard emission of flue gas SO2, and thus achieving sustainable development.

Keywords: slime fluidized bed; mechanism model; boiler thermal efficiency; simulation;
cooperative optimization

1. Introduction

China is one of the countries with the most serious air pollution. It is reported that
more than 80% of the total coal consumption is used for direct combustion, and the total
SO2 emissions of thermal power plants account for 51% of the total SO2 emissions of
the country [1]. Coal slime is a by-product in the coal washing process. It is a viscous
substance composed of fine coal, weathered stone, and water, which may eventually cause
environmental pollution in the case of accumulation. It is the most effective way to burn it
for electricity generation. However, its combustion operation produces a large amount of
SO2, resulting in environment pollution, and finally causing immeasurable losses to the
country’s social and economic development.

The flue gas desulfurization technology mainly uses absorbents to remove SO2 in
the flue gas and converts it into stable sulfur compounds or sulfur [2]. Generally, flue
gas desulfurization methods can be divided into three categories: dry, semi-dry, and wet.
Wet desulphurization technology is widely used in newly built large power plant boilers;
this method has many advantages, such as low operating cost, abundant raw materials,
and high stability. However, there are many disadvantages of wet desulphurization
technology, such as serious blockage and wear, the byproduct occupying land problem,
large water consumption, and air pollution [3]. For small and medium power plants, dry
or semi-dry desulfurization is generally adopted. Compared with wet desulfurization, dry
desulfurization is more advantageous in terms of its cost, as it does not require water and
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reheat energy [4,5]. However, it has not been widely used for its high cost of desulfurizer
and low sulfur dioxide removal rate [6]. Semi-dry flue gas desulfurization avoids the
shortcomings of wet and dry desulfurization and is widely used in desulfurization systems
for its low operating cost and high desulfurization efficiency [7,8]. Therefore, it is of
great significance to study the way in which to reduce the operating cost of the semi-dry
desulfurization system with the slime fluidized bed boiler and to study the influence of
various parameters on the performance of the semi-dry desulfurization.

In order to investigate the factors that affecting the desulfurization efficiency, a de-
tailed mathematical model is required. Over the years, a number of researchers have been
dedicated to developing a desulfurization model. For example, Zheng et al. [9] proposed
a simplified desulfurization model in the fluidized bed boiler. Through the model, it
was found that the activity of limestone and calcium/sulfur ratio were two main factors
affecting desulfurization process, providing a promising strategy for desulfurization con-
trol. Neathery [10] established a mathematical model on the basis of a large number of
desulfurization experiments and used the model to simulate the influence of operating
parameters on the desulfurization efficiency. Due to the low high temperature desulfuriza-
tion efficiency in the slime fluidized bed boiler furnace, and in order to further improve
the desulfurization efficiency of the boiler, a combined desulfurization technology with
low cost and high desulfurization efficiency is required. Tampella Power of Finland [11]
initially proposed the “limestone injection into the furnace and activation of unreacted
calcium” (LIFAC) technology. In the LIFAC, a humidification activation chamber was
installed in the flue at the end, and the unreacted CaO in the furnace was activated by
humidification water. This method could effectively improve the calcium utilization rate
of the desulfurizer and save the cost of desulfurization. However, the desulfurization
rate in the furnace and the utilization rate of calcium base are still not high enough, and
thus its economic performance is limited. Therefore, the operation of desulfurization
should be further optimized. Cai Yi [12] studied the operation strategy and parameter
optimization of calcium spray in the furnace and limestone wet desulfurization system
in the furnace, proposing a comprehensive optimization method based on environmental
protection standards and technical and economic indicators. Through combination with
field trials, the accuracy of the optimization method was verified. However, the proposed
operation strategy was based on wet desulfurization process and thus was only suitable for
large power plants. Du Zhao [13] established a series of simulation mathematical models
by analyzing various factors that affect desulfurization under different working conditions,
and on the basis of these models, developed a set of simulation software for fluidized
bed boiler desulfurization, which provided a basis for the later collaborative desulfur-
ization. In summary, while the desulfurization technology has been extensively studied,
all these reported studies focus on the wet desulfurization applied in large power plants.
Therefore, the small- and medium-sized power plants urgently need a combined semi-dry
desulfurization model with high desulfurization efficiency and economic performance.

On the other hand, the two-stage desulfurization technology is a promising method
to improve the desulfurization efficiency. The most widely adopted method is optimized
each stage separately in order to obtain the best operational conditions. For example,
desulphurization is achieved in the furnace to a certain extent, and the concentration of SO2
at the furnace outlet is reduced to a reasonable range. Then, the flue gas semi-dry desulfur-
ization system is used to remove more sulfur dioxide. However, due to the coupling and a
certain timing relationship between the two processes, it is necessary to consider the two
processes together to realize cooperative optimization to reduce cost. Therefore, the way
in which to coordinate the relationship between the two processes and rationally allocate
the share of the two-stage desulfurization requires consideration of various factors [14].
In this case, the SO2 emission concentration can reach the standard operation, and thus
the overall material consumption and energy consumption costs can be realized at their
corresponding lowest levels. The collaborative optimization approach was initially pro-
posed by Kroo et al. [15] and Balling and Sobieski [16] in 1994. Its idea is to coordinate the
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coupling relationship between the various systems and obtain the optimal solution, and it
has been successfully employed in a variety of applications. In the field of denitrification
in power plants, Yu Han et al. [17] believed that a reasonable increase in the temperature
of Selective catalytic reduction (SCR) denitrification flue gas would bring about better
de-NOx performance in the cold end of the coal-fired boiler, and proposed a collaborative
optimization strategy for energy conversion and NOx removal in the cold end of the boiler.
Results showed that great energy-saving, NOx removal, and economic performances could
be achieved using the proposed collaborative optimization strategy. Temple et al. [18] used
the collaborative optimization method to optimize the operation and maintenance cost
of naval warships by comparing different aspects of the total cost of ownership of a ship.
Chen et al. [19] considered the problem of electric vehicle capacity allocation and economic
dispatch, and proposed the use of a collaborative optimization method to reduce the total
cost of pure electric vehicle owners. In order to increase the high efficiency range of electric
vehicles and improve the cruising range, Zhao et al. [20] first proposed a collaborative
optimization control strategy. In the field of power grid, Tian et al. [21] proposed the
collaborative optimization allocation of voltage-detection active power filters (VDAPFs)
and static var generators (SVGs) for simultaneous mitigation of voltage harmonic and
deviation in distribution networks by using the improved particle swarm optimization
algorithm, wherein the total cost (including investment and operating cost) was minimized
and optimized. Therefore, collaborative optimization method is a powerful technic to
obtain the optimum operation of a complicated process. However, no studies on the
collaborative optimization of the coal slime fluidized bed boiler desulfurization system can
be identified.

Therefore, in this paper, cooperation optimization of the desulfurization system com-
bined with dry and semi-dry desulfurization processes was studied for operational cost
saving. In this study, the boiler’s thermal efficiency loss and the influence of different coal
slime components on the flue gas volume and the added limestone on the boiler efficiency
were considered. On the basis of the calcium injection in the furnace, we coordinated the
semi-dry desulfurization to obtain the best operating conditions and realize the economic
operation of the entire desulfurization system. The organization of the paper is as follows.
Firstly, the descriptions of the two-stage desulfurization process are presented. Then, the
developed model for the desulfurization process is detailed. This is followed by presenting
the optimization method and results. Finally, conclusions are given.

2. Cooperative Mechanism of Desulfurization

Almost all of the SO2 generated in the slime fluidized bed boiler comes from the
sulfur content in the coal. Therefore, changes in the amount of coal or the sulfur content in
the coal directly affect the amount of SO2 generated. When the amount of SO2 produced
changes, firstly, the transportation amount of limestone should be adjusted accordingly, and
secondly, the amount of slaked lime in the semi-dry method should be adjusted according
to the SO2 value after desulfurization in the furnace. The desulfurization synergistic
process diagram of the slime fluidized bed boiler is shown in Figure 1 below.

As shown in Figure 1, the slime fluidized bed boiler firstly adjusts its calcium/sulfur
ratio according to the slime control signal, and then adjusts the limestone input to achieve
the purpose of controlling the first stage of desulfurization. The incompletely absorbed SO2
in the boiler reaches the absorption tower directly through the superheater, economizer,
and air preheater, which reduces the flue gas temperature, recovers the heat in the flue gas,
and improves the thermal efficiency of the boiler. The slaked lime enters the absorption
tower after being atomized by the atomizing fan from the lower part of the absorption
tower. In the absorption tower, the slaked lime atomized into fine droplets is mixed and
contacted with the flue gas, and chemically reacts with the SO2 in the flue gas to form
CaSO3, and the SO2 in the flue gas is removed. The final SO2 concentration at the exit of the
chimney is controlled by adjusting the amount of slaked lime to make it reach the standard.
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Figure 1. Two-stage desulfurization process diagram of a slime fluidized bed boiler.

3. Mathematical Model of Desulfurization

On the basis of the above process of coal slime fluidized bed boiler synergistic desul-
furization operation, this paper mainly studied the calculation that is included in the
composition of coal slime combustion flue gas, consumption of the material and the energy
of two-stage desulfurization, and the thermal efficiency of the boiler by adding limestone.

3.1. The Flue Gas from Coal Slime Combustion

During the combustion of coal slime, some of the oxygen will be consumed [22], and
thus it will additionally increase the requirement for air volume and also cause changes
in flue gas volume. Through the analysis of the coal composition, the smoke composition
model is established [23]; the amount of oxygen required is as follows:

n(O2) = 0.8333γ(Car) + 2.5γ(Har) + 0.3125γ(Sar)− 0.3125γ(Oar) (1)

The volume fraction of oxygen in the air is 21%, and thus the theoretical air volume
required for the desulfurization reaction is expressed as

V′
air = 4.78 × n(O2)× 22.4/1000

= 0.089γ(Car) + 0.265γ(Har) + 0.0333γ(Sar)− 0.0333γ(Oar)
(2)

The theoretical amount of flue gas generated after coal slime combustion is ex-
pressed as

V′
sm = ((n(O2) + 3.78 × (n(O2)) + γ(Mar))× 22.4/1000

= 0.089γ(Car) + 0.324γ(Har) + 0.0333γ(Sar)− 0.026γ(Oar)
+0.0224γ(Mar)

(3)

The boiler combustion is carried out under the excess air coefficient α, and thus the
actual flue gas volume is calculated as

Vsm = V′
sm + V′

air × (α − 1)
= 0.089γ(Car) + (0.056 + 0.2675α)γ(Har) + 0.0333γ(Sar)α
+(0.0074 − 0.0333α)γ(Oar) + 0.0224γ(Mar)

(4)
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In summary, the theoretical SO2 concentration can be calculated as

NSO2 = γ(Sar)/100 × 1000 × 2/Vsm × 1000 (5)

where n(O2) is the amount of oxygen required, and the unit is mol. γ(Car), γ(Har), γ(Sar),
γ(Oar), and γ(Mar) are the contents of carbon, hydrogen, sulfur, oxygen, and moisture in
the slime fuel, respectively. V′

air is the theoretical air volume required for the slime fuel,
V′

sm is the theoretical amount of smoke, and Vsm is the actual amount of smoke, and their
units are all m3. NSO2 is the theoretical SO2 concentration, and the unit is mg/m3. The
theoretical SO2 concentration corresponding to different coal slime element content, is
shown in Table 1.

Table 1. Theoretical SO2 concentration corresponding to different coal slime element content.

γ (Car)/% γ (Har)/% γ (Oar)/% γ (Nar)/% γ (Sar)/% γ (Aar)/% γ (Mar)/% Theory SO2 (mg/m3)

34.51 2.31 7.29 0.61 0.5 29.49 25.29 1870.66
33.51 3.31 6.29 0.66 0.6 30.34 25.29 2107.98
33.68 2.38 6.68 0.72 0.7 31.34 24.50 2643.61
33.76 2.56 5.85 0.75 0.8 31.39 24.89 2949.14
33.82 2.67 6.35 0.76 0.9 31.12 24.38 3297.77

From Table 1, we can see that the amount of oxygen required for slime combustion is
directly affected by the composition of the slime. In the case of a certain excess air coefficient,
the theoretical SO2 concentration generation also changes, and the SO2 generation basically
comes from the sulfur content in the slime.

In order to fully burn coal slime fuel, more air must be supplied. Under different
excess air coefficients, the theoretically generated SO2 concentration will also change. The
change chart is shown below:

It can be seen from Figure 2 that as the excess air coefficient increases, the theoretical
SO2 concentration gradually decreases. However, the excess air coefficient is too large, and
the boiler’s air supply is too much, which will not only reduce the furnace temperature
and worsen the combustion, but also increase the amount of flue gas, which will increase
the heat loss of the boiler exhaust gas and reduce the thermal efficiency of the boiler.
Therefore, in the case of ensuring complete combustion, the excess air coefficient should be
minimized [24,25].

Figure 2. The influence of the theoretical SO2 concentration of excess air coefficient.

3.2. The Heat Loss of Boiler

In order to understand the various losses of the boiler, researchers generally use the
reverse balance method in the boiler performance calculations. In the slime fluidized bed
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boiler, its various losses include the following: mechanical incomplete combustion loss
q4, exhaust heat loss q2, heat dissipation loss q5, ash heat loss q6, and chemical incomplete
combustion loss q3, with qi being the effective utilization of heat or the percentage of heat
loss to the input heat.

Mechanical incomplete combustion loss is caused by unburned or incompletely
burned carbon in the fuel:

q4 =
32, 866γ(Aar)

Qr
(

α f h ϕ f h

100 − ϕ f h
+

αhz ϕhz
100 − ϕhz

) (6)

where γ(Aar) is the total ash mass fraction in percent after desulfurization reaction of unit
slime combustion. α f h and αhz are, respectively, the proportion of the amount of ash in
fly ash and the proportion of the amount of ash in ash in the furnace. ϕ f h and ϕhz are the
percentage of the combustible content of fly ash and ash slag in the amount of fly ash and
ash slag, respectively. Qr is the heat brought into the furnace per kilogram of fuel, and its
unit is kJ.

The heat loss due to exhaust gas is caused by the fact that the exhaust gas temperature
of the boiler is higher than the ambient temperature, which is equal to the difference
between the exhaust gas enthalpy and the furnace air enthalpy. The exhaust gas enthalpy
includes the theoretical flue gas enthalpy, excess air enthalpy, and fly ash enthalpy. The
heat loss due to exhaust gas is

q2 =
Hy0 + (α − 1)Hk0 + Hf h − αHkl

Qr
(100 − q4) (7)

In the formula, Hy0, Hk0, Hf h, and Hkl are the flue gas enthalpy, exhaust air enthalpy,
fly ash enthalpy, and cold air enthalpy, respectively, and their units are kJ.

Among them, the flue gas enthalpy value is

Hy0 = (VRO2 CRO2 + VN2 CN2 + VH2OCH2O)ty (8)

In the formula, VRO2, VN2, and VH2O are the volume of triatomic gas, nitrogen, and
water vapor in theoretical flue gas, respectively, in m3; CRO2, CN2, and CH2O are the
volumetric heat capacity of triatomic gas, the volumetric heat capacity of nitrogen, and
the volumetric heat capacity of water vapor under standard conditions, respectively, in
kJ/(m3 · K); and ty is the exhaust gas temperature in K.

The air enthalpy value in the exhaust smoke is

Hk0 = Ck0(V0
gk)

c
ty (9)

In the formula, Ck0 is the volumetric heat capacity of air in the flue gas under standard
conditions in kJ/(m3 · K), and (V0

gk)
c is the theoretical air volume in m3. The fly ash

enthalpy is calculated as

Hf h =
γ(Aar)ϕ f h

100 × 100
Cf hty (10)

Among them, Cf h is the volumetric heat capacity of fly ash under standard conditions
in kJ/(m3 · K), and the enthalpy of cold air is

Hkl = Ckl(V0
gk)

c
tkl (11)

In the formula, Ckl is the volumetric heat capacity of cold air under standard conditions
in kJ/(m3 · K), and tkl is the temperature of the cold air in K.

The heat loss of the boiler is proportional to the load of the boiler:

q5 = kq5

De

Dre
(12)
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In the formula, kq5 is the coefficient of heat dissipation loss, and De and Dre are
the rated evaporation capacity of boiler and actual evaporation capacity of the boiler,
respectively, in t/h.

The heat loss of ash and slag is the loss caused by the discharge of high-temperature
ash from the furnace:

q6 =
γ(Aar)αhzChz

Qr
thz (13)

In the formula, Chz is the volumetric heat capacity of the slag in the standard conditions
in kJ/(m3 · K). thz is the ash temperature, and the unit is K.

Because q3 is difficult to measure and calculate, it is generally necessary to consider
the concentration of incomplete combustion such as CO. For slime fluidized bed boilers,
the loss is very small. According to experience, its value generally does not exceed 0.5%.

In summary, the thermal efficiency of the boiler can be seen as

ηgl = 100 − q2 − q3 − q4 − q5 − q6 (14)

3.3. Model of Cooperative Desulfurization

In-furnace calcium injection and semi-dry method for synergistic desulfurization is
used in the entire coal slime fluidized bed boiler desulfurization system. In-furnace calcium
injection is widely used in industrial processes due to its low investment and operating
costs. Due to the general in-furnace calcium injection desulfurization’s efficiency being
between 50% and 60%, as the calcium/sulfur ratio increases, its efficiency is significantly
reduced, and it is affected by the cost of the desulfurizer and the amount of NOx gen-
erated [26], and thus it is necessary to add the semi-dry flue gas method for synergistic
desulfurization on the original basis so that it meets the national emission standards.

3.3.1. Model of Desulfurization in Furnace

After limestone is added to the coal slime fluidized bed boiler, it will be decomposed
into calcium oxide and carbon dioxide. Furthermore, calcium oxide reacts with sulfur
dioxide released by combustion in the furnace to form calcium sulfate, which is discharged
together with the slag [27]. The chemical reaction heat is shown in Figure 3 below:

Figure 3. Chemical reaction heat of calcium injection desulfurization in the furnace.

The chemical equation of the reaction of limestone in the furnace is as follows [28],
which can be divided into the following two processes:

CaCO3 → CaO + CO2 − 177, 900 kJ · kmol−1 (15)

CaO + SO2 + 1/2O2 → CaSO4 + 500, 600 kJ · kmol−1 (16)
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Since many parameters are non-linear in the production process, mechanism modeling
and data analysis modeling can be carried out on the desulfurization scheme. Considering
that the slime fluidized bed boiler desulfurization system is a nonlinear fast time-varying
system, some parameters are set as follows.

Suppose that in the desulphurization system of a slime fluidized bed boiler, the amount
of slime fed is M(t/h), the mass fraction of sulfur in coal slime fuel is γ(Sar)(%), the purity
of calcium carbonate contained in the desulfurizer is λ(%), and the transport volume of
limestone powder of the desulfurizer is Ts(t/h), then, the expression of calcium/sulfur
ratio can be derived as

R =
nCa

nS
=

λTs
100

Mγ(Sar)
32

=
8λTs

25Mγ(Sar)
(17)

For the desulfurization process in the slime fluidized bed furnace, natural limestone is
used as the desulfurizer, and its main chemical composition is CaCO3. Its consumption is
mainly related to the content of SO2 gas generated during combustion, and thus it can be
derived as

Ts = M × γ(Sar)

100
× 100

32
× R × 100

λ
=

25
8λ

MRγ(Sar) (18)

It can be seen from Figure 4 that with the increase of calcium/sulfur ratio, the desul-
furization efficiency of flue gas shows an upward trend. When R reaches a certain value
(about 3), it has little effect on the desulfurization efficiency [29], and then we need to be
considered the influence of other factors on the desulfurization efficiency. The calcium-
sulfur ratio reflects the utilization rate of the desulfurizer, and to a certain extent, it can also
reflect the working efficiency and operating cost of the device.

Figure 4. The effect of calcium to sulfur ratio on desulfurization efficiency.

The relationship between calcium/sulfur ratio and limestone desulfurization efficiency
can be approximately expressed as [30]

η′
SO2

= 1 − exp(−mR) (19)

In the above formula, m is an influencing parameter, and m > 0. In this study, m was
taken as 0.6 based on actual data.

3.3.2. Model of Semi-Dry Desulfurization

As SO2 cannot be eliminated ideally in the actual flue gas, it is necessary to add an ap-
propriate amount of slaked lime to achieve the effect of the second stage of desulfurization.
The unreacted SO2 in the boiler flows into the absorption tower along with the flue gas.
The semi-dry desulfurization reaction is completed in the absorption tower. The chemical
equation is as follows:

SO2 + Ca(OH)2 → CaSO3 + H2O (20)
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CaSO3 + 1/2H2O → CaSO3 · 1/2H2O (21)

CaSO3 + 2H2O + 1/2O2 → CaSO4 · 2H2O (22)

The main products produced by the reaction in the desulfurization tower are calcium
sulfite hemihydrate, calcium sulfate dihydrate, and unreacted slaked lime.

By fitting the relevant experimental data, we can obtain the relationship between the
SO2 concentration and the consumption of slaked lime in the semi-dry flue gas desulfur-
ization system as follows:

N′
SO2

− N′′
SO2

= −2400T2
x + 2200Tx + 240 (23)

where N′
SO2

and N′′
SO2

are the SO2 concentration at the outlet of the slime fluidized bed
boiler and the semi-dry flue outlet, respectively, in mg/m3, and Tx is the consumption of
slaked lime in t/h. Finally, the SO2 concentration at the exit of the semi-dry flue can be
obtained as

N′′
SO2

= NSO2 e−0.6R + 2400T2
x − 2200Tx − 240 (24)

From Equation (24) above, it can be seen that in order to make the SO2 concentration
at the final semi-dry flue outlet reach the standard and minimum the material and energy
consumption, it is necessary to coordinate the relationship between the calcium/sulfur
ratio and the consumption of slaked lime.

3.4. Loss of Boiler Heat Efficiency by Adding Limestone

Although adding limestone to the slime fluidized bed boiler effectively reduces SO2
emissions, it will affect the calculation of system combustion products, ash balance, and
boiler thermal efficiency [31,32]. In the coal slurry fluidized bed boiler, the combustion
temperature is generally about 850–950 ◦C. When limestone is thermally decomposed
at high temperature, a part of the heat needs to be absorbed from the furnace. The heat
absorbed during thermal decomposition of limestone is not equal to that released during the
absorption of sulfur dioxide. In other words, it will also affect the heat balance calculation
of the boiler.

3.4.1. The Heat Loss of Chemical Reaction

According to the chemical reaction process of desulfurization, the amount of calcium
carbonate in the desulfurizer required for every kilogram of coal slime (kmol)

nCaCO3 =
Rγ(Sar)

100 × 32
(25)

The heat Qx(kJ) required by calcium carbonate in the calcination process can be
calculated by the following formula:

Qx =
nCaCO3

drQ1

100
=

RdrQ1γ(Sar)

3.2 × 105 (26)

In the formula, Q1 is the heat absorbed by calcium carbonate during calcination, the
unit is kJ, and dr(%) is the decomposition rate of limestone. The amount of sulfur dioxide
that reacts with the desulfurizer (kmol) is

n(SO2) =
γ(Sar)

100 × 32
× η′

SO2 (27)

In the process of calcium oxide reacting with sulfur dioxide, the heat released is

Q f = n(SO2)× Q2 =
Q2η′

SO2 γ(Sar)

3.2 × 103 (28)
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In the formula, Q f is the heat released by the reaction between calcium oxide and
sulfur dioxide, in kJ, and Q2 is the heat released by the reaction between calcium oxide and
sulfur dioxide, in kJ, and thus the total heat absorption is

Qh = Qx − Q f

= RdrQ1γ(Sar)
3.2×105 − Q2η′SO2 γ(Sar)

3.2×103

(29)

It can be seen from the above formula that in the desulfurization process, only when
Qx = Q f will the heat balance calculation of the boiler not be affected by the heat absorbed
by limestone decomposition and the heat released by sulfur dioxide.

Therefore, the influence of the heat loss of the boiler chemical reaction on the boiler
thermal efficiency is

qh =
Qx − Q f

Qy
=

RdrQ1γ(Sar)

3.2 × 105 × Qy
− Q2η′

SO2 γ(Sar)

3.2 × 103 × Qy
(30)

where Qy is the heat per kilogram of coal slime fuel substituted into the furnace, and the
unit is kJ.

3.4.2. The Heat Loss of Physical

For the unreacted calcium oxide, calcium sulfate produced by the reaction and various
impurities in limestone during the desulfurization process are removed from the furnace
with ash, or it escapes with the flue gas in the form of fly ash. If the mass of ash produced
when adding limestone is mh(t/h), β% of the ash leaves the furnace in the form of slagging,
and (100 − β)% of the ash leaves the furnace in the form of fly ash. The specific heat of the
ash is ch(J/(kg · K)), the exhaust gas temperature is ty(K), the slag discharge temperature
is tz(K), and the ambient temperature is t0(K). Therefore, the heat loss caused by adding
desulfurizer limestone is

qw =
mhch
Qy

[
100 − β

100
(ty − t0) +

β

100
(tz − t0)

]
(31)

The relationship between the total ash ratio of slag discharge and the physical heat
loss is shown in Figure 5 below. It can be seen that as the total ratio of slag discharge
increases, the physical heat loss also increases, and thus the amount of solid slag discharge
must be minimized.

Figure 5. The relationship between proportion of slag discharge and the physical heat loss.

3.4.3. The Heat Loss of Exhaust

During the calcination process of limestone, the moisture will increase, and the desul-
furization reaction needs to increase the air and at the same time cause more flue gas to
be generated in the device, as well as have a certain amount of influence on the flue gas,
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which will increase the heat loss of the flue gas [33,34]. The volume of a certain amount of
carbon dioxide produced during the calcination of limestone is

VCO2 =
Rγ(Sar)

32 × 100
× dr

100
× 22.4 = 7 × 10−5Rdrγ(Sar) (32)

Among them, the volume of sulfur dioxide absorbed and oxygen consumed by calcium
oxide in the absorption process are, respectively,

VSO2 =
η′

SO2 γ(Sar)

32 × 100
× 22.4 = 7 × 10−3η′

SO2 γ(Sar) (33)

VO2 =
η′

SO2 γ(Sar)

32 × 100
× 0.5 × 22.4 = 3.5 × 10−3η′

SO2 γ(Sar) (34)

The moisture produced during the calcination of limestone is

VH2O = Rγ(Sar)
32×100 × 100 × 100

δCa
× γH2O

100 × 22.4
18

= 0.0389Rγ(Sar)
γH2O
δCa

(35)

where γH2O(%) is the amount of water contained in limestone, and δCa(%) is the purity of
calcium carbonate contained in the desulfurizer.

The latent heat loss of evaporation QH2O taken away by moisture is

QH2O = Rγ(Sar)
32×100 × 100 × 100

δCa
× γH2O

100 × 2257

= 70.53Rγ(Sar)
γH2O
δCa

(36)

Assuming that the respective volumetric heat capacities of the flue gas in the standard
state are CCO2 , CSO2 , CO2 , and CH2O, and their units are kJ/(m3 · K), the heat loss from flue
gas thus is

qy =
(ty − t0)(VCO2 CCO2 + VH2OCH2O − VSO2 CSO2 − VO2 CO2)− QH2O

Qy
(37)

As the calcium/sulfur ratio increases, adding limestone to the boiler will reduce the
thermal efficiency of the boiler. When the sulfur-based γ(Sar) content of coal slime is 0.9,
the heat loss of each part is as shown in the following Figure 6.

Figure 6. The relationship between the heat loss of each part and Ca/S.

It can be seen from Figure 6 that among the losses of each part, the thermal efficiency
loss caused by the chemical reaction is more obvious. Effectively reducing the loss caused
by the chemical reaction is beneficial to improving the boiler efficiency.
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4. Cooperative Optimization of the Two-Stage Desulfurization System

4.1. Research on Optimization Based on The Lowest Total Cost

The optimization proposition of the total desulfurization cost of the slime fluidized
bed boiler [35] is

Min∑ F(x) + Ps Ms + Px Mx (38)

Total desulfurization efficiency (%) : ηSO2 ≥ 95 (39)

SO2 concentration
(

mg/Nm3
)

: NSO2 ≤ 35 (40)

Calcium/sulfur ratio : 1 ≤ R ≤ 5 (41)

Bed temperature (◦C) : 850 ≤ tB ≤ 1050 (42)

Slaked lime consumption (t/h) : 0 < Tx < 1 (43)

Ps and Px are the price of limestone and slaked lime in CNY/t, respectively. Ms and Mx
are the mass of limestone and slaked lime consumption, respectively, with the unit t. ∑ F(x)
includes the power consumption of raw material machines, the power consumption of the
air compressor, and the power loss of each part [36]. According to power plant operation
guidance data and related materials, it is approximated as a functional relationship, and
the unit is CNY. Checking the relevant experimental data of the power plant, this part of
the cost accounts for about 10% of the total desulfurization cost. Taking into account the
national emission requirements, the total desulfurization efficiency is greater than 95%,
and the SO2 concentration should be less than 35 mg/Nm3. In the actual operation process,
the calcium/sulfur ratio is generally between 1 and 5. Considering economic issues, the
consumption of slaked lime will be controlled between 0 and 1, and the unit is t/h. For slime
fluidized bed boilers, the bed temperature is generally between 850 and 1050, and the unit
is ◦C. According to the above model, the optimization proposition of the desulfurization
system composition was optimized to solve [37]. Considering that the prices of limestone
and slaked lime will change with the market, further analysis of them shows that the
relationship between their prices and total costs is shown in Figures 7 and 8 below:

Figure 7. The relationship between limestone price and total cost.
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Figure 8. The relationship between slaked lime price and total cost.

According to the industrial market, the purity of limestone in the furnace is 90%, and
the price is 300 CNY/t; the purity of slaked lime in the desulfurization tower is 95%, and
its price is 400 CNY/t. Considering that there are not many variables involved in this
article, and regarding strong nonlinear optimization, sequence quadratic program (SQP)
algorithm has better advantages than other optimization algorithms in solving nonlinear
optimization problems, and is mainly used to optimize the hybrid optimization model
under the MATLAB platform. We analyzed its best operating conditions under various
constraints. Under certain conditions, when the influence of boiler thermal efficiency on the
desulfurization efficiency of the desulfurization system was not taken into consideration,
the entire desulfurization system was optimized for different sulfur content of coal slime
to obtain the best calcium/sulfur molar ratio, with the goals before and after optimization
the value comparison being shown in Figure 9 below.

Figure 9. Comparison of objective value before and after optimization.

It can be seen from Figure 9 that the object value after optimization was reduced by 9%
compared with before optimization. For different sulfur content, the best calcium/sulfur
molar ratio was obtained, and the calculation results are shown in Table 2.
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Table 2. The best operation for different sulfur bases.

γ (Sar)/%
Objective Value

after
Optimization/CNY

Objective Value
before

Optimization/CNY

Limestone
Consumption/t

Hydrated Lime
Consumption/t

Optimal
Ca/S

Excess Air
Coefficient

α

0.5 250.08 272.56 0.566 0.119 2.17 1.45
0.6 311.18 339.28 0.728 0.150 2.32 1.43
0.7 374.61 409.52 0.902 0.176 2.47 1.46
0.8 440.23 488.84 1.089 0.199 2.61 1.52
0.9 507.96 564.12 1.287 0.218 2.74 1.46
1.0 577.66 647 1.495 0.236 2.87 1.53

It can be seen from Table 2, considering that the excess air coefficient α was too large,
the heat loss of the boiler increased, and thus the edge processing was performed on it. With
the continuous increase of the sulfur-based content in the coal slime, the calcium/sulfur
ratio and the total cost of desulfurization were also continuously increasing, and the optimal
calcium/sulfur ratio was obtained through optimization calculation. Comparing the values
before and after optimization, we found that the coordinated two-stage desulfurization
could significantly reduce the desulfurization cost. When the sulfur-based content in the
slime reached 1%, the calcium/sulfur ratio reached 2.87, and the cost could be reduced by
69.34 CNY. Considering that the addition of limestone had a certain impact on the thermal
efficiency loss of the boiler, the calcium/sulfur ratio was thus not as high as possible.

4.2. Research on Optimization of Boiler Thermal Efficiency Loss by Adding Limestone

If only limestone is added for desulfurization, although the desulfurization effect can
be achieved, it greatly reduces the thermal efficiency of the boiler and increases the total
cost. Considering that the addition of limestone has an impact on the thermal efficiency
loss of the boiler, then the effect of limestone thermal efficiency loss is added to the objective
function and optimized to solve it. The mathematical model of the optimization proposition
is as follows:

Min ∑ F(x) + G(x) + Ps Ms + Px Mx (44)

Total desulfurization efficiency (%) : ηSO2 ≥ 95 (45)

SO2 concentration
(

mg/Nm3
)

: NSO2 ≤ 35 (46)

Calcium/sulfur ratio : 1 ≤ R ≤ 5 (47)

Bed temperature (◦C) : 850 ≤ tB ≤ 1050 (48)

Slaked lime consumption (t/h) : 0 < Tx < 1 (49)

Among them, G(x) is the cost of heat loss caused by adding limestone, and the unit is
CNY. The Ca/S comparison before and after optimization is shown in Figure 10 below:

Figure 10. Ca/S comparison before and after optimization.
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It can be seen from Table 3 that with the increase of the sulfur content in coal slime,
the loss of boiler thermal efficiency also increased, which indirectly affected the total cost
of the entire desulfurization system. The total cost in Table 3 includes the cost of limestone
and slaked lime for desulfurization and the additional cost of slime caused by boiler heat
loss. In comparison with Table 2, it can be seen that with the same sulfur content of slime,
when adding the influence of boiler thermal efficiency loss on the total desulfurization
cost, the calcium/sulfur ratio was also reduced accordingly. When the sulfur content was
0.8%, the calcium/sulfur ratio dropped from 2.61 to 2.55. Obviously, it was not a case of
the higher the calcium/sulfur ratio, the better, which is consistent with the actual situation.
It should be pointed out that the feed conditions including the composition, temperature,
and pressure would impact the performance of desulfurization. In the current study, for
simplifying this optimization problem, only the bed boiler conditions that would directly
influence the desulfurization process were considered. The feed conditions will be further
studied in future work.

Table 3. The effect of adding limestone on the heat loss of the boiler of the desulfurization system.

γ (Sar)/%
Objective

Value/CNY
Limestone

Consumption/t

Hydrated
Lime

Consumption/t

Heat Loss by
Adding

Limestone/%

Bed
Temperature/◦C

Optimal
Ca/S

Excess Air
Coefficient

α

0.5 265.89 0.542 0.138 0.342 874.5 2.082 1.43
0.6 331.91 0.703 0.168 0.451 876.2 2.248 1.51
0.7 400.74 0.877 0.195 0.571 878.5 2.406 1.43
0.8 472.21 1.064 0.217 0.701 882.6 2.554 1.52
0.9 546.16 1.262 0.237 0.839 889.3 2.693 1.51
1.0 622.44 1.471 0.253 0.986 894.2 2.824 1.46

5. Conclusions

As the country’s requirements for flue gas pollutant emission increase, the optimized
operation of coal slurry fluidized bed boiler desulfurization is urgent. It is of great signif-
icance to achieve the best thermal efficiency and desulfurization conditions of fluidized
bed boilers by improving the operating conditions of the boiler. This paper firstly analyzed
the elements of coal slime to obtain the theoretical amount of flue gas produced, and
then calculated the theoretical sulfur dioxide concentration. By studying the process of
calcium injection desulfurization and semi-dry desulfurization in the furnace, we derived
the desulfurization system model. By coordinating the relationship between the two stages
of desulfurization, the best desulfurization situation was obtained. Finally, the influence
of limestone addition on the thermal efficiency of desulfurization was considered, and
the optimal objective function of the entire desulfurization system and its corresponding
constraints were determined. By solving the optimization proposition, the best operating
condition was obtained. This study aimed to reach the emission standard of SO2 con-
centration in China through cooperative operations of dry and semi-dry desulfurization
processes, and at the same time reducing the total operational cost as much as possible.
The results show that the optimized operation can significantly reduce the total cost of
desulfurization by 9%, improve the thermal efficiency of the boiler, reduce the calcium-
sulfur ratio, and ensure that the SO2 concentration reaches the national emission standard.
This research provides an important basis for improving the desulfurization efficiency,
reducing the desulfurization cost of the entire slime fluidized bed boiler, and guiding the
desulfurization process.
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Abstract: Design as a discipline has changed a lot during the last 50 years. The boundaries have been
expanded partially to address the complexity of the problems we are facing nowadays. Areas like
sustainable design, inclusive design, codesign, and social design among many more have emerged in
response to the failures of the production and consumption system in place. In this context, social,
environmental, and cultural trends have affected the way artefacts are designed, but the design
process itself remains almost unchanged. In some sense, more criteria beyond economic concerns
are now taken into consideration when social and environmental objectives are pursued in the
design process, but the process to reach those objectives responds to the same stages and logic as in
traditional approaches motivated only by economic aims. We propose in this paper an alternative
way to understand and represent the design process, especially oriented to develop innovations that
are aligned with the social, environmental, and cultural demands the world is facing now and it will
face in the future. A new extended design process that is responsible for the consequences produced
by the artefacts designed beyond the delivery of the solutions is proposed.

Keywords: design process; innovation; responsible design; sustainable design; sustainable innovation

1. Introduction

This article presents a critical discussion on the role of design in society as well as an exploration
into how the design process itself may need to be reconsidered in order to comply with the need for a
more responsible vision of design for innovation. Design as a discipline has changed a lot during the
last 50 years. The boundaries have been expanded partially to address the complexity of the problems
we are facing nowadays [1]. To many design practitioners and scholars, design has been one of the
most prominent contributors to both the ills that affect society as well as our best shot to overcome
them [2–4]. There has also been institutional pressure to reframe our current understanding of design
into a more progressive and active agenda. For instance, this has been the case with institutions
in the UK such as the Sorrell Foundation, Royal Society of Arts, National Endowment for Science,
Technology and the Arts (NESTA), and the Design Council [5].

Overall, these trends aim to vindicate design as a means to overcome the world’s challenges by
actively avoiding being ideologically neutral and engaging in value-driven activity. Design’s areas
like sustainable design [6,7], inclusive design [8,9], participatory design [10], social design [11,12],
and value-sensitive design [13,14] have sought to change the role of design in society. Learning from the
frameworks of responsible innovation [15], we can group all these areas under the label of “responsible
designs”. We define “responsible designs” as all the wide and heterogenous range of design’s areas,
approaches, and activities seeking to establish what design ought to be, instead of what it currently is.
We define this responsibility extrapolating the work of Voegtlin and Sherer [16] as a tripartite concept:
(a) the responsibility to avoid harm, (b) the responsibility to good, and (c) the responsible governance
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of the design process. We assert that all forms of responsible designs ultimately reflect the need to
reconsider the criteria of successful design in the face of the global challenges and the responsibility of
designers in achieving that success.

In this context, social, environmental, political, and cultural trends have affected the way artefacts
are designed, but the design process itself remains almost unchanged. In some sense more criteria
beyond economic concerns are now taken into consideration when social and environmental objectives
are pursued in the design process, but the process to reach those objectives responds to the same
stages and logic as in traditional approaches motivated only by economic aims. For instance, when a
product is designed with the objective to be sustainable, the normal approach is to bring principles
and considerations from the sustainable design area, and inject them ideally at the start of the design
process. There are tools developed to help designers to consider those principles and concerns, but in
general the essence of the design process remains unchanged. This situation can be extrapolated
to inclusive design, participatory design, social design, and almost all the “responsible designs”
we mentioned earlier.

We propose in this paper an alternative way to understand and represent the design process,
especially oriented to develop innovations that are aligned with the social, environmental, political,
and cultural demands the world is facing now and it will face in the future. A new extended
design process that is responsible for the consequences produced by the artefacts designed beyond
the delivery of the solutions. We recognize there are multiple models that represent the design
process [17–19]. Some of those models have been developed by engineers [18,20,21], others by
designers and architects [22,23], some by practitioners and others even by business consultancies [17].
In these models there are different sources of variability associated with the discipline of origin,
their orientation to the users, and the scope of the process [19]. However, there are also some
common elements that build the structure of the design process. Those elements include the iterative
rationality of the process, the divergent and convergent way of thinking embedded in the stages of
the process, their orientation towards actions, and the compatibility of the process with a variety of
possible outcomes [19,21,24]. Between these common elements there is not any one that represents the
responsibility the design process should have to assure responsible results.

Learning from the experience of the responsible innovation framework, we observe
that an extended design process should include ideals of anticipation, reflexivity, inclusion,
and responsiveness [15]. In turn, it implies that design professionals and institutions should develop
anticipatory, participatory, and integrative capacities [25]. We argue that an extended design process
should have at its very base some of those elements that include the ideals of what we called “responsible
designs”, not as injections of external concepts but as structural pillars of the process. With this ambition
comes also the idea to develop a model that can represent that kind of extended design process.

In sum, this paper is a conceptual article [26,27] that seeks to “provide an integration of literatures,
offer an integrated framework, provide value added, and highlight directions for future inquiry” [26]
(p. 17) in the intersection of design and responsibility. This added value, directions and propositions
are also inspired by many years supervising and guiding design processes, and observing how
responsibility is enacted in practice using the most traditional view of design. The aim of this
article is twofold. Firstly, to expose the need to reconsider and potentially redesign the mainstream
representations of the design process. Secondly, to explore the feasibility to incorporate responsibility
into the core of the more traditional view of the design process through a model involving three
elements: pertinence, transparency, and distributed agencies.

2. Responsible Designs

Current societal challenges put pressure on the design discipline and design professionals
to integrate goals and success indicators beyond profit making [11,28]. These challenges involve
different aspects of society, for instance, the environmental crisis, rising wealth inequality, ageing and
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over population, human and technology tensions, diminishing quality of life, decolonization and
decentralization, and so on.

To many, design has been one of the most prominent contributors of progress, but also to social
harm [2–4]. In practice, this has meant that over the past 20 years, the design discipline has sought to
be reformulated and updated in order to live up to their aspirations to bring about a better world [29].

Overall, these trends set out to update design as a vehicle for change through value-driven
activities. For this reason, we can group all these trends under the label of “responsible designs”.
We define “responsible designs” as all the wide and heterogeneous range of design trends, approaches,
and activities seeking to establish what design ought to be, instead of what it currently is. It is important
to note that despite the fact that many of the responsible design trends encompass each other interests.
For instance, socially responsible design or sustainable design may incorporate elements of codesign
or universal design, but because they belong to differentiated historical roots and have their own
conceptual tradition, we concluded that it was best not to give any of these design trends primacy
and to categorize all of them under a more neutral label. Figure 1 describes some of the concerns and
trends involved in responsible designs:

 

Figure 1. Responsible designs. Original work.

2.1. Inclusive/Universal Design

Inclusive design, universal design, accessible design or design for all is a group of design trends
that seek to design and redesign products and services to make them accessible and usable to all or
at least to a broader set of users [9]. It has mostly centered on issues of age and ability [8], but its
underlying principle of universal access can be applied to all forms of individual differences. The idea
of inclusive became more prominent in the 50s in the US under the label “Barrier-free design” in
response to the difficulties of war veterans with injuries and physical disabilities [9]. Since then,
inclusive design has been promoted under antidiscrimination laws both in Europe and the US [30].

2.2. Codesign/Participatory Design

Participatory design and codesign approaches are design trends that broadly seek to include all
relevant stakeholders into the design process aspiring to equal power to all parts [10,31]. The reasoning
behind the involvement of the stakeholders is both practical and political; they know what is best for
them and they ought to be heard [32]. Historically, the idea of participatory design can be traced back
to Scandinavia in the 70s in the context of the political demands for more democracy and collectivism,
labor unions and ideals of social emancipation [33].

217



Processes 2020, 8, 1574

2.3. Social Design/Socially Responsible Design

Social design is a broad label that has been used to characterize design practices that aim at
social change or social improvement instead of (solely) financial gains [34]. Social design is typically
traced back to Victor Papanek, Nigel Whiteley, and Victor Margolin and particularly to Papanek’s book
“Design for the real world” [35]. The idea of socially responsible design takes that same principle and
extends it further in the sense that it implies that designers not only should design for social change
but are ultimately responsible for the societal effects of their creation [12]. Socially responsible design
often seeks to integrate the principles of sustainability, universal access, and participatory design as all
of those approaches are seen to be constituent of social change [11].

2.4. Sustainable Design

Sustainable design or design for sustainability is a relatively new area of study in the design
discipline. Following the concerns raised in the 70s and 80s about the negative impact industry and
human actions were causing on the environment [36,37], many disciplines and between them design
were at the center of the discussion. While it is recognized that industry has produced important
benefits for society, it has also produced negative consequences like depletion of natural resources,
loss of biodiversity, pollution, social inequalities, among others. In response to these problems from a
design perspective emerged approaches first to reduce those negative consequences and more recently
to create value in social and environmental dimensions as it created economic value during the design
process. Those approaches include cleaner production, eco-design, eco efficiency, sustainable product
service systems, design for sustainability, and recently circular economy [6,38–41].

2.5. Value Sensitive Design

Value sensitive design (VDS) is a design framework developed by Batya Friedman [13], that seeks
to incorporate in a systematic way human values into the development of new technologies, especially in
the fields of information systems design and human–computer interactions [42]. The value sensitive
design framework emphasizes methods and has since its inception been founded on a defined
and formal methodology. VDS is structured as a tripartite methodology of Conceptual, Empirical,
and Technical Investigations [14] and a series of design actions devoted to make visible and to manage
the human values embedded in new technologies and the cultural forms of life of the stakeholders [43].

2.6. New Criteria for Successful Design

Due to all the new and renewed concerns that have been championed by design practitioners,
citizens and scholars, the criteria used to define the success and failure of designed artefacts needs to
be reconsidered and expanded. Through our revision of responsible design trends, we observe many
central concerns that have emerged from different perspectives. As seen in Figure 1, these include:
“The Environment”, “Democracy”, “Inclusion/Diversity”, and “Social Change”. All of these concerns
can be interpreted as emergent criteria to define the quality of design. Melles, Vere, and Misic [11]
proposed new criteria to define successful design under a socially responsible design approach that
summarize these concerns:

• Need: does the user or community need this product/solution?
• Suitability: is the design culturally appropriate?
• Relative affordability: is the outcome locally and regionally affordable?
• Advancement: does it create local or regional jobs and develop new skills?
• Local control: can the solution be understood, controlled and maintained locally?
• Usability: is it flexible and adaptive to changing circumstances?
• Empowerment: does it empower the community to develop and own the solution?
• Dependency: does it add to third world dependency?

218



Processes 2020, 8, 1574

As can be observed in Melles et al.’s [11] criteria, some elements present in other responsible
design traditions are missing in this set of questions. Complementary criteria can also be added to the
list when considering other responsible design trends:

• Inclusivity: Will all users be able to profit from this design while respecting their diversities?
• Sustainability: Is the solution socially and environmentally sustainable?
• Value driven: Does it represent the value system of the stakeholders?

Meeting all of these standards may seem overwhelming to designers and may also make us
wonder about the nature and extent of the responsibility of designers. To authors, such as Dobson [44]
design responsibility should be a change in our professional attitudes towards the challenges of
today’s world. According to Szenasy [45] the key is understanding that all good design is responsible
design, and thus, responsibility should be embedded in disciplinary rigor. According to Thorpe and
Gamman [5] designers should be responsive instead of responsible for the outcomes of their work.
By this, they mean that designers should accept the uncertainty embedded in complex real-world
problems and avoid adopting a paternalistic stance in which the designers portrait themselves as
saviors to other communities. According to Cipolla and Bartholo [46] design responsibility means
acting where you are, that is, acting inside your own community in a coresponsible and dialogical
manner. For Markussen [47], socially responsible designers are concerned with micro- and meso-level
life improvements for a confined and marginal group or minorities.

Overall, the premise behind responsible designs is that there is a need to reconsider the ways that
design incorporates the question of ethics. The philosopher Glenn Parsons [48] describes the three
ways in which today’s design incorporates ethics:

1. Designers have to comply with the ethical norms, rules, regulations that constrain their
professional activity.

2. Designers also engage in ethics when they decide what to create.
3. The products of the design professionals also change the social landscape and thus, the concept

of ethics itself.

The interesting fact about all of those ways in which ethics is embedded into the design practice,
is that they act implicitly and are not part of the formal activities in the design process. In other words,
the ethics and responsible concerns of design have not been designed into the design process itself.
This is not to say that design teams have not incorporated some of the responsible design criteria,
but rather that in some cases its incorporation has not substantially altered the overall representation
of the stages involved in the design process [49–55]. More than that, these concerns have not been
systematically transformed how designers outside the responsible design trends conceive and visualize
the stages of the design process, at least not in all cases [56].

3. Conceptualization of the Design Process

The design process has been represented historically by different models. Some of them more
normative than others, some very detailed, while others are more abstract representations of the
process [17–21,57]. It is true that in recent years new ways to represent and to guide the design
process have emerged in areas like speculative design, critical design, and design fictions, however,
a traditional view of design still remains valid and widely used in industry and independent practice.
This traditional view of the design process is usually recognized as solution-oriented, and it is in
our interest to build our proposal of an extended design process on this traditional view of the
design process.

These solution-oriented models of the design process are characterized by factors coming from
different dimensions. One of those dimensions has to do with the discipline of origin. There are models
developed by engineers that have a very comprehensive understanding of the resources and the stages
involved in the conception and production of an artefact from a functional perspective [18,20,21].
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There are also models developed by designers and architects that respond to other rationality [23],
and even models developed by business consultancies and practitioners that address a totally different
set of drivers [22,58].

However, the discipline of origin in not the only dimension affecting how the design process is
represented, there is also the fact that some of those models represent processes centered in the users
while others take a different approach [24,59]. The scope of the process is also a source of variability.
There are models that consider the design process from the requirements gathering with the users to
the final development of the solution including stages of conceptual design, detail design, and even
manufacturing [21,60]. In contrast, there are more simplified models that consider the design process
only as the stages that concerns giving form to a preliminary solution later to be developed by other
areas in an organization.

Despite the variability between different models to represent the design process there are some
common elements between them that should be remarked. First, there is the notion that the design
process is iterative and it is expected to come back from later stages to previous ones in a continuous
cycle of improvements [24]. This is true in models with few steps up to very complex representations
with multiple stages and substages. Second, it is the divergent and convergent way of thinking
embedded in the stages of the process [57]. This logic responds to complementary stages of analysis
and synthesis to understand the context and the opportunities of intervention, and also to develop and
select the possible solutions. A third common element between different representations of the design
process corresponds to their orientation towards action [23,24,61]. This means that the models that
represent the design process favor a practical approach over a theoretical one. This orientation towards
action is capitalized in different moments where the design process gets closer to the user to collect
information, to involve them in the process, or to test a solution. Finally, there is a fourth common
element between different models of the design process. This common element is the compatibility of
the model to be used in very different situations and to produce very varied outcomes. In general,
a model of the design process is a representation that can be used to design a table as it can be used to
design a car, or even a more complex artefact. The level of detail will be off course different in each
case but the general stages that should be followed are basically the same.

Between these common elements in different models that represent the design process there is
not one that addresses the responsibility the design process should have to assure responsible results.
In this context, we recognize that social, environmental, political, and cultural trends have affected
the way artefacts are designed, but the classical and most used design process in its core elements
remains almost unchanged. In some sense, more criteria beyond economic concerns are now taken
into consideration when social and environmental objectives are pursued in the design process, but the
process to reach those objectives responds to the same stages and logic as in traditional approaches
motivated only by economic aims. For instance, when a product is designed with the objective to
be sustainable, the normal approach is to bring principles and considerations from the sustainable
design area, and inject them ideally at the start of the design process. There are tools developed to help
designers to consider those principles and concerns [38,62,63], but in general the essence of the design
process remains unchanged. This situation can be extrapolated to inclusive design, participatory design,
social design, and almost all the “responsible designs” we mentioned earlier. An extended design
process that includes elements in its more basic structure that can represent the responsibility the
process should have to assure responsible results is needed, especially for solution-oriented processes
aiming to develop innovations aligned with social, environmental, political, and cultural objectives.

In the next section we present an analysis of the emergence and evolution of three applications
of the Internet of Things (IoT), as examples of innovations developed with some additional criteria
in mind that supports our idea of developing a new extended design process. In these examples we
highlight some of the elements we believe should be taken into consideration in an extended design
process towards responsible innovations. We do not claim these examples are cases of responsible
design, not even case studies. The purpose of these examples is to illustrate how the consideration of
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elements such as distributed agencies, pertinence, and transparency can change the dynamics and
the results of the design process favoring the reflection on responsible design in a broad sense, and to
show how those elements can be manifested in practice. All three examples were selected purposively
as documented examples of design within the same theme (i.e., IoT). In these examples we reconstruct
the design process and characteristics of the design solution in order to analyze them through the lens
of each proposed component of a responsible design process.

4. Internet of Things (IoT): An Atypical Innovation

The term Internet of Things (IoT) is relatively new. According to Coulton, Lindley, and Cooper [64],
the term “The Internet of Things” was coined by Kevin Ashton. Kevin was executive director of the
AutoIDCentre in the MIT in 1999 [65]. The concept of IoT combines previous interest on ubiquitous
computing proposed by Mark Weiser [66], the development of sensor technology [67], and the idea of
device to device (D2D) communication proposed by Bill Joy [68]. The first documented case of IoT
occurred in 1984, when a coke machine was connected to the internet to report the availability and
temperature of the drink [69]. Since its proliferation in the 1990s, IoT technology has mostly been
used to expedite industrial logistics and since the 2010s has systematically permeated the homes of
users [67]. As Sharma, Shamkuwar, and Singh [67] assert, IoT is now much more than installing
sensors on objects and calling it “Smart”. New IoT developments are increasingly more complex and
integrated with other technological trends such as Artificial Intelligence, Big data, Cloud Computing,
and Robotics among others.

There are multiple definitions of IoT that include different elements, but that converge to very
similar ideas. In the Little Book of Design Fiction for the Internet of Things [64], there is one explanation
that covers well the nature and purpose of what is called IoT nowadays:

“we use the term to describe any objects or things that can be interconnected via the
Internet, making them to be readable, recognizable, locatable, addressable, and controllable
by computers. The things themselves can be more or less anything. Later in the book we use
examples such as a kettle, a door lock, an electricity meter, a toy doll, and a television, but it’s
important to remember that there is no limit on what could be an IoT thing. Anything that is
connected to the Internet is arguably part of the IoT, including us.” [64]

For the purpose of this paper, we are not interested to debate about the definitions or even the
technical characteristics of the IoT. What interested us is to analyze how different artefacts using
IoT have been designed, developed, and in some cases implemented or introduced to the market.
Understanding artefacts in a wide vision as it is presented by [24], including products, services,
and systems. In particular, we are interested in the decisions made during the design process of those
artefacts. We want to use those examples to discover and to highlight the elements we believe should
be incorporated in an extended design process representing the idea of responsible design absent in
current design models.

The following three examples of designs and developments under the IoT umbrella are analyzed
to discuss the same number of elements we believe should be included in an extended design process.

4.1. IBM’s Smarter Cities Project

One of the clearest ways in which the Internet of Things is pushing for transformation in our
worldview is through its potent vision of distributed agencies. Just as our everyday devices are becoming
connected and their decisions distributed among many different information sources, our lives also
seem to become more global and our decisions more dependent on the technologies that we use
(our smartphones, google, etc.). However, surprisingly enough, the idea that our minds are somewhat
interconnected with our environments and our technological tools is not that new.

Ever since the 1940s, cognitive psychologists and philosophers have discussed the extent to which
our thinking and action is occurring “outside our heads”. This is what is often called distributed
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cognition. According to Gavriel Salomon [70] there are two forms of distributed cognition: shared
cognition and off-loading. Shared cognition occurs when a cognitive process is shared among people
in a collaborative activity, while off-loading occurs when a mental process is somewhat externalized
to a material object, such as a calculator, a grocery list or even, a smart device. We can see that the
distribution that characterizes IoT devices also relates to the characteristics of the individual mind
itself. However, how about groups of people, or communities or even cities?

Smart cities are a good example of how design projects seem increasingly distributed. Smart cities
are based on the new possibilities generated by IoT to interconnect, monitor, and boost the productivity
and responsiveness of all services and user contact points embedded in the city as a system [71]. One of
the largest smart city designers is actually a former hardware designer: IBM.

In the 1990s and the early 2000s IBM reportedly was going through a difficult financial time [72].
This ultimately led to a strategic shift from hardware design to consultancy and software and the
sale of the PC division to Lenovo by 2004. In this context, and in the midst of the financial crisis Sam
Palmisano (IBM’s CEO) coined the term “smart cities” in a talk entitled “A Smarter Planet: The Next
Leadership Agenda”. According to one of the IBM managers at the time “in 2008 the launch of Smarter
Planet was not merely the announcement of a new strategy but an assertion of a new IBM’s worldview,
showing how the world has been changed over the previous decade” [73]. As Wiig [74] puts it, IBM’s
smarter city strategy is ultimately a techno-utopian vision of the new city.

IBM’s proposal was ambitious, they sought to help cities redefine public services, social programs,
and public infrastructure using emergent digital technologies. How could they redesign such complex
systems? In truth, a closer exploration of IBM’s smarter cities projects shows that this designing was a
very collaborative and distributed process. IBM partnered with city governments, local universities to
tackle the multiple variables involved in the challenge. Sometimes, they had to acquire technologies
from smaller size firms and even produce new technologies in their Smarter Cities Technology Center
in Dublin where world-class researchers were recruited [71].

IBM’s design process was not without challenge. As Scuotto, Ferraris, and Bresciani [73] describe,
during the design and implementation of their strategies, IBM managers face notable barriers in
collaborating with governments, such as scarce management and technological skills and the overall
passive role of the public sector. Another difficulty faced in the implementation of their solutions was
the management of Intellectual Property Rights (IPR). IBM managers conditioned the sharing of their
intellectual property with public organizations to clear contractual conditions carefully negotiated
beforehand [73]. IBM tended to share as little knowledge as possible related to the core competitive
capabilities in order to avoid knowledge leaks to other government’s partners, but had no issue sharing
knowledge in more peripheral activities [73].

Looking at IBM’s vision for Smarter Cities we can extract many lessons to be incorporated in the
design process. Just as our cities, our digital technology and our mind itself seems to be distributed
in nature, so should perhaps be elements of the design process. In the documented cases of IBM
smarter cities strategies, we can observe that the redesign of cities services involved the agency of many
different stakeholders: partnerships with universities to help in the research phase, active involvement
of local authorities to fund but also to place priorities, technology firms of lesser size to provide strategic
services and finally, the help of top international researchers through IBM facilities worldwide.

In that sense, the design process of IBM is characterized by a sort of distributed agency—or
shared cognition in the words of Salomon [70]—in which actions, burdens, benefits, and properties
were negotiated among different actors. We can also learn that even if responsibilities are distributed,
they also have to be clear in order facilitate collaboration. Even though the IBM design process is
collaborative, it does not mean that, for instance, property rights could be diluted. On the contrary,
smarter cities were more likely to succeed if the division of both labor and rights was clear and adjusted
to the expectations of all involved actors.

We can also extend the argument even further and also analyze other ways in which responsibility
is distributed in the design process. In some sense, users also share a responsibility in how artefacts
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impact society, as they hold the ultimate right to choose how to use them. In the case of Artificial
Intelligence, Wong [75] argues that users should no longer be considered just passive agents. It is users
that have the power to accept/reject certain artefacts that shape how technologies work with their input
of data, they may benefit from others wrongdoing, and their decisions with technology can affect other
people or the world. Technologies/artefacts themselves can also be regarded to have an agency.

In sum, when designing responsibility into the design process it seems that the distribution
should be considered as a fundamental aspect to incorporate. The design process involves multiple
agencies, from the designers themselves to institutions, to stakeholders, to end-users and to the
technologies. The boundaries, actions, and properties of that distribution should be arranged at some
point, or multiple points of the design process.

4.2. Smart Labels and IoT Sensing Technologies

One interesting concept that it is in some sense missing in the conceptualization of the design
process is pertinence. It is defined by the oxford dictionary as: “the quality of being appropriate to a
particular situation” [76]. Not because something can be made, it should be made. A premise usually
ignored in the design and development of artefacts. There are multiple examples of products that actually
nobody needs, or even worse products that might harm instead of providing a purposeful function.

Smart packaging and IoT sensing technologies are a good example to talk about pertinence.
Smart labels are not a new concept. They have been around for at least four decades [77,78]. These labels
use passive technologies like RFID to store a certain amount of information about a product that can be
read by specific scanners and facilitates logistics and inventory control [79]. Initially these kinds of
technologies were mainly used in warehouses and during transportation of goods to track products
along the supply chain. In the earliest 2000, these smart labels were introduced in retail used for
similar purposes, to have some level of control over inventories and to make the restock process more
expedited. Actually, Walmart, a major US retailer started to request the use of these technologies
to their suppliers, something that increased substantially the use of smart labels and decreased its
price [77].

During the last two decades the applications of those smart labels have been increased and moved
to new environments. In medical services pilots looking to prevent human errors for example in
transfusion of blood have been put in place such as the pilot tested in the Massachusetts General in
Boston [77]. Additionally, in the pharmaceutical industry they have been used in drugs to prevent
counterfeit [80]. The technology has also evolved during this time, from passive labels to active tags
that can be connected to the Internet and display a whole new set of capabilities.

Recently, these technologies have been considered to approach the major problems we face today
as society, waste management. The amount of waste we produce every day is alarming and with
it the loss of valuable resources and materials. Addressing this big issue, smart labels and sensing
technology connected to the Internet have been used to design systems that can improve the sorting
and disposing of waste, also to facilitate the management of bins and municipal centers of waste
collection using sensors and real time data [78]. In parallel, there are people interested in using
these technologies in packaging with purposes such as increasing food safety, design of sustainable
biodegradable packaging, and also the development of new business models based on big data
opportunities [81]. Even applications like including tags in wine bottles that can provide information
about their temperature and perfect moment to be drunk. In this case of smart labels, and IoT applied
to packaging, there are two issues that catch our attention. First, the fact that these technologies have
been evolving from very basic applications to more sophisticated ones at low speeds. Smart labels
have been around for about 40 years and yet we do not find all packages in the supermarket are
connected to Internet collecting and transferring data. Why? We believe mainly because of costs
and because there is not a strong case that supports the investments to use those technologies in
everyday products. We hope some reasons behind this slow introduction to massive markets include
also questions about the pertinence of doing so. It is not hard to justify the use of these technologies to
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improve the operations in a warehouse or even better to avoid human errors in medical treatments,
but what about collecting commercial data from users or to provide information about a product that
can be meaningless for the majority.

What is the limit? What should be the criteria to decide the application of these technologies?
Do we want to have everyday products in the supermarket collecting and using information about our
tastes and routines? As we mentioned earlier not because something can be made it should be made, or
in this case not because something can be used it should be used. Pertinence should be one of the basic
elements in the design process. It should be the element that makes designers and engineers think
if what they are designing is worth it. Is it making good beyond economic considerations? Is there
a possible harm involved? Who should decide if something is pertinent to be designed or not? Is it
a task designers should take or should be on the market? When should it be decided if a product is
pertinent or not? Questions that should be explored during the design process.

4.3. IoT Door Lock: Imagination Lancaster

Design IoT products have major issues related to security, privacy, and management of personal
information between other dimensions. These issues can be encompassed in a bigger and more general
concept, transparency. This is an important term that is usually undervalued in the design process.
Transparency is a property of a product, a service, a process, or a system, and it can be linked to different
agents. It means for example that a product can be transparent to the users in the way it works and in
the negative and positive impacts it can produce [82], but it can also be transparent to investors, or to
the community beyond the role of being a user or not.

A good example of how this concept of transparency can be treated in the design process of a
product is presented in an experiment done at Lancaster University by PETRAS, an IoT Research
Hub [64]. In this experiment the main question behind was how users accept agreements to use IoT
products. In general, all products, IoT or not, came with a user agreement that users have to accept if
they want to use the product. In the case of IoT products with multiple functionalities what can happen
is that one agreement actually is related to many different functions. When a user gives its consent,
that consent covers all those functionalities despite the user wanting or not to use all of them [64].

In order to explore this issue, the group of PETRAS used design fiction as a tool to picture a
probable situation. They designed an IoT door lock that has multiple functionality including [64]:

• Near field communication (NFC) feature to unlock instead of a key;
• Geofencing (lock and unlock automatically using geographical location);
• Providing guest access via smartphone app;
• Voice activation using an external service like Amazon Echo;
• Connection to If This Then that IFTT to integrate with other systems.

A relevant characteristic of those functionalities is that each one requires to collect and manage
different information from the user, and that information has to be stored at different places. For instance,
to address the fact that a user should be able to give consent through a product agreement just to the
functionalities he wants to use or to the ones he feels comfortable with, in the experiment an Orbit
system was proposed [64]. In their own words:

“Orbits are circular infographics which explain, based on what data a system gathers and where
it shares it, how identifiable a person might be from this data. The Orbit design uses three concentric
circles, where each circle represents data that might be used to identify you. The inner circle represents
data on devices you own (like your router, smartphone, or television). The middle circle represents
data on servers of companies you know, but where you have no control over the servers (like the
server of the lock company, Amazon’s Echo servers, or your mail provider). The outer circle represents
data on largely unknown 3rd party servers (this might be IFTTT or a marketing company they sold
data to)” [64].
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Basically, what this Orbits app gives to the user is the chance to know in advance what information
will be collected by the different functionalities of the product (Door Lock), where the information
will be stored, and how identifiable they will be through the information they will give [64]. With this
information the users can accept the product agreement at different levels, allowing the product to
perform all its functionalities or just the ones the users are comfortable with [64].

The interesting issue behind this example is the fact that artefacts should embed in their design,
features that assure transparency to the users. This transparency has to be related to how the artefact works,
how safe it is, what the potential impacts it can produce are, and in general all the information required
to make an informed decision regarding the ownership and the use of the artefact. Transparency is an
umbrella term part of what we recognize as responsible design and cover issues like security, privacy,
safety, and ownership.

5. Extended Design Process

Between multiple models to represent the design process, especially the solution-oriented design
models, the double diamond developed by the Design Council [57] is the one we chose to present the
idea of an extended design process. The selection of this model to be used as the basis of our proposal
lies on the fact that this model represents well the more commonly used stages in a traditional design
process. It integrates the elements we identified in Section 3, elements that we consider transversal to
many solution-oriented models proposed during the years. More than a referent, the double-diamond
model was selected as it represents a common ground of the stages of the design process usually
used in industry, taught in college, and used in many innovation processes. Rather than to propose a
totally new disruptive model we aim to change current practice taking advantage of known behaviors
and language.

The proposal is divided in two parts, what should happen before the delivery of the artefact
(solution), and what we think should happen after the delivery during the use of the artefact. In the
next section we explain in detail the implications of an extended design process in these two moments.

5.1. Before Delivery

The Double Diamond design model proposes two consecutive diamonds each one made of one
divergent and one convergent stage. In this process the four stages are named as discover, define,
develop, and deliver [57]. The first declaration we made, despite that it seems implicit in the model,
is that the first two stages in the first diamond relates to the formulation of the design problem,
and the third and fourth stages in the second diamond correspond to the development of the solution,
see Figure 2.

Then, the major change is to open in the middle of each diamond a space for a new stage.
These stages are neither divergent nor convergent, they are included to be evaluation and reflexion
points in the design process. Instead of inserting criteria for example of sustainable or inclusive design
at one of the original four stages, we propose to have dedicated moments in the design process to make
a holistic evaluation of the context and the solutions in relation with the elements we believe represent
well what is behind the idea of responsible design: distributed agencies, transparency, and pertinence.

In the first stage of reflexion and evaluation during the formulation of the problem (first diamond)
the elements that should be included are transparency and pertinency. The transparency should be
oriented to assure that all possible actors, stakeholders, and interactions have been taken into account
to build the context in which an area of intervention (opportunity) will be defined. In the example of
the Door Lock presented in Section 4 this should refer to consider all the actors that should give and
access data during the design and use stages. All the possible relationships between those actors should
be mapped and any potential conflict anticipated. The pertinence refers to evaluatin the purpose and
relevance of the context built in relation to a set of criteria defined by the areas that delimits a responsible
design like sustainability, inclusion, safety, and more depending on each situation. Referring to the
example of Smart Labels, it is at this stage that the relevance of the context in which the design should
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take place should be evaluated according not only to economic concerns but arguments from a social
and environmental perspective. Finally, distributed agencies are reflected in the strategies used to
engage multiple stakeholders in the problem identification and framing. This form of distributed
agency relates strongly to the advances and tools originated in codesign/participatory design.

 
Figure 2. Responsible design before delivery. Original work adapted from [57].

In the second stage of reflection and evaluation during the development of the solution (second
diamond) the elements that should be included are transparency, pertinency, and distributed agency.
In this case the transparency refers to the information shared by the designers to all the actors
and stakeholders that will be involved with the solution. This information includes the way the
solution was made, the impacts generated during its development and the impacts it might produce
during its use and final disposal, and the requirements of data to operate the solution, between others.
The pertinence relates to the relevance and fulfilment of the purpose of the solution. This can be evaluated
using for example the set of questions proposed by Melles, Vere, and Misic [11], regarding need,
suitability, relative affordability, advancement, local control, usability, empowerment, and dependency;
complemented by questions on inclusivity and sustainability. In the two examples mentioned earlier,
Door Lock and Smart Labels, this stage of reflection and evaluation should focus on interrogating
the solutions developed before any release to the market. This interrogation should address any
potential problem during the use of the solutions, like the fact the user should have to give data they
do not want to share as it was the case in the Door Lack example, or any possible misinterpretation of
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information given by the Smart Labels that could derive into misuses that could harm the user or others
involved. Finally, a third element we believe should be included in this second stage of evaluation is
the distributed agencies. It means the assignment of responsibilities between all the agents that will be
involved with the solution. These agents include designers, producers, users, communities, and any
other one that might be affected directly or indirectly by the solution.

5.2. Beyond Delivery

There seems to be a limit to the extent that our imagination can predict or anticipate the future
impact of our design solutions. Additionally, this is not just a statement about the abilities and skills or
even tools that may help professionals do a better job anticipating, but rather a statement about the
nature of the design problems themselves. According to Rittel and Webber [83], designers usually
have to deal with complex problems that cannot simply be addressed in a straightforward way using
conventional problem-solving methods that could be applied to structured situations such as natural
science experiments, finite solutions games such as chess or engineering optimization problems with
a definite answer. Design problems usually resist such rationalistic approaches because they are
characterized by blurred boundaries, conflicting information, and systemic complexities. This is what
Rittel and Webber denominate “wicked problems” in opposition to “tame problems” that could define
other disciplines such as the hard sciences.

Wicked problems are also defined by their unforeseeable impact in the systems they are
implemented in. As Rittel and Webber [83] assert: “there is no immediate and no ultimate test
of a solution to a wicked problem” (p. 163). Tame problems, on the other hand, have relatively
predictable consequences and thus impact evaluation may be conducted. Design solutions to wicked
problems produce different sorts of consequences that take place over different periods of time (short,
middle, and long term). Therefore, as a final judgement would require all consequences to have played
out and as there is no strict time limit for this to happen, an impact evaluation becomes a wicked
problem itself. We could extract two different conclusions from this: one may think that this wicked
nature of the impact of design solutions prevents us from attempting to assess its impact, but that
approach would be conflicting with the adoption of a more responsible vision for design. Another way
of looking at it is to deal with this challenge in a more comprehensive and designerly way to assess the
impact of our design solution in recognition that they will most likely produce unexpected outcomes
in their use, that are somewhat unforeseeable during the design process and that all evaluations are to
be considered provisional. Our argument is that to achieve this goal, we will be required to extend the
design process beyond delivery and to design in more detail how this evaluation is to be conducted.

However, what are the impacts of design? As Kiran [84] asserts, designers ultimately aim at
changing behaviors. Through their solutions, designers aim at altering user behaviors through different
mechanisms, such as invitation or seduction (e.g., a fly sticker at an airport bathroom that invites
biological men to point correctly when they pee) or through inhibition and coercion (e.g., a mandatory
seatbelt in our cars). In that sense, learning (i.e., behavioral change) is the direct impact of design.

Designs, however, not only have a direct impact on the user, but in the social and environmental
system as a whole. Boenink, Swierstra, and Stemerding [85] argue that the effects of technology can be
categorized under two different concepts:

1. Hard impacts: These are quantifiable impacts relating to the observable risk/benefits that agents
of the system are exposed to because of the incorporation of the technology.

2. Soft impacts: These are subtle changes in the distribution of social roles and responsibilities,
moral norms and values, or social identities that are produced because of the incorporation of
the technology.

These two categories can also be broadly applied to design [84]. We can seek to assess how design
solutions impact the direct user behavior and the hard and soft impacts they produce in the overall
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system. However, this impact cannot simply be forecasted during the development of the solution,
as the wicked nature of the problems will unveil its consequences in use and through time.

It is for that reason that we propose that a more responsible design process should extend beyond
the delivery of the solution (as most versions of the design process models do end). An extended
design process would although not aim at producing a summative evaluation of the solution as this
seem to be impossible, but rather, at monitoring and learning from the unfolding of the design’s impact
in the system as a means to decide whether it is responsible to maintain the current design, accelerate,
pivot, change, fix, reconsider or even in some extreme instances, to stop it.

The criteria used to evaluate our design solutions could be essentially the same that we define as
our criteria for pertinence. As we have stated, we believe that the set of questions proposed by Melles,
Vere, and Misic [11] that we have expanded in the previous section could serve as a guide for this
evaluation. Designers could additionally ask themselves about the unintended consequences of their
solutions in practice—both positive and negative—and what they can learn and extract from observing
its impact on behaviors, soft and hard transformations in the system. Transparency in this stage would
also be necessary. Transparency beyond delivery allows for accountability. Designers should define
and communicate how the artifact will be monitored and how that feedback will be managed. Finally,
distributed agencies beyond delivery relates to who will do the monitoring. A distributed monitoring
could involve individual users, communities, NGOs, Universities, and even governmental agencies
depending on the complexity of the project. For instance, the impact of a project such as IBM’s Smart
Cities should be distributedly monitored by different actors, including the company itself but also
through governmental agencies, independent evaluators and potentially the citizens that are affected
by the outcomes of this design process. All these partnerships are embedded in dynamics of power
and politics that add to the complexity of the design process.

We ultimately believe that the form that the monitoring and learning process beyond the delivery
to take place is something that each design team will have to ‘design’ themselves. We do believe that
regardless of the definitive form that design teams will choose, they will have to address at least these
three questions:

1. How many monitoring and learning instances will be included?
2. How long into the use of the design will be considered sufficient?
3. What actors will be involved in the monitoring and learning process?

In the end, the complete proposal presented in Figure 3, shows the transversal elements we believe
should be included in an extended design process oriented towards the design and development of
responsible solutions. In this proposal, besides the appearance of the elements mentioned, pertinence,
transparency, and distributed agencies, there are other important remarks. First, the fact that we
believe the monitoring of the solutions beyond its delivery to the market should give feedback to the
design process and affect any further development of the same solution or new versions of it. Second,
the monitoring after the solution (artefact) is delivered should happen at different moments. It is not
necessarily a continuous evaluation, neither at equal intervals of time. A major issue in this extended
design process as it was mentioned earlier is to define who should do this monitoring, when, and for
how long after the solution is delivered. Finally, another important feature in this proposal of an
extended design process is the articulation of the two parts (before delivery and beyond delivery),
the evaluation and reflection during the first part, before the delivery of the solution, should orient the
monitoring during the second part, beyond the delivery of the solution.
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Figure 3. Responsible design before delivery. Original work adapted from [57].

6. Discussion

There are many topics we would like to discuss around this proposal of a new extended design
process and its representation. Considering the scope of the paper we will summarize them in two
issues. First, we would like to discuss the elements we believe represent well the ideas behind a
responsible design and the fact that they are not necessarily an exhaustive list. Second, we would
like to talk about an additional element we believe should be considered in an extended design
process, proportionality.

Regarding the three elements we included in this proposal of an extended design process,
distributed agencies, transparency and pertinence, we believe they represent well the main ideas behind the
concept of responsible designs, but there might be others. This means that we accept that other elements
can be included in the stages of reflexion and evaluation in the two diamonds of the model of the design
process used to explain the additions. Any further elements that will be included in the extended
design process should respond to the logic of being pillar elements and not specific topics regarding
particular contexts. For example, in the field of sustainable design an important issue is to avoid the
use of dangerous materials. Beyond the importance of this issue for the evaluation of a sustainable
design, this is not a basic element that represents transversally the idea of responsible design, and in
consequence it should not be one of the structural elements of the extended design process.

In relation with the second issue of discussion, we believe proportionality should be a theme that
has to be taken into account in the development of an extended design process. Both before and after
the delivery, we assert that there are many questions and decisions that design teams will have to
answer for themselves in order to engage in a more responsible design process. It is not our ambition
to provide specific answers, but rather, to suggest some key questions that we think are helpful to
facilitate that decision-making process. We do believe, however, that in order to make those decisions,
is it important to keep in mind a principle of proportionality. With proportionality we refer to the fact
that now a model of the design process like the double diamond presented by the design council [57],
is used indistinctly to guide the design of a chair as it is used to design a car, or a service like a
financial loan. These three “artefacts” are by nature very different between them, and have different
impacts in their fabrication, use, and final disposal. In this context we believe a model that wants to
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represent a responsible design process should consider the scale of the process and the scale of the
resulting solution.

In our view, applying a principle of proportionality means that designers should consider the
degree of complexity (i.e., the sensibility of the problem, the scale of the solution, the forecasted impact
in the system after delivery, etc.) when seeking to design their own design process. As a rule of thumb,
we propose that the more complexity, the more responsibility. Of course, as all rules of thumb, this is
not an exact science and each case is different, as are the designers themselves. We are not sure yet
how to include this element in our proposal, then we expose this topic as a future line of work open to
receive ideas and propositions from other researchers working in the area.

As we have asserted, the impact of design is ultimately unpredictable. This should not lead to
pessimism or the desire to abandon all attempts for a responsible governance of the design process.
Collingridge [86] classically proposed the idea of a “dilemma of control” in technology, but it can
also be applied for many of the wicked design problems. Collingridge’s dilemma [86] is sustained in
two premises:

1. Impacts cannot be easily predicted until the technology has been implemented and widely used.
2. Controlling or governing technology is hard when it has become entrenched in the system.

Both these premises seem to be correct and although it paints a bleak picture for design
responsibility, we can look at it as a design challenge. We need to design the design process in
order to improve our ability to make better judgments and predictions about the impact of our solutions
and to plan how to learn and change as it is being implemented in a system.

Our argument for an extended design process also contests some of the current assumptions that
including anticipation and reflexivity are good enough as the basis of responsibility in innovation [15,25].
This is not to say that they are not important, but rather, to state that in order to enact those principles,
they have to be designed into the process itself. Additionally, sometimes that means defining their
limits (for instance, monitoring in use cannot be replaced solely by anticipatory exercises).

In sum, the path to develop a new extended design process will need to address serious ethical and
sociotechnical design challenges. For instance: (a) Dimensionality: what are the new dimensions of
responsibility (e.g., pertinence and transparency) that would need to be incorporated? (b) Temporality:
when does the design process end? (c) Agency: which actors need to be responsible for what elements
of the extended design process? (d) Tooling: what design tools need to be created to mediate and
facilitate the extension of the design process?

The projections of this work are multiple. Our next research steps involve first developing our
proposals of pertinence, transparency, and distributed agencies further. This means that we will set
out to operationalize them through concrete activities, tools, and indicators of success for every new
step of the extended design process. Afterwards, we will seek to assess these initial ideas through
the analysis and documentation of an implementation with real-life design teams. In this article we
explore the issue of ethics in the design process, but as we noted throughout this exposition, there are
other neighboring dimensions that could potentially be explored further, for instance, the role of
power and politics, the education of future designers, and how technical knowledge relates to ethical
concerns during the design process. We expect that by framing the challenges of responsible design
and by attempting some initial ideas to extend the design process, we will ignite new debates and
confrontations on the current state of the design process.

Finally, the limitations of this proposal must be kept in mind. Most importantly of all, as a
conceptual article, we sought to frame the challenges with mainstream representations of the design
process and offer a possible model that ultimately serves as proof of the possibility to reimagine the
design process. As such, this article lacks the systematic empirical evidence that should support a
more definitive extension of the design process. We hope that this initial exploration will ignite further
explanations to show the roots and rationale of adapting this existing process, as well as systematic
evidence pointing out strategic and comprehensive ways to incorporate responsibility into the core of
the design process.
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Abstract: A two-dimensional (2D) Computational Fluid Dynamics (CFD) scale-up model of the Fischer
Tropsch reactor was developed to thermally compare the Microfibrous-Entrapped-Cobalt-Catalyst
(MFECC) and the conventional Packed Bed Reactor (PBR). The model implements an advanced
predictive detailed kinetic model to study the effect of a thermal runaway on C5+ hydrocarbon product
selectivity. Results demonstrate the superior capability of the MFECC bed in mitigating hotspot
formation due to its ultra-high thermal conductivity. Furthermore, a process intensification study for
radial scale-up of the reactor bed from 15 mm internal diameter (ID) to 102 mm ID demonstrated
that large tube diameters in PBR lead to temperature runaway >200 K corresponding to >90% CO
conversion at 100% methane selectivity, which is highly undesirable. While the MFECC bed hotspot
temperature corresponded to <10 K at >30% CO conversion, attributing to significantly high thermal
conductivity of the MFECC bed. Moreover, a noticeable improvement in C5+ hydrocarbon selectivity
>70% was observed in the MFECC bed in contrast to a significantly low number for the PBR (<5%).

Keywords: Fischer Tropsch; syngas; CFD; entrapped cobalt catalyst; thermal management

1. Introduction

Fischer Tropsch (FT) synthesis, central to many gas-to-liquid (GTL) processes, is a process in
which synthesis gas (or syngas, i.e., a mixture of H2 and CO) is converted to a variety of hydrocarbon
products including paraffin, olefins, and value-added chemicals [1–6]. FT synthesis is a highly
exothermic reaction (the total heat released per mole of CO consumed is from 140 kJ/mol to 160 kJ/mol),
and therefore, efficient heat removal is one of the main considerations while designing commercial-scale
FT reactors [7,8]. Uncontrollable temperature gradients lead to the formation of local hotspots, and in
some cases, unstable temperature runaways, which promote methane formation, lower the selectivity
of the desired hydrocarbon products and lead to fast catalyst deactivation [2,6,9–16].

Currently, there are two modes for FT synthesis operation; High-Temperature Fischer Tropsch
(HTFT) and Low-Temperature Fischer Tropsch (LTFT) [17,18]. The LTFT process is a three-phase process
(gas-liquid-solid) and typically operates at temperatures ranging from 473 K to 513 K and utilizes
cobalt-based catalysts to produce heavy hydrocarbons such as diesel and wax [4,19,20]. On the other
hand, the HTFT process mainly involves two phases (gas-solid) [21], which operates at temperatures
from 593 K to 623 K, and utilizes fused iron-based catalysts to produce lighter hydrocarbons such as
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olefins, oxygenates and gasoline [22]. HTFT operation is mainly conducted in fluidized bed reactors
(FBR), while LTFT is applied in multi-tubular fixed bed (or packed bed reactors (PBR)), and Slurry
Bubble Column reactors (SR). PBR has several advantages and is most often used in commercial
applications [21]. This is due to the simple operation, high catalyst holdup, easy scale-up from a single
tube to an industrial size multi-tubular reactor and shutdown robustness of the PBR compared to SBR
and FBR [23,24]. Moreover, the separation of the Catalyst from the liquid product is not required in
PBR. The liquid products in PBR trickle down through the reactor bed and are separated from the exit
gas using a knock out vessel [7]. This imposes significant reductions in the operational costs of the
process. On the other hand, due to the pressure drop limitations in PBR, particles relatively larger than
1 mm are utilized. These requirements lead to mass transfer limitations, as well as hotspot formations,
that can negatively affect the product selectivity [25]. Therefore, to achieve higher productivity within
the reactor bed, more active catalysts with higher thermal conductivity are needed, hence increasing
the amount of heat released during the reaction. This would result in high radial and axial temperature
gradients along the catalytic bed. This in return will lead to temperature runaways and loss of
selectivity due to the poor effective thermal conductivity of the PBR [26,27]. For this reason, such types
of reactors utilize several hundred to around ten thousand small diameter tubes (from about 20 mm to
50 mm) to facilitate heat removal [21]. The short distance between the catalyst particles and the tube
walls provides more efficient heat transfer from the catalytic bed to the cooling medium. Additionally,
the single-pass conversion in PBR is typically kept at 50% or lower to avoid temperature runaways
and hotspot formation [28]. Therefore, a key factor to optimal FT performance in PBR is the efficient
heat removal from the reactor bed to the cooling media.

To overcome the heat transfer limitations associated with PBR, a novel catalytic configuration
consisting of thin copper microfibrous structures that provide a holder for the catalyst particles has been
developed by Tatarchuk et al. [29,30]. Microfibers catalysts (MFEC) made of sintered micron-sized metal,
glass or polymer fibers with small catalyst particles entrapped inside have also been reported [29,31].
These catalysts have been utilized in several studies to mitigate bed channeling, improve electrical
conductivity in fuel cells and remove harmful airborne contaminants in air filtration systems [29,32–34].
The Microfibrous Entrapped Cobalt-based Catalytic Structure (MFECC) is produced by entrapping
small cobalt particles in a porous metal sheet (made of copper) of interlocking microfibers [9]. Due to
the micron-sized fibers of the microfibrous Catalyst, a large geometric surface area is offered, which
dramatically enhances the thermal conductivity of the reactor bed compared to conventional PBR [29].
The high thermal conductivity and low thermal resistance of this catalytic matrix provide a significant
improvement in temperature control compared to conventional PBR. Improved temperature control
leads to longer catalyst lifetime and activity. The improved heat characteristics provided using MFECC
structures allows the use of smaller catalyst particles with diameters ranging from 0.01 mm to 0.1 mm
to eliminate mass transport resistances [29]. This provides better utilization of the Catalyst, and thus,
higher productivity is achieved. Furthermore, MFECC provides a higher void fraction that results in a
reduction of pressure drops compared to conventional PBR [29]. An experimental study of thermal
conductivity of a conventional PBR catalyst and MFECC catalyst was conducted by Sheng et al. [29].
The study revealed that the effective radial thermal conductivity of MFECC was 56 times higher than
that of PBR diluted with fresh alumina, while the wall heat transfer coefficient was ten times higher
than that of the alumina PBR. Another study done by Kalluri et al. investigated the effect of bed
porosity on the transport resistances for MFEC structures and diluted PBR [32]. They found that
decreasing the bed void of the PBR only improved the flow disturbances and radial dispersion to a
small extent. In contrast, the high void of the microfibrous structures promoted radial dispersion,
which in turn led to more uniform radial concentration profiles and reduced flow disturbances.

To date, the implementation of this novel FT reactor technology has been limited to the laboratory
scale. Several aspects still need to be addressed before the commercialization of MFECC reactor beds.
The most important aspect is the scale-up to larger sized reactors to study the hydrodynamics and
reactor performance under conditions used in the industry, which cannot be achieved experimentally.
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The latter, however, can be done by applying Computational Fluid Dynamics (CFD) to represent the
fluid behavior inside the reactor bed accurately. In our previous work, a two-dimensional (2D) model
was developed to study the effect of using a non-conventional Supercritical Fluid (SCF) reaction media
on the heat management characteristics of the bed [3,5]. Moreover, Challiwala et al. developed a 2D
pseudo-homogenous model of an MFECC bed and conventional PBR using a simple kinetic model for
a cobalt-based catalyst [9]. They analyzed the performance of the MFECC bed and PBR in terms of
heat management and CO conversion at the various process and design parameters (inlet temperature,
inlet flowrate, tube diameter). This study aims to extend on their works [3,5,9] and develop a 2D
model of an FT fixed bed reactor (FB) in COMSOL® Multiphysics v5.3a utilizing a detailed kinetic
model for a cobalt-based catalyst for two systems; non-conventional MFECC bed and conventional
PBR, both operating under gas-phase conditions (GP-FT). The model is used to study the effect of
the thermal performance of both the reactor systems on conversion levels and hydrocarbon product
selectivity. Moreover, the potential of scaling-up the reactor tube diameter above typical industrial
diameter (more than 102 mm internal diameter (ID)) was studied as a starting point to improve the
performance of conventional FT technologies.

2. Materials and Methods

The fixed bed reactor was developed in 2D axisymmetric space via COMSOL® Multiphysics
v5.3a [Multiphysics, 1998 #508]. The model geometry comprises three zones of pre-packing, catalytic
bed and post-packing, respectively, as shown in Figure 1. For model validation purposes, the reactor
dimensions in the CFD model were specified based on the geometry of the reactor used to conduct
the FT experiments. Two-dimensional correlations were used in this modeling study for momentum,
heat and mass transfer to account for the variation of concentration and temperature in the radial and
axial directions. This is because, for larger tube diameters (scaling-up) [35], higher radial temperature
gradients are expected, which will have a direct effect on the overall performance of the reactor bed.
Since the main goal of this modeling work is to study the effect of heat generation on the reactor bed
performance, including conversion and hydrocarbon product selectivity at larger tube diameters (up to
102 mm), a 2D modeling approach was chosen [35].

The fixed bed reactor developed in this work was modeled as a pseudo-homogeneous model.
This assumption indicates that the interfacial mass and heat resistances occurring between the solid
phase and the fluid phase are neglected. This implies that the catalyst effectiveness factor (the ratio
of the overall reaction rate in the pellet to the surface reaction rate for a specific component) is equal
to 1. Sheng et al. [29,30] calculated the effectiveness factor for 0.162 mm particle size to study the
effect of intraparticle diffusion. Results showed that the effectiveness factor was relatively high (0.87);
therefore, in this modeling study the internal diffusion effects were neglected. The fluid flow was
assumed to be a single-phase flow; however, the presence of the liquid was considered by calculating
the liquid physical properties (heat capacity, thermal conductivity, viscosity, diffusivity, density) of the
hydrocarbon cuts which exist in the liquid and gas phase (GP).

Modeling and simulation of the FT reactor bed require a simultaneous solution of momentum,
mass and energy balance equations in the three zones specified earlier: pre-packing, catalytic bed
and post-packing. The entire operation is considered to be at steady state. The reactants CO and H2

enter the reactor to the pre-packing zone and exit the reactor from the post-packing region, which is
inert and non-catalytic. It is assumed that the reaction only takes place in the catalytic bed over 15%
Co/Al2O3 catalyst particles of identical sphericity (∅ = 1). Additional assumptions and more details are
stated in each part of the model development section.
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Figure 1. (a) Three-dimensional model and (b) 2D-axisymmetric cut section of the Fischer Tropsch (FT)
reactor bed model cylindrical geometry.

2.1. Momentum Transport Expressions

To model fluid flow in porous media, a built-in module in COMSOL® Multiphysics called
“Brinkman Equation,” was adopted Equation (1). The Brinkman physics module is used to compute
the fluid velocity and pressure field in single-phase flow in porous media in the laminar flow regime.
This mathematical model extends Darcy’s law to account for dissipation in kinetic energy due to
shear stress, similar to the Naiver stokes equation [36]. This physics module comprises two main
terms; the Forchheimer drag term and the convective term. The convective terms take into account the
effect of inertial and viscous forces on the fluid flow through the porous medium. The Forchheimer
drag term accounts for the inertial drag effects that occur in fast flows (Reynold number (Re) greater
than unity) [37]. Considering slow flow regimes where Re is less than unity, the Forchheimer drag
contributions are neglected. The 2D single-phase fluid flow through the PBR is described in terms of
the velocity (u) and pressure fields (p), which are computed via solving the momentum equation and
continuity equation (Equation (1) and Equation (2), respectively) simultaneously along with boundary
conditions (Equation (3)) pertaining to (i) radial symmetry, (ii) no-slip condition at the wall, (iii) inlet
mass flow, (iv) outlet pressure. The changes in volumetric gas flow rates of the reacting species during
the FT reaction results in variations in the fluid density; therefore, a compressible flow formulation of
the continuity equation is used. When a compressible flow is modelled using the Brinkman equation,
the Mach number must be below 0.3. This condition is fulfilled in this case study.

1
εbed
ρf(u ·∇)u 1

εbed
= ∇·

[
− pI + ϕf

1
εbed

(
∇u + (∇u)T

)
− 2

3
ϕf

1
εbed

(∇·u)I
]
−
(
ϕf

κbed
+ βf|u|

)
u (1)

∇(ρfu) = 0 (2)
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u = 0 @ r = rbed, qm = qm,o @ z = z4, p = pe @z = z1 (3)

where, ϕf is the dynamic viscosity of the fluid, εbed is the porosity, ρ f is the density of the fluid,
κbed is the permeability of the porous media, β f is the Forchheimer drag coefficient, r is the radius of
the reactor bed, qm is the mass flow rate and z is the height of the reactor bed (cartesian coordinate).
A constant porosity of 0.626 was chosen for the MFECC bed, while 0.36 was chosen for the PBR per the
catalyst specifications reported by Sheng et al. [29,30].

The permeability of the porous medium was calculated using the modified Ergun equation [38]:

1
κbed

=
150(1− εbed)

2

d2
pεbed

2
+

1.75ρfu(1− εbed)

dpϕfεbed
3 (4)

where dp is the particle diameter.

2.2. Mass Transport Expressions

Mass conservation equations for the pseudo homogenous reaction (assuming catalyst effectiveness
as unity) is defined for each component of the reaction mixture of the following FT reactions:

n CO + (2n + 1) H2 → CnH(2n+2) + n H2O (Synthesis of paraffin) (5)

n CO + 2n H2 → CnH2n + n H2O (Synthesis of olefins) (6)

Components considered in the system are N2, CO, H2, H2O, CH4, CHo and CHp. N2 was set as
the mass constraint component since it is a non-reacting species. The hydrocarbon components CHo

and CHp are the summation of olefins and paraffin products, respectively. This was done for C1, C2,
C3, . . . , C15 components. The C15 to C22 hydrocarbons are lumped into one component represented by
a paraffinic compound C19H40, while the higher weight hydrocarbons C22+ are represented by the
paraffinic component C22H40. It is important to note that this study considers a cobalt-based catalyst
where the rate of water-gas shift reaction is assumed to be negligible. Therefore, selectivity calculations
of CO2 have not been considered in this modeling study.

The local mass balance for species i (N2, CO, H2, H2O, CH4, CHo, and CHp) was described by
Equation (7) using a built-in physics module “Transport of concentrated species.” This physics accounts
for mass transport through convection and diffusion in the axial and radial directions. The equation
provided in COMSOL® Multiphysics for transport mechanism is as follows:

∇ ji + ρf(u·∇)wi = ri (7)

where wi is the mass fraction of species i, ji is the mass flux relative to the mass averaged velocity of
species i and ri is the reaction rate representing production or consumption of species i.

The diffusion model selected in this case was the Maxwell Stefan diffusion model, where the
relative mass flux vector is calculated using Equation (8):

ji = − ρfwi

∑
Dikdk (8)

where Dik represents the binary diffusion coefficient and dk is the diffusional driving force acting on
species k defined as follows:

dk = ∇xk +
1
p
[(xk −wk)∇p] (9)

where xk is the mole fraction is species k.
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Equations (7)–(9) are solved using appropriate boundary conditions corresponding to (i) axial
symmetry, (ii) no-flux at the wall and (iii) inlet composition:

∂wi
∂r

= 0 @ r = rbed, wi = wi,o @ z = z4 (10)

The binary diffusivities Dik in the Maxwell-Stefan diffusion model are estimated using Fickian
diffusivities with an empirical correlation proposed by Fuller et al. [39]:

Dik =

√
1

Mi
+ 1

Mk

p
(
vc,i

1
3 + vc,k

1
3
)2 × 10−7 (11)

where Mn represents the mean molar mass and vc represents the molar volume for species i and k.
The molar volume of the representative paraffin and olefin components CHo and CHp are calculated
based on the ASF product distribution. A correlation based on the molar weight average sum using
the molar volumes of the individual hydrocarbon species is used. The molar volumes of H2O, CO, H2,
N2 and CH4 used in this model are: (12.7, 18.9, 7.07, 17.9 and 37.9) cm3

mol , respectively.

2.3. Heat Transport Expressions

Energy balance within the 2D reactor domain was considered to account for the transport of
heat through convection, conduction and thermal dispersion. Radiative heat transport was neglected
in this case. Balance equations were solved using the simplified “Heat transfer in porous media
physics” Equation (12):

ρfCpu .∇T −∇(keff∇T) = (−ΔHrxn)RCO (12)

where T is the temperature inside the reactor bed, Cp is the heat capacity of the fluid mixture, keff is the
effective thermal conductivity of the reactor bed, RCO is the rate of consumption of carbon monoxide
and ΔHrxn is the heat of the reaction per mole of CO consumed.

The reaction enthalpy (− ΔHrxn ) is an important parameter that determines the amount of heat
released during the FT reaction. Previous modeling studies reported values of (−ΔHrxn) ranging from
150 kJ/mol to 165 kJ/mol to represent the FT reaction enthalpy [9,21,30,40,41]. Its value mainly depends
on the hydrocarbon product selectivity. The −ΔHrxn . value used in this study was 152 kJ/mol.

The effective thermal conductivity of the bed was calculated using a volume-based average model
to account for both the solid matrix and the fluid properties:

keff = εbedks + (1− εbed)kf (13)

where ks is the thermal conductivity of the catalyst bed and kf is the thermal conductivity of the
fluid mixture.

Equation (12) was solved along with boundary conditions corresponding to (i) radial symmetry,
(ii) external cooling (heat transfer between the reactor and a constant temperature cooling medium),
(iii) inlet temperature and (iv) open outflow:

ker
∂T
∂r

= Uoverall(Tc − T)@ r = r bed, T = To@ z = z3,
∂T
∂z

= 0 @ z = 0 (14)

The overall heat transfer coefficient (Uoverall) represents the overall heat transmittance from the
reactor bed to the vicinity of the wall. The latter is defined using the following correlation suggested
by Mamonov et al. [42]:

Uoverall =

(
dt

8ker
+

1
hwall

+
dw

kw
+

1
hw,ext

)
(15)
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where dt is the inner tube diameter, ker is the effective radial heat coefficient of the catalyst bed, hw,int is
the radial heat transfer coefficient near the wall, dw is the wall thickness, kw is the thermal conductivity
of the wall and hw,ext is the heat transfer coefficient from the tube wall to the cooling liquid. Values for
kw and hw,ext were taken from Mamonov et al. [42].

(1) Radial Heat Transfer Coefficient at the Wall

The effective radial heat transfer coefficient at the wall hwall is one of the main parameters that
determine the rate of heat transfer in PBR. This parameter quantifies the increase in heat transfer
resistance near the wall of the reactor bed. Several correlations to properly estimate the hwall value
has been proposed in the literature [43–51]. Specchia and Baldi proposed a two-parameter correlation
that has shown to satisfactorily predict the hwall value in PBR with different particle geometries [21].
This was used in the present work:

hwall = hwall,o + hwall,g (16)

hwall,o =
kf

dp

⎛⎜⎜⎜⎜⎜⎜⎝2εbed +
1− εbed

kf
ks
× γw + ϕw

⎞⎟⎟⎟⎟⎟⎟⎠ (17)

hwall,g =
kf

dp
× 0.0835×Re0.91 (18)

where γw and ϕw are dimensionless parameters, Re represents the Reynold numbers and hwall,o

represents the stagnant/conductive contribution while hwall, g represents the convective contribution.
The dimensionless parameters γw and ϕw in Equation (17) are dependent on the geometry of the

contact surface between the particle and the wall. For spherical particles, the parameters are defined as

(γw = 1
3 , ϕw = 0.0024×

(
dt
dp

)1.58
) [47].

(2) Effective Radial Thermal Conductivity

The effective radial thermal conductivity is one of the main parameters that determine the rate
of heat transfer in PBR; the parameter effecting heat transfer in PBR is the radial effective thermal
conductivity krad. A two-parameter correlation that adequately predicts the effective radial heat
transfer coefficient in PBR was taken from Specchia and Baldi [46]:

krad = krad,o + krad,g (19)

krad,o =

⎛⎜⎜⎜⎜⎜⎜⎝εbed +
β(1− εbed)

ϕ + kf
ks
× γ

⎞⎟⎟⎟⎟⎟⎟⎠kf (20)

krad,g =
RepaPr

8.65
(
1 + 19.4 × dp

dt

2
)kf (21)

where Pr represents the Prandtl number, β, γ and ϕ represent the ratios between characteristic
lengths and the particle diameter (the particles are assumed to be spheres) and krad,o represents the
static/conduction contribution while krad,g represents the convective contribution.

Kunii and Smith reported that for spherical particles β = 1 for almost all packed beds, γ = 2
3 and

ϕ = 0.22(εbed)
2 based on fitting of experimental data for krad,o [52].
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2.4. Kinetics

The rate of CO disappearance is calculated using the Yates and Satterfield (YS) kinetic model,
which has been commonly used in previous modeling studies [21,25,53–57]:

− rCO
YS =

k pH2 pCO

(1 + a pCO)
2 (22)

k = Ak exp
(
− Ek

RT

)
(23)

a = Aa exp
(
− Ea

RT

)
(24)

where pCO, and pH2 are the partial pressures of CO and H2, k and a are the kinetic rate constants, Ak and
Aa are the pre-exponential factors and Ek and Ea are the activation energies for CO consumption.

The product selectivity for CH4 and C2+ hydrocarbons is calculated using a kinetic model by
Ma et al. [58] and a detailed kinetic model of Todic et al. [59], respectively. The Ma kinetic model for CH4

formation was proven to provide a good prediction of CH4 selectivity [55], while the detailed kinetic
model developed based on the carbide mechanism showed a good prediction of the hydrocarbon
product distribution [59].

The rate of formation of CH4 by the following expression [58]:

rCH4
Ma =

kMpCO
aM pH2

bM

1 + mM
pH2O
pH2

(25)

kM = AM exp
(
−EM

RT

)
(26)

where kM is the rate constant, mM is the water effect coefficient, aM is the reaction order of CO, bM is the
reaction order of H2, AM is the pre-exponential factor and EM is the activation energy for CH4 formation.

The rate of formation of the C2+ hydrocarbons from the detailed kinetic model by Todic et al. [59]
performance as follows:

rC2H4
Prod = k6E,0 e2c

√
K7pH2α1α2[S] (27)

rCnH2n + 2
Prod = k5K7

0.5pH2
1.5α1α2

n∏
i=3

αi[S] n ≥ 2 (28)

rCnH2n
Prod = k6,0 ecn

√
K7pH2α1α2

n∏
i=3

αi[S] n ≥ 3 (29)

where the ks represent the kinetic rate constants, Ks represent the equilibrium constants, αn are the
chain growth probabilities and [S] is the fraction of vacant sites.

The chain growth probabilities dependent on the carbon number are calculated using the
following expressions:

α1 =
k1pco

k5mpH2 + k1pco
(30)

α2 =
k1pco

k5pH2 + k6,0 e2c + k1pco
(31)

αn =
k1pco

k5pH2 + k6,0 ecn + k1pco
n > 2 (32)
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The fraction of vacant sites is calculated as follows:

[S] = 1/

⎧⎪⎪⎪⎨⎪⎪⎪⎩1 +
√

K7pH2 +
√

K7pH2

(
1 +

1
K4

+
1

PH2 K3K4
+

1
K2K3K4

pH2O

pH2

)
(α1 + α1α2 + α1α2

∑n

i=3

i∏
j=3

α j

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (33)

The kinetic parameters in the detailed kinetic model, YS model, and the Ma kinetic model
were estimated by Todic et al. [59] and Stamenic et al. [55] using experimental data with 0.48%Re
25%Co/Al2O3 catalyst.

In this work, a hybrid kinetic model adopted by Stamenic et al. [55] and Bukur et al. [56] was
used. In their works, they coupled the YS model, the Ma model and a detailed kinetic model based on
the CO insertion mechanism. In this case study, the reaction rates for CO, H2, H2O, CHp (n-paraffin)
and CHo (1-olefins) was defined by coupling the YS kinetics for CO consumption, Ma et al. kinetics for
CH4 formation and the detailed kinetic model of Todic et al. for C2+ hydrocarbon formation based on
the carbide mechanism. A normalization procedure was followed to obtain atomic balances for C, O
and H. The procedure was done described below.

The rate of consumption of CO excluding methane from the detailed kinetic model (rate of C2+

formation from the model by Todic et al.) can be calculated based on the reaction stoichiometry as:

(− rCO)
Prod
C2+

=
n∑

n = 2

n
(
rCnH2n+2

Prod + rCnH2n
Prod
)

(34)

The rate of CO consumption excluding methane from the YS model (rate of C2+ formation from
YS model) is calculated as:

(− rCO)
YS
C2+

=
(
−rCO

YS
)
−
(
rCH4

Ma
)

(35)

The normalized rates of formation of C2+ hydrocarbons are obtained as follows:

rCnH2n+2 = rCnH2n+2
Prod ×

(− rCO)
Prod
C2+

(− rCO)
YS
C2+

n ≥ 2 (36)

rCnH2n = rCnH2n
Prod ×

(− rCO)
Prod
C2+

(− rCO)
YS
C2+

n ≥ 2 (37)

From the stoichiometry, the H2 formation rate is calculated using the individual product formation
rates of the hydrocarbon species as:

− rH2 = 3rCH4
Ma +

n∑
n = 2

[
(2n + 1)rCnH2n+2 + 2nrCnH2n

]
(38)

The rate of H2O formation is equal to the rate of CO consumption based on the reaction stoichiometry:

rH2O = − rCO
YS (39)

3. Results

3.1. Comparison of Model Predictions with Experimental Data

The developed model was validated with experimental data reported by Sheng et al. [29,30] to test
its robustness under different experimental conditions. Sheng et al. reported two experiments to
compare between the PBR and MFECC beds under GP conditions [30]. The experiment was conducted
in a stainless-steel tubular reactor with a wall thickness of 2 mm and 15 mm ID. The total height of the
reactor bed was 457.2 mm compromising of a 203.2 mm pre-packing zone, a 101.6 mm catalyst bed and
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152.4 mm post-packing zone. The MFECC bed consisted of ϕ = 37.4% (30% (15% Co/Al2O3) and 7.4%
copper fibers) and εbed = 62.6%. The PBR was diluted to the same catalyst density as the MFECC bed
with fresh alumina of different particle sizes. The overall bed space in the PBR comprised ϕ = 65%
(30% (15%Co/Al2O3) and 34% fresh alumina) and εbed = 36%. The average particle size of the Catalyst
in the reactor bed was 0.149 mm to 0.177 mm.

The experimental results were obtained by varying the inlet temperature over a range from
498.15 K to 528.15 K at 2 MPa pressure and syngas molar ratio (H2/CO) of 2:1 at a constant Gas Space
Velocity (GHSV) of 5000 h−1. In all simulation runs, the parameters (inlet temperature, pressure, GHSV
and H2/CO ratio) were kept identical to those used in the experimental study by Sheng et al. [29,30].
A particle diameter of 0.162 mm was used in the simulation to represent the average particle size of
0.149 mm to 0.177 mm used in the experiments, as reported by Sheng et al. [30].

Four sets of results were used to validate the model with the experimental study, including CO
conversion, maximum temperature deviation from the centerline to the reactor wall (Tmax − Twall),
CH4 selectivity and C5+ selectivity. The simulation results for the MFECC bed demonstrated a clear
agreement with the experimental predictions for CO conversion, (Tmax − Twall), CH4 selectivity and
C5+ selectivity, as shown in Table 1. For the PBR case, the CO conversions from the modeling results
consistently match with the experimentally-obtained PBR results under all conditions, as shown in
Table 2. Moreover, the (Tmax − Twall), CH4 selectivity and C5+ selectivity also closely match with
the experimental results from 498.15 to K 518.15 K. However, at 528.15 K, the deviation between the
modeling and the experimental predictions becomes higher. This deviation in model predictions from
experimental data could be attributed to the sensitivity of the kinetic parameters that are generated
using a ruthenium promoted Catalyst of different loading reported by Stamenic et al. [55] and
Todic et al. [55,59]. The lower CH4 selectivity predicted from the model at a high operating temperature
(528.15 K) can be due to the fact that at high-temperature methane formation could follow multiple
reaction routes on FT sites [60,61]; (1) termination of the chain growth, (2) through intermediates
participating in chain propagation and (3) due to hydrogenation of surface carbon. The latter methane
formation pathway does not follow the polymerization/chain growth route for FT synthesis. However,
the kinetic model used in this modeling study to predict the methane selectivity has not considered
the secondary pathway for methane formation, thus the methane selectivity shows greater deviation
from the predicted values relative to the experimental data. Additionally, the experiments were
conducted using a ruthenium catalyst which has lower methane selectivity compared to conventional
cobalt-based catalysts. This also results in a deviation in C5+ selectivity compared to the experimentally
predicted values. Further analysis of the validation results reveals that the deviation of the reactor wall
temperature from the centerline temperature for the PBR is higher and increases at a faster rate than
the MFECC bed under all temperature conditions (498.15 K to 528.15 K). However, it can be noted that
when the inlet temperature reaches 528.15 K, a drastic increase of the centerline temperature inside
the PBR occurs. This rapid ignition of the PBR temperature leads to the formation of a hotspot and a
rapid decrease in the catalyst activity. Such an effect is not observed in the MFECC bed due to the high
thermal conductivity of the copper fibers, which aids in eliminating the formation of hotspots even at a
high operating temperature (528.15 K).

A close comparison between the PBR and MFECC in terms of CO conversion indicates that the
MFECC bed provides lower conversions compared to the PBR case for the same reactor temperature.
However, the rapid increase in reactor temperature in the PBR, leading to hot spot formation, shifts the
product selectivity towards methane and light hydrocarbon products. This effect can be observed in
Tables 1 and 2, where the CH4 selectivity is higher while the C5+ selectivity is lower for the PBR compared
to the MFECC bed under all temperature conditions. Thus, the high conversion levels achieved in the
PBR reactors go mostly toward the formation of methane. The results discussed above demonstrate
that the developed model is valid and applicable to quantitatively compare the performance of the
PBR and MFECC bed in terms of thermal profiles and hydrocarbon product selectivity.
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3.2. Comparison of Thermal Profiles

The validated 2D model for the PBR and MFECC bed was used to compare the thermal profiles of
the two reactor beds using different inlet conditions; inlet temperature and GHSV. First, a side by side
comparison of the thermal profiles of the PBR and MFECC bed was done to study the radial and axial
temperatures of both reactor beds at 528.15 K, 2 MPa pressure, H2/CO ratio of 2:1 and a constant GHSV
5000 h−1. Figure 2 shows the temperature profile predicted by the 2D reactor model for both PBR and
MFECC bed.

Figure 2. (a) Hot spot in MFECC bed and (b) Hotspot in PBR under GP conditions for 15 mm ID at
528.15 K, 2 MPa pressure, H2/CO 2:1 and 5000 h−1 GHSV.

As can be seen from Figure 2b, a hotspot is predicted in the PBR at the centerline of the reactor and
close to the reactor inlet. Giovanni et al. [40] reported a similar finding for a 2D pseudo homogenous
model of a milli-scale fixed FT bed reactor using a Co-based catalyst. The axial temperature deviation
for the PB reactor as predicted from the model is around 43 K, and the radial temperature gradient is
around 1.15 K. As discussed previously, the temperature deviation predicted from the model for the
PBR case at 528.15 K is underpredicted. Therefore, the axial temperature gradient from the experiments
conducted by Sheng et al. [30] was even higher—around 70 K. The occurrence of the maximum
temperature at the reactor inlet is due to the high partial pressure of the reactants at that location,
which results in higher reaction rates. Therefore, heat generation is significantly higher. Moreover,
under typical FT conditions, the inlet of the reactor is a region where the liquid is absent since PBR
typically operate under trickle bed behavior (the liquid produced during FT trickles down the bed).
The latter has negative implications on the heat transfer process inside the PBR reactor. It is worth
noting that the PB reactor shows a temperature increase at the pre-packing zone, indicating that the
ability of the external cooling on the reactor bed to remove excess heat is extremely insufficient, which
leads to a temperature rise at the pre-packing zone and close to the inlet due to thermal diffusion.
In the lower part of the reactor, the temperature decreases steadily due to the lower reaction rates in
that zone, reducing the amount of heat generated during the reaction. Moreover, the effect of liquid
formation at the lower part of the reactor is more prominent (trickle bed behavior), which positively
affects the rate of heat transfer within the reactor bed.

The MFECC bed provided better temperature control, and a uniform temperature profile was
maintained, as can be seen in Figure 2a. The maximum axial temperature rise in the MFECC bed was
only 10 K, and the radial temperature gradient was 0.013 K. This reduction in hot spot formation in the
MFECC bed is solely the result of the high thermal conductivity of the MFECC material. Sheng et al.
experimentally determined the thermal parameters of the MFECC bed and PBR (effective radial thermal
conductivity and wall heat transfer coefficient) [29]. The study reported that the radial effective thermal
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conductivity of MFECC was 56 times higher than that of alumina PBR in a stagnant gas, while the
inside wall heat transfer coefficient was 10 times higher.

As mentioned previously, the hydrocarbon product distribution in the FT reaction strongly
depends on the temperature inside the reactor bed. The hotspot formed in the PBR at 528.15 K resulted
in around 100% CO conversion as per experimental results, where most of the conversion goes toward
methane formation, as it is favorable at high-temperature conditions (shifting the product selectivity
toward lower weight hydrocarbons). Based on the modeling results shown in Table 2, the values of CH4

and C5+ selectivity in the PBR at 528.15 K were 43.2% and 52.68%, respectively. However, as mentioned
previously, these values were unpredicted by the model at 528.15 K, and a higher CH4 selectively,
and thus, lower C5+ selectivity are expected at such a temperature condition. The experimental values
of CH4 and C5+ selectivity in the PBR at 528.15 K were 83% and 12.44%, respectively. For the MFECC,
the uniform temperature distribution resulted in higher selectivity toward higher weight hydrocarbon
products and lowered CH4 selectivity. As can be seen from Table 1, the model predictions for CH4 and
C5+ selectivity in the MFECC bed at 528.15 K was 22.48% and 72.2%, respectively. The latter findings
imply that the MFECC bed provides safe operation under high operational temperatures to achieve
high conversions per tube pass in conventional Multi tubular fixed bed reactors/PBR without the risk
of selectivity loss.

3.3. Effect of Varying the GHSV

The impact of varying the inlet gas flow rate/GHSV on the heat generation and removal for the
MFECC bed and PBR was investigated. The simulations were carried out by varying the GHSV while
keeping the other process parameters constant (518.15 K, 2 MPa pressure, H2/CO 2:1). Figure 3 shows
the effect of varying the GHSV on the reactor thermal behavior in terms of maximum temperature
rise at the centerline of the reactor. For the PBR, increasing the GHSV from 5000 h−1 to 10,000 h−1

results in less efficient heat removal, leading the centerline temperature to increase from 566 K to
628 K. This resulted in hotspot formation and temperature runaways. This is due to the poor thermal
conductivity of the PBR reactor. For the MFECC bed, the maximum temperature at the centerline of
the reactor remains almost constant under all GHSV conditions (5000 h−1 to 10,000 h−1) at 534.5 K.
Therefore, operating at higher velocities induces very small changes in the thermal behavior of the
MFECC bed. The observations in the thermal behavior of both the PBR and MFECC discussed above
are also supported by a modeling study conducted by Sheng et al., who conducted a microscale heat
transfer comparison between a PBR and an MFECC bed in a stagnant gas and flowing nitrogen gas
conditions [62]. They reported that 97.2% of the total heat flux transferred within the MFECC bed was
found to be transported by the continuous metal fibers. This demonstrates that the continuous metal
fibers were the primary conduction path for the heat transfer inside the MFECC bed. Therefore, it is
expected that changing the GHSV would not have a significant effect on the thermal profile inside the
MFECC bed. Moreover, they reported the temperature distribution inside the PBR and MFECC bed
at two different gas velocities (200 m/s and 500 m/s), and they found the temperature of the flowing
nitrogen gas at higher gas velocity decreased significantly in PBR, while in the MFECC bed it did not
change much. This finding indicates that increasing the gas velocity inside the MFECC provides stable
temperature profiles and efficient heat transfer between the solid/fluid interfaces. On the other hand,
increasing the gas velocity in the PBR reactor provides inadequate heat transfer rates between the
solid and the fluid interface, which could be the main reason in the formation of local hotspots on
catalyst particles inside PBR reactors. This indicates that operating at high gas velocities would have a
detrimental effect on heat removal/management inside the PBR reactor.
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Figure 3. Tmax − Twall versus GHSV for PBR and MFECC bed at 528.15 K, 2 MPa pressure,
H2: CO ratio 2:1.

Similarly, Figure 4 shows the effect of varying the GHSV on CO conversion. It can be noted that
the CO conversion for the PBR case decreases from 93.45% to 83% as the GHSV increases from 5000 h−1

to 10,000 h−1. This finding was expected since lower residence times are associated with higher gas
velocities. Although the shortening of the residence time results in lower CO conversions, the total
amount of syngas converted into hydrocarbons is observed to be higher for higher gas velocities.
Therefore, more heat generation per mole of CO consumed is expected at higher GHSV values, which
also explains the ascending trend of the centerline temperature with increasing GHSV. A similar trend
is observed in the case of the MFECC bed, where the CO conversion decreases from 71.95% to 50.6%
as the GHSV increases from 5000 h−1 to 10,000 h−1. However, a steeper decrease in CO conversions
with increasing GHSV was noted for the MFECC bed. This is mainly due to the high-temperature
rise/deviation in the PBR reactor, which was much more prominent than in the MFECC as the GHSV
was increased. This effect contributes to higher CO conversions, thus resulting in a slower decreasing
rate of CO conversion in PBR. It should be noted that although increasing the GHSV might have
negative implications from heat management and CO conversion standpoint, the total hydrocarbons
productivity per catalyst mass is higher as the GHSV increases. The MFECC bed has shown to provide
near isothermal operation, leading to improved selectivity control even when the gas velocity is
increased. This raises the opportunity to achieve higher hydrocarbon productivity per catalyst mass,
thus increasing the catalyst utilization.

Figure 4. CO conversion versus GHSV for PBR and MFECC bed at 528.15 K, 2 MPa pressure,
H2: CO ratio 2:1.

248



Processes 2020, 8, 1213

The performance of the PBR and MFECC bed at different GHSV values was evaluated in terms
of the hydrocarbon product selectivity. As mentioned previously, the CO conversions were higher
inside the PBR compared to the MFECC under all GHSV conditions. Thus, the total mass productivity
of the hydrocarbons (total amount of hydrocarbons produced) is expected to be higher inside the
PBR for the same inlet gas velocity, due to the higher CO conversions associated with it. However,
on the other hand, the selectivity toward C5+ hydrocarbons was significantly lower in PBR than the
MFECC as shown in Figure 5. Most importantly, Figure 6 indicates that the selectivity of the most
undesired product methane was significantly higher in the PBR reactor because of the relatively
high-temperature gradients inside the reactor bed. The CH4 and C5+ selectivity for the PBR was 42.2%
and 54.4%, respectively, at 5000 h−1 GHSV. However, the CH4 selectivity in the PBR reactor goes up
to 100% at 10,000 h−1 GHSV, resulting in 0% selectivity of the C5+ hydrocarbons. Therefore, the total
productivity of the desired hydrocarbons per catalyst mass is higher when using an MFECC bed.
As mentioned previously in the introduction section, the single-pass conversion in Multi tubular/PBR
is kept at 50% or lower to avoid temperature runaways. The results discussed above prove that the
potential of the MFECC bed in minimizing this drawback associated with PBR. The high thermal
conductivity of the MFECC bed provided efficient temperature control within the reactor bed, which
offers a better opportunity to minimize the selectivity of methane while maximizing the selectivity
toward C5+ products even at high CO conversions. This is one of the main requirements in industrial
applications of FT reactors.

Figure 5. C5+ selectivity conversion versus GHSV for PBR and MFECC bed at 528.15 K, 2 MPa pressure,
H2: CO ratio 2:1.

Figure 6. CH4 selectivity versus GHSV for PBR and MFECC bed at 528.15 K, 2 MPa pressure,
H2: CO ratio 2:1.
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3.4. Effect of Reactor Tube Size (Scaling-Up)

As mentioned previously, FT is a highly exothermic reaction; thus, efficient heat removal is one
of the main considerations while designing commercial-scale FT reactors [7]. Therefore, the range of
tube diameters used in industrial-sized PBR reactors is 20 mm to 50 mm. Larger tube sizes provide
poor heat management and are more likely to suffer from the local hotspot formation, which results
in the formation of methane while lowering the selectivity of the desired C5+ hydrocarbon products.
For industrial applications, it is important to set up the FT process in a way that would provide high
production of higher weight hydrocarbons (C5+), with low methane selectivity and good temperature
control within the reactor bed. The results discussed in the previous sections indicate that the latter can
be achieved upon utilization of the novel MFECC structures of high thermal conductivity that allows
uniformity in temperature distribution across reactor bed at larger tube diameters. Several simulations
were performed to study the effect of scaling up the reactor tube diameter up to 102 mm on the thermal
behavior of both the PBR and MFECC bed. A comparison between the base case model (15 mm ID)
and the scaled-up model (102 mm ID) at 2 MPa pressure and H2/CO ratio of (2:1) was made at different
inlet temperatures 498.15 K to 528.15 K. Since changing the tube diameter affects the gas velocity/GHSV
(45-fold reduction in GHSV going from 15 mm up to 102 mm, which has a prominent effect on the mass
and heat transport properties), the inlet gas flow rate of the was adjusted to maintain a constant GHSV
value of 5000 h−1 to provide a fair comparison between the base case and the scaled-up case. Figure 7
shows the maximum temperature rise inside the PBR at various inlet temperatures. If all the process
parameters are kept constant, increasing the tube diameter from 15 mm to 102 mm while maintaining
constant GHSV (5000 h−1) results in extreme temperature runaway at all inlet temperature conditions,
where the hotspot was beyond 200 K. This drastic change in the maximum temperature rise is around
40% to 50% higher than the base case scenario at 15 mm. The extremely high-temperature gradients
are mainly due to high radial heat transport resistances at larger tube sizes. As a result of the high
temperatures inside the PBR, the CO conversion at 102 mm was beyond 90% at all inlet temperatures,
as shown in Figure 8. The reason behind this is that using larger tube diameters accompanied by the
use of higher inlet gas flow rates enables higher CO conversions, thus higher hydrocarbon productivity.
However, the selectivity toward methane associated with such high-temperature gradients goes up
to 100% at all temperature conditions, consequently leading to 0% selectivity toward the desired C5+

hydrocarbons, as demonstrated in Figure 9.

T

T

Figure 7. Maximum temperature in PBR 102 mm ID with the base case of 15 mm ID at 5000 GHSV,
H2/CO 2:1, 2 MPa pressure.
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T
Figure 8. CO conversion in PBR 102 mm ID with the base case of 15 mm ID at 5000 GHSV, H2/CO 2:1,
2 MPa pressure.

T
Figure 9. CH4 and C5+ selectivity in PBR 102 mm with the base case of 15 mm ID at 5000 GHSV,
H2/CO 2:1, 2 MPa pressure.

On the other hand, the MFECC bed provided better temperature control relative to the PBR
under the same operating conditions when the tube diameter is scaled up to 102 mm. The maximum
temperature deviation from the base case (15 mm, 498.15 K to 528.15 K, GHSV 5000 h−1, H2/CO 2:1,
Ptot 2 MPa) was below 4 K at all inlet temperature conditions, as shown in Figure 10. This is due to the
high radial effective thermal conductivity of the MFECC bed, which was able to facilitate heat removal
even at higher radial resistances in larger tubes. Moreover, when the tube diameter is increased from
15 mm to 102 mm while keeping a constant GHSV, the CO conversion goes up by more than 9% for
all the simulated temperature conditions, as shown in Figure 11. The latter indicates a noticeable
increase in hydrocarbon productivity per tube is achieved for larger tube diameters. An interesting
observation is that for 102 mm diameter, the CH4 selectivity only increases by less than 1.4%, while the
C5+ decreases by less than 1.3% compared to the base case scenario, as shown in Figure 12. The higher
CO conversion, accompanied by selectivity control at 102 mm diameter achieved using the MFECC
bed, indicates that higher C5+ productivity is obtained relative to the base case.
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T

T
Figure 10. Maximum temperature rise in MFECC 102 mm with the base case of 15 mm ID at 5000 GHSV,
H2/CO 2:1, 2 MPa pressure.

T
Figure 11. CO conversion in MFECC 102 mm ID with the base case of 15 mm ID at 5000 GHSV,
H2/CO 2:1, 2 MPa pressure.

It is worth noting that, as previously stated that at 528.15 K (only for the case of the PB
reactor), the deviation between the modeling and the experimental predictions becomes high.
The difference between the maximum temperature (centerline temperature) and the wall temperature
is underestimated, thus the model under-predicts the methane selectivity relative to the experimental
data. Consequently, the selectivity of C5+ products at 528.15 K is over-predicted by the model when
compared to experimental data. In the case of scaling up the tube diameter up to 102 mm, for the
MFECC case based on the aforementioned discussion, the maximum temperature deviation from the
base case (15 mm, 498.15 K to 528.15 K, GHSV 5000 h−1, H2/CO 2:1, ptot = 2 MPa) was below 4 K at
all inlet temperature conditions. Therefore, extremely large temperatures are not observed in this
case, hence confirming the reliability of the results for the MFECC bed. In the case of PBR, large
temperature deviations are indeed observed (as previously mentioned). However, the selectivity
toward methane associated with such high-temperature gradients goes up to 100% at all temperature
conditions, consequently leading to 0% selectivity toward the desired C5+ hydrocarbons. Although
the difference between the maximum temperature (centerline temperature) and the wall temperature
is underestimated is this case (methane selectivity should be higher than predicted by the model)
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achieving a selectivity beyond 100% is physically not possible. Similarly, for the C5+ selectivity,
the model over-predicts the C5+ selectivity (C5+ selectivity should be lower than predicted by the
model) and achieving a selectivity below 0% is also physically not possible. The point to be highlighted
here is that the hydrocarbon selectivity estimations are very reliable; however, higher temperature
gradients are expected when such conditions are practically employed (this will not affect the product
selectivity based on the above discussion).

T
Figure 12. CH4 and C5+ selectivity in MFECC 102 mm ID with the base case of 15 mm ID at 5000 GHSV,
H2/CO 2:1, 2 MPa pressure.

4. Conclusions

A 2D CFD model of an FT reactor was developed in COMSOL®Multiphysics v5.3a for two systems;
MFECC bed and conventional PBR under GP-FT conditions. The possibility of scaling-up the reactor
diameter tube >15 mm (up to 102 mm ID) was studied as an initial step towards the process
intensification of the FT technology. The model results for both the MFECC bed and PBR provided a
good match with the experimental predictions for CO conversion, maximum temperature deviation
from the wall temperature, CH4 selectivity, and C5+ selectivity. The influence of process parameters
(inlet temperature, GHSV, tube diameter) on the hydrocarbon product selectivity, CO conversion,
and hotspot formation was investigated. Results indicated that increasing the GHSV from 5000 h−1

to 10,000 h−1 in the PBR had a detrimental effect on the thermal performance of the reactor bed.
This resulted in shifting the product selectivity toward undesired methane (CH4 selectivity of
100%). Comparing with the MFECC bed simulated under equivalent conditions shows a very small
temperature deviation (<7 K) and constant hydrocarbon product selectivity (~22% CH4 selectivity and
~73% C5+ selectivity). Therefore, the near isothermal operation in the MFECC bed facilitates higher
C5+ hydrocarbon productivities per tube pass at higher space velocities without the risk of selectivity
loss. A comparison between the base case model (15 mm ID) and the scaled-up model (102 mm ID)
revealed that the high radial effective thermal conductivity of the MFECC bed was able to provide
efficient heat removal (temperature gradient < 10 K) even at higher radial distances in larger tubes.
In contrast, the PBR suffered from extreme temperature runaways (>200 K), leading to poor product
selectivity (100% CH4 selectivity and 0% C5+ selectivity). The ability of the MFECC bed to provide
near isothermal operation at 102 mm ID provides a 16-fold reduction in the total number of tubes
required to achieve a targeted capacity compared to a conventional 0.025 m ID reactor bed. This study
demonstrates the possibility of implementing the MFECC reactor bed in future commercial FT reactors
to achieve high production rates by utilizing larger reactor tube diameters.
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Abstract: The rheological characterization of fluids using a rheometer is an essential task in food
processing, materials, healthcare or even industrial engineering; in some cases, the high cost of
a rheometer and the issues related to the possibility of developing both electrorheological and
magnetorheological tests in the same instrument have to be overcome. With that in mind, this study
designed and constructed a low-cost rotational rheometer with the capacity to adapt to electro- and
magneto-rheological tests. The design team used the method of continuous improvement through
Quality Function Deployment (QFD) and risk analysis tools such as Failure Mode and Effect Analysis
(FMEA) and Finite Element Analysis (FEA). These analyses were prepared in order to meet the
customer’s needs and engineering requirements. In addition to the above, a manufacturing control
based on process sheets was used, leading to the construction of a functional rheometer with a cost of
USD $1500.

Keywords: rheometer; quality function deployment; design

1. Introduction

Rheology studies stress and deformation of matter that may flow, not only including liquids but
also soft solids and substances such as sludge, suspensions, and human body fluids, among others [1,2].
Rheology focuses on the study of fluids, with viscosity changing when the material deforms or is
submitted to certain external forces or agents, such as electric fields, magnetic fields, temperature,
pressure, light, and PH, among others. Within fluids using rheological properties for very specific
applications, we have magneto- and electro-rheological fluids [1,3]. Magneto-rheological fluids are
smarts fluid containing particles that orient themselves and form chains in the presence of a magnetic
field. In turn, electrorheological fluids are suspensions that do not conduct electricity; these fluids
are known as dielectric, and when an electric stimulus is applied to these materials, some of their
mechanical properties may be controlled [1–4]. A basic instrument for the study of rheological properties
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is the rheometer. A rheometer is capable of measuring the viscosity and elasticity of Newtonian
and non-Newtonian materials in a wide range of conditions. Some of the properties that may be
measured with a rheometer are viscoelasticity, elasticity limit, thixotropy, and extensional viscosity [1,5].
Rheology has wide applications in industry, in research, and in the development of products—for
example, in the evaluation of paints, creams, and plasters; in healthcare; and in aeronautical and
automotive applications [6–13]. A particular application in automobiles is in rheological dampers
found in suspension systems that allow the adjustment of the mechanism of operation in accordance
with the vehicle’s needs [13,14]. In order to make the necessary operation adjustments, modern
automobiles have sensors which enable the detection of road conditions, measuring the power of
rebounds experienced in the suspension. Among the advantages of using suspensions based on
rheological dampers is their low energy requirement. In addition, the system is reliable, and there
is dynamic control of the whole automobile [15]. This last application is part of the motivation for
this work, since having a rheometer would greatly help the characterization of rheological fluids.
Currently, there are rheometers of varying kinds and prices [16], but most of them have a high cost
and may only be used for very specific tests, and do not allow, for example, electrorheological and
magnetorheological tests to be carried out on the same rheometer. This study presents the design
and development of a low-cost rotational rheometer with the capacity to couple to any necessary
instruments in order to carry out electro- and magneto-rheological tests. The proposed methodology
considers continuous improvement processes in the design of new products widely used in the
industrial and development sector—specifically, the use of the Quality Function Deployment (QFD)
tool based on customer satisfaction and cost reduction [17–29], supported with Failure Mode and Effect
Analysis (FMEA) risk detection tools [30–34], Finite Element Analysis (FEA) engineering analyses,
and manufacturing processes. With the methodological process used, the design and construction of a
functional rheometer was possible with a cost of USD $1500 with the capacity to adapt for electro- and
magnetorheological tests.

2. Methodology

The methodological process for the design and manufacturing of the rheometer is shown in the
following Figure 1.

Figure 1. The methodological process.
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Steps within the methodology consider the initial phase with the QFD development and the HoQ
(House of Quality), where the customer requirements and the technical specifications are taken as
baselines in order to design the rheometer. With the above in mind, an initial design for the rheometer
is proposed to pass afterwards for a risk analysis using the FMEA technique and the analysis of finite
elements (FEA). The purpose is to provide feedback on the proposed design to generate an updated
final design. The last phase deals with the assurance of the manufacturing process (MP), where a tool
called the process sheet was used to control activities related to the manufacturing process and finally
to obtain the rheometer prototype.

2.1. Quality Function Deployment (QFD) and House of Quality (HoQ)

QFD is a method to transform users’ qualitative demands into quantitative parameters, thus
achieving design quality in subsystems and pieces and ultimately in the specific elements of the
manufacturing process. The method was developed in 1966 in Japan and represented the impulse
for the continuous improvement of products seeking optimization and rationalization in the design
of its products and processes [17]. QFD is a systematic methodology with a priority of interpreting
and meeting the customer’s requirements during the design and manufacturing processes, promoting
the interaction of the design actors (engineers, technicians, users, sellers, etc.) since the QFD is a
group methodology [25,27]. The QFD approach is based on the deployment of users’ expectations (the
“What’s”) in terms of the design and parameters related to the production (the “How’s”) of the new
product. This process is represented by a succession of double entry or matrix tables of “What/How”,
allowing correlations between the entries to be identified and prioritized [27]. A crucial step during
QFD is the translation of the customer’ needs into engineering characteristics [18].

2.1.1. Customer Requirements

Requirements are customers’ declared and undeclared needs, demands, or wishes. Identifying
customer requirements is considered critical to achieving effective and successful processes in product
development at the design stage [35]. In some works, requirements are reported within the preliminary
design stage as the formulation or decomposition of requirements [35,36]. The design and development
department faces the problem of identifying the requirements in order to obtain a list of needs that will
lead to the success of the design project development [37]. Customer, user, or market demands are
captured in different ways: direct discussion or interviews with potential customers, surveys, focus
groups, customer specifications, observation, warranty data, field reports, etc. [24]. One way to obtain
simple information is through an interview, applying the method of the Five W1H (Who, What, Why,
How, Where, When). The respondents can be a small number of people or even individuals among
current customers, competing customers, and direct users in the same market segment [38].

2.1.2. House of Quality (HoQ)

QFD implies the construction of a matrix or a set of interconnected matrices known as “quality
tables”. The first matrix is called “House of Quality” (HoQ) and has two main parts: the horizontal part,
containing information relevant for the customer, and the vertical part, containing the corresponding
technical translation of their needs. In addition, there are the “What/Which” correlations, which allow
the integration of elements related to the analysis of product competence and the identification of
contradictions between different product characteristics [25]. Thus, this matrix offers the double
advantage of facilitating the transition between the user world and the designer, in order to combine
in one document all the data for decision making in relation to the development of the product.
Commonly, the design teams have to base their estimations on their own experience, intuition, and
determination [18].

Figure 2 presents the components of the HoQ, which are: customer requirements, technical
parameters, relationship matrix, engineering importance, numerical values of the parameters,
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correlation matrix between the technical parameters, customer benchmarking, technical benchmarking,
and technical importance [24].

 

Figure 2. House of Quality (HoQ) and components.

The results expected after applying QDF through the House of Quality are the following [24]:

1. Document the environment in which the product is used (needs).
2. Classify needs in a logical order and evaluate the relative importance therof.
3. Understand customer’s needs as summarized in the planning of the product, matrices, or House

of Quality.
4. Identify the technical requirements directly influencing satisfaction needs in order to formulate

complete technical specifications.

Commonly, the QFD is supported by several methods to improve its effectiveness, such as the
TRIZ (the Russian acronym of the Theory of Inventive Problem Solving) [39,40], FMEA (Failure Mode,
Effect, and Analysis), FTA (Failure Tree Analysis) [41], and diffuse theory, among others [21,28].

2.2. Failure Mode Effect Analysis (FMEA) and Finite Element Analysis (FEA)

FMEA is an analytic technique used to identify, reduce, or eliminate negative effects of the failure
methods of a product, design, service, or process and its relevant causes before they are produced [22].
The technique functions by means of the identification of a concrete cause of failure mode within a
system, such that the logical sequence of this condition is traced through the system up to the final
effects [25]. Risk assessment is based on the occurrence, severity, and detection of a possible failure;
therefore, it focuses on potential failures and not on the failures produced, as the objective is to prevent
failures from occurring. The main idea is to generate a risk priority number (RPN) for each failure
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mode; the higher the risk number, the greater the potential risk and importance of addressing this
failure mode [30].

FMEA improves the operational performance of production cycles and reduces the risk level.
When using the FMEA, the risk is calculated in relation to three coefficients: the seriousness of
the non-conformity (S), the non-conformity occurrence frequency (O), and the detectability of the
non-conformity (D). Each coefficient is assigned a value ranging from 1 to 10, and the relative risk
index is calculated (R) as shown in the following equation [30]:

RPN = D×O× S. (1)

The values of parameters O, S, and D are taken from the tables provided by the method and are
shown below in Table 1.

Table 1. D, O, and S evaluation criteria.

D Value Detection O value Occurrence S Value Severity

1 Almost certain 1 Extremely Unlikely 1 None

2 Very High 2 Unlikely 2 Very Slight

3 High 3 Minimal 3 Minimal

4 Moderately high 4 Very Slight Probability 4 Minor

5 Moderate 5 Slight Probability 5 Moderate

6 Low 6 Low Probability 6 Significant

7 Very low 7 Medium Probability 7 Serious

8 Remote 8 Moderately High Probability 8 Very Serious

9 Very remote 9 High Probability 9 Extremely Serious

10 Absolute uncertainty 10 Extremely High Probability 10 Hazardous

A scale proposed to quantify the severity of a failure using the RPN is presented below in Table 2.

Table 2. Risk priority number (RPN) criteria.

RPN Severity Description

RPN < 50 Minor This mode of failure can be detected by the company; it means a simple change in
the design, unless the mode of failure is included in the standard.

50 < RPN < 100 Significant The Priority Risk Number of this failure mode can be decreased after an
adjustment to the design in the company’s laboratories.

RPN > 100
Very Serious or

Hazardous

This mode of failure must be reduced or eliminated through the various
laboratory tests that are performed, or if necessary we must change the design
concept. If it is not diminished, the product cannot be sold to the market.

FMEA is focused on predicting a possible product failure in advance in order to avoid reworking
in the subsequent fabrication process, thus greatly reducing the cost of the product, shortening the
cycle, and improving the manufacturing efficiency [21].

2.3. Finite Element Analysis (FEA)

Finite Element Analysis (FEA) is a numerical method for approximating the solutions to differential
equations widely used in diverse problems—mainly for the modelling and simulation of engineering
problems. FEA can be applied in stress analyses on structures or complicated machines, dynamic
responses, or in thermal or electromagnetic analyses. FEA applications have also been extended to
materials in science, biomedical engineering, geophysics, and many other fields [42,43].

2.4. Manufacturing Process (MP)

The planning process has an essential role in the manufacturing and industrial processes of
home appliance and tool manufacturing and chemical processing plants. Planning a manufacturing
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process is transforming a portion of the design into specifications from the drawing plans in the
operation instructions needed for manufacturing [44]. The planning of a manufacturing process may
be defined as the systematic determination of the detailed methods with which components or parts
may be economically manufactured from the initial stage to the end stage. Geometric characteristics;
dimensions; tolerances; materials; and, finally, the sequence of operations, machinery, tools, and work
stations are analyzed to obtain the desired final product. The first task of the planning process implies a
series of steps: design data interpretation (CAD); understanding the functions, conditions, and product
specifications; and carefully analyzing any assembly operations that are to be performed [44,45]. All the
above may be found on a manufacturing process sheet.

Process Sheet

Process planning is a pre-manufacturing step which determines the sequence of operations or
processes necessary to produce a part or a set. This is the most important step in workshops where
unique products are manufactured or where the same product is manufactured infrequently. The result
of this step is the process sheet, which considers the route and operations data [44,45]. A process sheet
is a document listing the exact sequence of operations needed to complete the job. The route sheets are
useful in manufacturing and production planning. An example of a process sheet is found in Table 3.

Table 3. Typical process sheet.

Process Capacity
Sheet

Approved
by:

Part No. Application Entered by: Date:

Part Name: Number of Parts Line:

Step Name Machine
Basic Time Tool Change Processing

Capacity/Shift Remarks
Manual Auto Completion Change Time

3. Results

For the QDF development, we had the criteria of 12 participants, among whom were laboratory
technicians, researchers, vendors, and designers who have used a rheometer at some time or have been
connected to rheological tests. The process of acquiring the requirements consisted of the participation
of the working group in discussions and interviews and the analysis of direct specifications for the
rheometer design by a research group on intelligent fluids. In addition to the above, an extensive
search of patents and scientific articles was carried out in order to explore the data reported on
operation issues, components, and requirements, and, in turn, it was complemented by a market
study on commercial rheometers. The criteria analyzed were the overall features, operation, aesthetics,
ergonomics, measurement schemes, man-machine environments, and costs, among others. With
the information found, the determination of the customer’s needs and requirements was possible,
as shown in Table 4. For each of the requirements considered, a quantified weight is assigned in order
to prioritize them and define which ones will be of priority in the design stage. The scales to qualify the
weight of requirements vary according to each author; in this case, significance values were proposed
from 5, 3, and 1, where 5 is for the highest significance and 1 for the lowest significance [30].

Table 4. Customer requirements and their importance.

Customer Requirements Importance or Weights Customer Requirements Importance or Weights

Easy to use 5 Minimum error margin 5

Display results on an LCD display 5 Use with any fluid—electro and magnet 3

Economic 3 Store data 3

Aesthetic 3 Automatic calculations 5

Small size 3 Easy to manufacture 5

Strong and lightweight 1 Secure 5

Portable 5 Easy maintenance 5

Detachable-interchangeable tips 3
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3.1. Technical Requirements

In this section, the work team translates the customer’s needs into an engineering language that is
direct and easy to interpret; this is done in order that the designers may have clearly defined, in the
design stage, clearly defined parameters and properties to be included in the modeling stage. Figure 3
shows the technical requirements translated into engineering language. In addition, the right side
of the figure shows the relationships between the technical requirements and what will be taken as
criteria for the design team’s decision making.

 

Figure 3. Technical or engineering requirements.

After the customers’ requirements and technical requirements had been identified, the design
team proposed the following correlations for the “What”/“How” between each of the customer’s needs
and each engineering characteristic, where 5 is a strong correlation, 3 is a moderate correlation, and
1 is a weak correlation. After this, estimations were compared among them. Once the significance
values and the correlation values were defined, the absolute significance value is calculated (B) as
the sum of the customer evaluation product multiplied by the weight corresponding to the degree of
dependence [20].

B =
∑

(I × R). (2)

The result is provided at the bottom of the column and shows the significance of the
requirement—that is, the priority quality characteristics for a customer.

3.2. Competitive and Technical Comparison Evaluation (Customer benchmarking-Technical benchmarking)

The QFD tool through the House of Quality allows direct comparison of how its design or
product ranks against the competition in fulfilling customer requirements. This analysis is very
important in making decisions related to design, considering that a certain type of scale is essential to
describe the excellence level of these products and our product, in order to find the route to achieve
customer satisfaction. The design team, with the contribution of all its members, identifies a series
of existing products to be compared—usually the proposed product and two or three of the relevant
competitors [23,27]. One of the purposes of this stage is to know how the competitors’ products compare
to the customers’ requirements compared to the product proposed by the design team. In order to carry
out the competitive evaluation, four commercial rheometers were taken into consideration: HAAKE
RheoStress 6000, HAAKE MARS Rheometer, ARES-G2 Rheometer, and Kinexus lab+ rheometer.
Once the competitors are identified, a table is generated with the customer’s requirements met by
each of the competitors and the design team’s proposal using a five-level scale where 1 = very low
satisfaction and 5 = very high satisfaction [23]. Once the above points are obtained, the House of
Quality is obtained for the design of the rheometer proposed by the design team. The House of Quality
is shown in the Figure 4.
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Figure 4. House of Quality (HoQ)—low cost rheometer.

In the last QFD analysis section, the importance of all the customer requirements and the
contribution of each technical requirement to meeting said requirements are analyzed. This final
analysis is crucial for design, as this is where the information obtained in the evaluations of the other
matrices is gathered and the result of each technical requirement is evaluated and finally reordered,
before proceeding to the design. From the House of Quality results, especially the results of absolute
technical importance (B) and priority, it is clear that some requirements are of greater importance than
others. This is closely related to the methodology, but in spite of its score, all the requirements are
met and included in the design generated by the work team. From the technical importance results,
the following can be concluded:

(1) The technical requirement of minimal parts obtained a high importance index of 193 and a priority
order of 1. This means that the proposed design must meet the minimal necessary elements for
rheometer operation; this requirement also impacts the ease of maintenance required during
its lifecycle.

(2) The technical requirement of parallel plates obtained a high importance index of 174 and a priority
order of 2. This technical requirement depends on how the rheological tests are carried out and
the condition of the rheometer’s accessories.

(3) The technical requirement for the use of an 8-line display obtained a high importance index of
166 and a priority order of 3. This technical requirement mainly affects how the rheometer user
will interact with the variables that must be measured during the rheological tests.

Finally, we would obtain the remaining features, where the feature with the lowest priority is
the use of dark pigments for display data, among others. The competitive and technical evaluation
had the purpose of analyzing similar products which were already on the market in order to produce
a rheometer with qualities not lower than those of competitors. As may be observed regarding
quality in the competitive and technical evaluation section, the designing team proposal was always
within a margin superior to the competition in most aspects. This shows that our product will
be superior to or will keep customers much more satisfied than products existing on the market,
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since the proposed rheometer has a better score than the competition regarding the engineering and
customers’ requirements.

3.3. Preliminary Design

Once the House of Quality evaluation is complete, we proceed to the section on preliminary
prototype design according to the House of Quality—QFD requirements. The design concept proposal
has been established in a simple, intuitive approach based on the design team’s experience, with
the following stages: (i) the identification of the problems associated with satisfying customer
requirements; (ii) the identification of the associated problems and the satisfaction of technical or
engineering requirements; (iii) the acquisition of knowledge and foundations for the proposal of
solutions; (iv) the proposal of design solutions; (v) the proposal of critical elements of operation,
structure, and materials; (vi) the proposal of a measurement and control environment; (vii) the
evaluation of the design proposal in terms of the functionality and the requirements to be met; and,
finally, (viii) the preliminary rheometer design. The Figure 5 shows the exploded CAD model of the
rheometer designed by the work team.

 

Figure 5. Design of the proposed rheometer and components. (a) LCD display; (b) sheet metal casing;
(c) steel plates; (d) ball bearing hinge; (e) container box (the motor and electronic accessories); (f) acrylic
protective cover; (g) motor; (h) steel rods; (i) galvanized sheet; (j) shaft, tip, and sample container
assembly; (k) Nylamid couple, inertia flywheel, Nylamid bearing holder, and bearing assembly;
(l) threaded rod; and (m) adjustable leg leveler.

Tables 5 and 6 show the complete FMEA format carried out in accordance with the procedure
specified in the methodology section with the objective of analyzing the designed rheometer components,
broken down into the parts considered critical. In accordance with the FMEA, each part of the rheometer
is related to its possible potential failures. This will facilitate the identification and reinforcement of
those areas where failures may occur, along with their correction, before creating the prototype. It will
also provide its possible effects to provide design controls, as foreseen by the work team as a whole.
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The results from the FMEA and the relevant scores for the parameters S, O, and D were established
to find the RPN of each rheometer component and its characteristic failure modes. The risk assessment
was performed on both the mechanical parts and the electrical or electronic components. With the
FMEA, it was discovered that the high RPN of 400 corresponds to the electric motor that transmits the
torque and rotational movement to the shaft, suggesting that preventive maintenance during operation
should be considered a high priority. Another element with a high RPN is the battery case, with a value
of 200, which feeds electrical energy to some electronic components, and therefore should be protected
from vibrations, falls, or contact with liquid. According to Table 2, these two RPN values classify the
failures of these elements as serious or dangerous. With RPN values of 98, 80, and 70, the potentiometer,
rotor, and panel or display failure modes are classified as significant failures. The other failure modes
fall into the minor category.

3.4. Finite Element Analysis (FEA)

This section describes the Finite Element Analysis carried out on the parts that comprise the
rheometer, with the objective of verifying if they meet the various established design parameters
established and detecting possible improvements to the proposed design. It is worth noting that
only a vibration analysis was carried out, as this is a phenomenon that greatly affects the rheometer
performance through high-magnitude resonant vibrations [46]. Modal vibration analysis generates the
fundamental vibration frequencies of the elements and the magnitude of their deformation.

The ANSYS Workbench software was used for the modal analysis of the rheometer components.
The 3D models of the rheometer elements were built in a computer-aided design (SolidWorks) system
and imported into the ANSYS Workbench preprocessing platform. The main materials used for the
component analysis were structural steel and Nylamid. Steel was assigned a density property of
7850 kg/m3, a Young’s modulus of 200 GPa, and a Poisson’s ratio of 0.3; for Nylamid, it was assigned
a density of 7850 kg/m3, a Young’s modulus of 2353 Mpa, and a Poisson’s ratio of 0.21. Once the
materials were defined, each of the elements analyzed underwent the meshing or discretization
process. The finite element SOLID185 was used for the meshing, defined by eight nodes with three
degrees of freedom in each node (UX, UY, and UX) [47]. This type of finite element is suitable for
modeling general 3D solid structures, allowing prismatic and tetrahedral degenerations. SOLID185
is appropriate for modal analysis, with an adequate ratio of convergence time and computational
resource consumption [48]. The mesh convergence test was performed to determine the optimal mesh
size using the first modal frequency as a reference. The boundary conditions and speed loads were
applied specifically for each case. Modal analysis was limited to the earliest vibration modes, those
closest to the rheometer operating speed.

A simulation was carried out on the full rotor (shaft, flywheel, and tip) and the coupling to the
driving motor. Figure 6 shows both the meshed geometry and the shape rotor vibration that occurs at
the fundamental vibration frequency of 1689.3 Hz. Vibration resonance exists when the frequency of
an excitation source coincides with the fundamental frequency of a body or element—an undesirable
condition which generates the greatest number of deformations and displacement in bodies. Figure 6
indicates that if there were resonance, the maximum displacements would be at the tip of the shaft
where the probe is placed and would be 152.55 mm. The analysis only returns this as a point of design
improvement. It is important to mention that the tip is what comes into contact with the sample
container, and it would not be appropriate to have those types of vibrations in rheological tests.

Figure 7 shows the result of the analysis of the inertia flywheel, where a fundamental vibrational
frequency of 10,026 Hz was obtained. The shape of resonance vibration and its magnitudes do not
represent conditions that require improvement.
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Figure 6. Total deformation of the rotor.

Figure 7. Total deformation of the inertia flywheel.

The tip is the part that is attached to the rotor and is what comes into contact with the fluid.
Figure 8 shows the vibration analysis of the shaft and of the tip with the fundamental frequencies of
3928.2 and 28,188 Hz, respectively.

As can be seen by the shapes of the vibration, the tip of the shaft is again in a state of high
vibration movements, which is consistent with the rotor analysis findings and is therefore taken into
account when making design improvements. Finally, an analysis was carried out on the complete
structure, as shown in Figure 9. The fundamental frequency was 331.6 Hz, and resonant displacements
of 378.8 mm were found in the upper rear part of the structure, which indicates that improvements
must be made to that section to avoid future performance failures in the rheometer.

With the results from the FMEA and the FEA, the following improvement actions were taken to
update the proposed design:

(1) A minimal part or element analysis was performed on the rheometer design. This led to the
elimination of some nonessential accessories, helping to meet the requirement of easy maintenance.

(2) Small marks were made on the plates and laminates to increase the stiffness and prevent
susceptibility to excessive vibrations and loosening.
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(3) The rotation shaft section was modified at the base, where the test probe is placed, to avoid
excessive movements due to vibration based on the results obtained in the FMEA and FEA.

(4) The section of the upper rear part of the structure was modified to avoid movements due to
vibration and possible failures caused by mechanical fatigue.

(5) The space devoted to the battery holder for the sensor power source was improved.
(6) Improvements to the electrical components were taken into account in the instrumentation section.

 

 
Figure 8. Total deformation—(a) shaft and (b) tip.

Figure 9. Total deformation—structure of steel plates and rods.

Figure 10 shows the final rheometer design drawn up in CAD as a result of the improvement points.
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Figure 10. Final rheometer design.

3.5. Rheometer Manufacturing Process

Once the final design was finished in CAD, and based on the results from the QFD, FMEA,
and FEA, the rheometer was manufactured with materials such as steel, acrylic, aluminum, laminated
steel, Nylamid, and stainless steel. The manufacturing planning process and the sequence of features
or processes was performed using the process sheet tool with the exact sequence of features necessary
to complete the work. A process sheet was completed for each rheometer component. Table 7 shows
the process sheet for the sheet metal casing of the rheometer.

Table 7. Sheet process—metal casing.

Control
Manufacturing

Processes (CMP)

Sheet Process
“Sheet Metal Casing”

Part: 9

Sheet: 9

Title
Sheet Metal Casing Material Galvanized Sheet

Dimensions
300 × 250 mm
160 × 80 mm

Estimated Time
1 h 30 min.

    

Op. Description Tools and Equipment Working Conditions Estimated Operation Time

1 Trace the dimensions on the cardboard sheets Tape measure and square Manual 20 min.

2 Using the cardboard, mark the exact
measurements on the galvanized Sheet Square and marker Manual 10 min.

3 Cut the galvanized sheet according to the
proposed measurements Sheet metal scissors Manual 10 min.

4 Drill holes in the galvanized sheet Drill and bit set Manual 15 min.

5 Bend the galvanized sheet to the proposed
dimensions Hydraulic bending press Manual 10 min.

6 Weld the indicated flaps of the galvanized sheet Automatic spot welder Manual 15 min.

7 Sand the galvanized sheet Sponge sanding pads
and ultra fine sand paper Manual 10 min.

8 Painting galvanized sheet Air paint gun Manual 20 min.

Comments: The dimensions indicated on the cardboard sheet are drawn first, so that there are no errors in the lines. Once the dimensions have been completed
exactly, they are transferred to the sheet to avoid waste or possible errors.

Figure 11 shows some elements of the manufactured rheometer.
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Figure 11. (a) and (b) Steel plates, (c) container box (the motor and electronic accessories), (d) sheet
metal casing, (e) acrylic protective cover, (f) inertia flywheel, (g) threaded rod, (h) rotor (shaft ant tip),
(i) adjustable leg leveler.

With the components manufactured, the structure assembly process is developed, as shown in
Figure 12.

 

Figure 12. Structure assembly process.

The internal part of the rheometer is composed of the motor (12V DC—RPM: 1000RPM) and its
accessories. Figure 13 shows the complete assembly, which is composed of the rotor, couplings, bearings,
and inertia flywheel. This assembly is particularly important for the rheological testing process.

Figure 13. (a) Motor and inertia flywheel assembly, (b) electrical arrangement for electromechanical tests.
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The Nylamid elements were included to isolate the motor and the electrical and electronic
components from the energy used for the electro-rheological tests (Figure 13b).

3.6. Instrumentation and Implementation

To meet customer requirements regarding the environment or user interaction with the rheometer,
it was decided to use the Arduino platform to manage the sensors, button panel, display, automatic
software calculations, and storage of the test data. Some devices used in the instrumentation of the
rheometer include the following:

(a) Open platform Arduino UNO boards, which facilitate microcontroller programming.
(b) A DHT11 digital temperature and humidity sensor, which uses a capacitive humidity sensor and

a thermistor to measure the surrounding air and only one pin to read the data.
(c) An FC-03 Infrared Sensor Encoder, a device responsible for converting angular movement into

electrical pulses which can be interpreted by the system controller.
(d) An Arduino button panel, control element.
(e) An H Bridge L298N, a circuit that allows controlling the direction of the rotation and speed in

DC motors.
(f) An LCD display and an I2C Adapter for LCD displays with microcontrollers.

The separation of the parallel plates from the tip is measured from the vertical displacement bar,
and the torque is estimated based on the current and intake voltage of the driving motor.

Figure 14 shows the tests carried out on the sensors.

 
Figure 14. Sensor and LCD display testing.

Finally, the assembly of the rheometer is completed, as shown in Figure 15.

272



Processes 2020, 8, 935

 

Figure 15. Manufactured rheometer—final version. Product specifications: power source 110V, sensor
power source 12 V, variable speed operation from 0 to 1000 RPM, interchangeable test probes, ability to
incorporate attachments to perform electro- and magneto-rheological tests.

4. Discussion

The main interest of this work was accomplished by obtaining a rotational rheometer with the
required characteristics using of the methodologies set forth herein. By developing the QFD by means
of the matrices in the aforementioned House of Quality, it was possible to guide this work toward
the rheometer design and manufacturing stages. To manufacture the prototype, it was necessary to
determine the customer, technical, or engineering requirements and establish the correlation between
these. The accuracy of the customer requirements depends on the work team’s environment, in addition
to its knowledge and experience in the subject. In this regard, the work team had to overcome the lack
of contributions from more people or customers, as rheometers are not commonly used instruments
and their application is very specialized. However, with the help of research into patents and scientific
articles, the customer’s significant requirements were met to structure the House of Quality. Another
aspect detected during the QFD elaboration process was weakness or subjectivity when performing
the benchmarking, as an additional, more reliable mechanism is required to make this judgement and
achieve greater reliability and determination [23]. Rheometer performance and cost are highly valued
aspects on the market. The rheometer designed and built in this work has a material and supply cost
of $1500 USD, not including labor—a very competitive price in comparison to commercial rheometers.
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Limitations and Expected Impact

Improvements in the rheometer development process presented in this work arise from the
analysis with the following limitations:

• The sample of participants considered for the requirements analysis and for the design process
should be improved, involving more experts in the field of rheology, equipment vendors, users,
and analysts.

• Although the methodology used in the preliminary design stage was sufficient to fulfill the
objective of this work, more robust or systematic methods for the entire preliminary design process
need to be adopted, as suggested by some research works in the field of design [37,49].

• A weakness found during the stage is the lack of an in-depth analysis of the technical details in
the design of the proposed solution.

• It would be very convenient to update the failure mode analysis (FMEA) with field evaluations of
the experimental performance in order to continue improving and adjusting the rheometer design.

• The verification stage of the experimental operation of the rheometer would give certainty for
industrial production and would give feedback on the entire design process.

• An ergonomic analysis of man-machine interaction would undoubtedly strengthen the
development process of the rheometer as a product.

We consider that the main impact of this work is the development of a low-cost rheometer using
technology within the reach of most people, not only in the industrial sector. The implemented
methodology is already well known, but it can be followed for the development of other equipment
or instruments. Academically, having a rheometer like the one developed in this work will impact
research in the field of rheology and will support the training of future engineering students.

5. Conclusions

The low-cost rotational rheometer developed in this study was achieved using quality control and
continuous improvement tools, such as QFD-HoQ and FMEA, in addition to the use of manufacturing
tools such as Manufacturing Process Management and engineering CAE tools such as the FEA.
The rheometer design has the capacity to adapt in order to perform both electro- and magneto-rheological
tests. During the design and construction process, the design team adhered to the customer’s
requirements and to the engineering requirements proposed, taking the advantage offered by the QFD.
In addition, improvements in the proposed rheometer design were achieved with the FMEA technique
in order to detect any possible failures and the development of an engineering analysis (FEA) to ensure
the design in the structural part and the operation with which the rheometer construction was finally
achieved. With the results obtained in this study, the possibility of designing rheometers was left open
for electro- and magneto-rheological tests in the future.
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Abstract: A change in human development patterns is needed, including mankind’s environmental,
economic, and social behavior. Engineering methods and practices have a substantial impact on the
way to sustainable development. An overview of the guiding principles of sustainability, sustainable
design, green engineering, and sustainable engineering is presented first. Sustainable engineering
principles need to be updated to include the present state of the art in human knowledge. Therefore,
the updated principles of sustainable development are presented, including traditional and more
recent items: a holistic approach, sustainability hierarchies, sustainable consumption, resource
scarcity, equalities within and between generations, all stakeholders’ engagement, and internalizing
externalities. Environmental, social, and economic impacts that respect humans’ true needs and
well-being are of importance to the future. The updated 12 principles include the tridimensional
system’s approach, precautionary and preventive approaches, and corporate reporting liability. The
environmental principles comprise a circular economy with waste minimization, efficient use of
resources, increased share of renewables, and sustainable production. The social pillar includes
different views of equality, the engagement of stakeholders, social responsibilities, and decent
work. Economic principles embrace human capital, creativity, and innovation in the development
of products, processes and services, cost-benefit analysis using the Life Cycle Assessment, and the
polluters must pay principle. The principles will require further development by engaging individual
engineers, educators, and their associations.

Keywords: sustainability; engineering; design; principle; responsibility

1. Introduction

The human population has had an exponential development, which has been very
intensive in the last century and has exceeded the planetary limits in the last decades. The
population has increased from 2 G (billion, 109) in 1927 to more than 7.9 G today and will
likely reach around 9.7 G by 2050, and 10.9 G by 2100 [1]. The population growth rate
has decreased from 2.2%/a (percent per year) 50 years ago to about 1.0%/a now and is
projected to decline to 0.13%/a by the year 2100; the world average life expectancy has
increased from 31 a in 1900 to 73.2 a now and is expected to reach 81.7 a by 2100 and 100 a
by 2300 [2]. In addition, the household final expenditure per capita has doubled since
1960, from USD 3k (thousand US dollars) to USD 5.9k [3]. As the global source and sink
capacities are final, this type of evolution has increased pollution and reduced resource
availability to critical values.

The United Nations (UN) responded to the uncontrolled development by establishing
the World Commission on Environment and Development (WCED), known better as the
Brundtland Commission [4]. In 1987, the Commission issued the document Our Common
Future (Brundtland Report) defining sustainable development, SD, as “development that
meets the needs of the present without compromising the ability of future generations to
meet their own needs.“ The long-term environmental strategy with 3 pillars (economic
growth, environmental protection, and social equality) was proposed. The Commission
called for an international meeting where more concrete initiatives and goals could be
mapped out. This meeting was held in Rio de Janeiro in 1992 as a World Summit on
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Sustainable Development (WSSD, also called the Earth Summit). A comprehensive plan
of action, known as Agenda 21, came out of the meeting. It entailed actions to be taken
globally, nationally, and locally to make life on Earth more sustainable. Earth Summits
2002 Rio+10 (2002) in Johannesburg, and Rio+20 (2012) in Rio de Janeiro continued the
endeavors. The result of the third Summit was the document The Future we Want [5], which,
with the 192 governments in attendance, renewed the political commitment to sustainable
development and declared the commitment to the promotion of a sustainable future.

The Brundtland Report recognized that human resource development in the form of
poverty reduction, gender equity, and wealth redistribution was crucial to formulating
strategies for environmental conservation. The social component became necessary after
the neoliberal globalization introduced by USA President Ronald Reagan and UK Prime
Minister Margaret Thatcher took the free market too far—the economic pillar started to
erode the social one. For decades, the USA arms industry was producing wars, causing
migrations and terrorism. The second disaster is climate change, causing climate refugees.

In 2000, the UN Millennium Summit committed to achieving the eight Millennium
Development Goals (MDGs) to eradicate poverty and hunger, promote gender equality,
achieve universal primary education, reduce child mortality, improve maternal health,
combat diseases, ensure environmental sustainability, and improve global partnership
for sustainable development by 2015. At the end of the MDGs era, the Sustainable De-
velopment Goals (SDGs) with 17 “Global Goals”, and 169 targets was adopted by the
193 UN member states [6]. The social pillar was extended by including reduced inequalities,
peace, and justice. The economic pillar included decent work, responsible consumption
and production, and climate action. In total, 230 indicators were proposed to monitor the
SDGs’ success.

The present situation on sustainability is critical. Our civilization has crossed four
of nine “planetary boundaries”: the greenhouse gases’ (GHGs) concentration is causing
climate change, species extinction, deforestation, and pollution from nitrogen and phospho-
rus [7]. The other four boundaries (ocean acidification, freshwater use, atmospheric aerosol
loading, and chemical pollution with radioactive and nanomaterials) are approaching the
boundary limits fast. Planetary boundaries are determining the references to environmental
sustainability [8].

The European Environment Agency (EEA) in its 5-yearly State and Outlook of the
European Environment Report, SOER [9] stated that decoupling environmental pressures
from economic growth was incremental with only partially improved ecosystem resilience
and human health. We need to accelerate progress towards decoupling in a rapidly chang-
ing global context. To achieve its 2050 vision of “living well within environmental limits”,
it must fundamentally transform its core societal systems: food, energy, mobility, and the
built environment. Achieving such changes will require “profound changes in dominant
practices, policies and thinking”. Oxfam reported that eight men owned the same amount
of wealth as the poorest half of the world—“A world where 1% of humanity controls as
much wealth as the bottom 99% will never be stable” [10]. In total, 8% of the global work-
force is “working poor”—having less than 60% of the average income [11]. In September
2017, the UN General Assembly focused on people striving for peace and a decent life for
all on a sustainable planet.

Engineering has brought faster development to all countries and most people and
created more equal societies with fewer existential problems. On the other hand, it has con-
tributed to strong environmental impacts, climate change, species extinction, and increased
pollution. We need technical solutions that will not cause long-term negative impacts on
the environment, making human society resilient and sustainable. New approaches are
needed that require (among others) a new type of engineering—a sustainable engineering
approach in the design and control of systems, processes, and products. Regarding the
open question: “Is technology the culprit or the saver?” [12], the right answer is: “It shall
be sustainable in long term.” Sustainable consumption and production goals, zero waste, a
circular economy, and resource efficiency are some concepts that we are encountering in
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this respect. However, the environmental pillar is not enough—we must, equally as well,
consider the social and economic pillars: equality, decent jobs, the engagement of all stake-
holders, social responsibility, innovations, life cycle analysis, the cost–benefit approach,
reporting to public, etc.

This paper builds on a review and evaluation of engineering aspects of sustainability
and sustainable development, engineering design and sustainable engineering (green engi-
neering), and sustainability principles and practices for engineers. It intends to update and
refine the existing sets of sustainable engineering principles by integrating the knowledge
developed in the last decade. The new set of principles shall be utilized to help fulfil the
17 SDGs and the Paris agreement more effectively and enable humanity to “Accelerate the
transition to equitable, sustainable, livable, post-fossil fuels society” [13].

2. Methodology

A literature review, foreseeing the engineering developments from international or-
ganizations along with their analysis and synthesis, and personal experience are used as
the methodology.

3. Engineering and Sustainable Development

Many predecessors of sustainable engineering have been developed. Some of them
that still exist will be described. One of the oldest is Environmental Engineering, which
existed from the beginning of our civilization. Its modern approach started in the 1970s.
This is a branch of engineering that deals with the adverse environmental effects of nature
and human activities on fresh water supply, water and air pollution, wastewater and waste
management, energy preservation, global warming, acid rain, sanitation, and agricultural
systems [14]. Courses in civil engineering as well as in chemical engineering studies exist;
they are well connected with environmental science and technology.

Ecological engineering (EE), which started in the 1960s, is the “design of sustainable
ecosystems that integrates human society with its natural environment for the benefits of
both” [15]. It deals with restoration of “rivers, lakes, forests, grasslands, wetlands . . . , and
phytoremediation sites”. EE enables the design, construction, restoration, and management
of ecosystems. Mitsch and Jørgensen [16] identified five classes of EE design: (1) ecosystem
utilization to reduce/solve pollution problems, such as phytoremediation, (2) ecosystem
imitation to resolve a source problem, e.g., forest restoration, (3) ecosystem recovery, e.g.,
mine land restoration, (4) ecosystem ecological modification, e.g., selective plant harvesting,
(5) balanced use of ecosystems, such as sustainable agricultural systems. They identified
19 possible design principles of EE.

Cleaner production (CP, in USA Pollution prevention, PP) was initiated in the 1990s by
UNEP [17] to minimize resource use, pollution, and waste in companies. It was developed
by researchers, policy makers, and practitioners from many countries. UNIDO has assisted
in the development of very successful National Cleaner Production Centers (NCPCs) and
Programs (NCPPs) all over the world. The research field is still very active with several
hundred papers every year. CP was soon enriched with the Eco-Design approach, which
takes into consideration the environmental impacts of a product throughout its entire life
cycle, from resources to the end-of-life scenario. Energy and material efficiencies are an
important part of the eco-design, and so are renewable and/or recycled resources.

Industrial Ecology (IE) is a predecessor of circular economy—it is about shifting
processes from open loop (linear) systems to the closed loop ones. IE is based on mimicry
since natural systems do not know any waste. They use “industrial metabolism” (material
and energy flows, design for environment or eco-design), life cycle planning, eco-industrial
parks (“industrial symbiosis”), etc., to mimic natural systems. The Danish industrial park
at Kalundborg [18] is the best-known example where industrial outputs from one industry
serve as inputs to another one, thereby “reducing use of raw materials, pollution, and saving
on waste treatment” [19]. Graedl and Allenby [20] devoted their book to IE, and green
engineering principles and cases to offer practical and reasonable approaches to design
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decisions. Links between IE and circular economy can be found in Ghisellini et al. [21].
Saavedra et al. [22] analyzed the theoretical contribution of IE to circular economy.

All the above-mentioned engineering approaches are environmentally oriented; they
are lacking the social component to be sustainable. An overview of guiding principles
in engineering for sustainable development (Sustainable Engineering) is presented in the
sections below. Figure 1 illustrates the hierarchy of sustainability.

 
Figure 1. Hierarchy of sustainability principles, technologies, processes, and products is determining
humanity lifestyles [23].

The Principles of Sustainability on the top guide the Sustainable Design, the process
of thinking. The stage of Sustainable Engineering deals with the technical implementation
of ideas. Sometimes it is not an easy process, and some aspects of the design may be
changed or alternative solutions used. The design and engineering stages determine the
Technologies, which provide the Processes and Products. The latter are sold. It is some sort
of a portal through which the established principles of sustainable design and engineering
affect people’s lifestyle creating changes in society. Because of people’s strong dependence
on multiple technologies, these become the factors that can facilitate change in society and
can even become tools of manipulation and initiation of global trends [24].

Engineering activities from the design and planning to operations follow the above-
mentioned international activities. The content of socio-economic principles has increased
with time, although the environmental ones are still predominant.

Principles of Sustainability and Sustainable Development

What is the difference between sustainability and sustainable development? Sustain-
ability and sustainable development have somewhat different meanings. Sustainability is
future oriented, while sustainable development concentrates on the methods and strategies
to achieve sustainability [25]. “Sustainable development is the pathway to sustainabil-
ity” [26]. Mulder et al. [12] examined the methods to be used in engineering design to
achieve sustainable development. The book contains case studies and presents the results
of several design projects. Table 1 presents three sets of sustainability principles, and three
sets of the sustainable development ones.
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Table 1. An overview of sustainability and Sustainable Development (SD) principles.

Initiative Principles

Natural step (FSSD), sustainability
principles

(1) Resource extraction, (2) Removal of chemicals,
(3) Planetary equilibria, (4) Basic needs of others

Ben-Eli, core principles (1) Resource scarcity, (2) Internalize externalities,
(3) Biodiversity, (4) Equality, (5) Social life and ethics

UK Engineering Council,
sustainability principles

(1) Sustainable society, (2) Professional and responsible
judgement, and leadership, (3) More than legislation,
(4) Resources efficiency, (5) Multiple views, (6) Risks to
people and environment

Harris, basic principles of SD

(1) Inequalities and environmental damage,
(2) Natural capital, (3) Population, resources, and
biodiversity limits, (4) Equity, health, education,
and democracy

Csaba and Nikolett, basic principles

(1) Holistic approach, (2) Solidarity, (3) Justice,
(4) Resources, (5) Integration, (6) Local resources,
(7) Participation, (8) Responsibility, (9) Precaution,
(10) Polluter pays

University of PEI, guiding principles
(1) Professionalism, (2) Respecting diversity,
(3) Collaboration, (4) Education, (5) Championship,
(6) Leadership

Two years after the Brundtland report, the Natural Step framework, a non-profit NGO,
was founded by Swedish scientist Karl Henrik Robért. Their approach is collectively called
the “Framework for Strategic Sustainable Development”; it is a comprehensive model for
planning in complex systems [27] based on four Sustainability Principles: (1) “we cannot
dig stuff up from the Earth at a rate faster than it naturally returns and replenishes; (2) we
cannot make chemical stuff at a rate faster than it takes nature to break it down; (3) we
cannot cause destruction to the planet at a rate faster than it takes to regrow; (4) we cannot
do things that cause others to not be able to fulfill their basic needs”.

The Natural Step’s understanding of human needs was based on the work of the
Chilean economist Manfred Max-Neef [28]. He identified nine fundamental human needs
that were consistent across time and cultures: subsistence, protection, affection, understand-
ing, participation, leisure, creation, identity, and freedom. “These fundamental human
needs cannot be substituted one for another and a lack of any of them represents a poverty
of some kind”.

In contrast to the Brundtland report, Ben-Eli [29,30] published a definition and five
Core Principles of Sustainability. They were related to five fundamental domains: (1) mate-
rial (material and energy flows), (2) economic (wealth formation and management), (3) life
(biosphere), (4) social (human interactions), and (5) spiritual (attitudes and ethics). The
resulting five Core Principles included policy and operational implications foreseeing their
interplay. In short, the corresponding five Principles aimed to: (1) reduce throwing away
resources, (2) internalize external costs, (3) maintain biodiversity, (4) respect equality of all
humans, and (5) take care of their social life and ethics.

The UK Engineering Council has issued a set of six high-level sustainability principles
and related guidance [31]: “(1) contribute to building a sustainable society, present and
future; (2) apply professional and responsible judgement and take a leadership role; (3) do
more than just comply with legislation and codes; (4) use resources efficiently and effec-
tively; (5) seek multiple views to solve sustainability challenges; and (6) manage risk to
minimize adverse impact to people or the environment”.

Harris [32] wrote a working paper on the basic principles of sustainable development
(SD): (1) rectify social inequities and environmental damage with sound economics, (2) con-
serve natural capital beyond market mechanisms, (3) respect population, resources, and
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biodiversity limits, and (4) maintain social equity, basic health, educational needs, and
participatory democracy.

Csaba and Nikolett [33] defined the 10 basic principles of SD presented in Table 1.
The Environmental Advisory Council [34] of the Canadian province of Prince Edward

Island (PEI) identified the guiding principles for sustainable development. They are
community oriented and grouped in two chapters covering all the three pillars of SD:

1. Changing the way we work, with 12 principles addressing people and communities,
needs and opportunities, problems and critical issues, policies and programs, funding
and spending plans, short term decisions, awareness raising and education, etc.

2. Government shall take care of the present and future generations’ interests by using
10 principles: placing people and their information at the center, including healthy and
resilient environment, cost-effectively preventing environmental damage, long-term
planning by using scientific knowledge, respecting risks, and uncertainties, etc.

The 22 principles were designed to build a sustainable economy, improve living
standards while conserving the environment, and protect the land- and seascape. Environ-
mental strategy and the government’s environmental policy are dealt with in more detail.

The University of PEI has accepted six guiding principles on sustainability and energy
management activities: (1) conduct professionally, (2) respect diversity of opinions, options,
and ideas, (3) collaborate on campus to promote the development of a sustainability culture
and energy efficiency, (4) education—raise awareness of sustainability fundamentals and
initiatives, and energy efficiency activities, (5) work to foster change by demonstrating
sustainable and energy efficient principles on campus, (6) provide guidance to the campus
community to foster a sustainable and energy efficient community.

The sets of sustainability principles in Table 1 deal with the environmental, economic,
and social pillars. Ben-Eli also includes the biosphere and spiritual domains. The principles
are goal oriented. The UK’s Engineering council deals with ethical and legislative compo-
nents as well as social ones (multiple views and risk management). The UK principles are
behavior oriented and in some way a step towards sustainable engineering ones.

Harris includes two or even three pillars in each basic principle. Social and environ-
mental components are present in three basic principles each, and economic ones in two.
Csaba and Nikolett include social matters in six out of ten basic principles, three from
environmental ones, and only one from economics; they basically apply a management
approach. Prince Edward Island’s guiding principles are, in the foreground, social ones,
and two of them are economic and only one is environmental—they are policy oriented.

Table 1 reveals that the most often cited principle relates to resources including their
scarcity, and the need to conserve and use them efficiently; their recycling is not mentioned
but natural capital should be managed sustainably and not thrown away. Biodiversity,
precaution and prevention, chemicals’ pollution, and land- and seascape protection are
mentioned within the environmental principles. The most often cited social principles
are equality and diversity of opinions, participation, and integration. Solidarity, health,
education, justice, democracy, basic needs of others, social life, and ethics are mentioned,
too. Internalizing externalities and the polluter pays principles are mentioned within the
economic pillar. Holistic approach and professionalism are very important overarching
characteristics of engineers; the latter includes professional and responsible judgement,
risk management, and leadership. More than just respecting the legislation is expected
from them.

4. Design for Sustainability

Design for sustainability, also called (environmentally) sustainable design, or eco-
design is the way of designing products, processes, and systems that enable sustainable
development. Some of its principles are summarized in Table 2.
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Table 2. An overview of sustainable design principles on the time axis.

Initiative Principles

Hannover principles

(1) Co-existence with nature, (2) Interdependence,
(3) Spirit and matter, (4) Responsible design,
(5) Long-term value, (6) No waste, (7) Natural energy
flows, (8) Design limitations, (9) Constant improvement

Todd, eco-design principles
and practices

(1) Living world matrix, (2) Laws of life, (3) Biological
equity, (4) Bio-regionality, (5) Renewable energy,
(6) Living systems integration, (7) Co-evolution,
(8) Healing the planet, (9) Following ecology

Ryn and Covan, ecology principles
(1) Solutions from place, (2) Ecological accounting,
(3) Design with nature, (4) Everyone is a designer,
(5) Make nature visible

McLennan, sustainable
design principles

(1) Learn from nature, (2) Respect natural resources,
(3) Respect for people, (4) Respect for place, (5) Respect
for future, (6) System thinking

Riel, integrated skills
(1) Product Life cycle, (2) Innovation, (2) Responsibility,
(3) Networked collaboration, (4) Intercultural skills,
(5) Knowledge engineering

Mattson and Wood, design principles
for developing countries

(1) Local population, (2) Testing the product locally,
(3) Adapting imported technology, (4) Poverty
elimination, (5) Women and children, (6) Country needs,
(7) Interdisciplinary teams, (8) Cooperation with
governments, (9) Adaptation to world markets

Econation, design for sustainability

(1) Doing right things to support individuals, human
intrinsic values, social equity and common good, local
communities, health, sustainable production, and
consumption, (2) Doing things right: thinking in
systems, dematerialization, renewable and natural
materials, biomimicry, cradle to cradle

The Hannover principles [35] contain nine principles: “(1) Insist on rights of humanity
and nature to co-exist; (2) Recognize interdependence; (3) Respect relationships between
spirit and matter; (4) Accept responsibility for consequences of design decisions; (5) Create
safe objects of long-term value; (6) Eliminate the concept of waste; (7) Rely on natural
energy flows; (8) Understand limitations of design; (9) Seek constant improvement by the
sharing of knowledge”.

Principles and practice of eco-design [36] are: “(1) The living world is the matrix for
all designs; (2) Design should follow, not oppose, the laws of life; (3) Biological equity
must determine design; (4) Design must reflect bio-regionality; (5) Use renewable energy
sources; (6) Proceed by integration of living systems; (7) Design should be co-evolutionary
with nature; (8) Building and design should heal the planet; (9) Design should follow a
sacred ecology”.

Principles of physical and social ecology [37] are: “(1) Solutions grow from place;
(2) Ecological accounting informs design; (3) Design with nature; (4) Everyone is a designer;
(5) Make nature visible”.

McLennan [38] urged for a different design approach to abandon all negative environ-
mental impacts. It should be purpose oriented. The six principles of sustainable design
include [24]):

1. “Learn from and as natural systems (Biomimicry Principle). Nature shall serve as
a model (recycling everything), as a measure (limits) and as a mentor (mimicry of
natural designs).
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2. Respect natural material and energy resources (Conservation Principle). Energy
originates from the sun—it is abundant, every day it meets our needs for 27 years, but
it must be concentrated and stored by physical, biological or chemical processes.

3. Respect for people (Human Vitality Principle) by creating healthy and friendly prod-
ucts, and infrastructure.

4. Respect for place (Ecosystem Principle): use local materials and local conditions.
5. Respect for the future (‘Seven Generations’ stewardship Principle), e.g., to consume

non-renewables at a rate below replenishment, and approach zero waste.
6. System thinking (Holistic Principle)—considering impacts of design on environment

(ecology), people (equity), and business (economy)”.

Practical design applications vary among disciplines (process or product design, ICT,
architecture, services, etc.) but some common principles have been. Sustainable design
requires a holistic approach to development including the protection of natural resources
and energy usage [39].

“Integrated Product Development requires understanding and predicting the whole
Product Life cycle [40]. It has significant implications on the competence profiles of engi-
neers. Integrated Design Engineers need “integrated skills” including Product Life Cycle
Engineering, Innovation Driven Design, Responsible Design, Networked Collaboration,
Intercultural Skills, Requirements and Knowledge Engineering. Certification rules of the
ECQA (European Certification and Qualification Association) can be used to leverage these
assets to a worldwide unique qualification and certification platform for Integrated Design”.

Ranky [41] published 18 product design engineering principles and rules, which are
very complex. They are based on a sustainable green, lean design, and assembly approach,
also known as concurrent or simultaneous Green PLM (Product Lifecycle Management).
The principles and rules also include Ranky’s intelligent Sustainable Enterprise Engineering
(iSEE:Green) concept.

Mattson and Wood [42] summarized the experiences of engineering researchers and
practitioners of design for developing countries into nine guiding design principles. The
social pillar is included within design as the most important one. The nine principles
are: (1) design with respect to the local population and its needs, (2) test the product
in the actual environment, (3) adapt imported technology to specific local and regional
needs, (4) take care of urban and rural poverty elimination, (5) regard especially women
and children, (6) adapt project design and management techniques to the specific needs
of developing countries, (7) engage interdisciplinary teams, (8) cooperate with local and
regional governments, and (9) adapt distribution to developing world markets.

Design for sustainability is an approach that puts the well-being of people and the
sustainability of the environment first [43]. It is a whole system approach that considers
the overall impacts of designs. As a multidisciplinary and interdisciplinary approach, it
can be applied in all fields. To design and create sustainability, there are two key questions
to consider:

(1) Are you doing the right things to support: individual well-being, human intrinsic
values, social equity and the common good, diverse, and thriving local communities,
healthy environments, and environmentally sustainable production and consumption?

(2) Are you doing things right: thinking in systems, dematerialization, renewable and
natural materials, biomimicry, and cradle to cradle?

The early principles required equilibrium between human and nature rights. Later,
social requirements prevailed, except in Todds’ principles and practice of eco-design where
environmental principles are dominant. Economic principles are regarded only in third
place. McLennan pointed out three of the environmental principles (biomimicry, natural
and local resources), two social ones (respect for people and future), and an overarching
one (holistic or systems approach). Mattson and Wood elaborated on nine guiding design
principles for developing countries, respecting local and regional population, environ-
ment, needs, social circumstances, local cooperation, management, and export. Design for
sustainability is about well-being and environmental protection.
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5. Sustainable Engineering

Sustainable engineering refers to the integration of social, environmental, and eco-
nomic considerations into product, process, and energy system design methods. Addi-
tionally, sustainable engineering encourages the consideration of the complete product
and process lifecycle during the design effort. The intent is to minimize environmental
impacts across the entire lifecycle while simultaneously maximizing the benefits to social
and economic stakeholders.

A review of the principles from green engineering and sustainable engineering is
presented in Table 3.

Table 3. An overview of sustainable engineering principles.

Initiative Principles

Anastas and Warner, 6 out of 12 Principles of
Green Chemistry

(1) No waste production, (2) minimum risk to
humans and environment, (3) minimum
energy, (4) renewable resources, (5) benign
end-of-live products, (6) real time analysis for
pollution prevention

Anastas and Zimmerman, 12 Principles of
Green Engineering

(1) Non-hazardous inputs/outputs, (2) waste
prevention, (3) min. resource usage, (4) max
resource/time efficiency, (5) “output pulled”
resources, (6) recycle, reuse, refurbish,
(7) durability not immortality, (8) no
overcapacity, (9) easy recycling, (10) recycle
within process, (11) extended use,
(12) renewables

Sandestin, Green Engineering principles

(1) Holistic approach, (2) natural ecosystem
conservation, (3) life cycle thinking, (4)
safe/benign inputs, (5) min natural resources,
(6) waste prevention, (7) local conditions,
(8) engage all stakeholders

BASF, Eco-efficiency Analysis
(1) Customer viewpoint, (2) societal factors by
using LCA, (3) economy vs. ecology,
(4) social aspects

WBCSD, Eco-efficiency principles
(1) Fewer materials and (2) energy, (3) disperse
toxics, (4) recyclability, (5) renewables,
(6) durability, (7) greater service intensity

IPENZ principles See Table 4

RAE principles

(1) Beyond locality and immediate future,
(2) innovate and create, (3) balanced solution,
(4) all stakeholders, (5) needs and wants,
(6) plan/manage effectively, (7) benefit
sustainability, (8) polluters pay, (9) holistic
approach, (10) do right things right, (11) no
cost reduction masquerade, (12) practice what
you preach

SE principles See Figures 2 and 3

Rosen, Key
requirements for SE

Sustainable (1) resources and (2) processes,
(3) increased efficiency, (4) reduced
environmental impact when using LCA,
(5) other aspects: economic affordability, equity,
resource demand, safety, community, social
acceptability, human needs, land use,
aesthetics, lifestyles, population
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Table 4. Three key principles with 15 principles of sustainability and engineering in New Zealand.

Maintain the Viability of the Planet

1 Humans need to maintain the integrity of global and local biophysical systems.

2 Renewable resources must be managed within sustainable harvest rates and non-renewable
resource depletion rates must equal the rate at which renewable substitutes take their place.

3 Technological options must favor choices that minimize the use of resources and
reduce risks.

4 The material and energy intensity used in products, processes or systems needs to be
reduced significantly—by 10 to 50 times—using recycling and minimization techniques.

5 Waste streams during the life cycle of products, processes or systems must be minimized to
the assimilative capacity of the local and global environments.

6 Any use and production of environmentally hazardous materials must be minimized and
carried out prudently if necessary.

Providing for equity within and between generations

7
Humans, now and in the future, must have equal access to choices in life that reduce
significant gaps between people in areas such as health, security, social recognition, and
political influence.

8 Total consumption of resources needs to be within the environment’s sustainable capacity
and balanced between the affluent and those yet to fulfil their basic needs.

9 Present resource use and development must be considered over a sufficiently long timescale
that future generations are not disadvantaged.

10 Those directly affected by engineering projects, products, processes, or systems must be
consulted and their views incorporated into the planning and decision-making processes.

Solving problems holistically

11 Problem solutions must be needs-based, rather than technology-driven.

12 Demand growth targets must be realistically assessed and if necessary managed, rather
than simply meeting predictions.

13 A holistic, systems-based approach must be used to solve problems, rather than technology
focusing on only single aspects of problems.

14 Unsustainable practices must be reduced to zero over time, and where practicable past
degradation shall be addressed.

15 Problem solutions must be based on prudent risk management approaches.

5.1. Green Engineering Principles

Anastas and Warner [44] published 12 Principles of Green Chemistry—they are mainly
chemicals oriented but half of them apply to engineering, too: “(1) Avoiding waste produc-
tion is far better than treating or cleaning it up afterwards; (3) Feeds and products to and
from a chemical process should pose as little risk to human health, and be as environmen-
tally benign as possible; (6) Reduce energy waste and consumption by striving to operate
at ambient conditions; (7) Where technically and economically possible, (chemical) feeds
and raw materials should be sourced renewably; (10) Materials and chemicals should be
designed, where possible, to degrade into benign and non-toxic substances at the end of
their functional lives; (11) Use real time analysis for pollution prevention”.

The 12 principles of green engineering [45] include: (1) non-hazardous material and en-
ergy inputs and outputs, (2) waste prevention, (3) minimum resource usage, (4) maximum
resource and time efficiencies, (5) use “output pulled” energy and materials, (6) recycle,
reuse, or dispose for usable purposes, (7) the design goal shall be durability, rather than
immortality, (8) avoid overcapacity, (9) design for easy recycling, (10) recycle and reuse
resources within your production process, (11) design for extended use, and (12) use
renewables. The principles are chemical process oriented.
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The nine Sandestin principles are the result of a conference entitled Green Engineering:
defining the principles, which took place in May 2003 at the Sandestin Resort in Florida [46].
The Sandestin Declaration agreed upon the following draft principles: (1) holistic approach,
(2) natural ecosystems conservation, (3) life cycle thinking, (4) safe and benign material
and energy inputs, (5) minimum depletion of natural resources, (6) waste prevention,
(7) respect local conditions, (8) improve–innovate–invent new technologies, and (9) engage
all stakeholders.

At the same time, BASF developed and tested the Eco-Efficiency Analysis using over
180 industrial applications [47]. The work mostly confirmed the 12 principles listed in the
Anastas and Zimmerman paper, but it was more practice oriented, and included economic
and social principles. As well as the preliminary conditions in the analysis, the environmen-
tal efficiency analysis was developed using 10 principles including: (1) customer viewpoint
when calculating total cost, health, safety, and risk analysis, (2) weighting societal factors
by using LCA, (3) comparing the relevance of economy versus ecology, and (4) regarding
social aspects (optionally).

Eco-efficiency has developed in the last two decades. As defined by the World Business
Council for Sustainable Development [48], “Eco-efficiency is achieved by the delivery of
competitively priced goods and services that satisfy human needs and bring quality of
life, while progressively reducing ecological impacts and resource intensity throughout
the life cycle to a level at least in line with the Earth’s estimated carrying capacity. It
is concerned with creating more value with less impact.” According to Lehni [48], “the
most critical features of eco-efficient companies are: (1) Producing goods and services
with fewer materials. (2) Producing goods and services with less energy. (3) Dispersing
lower volumes of toxic materials. (4) Improved recyclability. (5) Striving to use renewable
resources. (6) Making goods that last longer, and (7) Greater service intensity of products
and services”.

Garcia-Serna et al. [49] presented a “broad review of disciplines and technologies
concerning the design trends: The Natural Step, Biomimicry, Cradle to Cradle, Getting
to Zero Waste, Resilience Engineering, Inherently Safer Design, Green Chemistry and
Self-Assembly”. The core of the review paper was “Green Engineering, its main definitions,
scope of application, different guiding principles, a framework for design and legislative
aspects”. Thirteen sets of principles were presented, and a quick selection guide about
using each one was given. Some of them are described in this paper; here is the list of
six not yet described sets of principles: The Earth Charter Principle, The Coalition for
Environmentally Responsible Economies (CERES) Principle, The Bellagio Principles, The
Ahwahnee Principles, The Interface Steps of Sustainability, and Design for Environment
(DfE) Key Strategies.

These green engineering principles were and still are environmentally stressed as
shown by the name. Industry introduced additional economic and social components,
which helped them to survive until the present. Eco-efficiency has slowed down the rate of
hazardous human impacts on the environment. Sets of principles were described to help
engineers design their objects easier and better.

5.2. Sustainability Principles and Practice for Engineers

The Institute of Professional Engineers New Zealand (IPENZ) started work on sus-
tainability principles in 2003. Their time horizon was 1000 a, and they assumed that basic
human needs will not change. Two years later they presented the first draft of their updated
principles for engineers [50] that were further improved by numerous case studies and
checklists. On this basis, they postulated three key principles (Viability of the Planet, Equity
within and between generations, Solving problems holistically) with 15 principles in all [51]
(Table 4).

The Royal Academy of Engineering (RAE, United Kingdom) presented 12 “Principles
of Engineering for Sustainable Development” [52], which are very useful from the opera-
tional point of view. The 12 principles (Table 3) are: “(1) Look beyond your own locality and
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the immediate future; (2) Innovate and be creative, (3) Seek a balanced solution; (4) Seek
engagement from all stakeholders; (5) Be sure you know the needs and wants; (6) Plan
and manage effectively; (7) Give sustainability the benefit of any doubt; (8) If polluters
must pollute, then they must pay as well; (9) Adopt a holistic, “cradle to grave” approach;
(10) Do things right, having decided on the right thing to do; (11) Beware cost reductions
that masquerade as value engineering, and (12) Practice what you preach”.

The IPENZ principles are well developed, covering three main areas: environmental,
equity, and systems approaches. They are weak on economic and societal sides, however.
The RAE principles are short but very instructive for practicing engineers.

5.3. Sustainable Engineering Principles

Sustainable engineering (SE) does not harm the environment, nor does it exploit
resources that belong to future generations [53]. The NAL Thesaurus [54] defines it as
“the design, commercialization and use of processes and products that are feasible and
economical while reducing the generation of pollution at the source and minimizing the
risk to human health and the environment”. It includes all the three SD pillars. Kauff-
man and Lee [55] edited a handbook of SE with 66 chapters and 1285 pages written by
academic researchers as well as practitioners. They brought new engineering approaches
to sustainable production, and innovative operational practices.

 

Figure 2. Interplay of the environmental, economic, and social aspects of sustainable development
(Mark Fedkin [23]; adopted from the University of Michigan Sustainability Assessment [56]).

The advantages of SE in comparison with traditional green engineering are the follow-
ing [23]:

• SE considers the whole system in which the product, process or services are used.
• It deals not only with technical but also with non-technical issues in synergy.
• It is designed to solve problems for the distant future, not just for the immediate period.
• As well as the local context, it considers the global one, too.
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• It deals with political, ethical, and societal issues by interacting with experts in
other disciplines.

Sustainable engineering principles can be shown by a triangle, having environmental,
social, and economic pillars as the corners. Figure 2 presents all the tree pillars in the form of
spheres, with their most important constituents listed. The environmental aspects include
the use of natural resources, pollution prevention, biodiversity, and ecological health. The
social aspects include standards of living, the availability of education and jobs, and equal
opportunities for all members of society. The economic factors are drivers for growth, profit,
reducing costs, investments into research and development, etc. Interaction of the social and
economic spheres result in the formulation of combined social–economic aspects. Those
are, e.g., business ethics, fair trade, and worker’s benefits. The combination of economic
and environmental interests facilitates increasing energy efficiency, the development of
renewable fuels, green technologies, and creation of special incentives and subsidies for
environmentally sound businesses. The intersection of social and environmental spheres
leads to the creation of conservation and environmental protection policies, establishment of
environmental justice, and global stewardship for the sustainable use of natural resources.

The diagram in Figure 3 presents a consolidated framework for sustainable engineering
principles, which are in part adopted from the work of Gagnon et al. [57] and from the green
engineering principles established by Sandestin Conference (Abraham and Nguyen, 2003).
Gagnon et al. presented sets of principles that are most relevant to sustainable engineering.
Based on general sustainable development principles and on specific engineering ones,
they proposed a set of fifteen sustainable engineering principles, organized in a triangle.
The principles that are closer to the extremities of the triangle are one-dimensional. Those
on the sides are bi-dimensional; they have a stronger connection with the angle they are
closer to. Three-dimensional principles are in the middle of the triangle; each of them being
situated according to their links with the angles. These principles can serve as guidelines
in a specific engineering project.

 
Figure 3. Classification of sustainable engineering principles versus environmental, social, and
economic criteria.
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Rosen [58] cited “5 key requirements for engineering sustainability: (1) sustainable re-
sources, (2) sustainable processes, (3) increased efficiency, (4) reduced environmental impact
when applying LCA, and (5) fulfilment of other aspects of sustainability: economic afford-
ability, equity, meeting increased resource demand, safety, community involvement and
social acceptability, human needs, appropriate land use, aesthetics, lifestyles, and population”.

All the three approaches described above are close to the modern understanding of SE.
However, they do not mention circular economy and zero waste system, which is broader
and deeper than just recycling—see the Circular Economy System Diagram [59]. Moreover,
human capital, social responsibility, and annual reporting are not presented as societal
and 3D components, respectively. Cost-Benefit Analysis using LCA is important, too. The
precautionary approach has been well known for three decades, but it is not included in
the existing SE principles. Therefore, it seems reasonable to update the SE Principles.

6. Updated Sustainable Engineering Principles

Sustainable engineering (SE) principles need an update to include the present state of
the art in human knowledge. Table 5 presents the missing principals in the individual SE
sets studied. The updated 12 principles have been synthesized using the literature review
in Sections 2–4, especially the above-described principles of sustainable development,
SD [33], new trends, recent developments, and personal experience in the SD area. The
SDGs have been respected, too. As well as the omissions mentioned in the last paragraph,
more rapid climate change than expected, critical raw materials break out, pollution (es-
pecially plastics) spread, and acceleration of species extinction are suggested to modify
the outdated principles. Increasing inequalities, extreme human wealth distribution, ad-
vantage of profits against the common good, the fraction of decent jobs reduction, etc.
require changes in the behavior of engineers. They are expected to mitigate the negative
consequences of human development and present a solid ground for long-term changes in
engineering design. Sustainable engineering principles are an important vehicle towards
sustainable development.

Environmental, social, and economic pillars are of equal importance to the future.
Therefore, the updated principles (the connections with the SDG numbers are shown in
parentheses) include:

A. Tridimensional principles

1. Holistic approach, systems thinking and management (SDG 16)
2. Precautionary and preventive approaches (SDG 13)
3. Annual sustainability reporting using GRI (SDG 4)

B. Environmental principles

4. Circular economy, waste minimization, sustainability hierarchies (SDG 13)
5. Efficient use of resources, and increased share of renewables (SDGs 6, 7)
6. Sustainable consumption and production (SDG 12)

C. Social principles

7. Equalities within and between generations (SDGs 5, 10)
8. Engagement of communities and all stakeholders (SDG 11)
9. Corporate social responsibility and decent work (SDGs 1–3, 8)

D. Economic principles

10. Human capital, innovations, and creativity (SDGs 4, 9)
11. Cost–benefit analysis using Life Cycle Assessment (SDGs 3, 13)
12. Internalizing externalities—polluters must pay (SDG 13)
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Table 5. Comparing the updated Sustainable Engineering Principles (SEP) with the ones described in
Section 4.

Updated
Sustainable
Engineering
Principles

Green
Engineering

Eco-Efficiency
Analysis

Sandestin
Principles

SD Triangle
Figure 2

Sustainable
Engineering
Principles,
Figure 3

Sustainable
Principles and
Practices
IPEN2

RAE
Principles of
Engineering
for SD

Tridimensional principles
Holistic
approach and
system
thinking

holistic
approach

environmental
stewardship,
environmental
justice

holistic
process, use
system
analysis

use holistic
systems-based
approach

holistic
approach

Reporting prudent risk
management do things right

Environmental principles
Sustainable
consumption
and
production

minimum
resource use,
output pull,
durability

environ-
mental
fingerprint

minimum
resource
depletion

resource use,
pollution
prevention,
biodiversity

Biodiversity,
know the
needs and
wants

minimum use
of resources
and risks,
integrity

know the
needs and
wants

Circular
economy,
waste
minimization,
waste, and
energy
hierarchies

recycling,
reuse, design
for recycling,
waste
prevention

waste
prevention

green
technology closed cycles

within
environmental
capacity,
minimum
waste

Efficiency,
renewable
resources

maximum
resource and
time efficiency,
renewable
resources

ecosystems
conservation

energy
efficiency,
renewable
fuels

min energy
and material
intensity,
renewable
sources

Precautionary
and preventive
approach

non-hazardous
in/outputs, no
over-capacity

safe and
benign inputs

conservation
policies

eco-carrying
capacity, safe
and benign
input

minimum
hazardous
materials,
needs-based

look beyond
locality and
near future

Societal principles
Equity within,
between
generations

equal
opportunity

equal access to
choices

Communities,
all
stakeholder’s
engagement

societal
weighing

respect local
cond., engage
all
stakeholders

living
standard, jobs

stakeholder
interests
beyond your

consult and
consider
directly
affected
stakeholders

engage all
stakeholders,
balanced
solutions

Social
responsibility,
CSR, decent
work

business ethics,
fair trade

health and
well-being

no
disadvantage
for future
generations

practice what
you preach

Human capital,
creativity, and
innovations

improve,
innovate,
invent

education,
workers’
benefit, R&D

stimulate
innovations in
greener
technologies

innovate and
be creative

Economic principles

Cost–benefit
analysis when
applying LCA

total costs,
eco-efficiency
analysis, LCA

LC thinking growth, cost
saving, profit

allocate
benefits and
costs

reduce
unsustainable
practices to
zero

beware cost
reduction
masquerade

Internalizing
externalities,
polluters pay

subsidies,
incentives

internalize
all costs—PMP

polluters must
pay

Table 5 compares the updated SE Principles with those obtained from the descriptions
in Section 4. Although it is difficult to find the adequate location of each principle, each of
the sets is evidently missing at least two or more of the updated principles.

7. Discussion

To accelerate the transition to equitable, sustainable, livable, post-fossil carbon so-
cieties [60], we need to do today more than yesterday and tomorrow more than today.
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Scientists, engineers, policy makers, institutions, and NGOs have shown new and im-
proved ways to a sustainable future. They need to be included in the different sets of
sustainability principles. The engineering ones will include the SDGs. Although some of
them are old, others are not and have to be included in the standard list of SE principles:
innovation, decent work, responsible consumption, and peace present some examples
of them. International and national organizations are developing new and improved ap-
proaches to sustainable development, which will be accompanied by SE activities. The pace
is speeding up and, therefore, the SE Principles must be broad enough to encompass new
methods and tools into everyday practice.

7.1. The Tridimensional Principles

The Holistic approach considers a global view, the Planet, instead of a local one. It is
concerned with assumptions, knowledge, methods, and implications of various disciplines
treating them as an integrated whole, or system. Systems thinking is about how things
interact with one another; it must be differentiated from systematic (analytical, or synthetic)
thinking. Environmental management using ISO 14000 family standards on LCA, and EU
Environmental Management and Audit Scheme (EMAS) helps organizations (a) minimize
environmental impacts of their operations (e.g., processes); (b) comply with applicable
laws, regulations, and other environmentally oriented requirements; (c) apply continuous
improvement approach. ISO 14000, LCA, standardizes a technique to assess environmental
impacts associated with all the stages of a product’s life, from raw material extraction
through material processing, manufacturing, distribution, use, repair and maintenance,
disposal, and recycling.

Precautionary principle requires the prevention of actions whose consequences are
uncertain and/or potentially dangerous. It was first proposed in the Rio declaration.
Humans will avoid or diminish activities that may lead to morally unacceptable harm to
the environment or humans—to human life or health—serious and effectively irreversible
actions that are inequitable to present or future generations, or do not respect the human
rights of persons involved [61]. The judgement of plausibility should be grounded in
scientific analysis. The principle, proposed as a guideline in environmental decision
making has four central components: (1) taking preventive action in the case of uncertainty,
(2) shifting the burden of proof to the proponent of an activity, (3) exploring a wide range
of alternatives to potentially harmful actions, and (4) increasing public participation in
decision making.

The EU definition of the precautionary principle applies where scientific evidence
is insufficient, inconclusive, and preliminary scientific evaluation indicates that there are
reasonable grounds of concern that the potentially dangerous effects on the environment,
human, animal, or plant health may be inconsistent with the high level of protection chosen
by the EU [62]. Examples of harm are environmental hazards (climate change and global
warming, species extinction, effluents, acute pollution), public and human health hazards
(diseases, toxic chemicals, carcinogenic substances, hazardous waste, radiation) of chemical,
physical, biological, or psychosocial origins.

The Global Reporting Initiative, GRI [63] is an international organization that “helps
businesses, governments and other organizations understand and communicate their
impacts on issues such as climate change, human rights and corruption”. “A sustainability
report published by a company or organization is about the economic, environmental and
social impacts caused by its everyday activities including its values and governance model
and demonstrates the link between its strategy and its commitment to a sustainable global
economy”. Sustainability reporting can help organizations to “measure, understand and
communicate their economic, environmental, social, and governance performance, and
then set goals, and manage change more effectively”. An annual sustainability report is
the “key platform for communicating sustainability performance and impacts—whether
positive or negative”. GRI guidelines include (a) the required general standard disclosures,
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and (b) specific standard disclosures with three categories: economic, environmental, and
social, each with several aspects. Each aspect has several descriptions and/or indicators.

7.2. The Environmental Principles

The closed loop or circular economy (CE) model [59] has emerged from the discipline of
industrial ecology (described in Section 2). It presents a transition from a linear, “take-make-
waste” or “cradle to grave” production system, to a circular, or “cradle to cradle”, “waste
is food”, biomimicry, “blue economy”, and “whole system thinking”. It has been used
as an exemplar [20] to apply the metaphor of natural systems to the production of goods
in the industrial economy. CE includes eco-design, sustainable supply, and responsible
consumption. The Zero waste ideal leads to waste minimization and better utilization
of resources (materials and energy). It requires separation of wastes and their collection
and uses all the 12 Rs (rethink, reform, refuse, reduce, reuse, re-gift, repair, refurbish,
remanufacture, repurpose, recycle, and recover) to mimic the rules in the biosphere. When
using waste, it is important to use it for the highest possible level of hierarchy (Figure 4).

  

Figure 4. Two possible sustainability hierarchies.

Sustainability hierarchy considers, e.g., natural resource conservation and protection
as the top priority, followed by manufacturing efficiency, product quality, judicious prod-
uct selection, product repair and restoration, resource reuse, resource recycling, energy
recovery, waste treatment, waste disposal, and pollution at the bottom [64]. The waste man-
agement hierarchy considers waste prevention as the highest priority, followed by waste
minimization, resource reuse, and resource recycling, energy recovery, waste treatment,
and waste disposal as the lowest preference. A similar approach to the energy hierarchy
has energy reduction/saving (leaner) at the top, followed by energy efficiency (keener),
renewable (greener) energy, low carbon, and other emissions (cleaner), and conventional
(meaner) energy at the bottom.

The resources are finite, and the EU has already identified 30 critical raw materials [65].
China is the biggest producer of them. Several other countries are dominant suppliers of
specific raw materials, e.g., USA (beryllium) and Brazil (niobium). A circular economy
enables them to be reused but it requires a suitable eco-design. Respecting health and
safety rules and including the use of materials that accumulate in the environment (e.g.,
greenhouse gases) are of great importance for the future climate stability. In the case of
energy, cascading is used, e.g., by the closest temperature differences (pinch technology) or
distance, by recycling.

Resource efficiency requires use of the Earth’s limited resources in a sustainable way
while minimising impacts on the environment. It allows us to create more output and
to deliver greater value with less input. Resources include materials, water and energy,
capital, and finance (money), human capital (staff, employees, unemployed or migrated
individuals), etc. Renewables are renewable energy sources (solar, hydro, wind, biomass,
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biofuel, biogas, geothermal, tidal, and wave energy) as well as material ones (water, air,
soil, plants, animals, and humans, agricultural, aqua-cultural, and forestry products—food,
biomass, timber, paper, cotton and wool, bioplastics, and bio-chemicals).

Examples from industry, sustainable cities and communities, universities, schools,
etc., demonstrate that the proposed principles can be put into practice bringing substantial
improvements. Let us consider, for example, achievements of the European chemical
industry in the period 1990–2019 [66]: total greenhouse gas (GHG) emissions fell by −54%
(–154 Mt/a), GHG intensity (GHGs per unit of production) by −54%, and GHG emissions
per energy production by −47%. While chemical production increased by +47%, specific
energy consumption decreased by −47%, showing that decoupling of the two is viable.

Sustainable consumption and production (SCP) was identified as one of the three
overarching objectives of, and essential requirements for, sustainable development: “Funda-
mental changes in the way societies produce and consume are indispensable for achieving
global sustainable development with the developed countries taking the lead and with all
countries benefiting from the process. Poverty eradication, changing unsustainable patterns
of production and consumption, and protecting and managing the natural resource base of
economic and social development are essential requirements” [67]. SCP is included in the
SDGs under No 12: “SCP is about promoting resource and energy efficiency, sustainable
infrastructure, and providing access to basic services, green and decent jobs, and a better
quality of life for all. Its implementation helps to achieve overall development plans, reduce
future economic, environmental, and social costs, strengthen economic competitiveness,
and reduce poverty”.

7.3. The Societal Principles

Intergenerational equity is a concept that humans “hold the natural environment of
our planet in common with other species, other people, and with past, present and future
generations” [68]. The present generation includes children, youth, adults, and seniors.
They inherited the Earth from previous generations and must pass it on to future genera-
tions in good condition. The continued depletion of natural resources in the past diminishes
their opportunities in the future. National debt is an example of intergenerational inequity,
as future generations will suffer paying it off. Intra-generational equity must ensure equal
opportunities and equal access to choices for all customers and employees, irrespective of
gender, sexuality, race, nationality, or religion.

Stakeholder engagement means that the public has the right to participate in decision
making. Engineers must respect public opinions in project outcomes [69]. Engagement of
communities and all stakeholders in projects for the developing world has been explained in
Section 3. It is important to achieve the triple bottom line, and it relates to both the corporate
social responsibility and the GRI. The ISO 9000 standard series on quality management
systems helps organizations to meet the customers’ and other stakeholders’ needs as well
as other requirements related to a product (e.g., quality control).

Social/societal responsibility (SR) is a self-evaluation tool for companies regarding
their impact on society [70]. SR is an ethical framework for individual engineers and
scientists, too [71]. The word “social” refers to “having to do with human beings living
together as a group in a situation in which their dealings with one another affect their
common welfare” [72]. The definition of the word “societal” is more restrictive but is
roughly included within the wider definition of “social”; it is defined as “of or pertaining
to society”. “Social/societal responsibility” regards new technologies, which can be found
in responsible innovation, and it originates from technology assessment. Technology
Assessment emerged in the 1970s to reduce the (negative) side effects of new technologies
(motivated by the pollution caused by the growing industrial system).

Social responsibility relates to all citizens, while corporate social responsibility (CSR)
refers to companies taking responsibility for their impact on society. The European Com-
mission [73] believes that “CSR is important for the sustainability, competitiveness, and
innovation of EU enterprises and the EU economy. It brings benefits for risk management,
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cost savings, access to capital, customer relationships, and human resource management”.
The Commission promotes CSR in the EU and encourages enterprises to adhere to inter-
national guidelines and principles. “CSR policy functions as a self-regulatory mechanism
whereby a business monitors and ensures its active compliance with the spirit of the law,
ethical standards and national or international norms” [70].

ISO 26000 voluntary standard (Guidance on social responsibility) helps to integrate
social responsibility into company’s values and practices; it includes seven key principles:
“accountability, transparency, ethical behaviour, respect for stakeholder interests, respect
for the rule of law, respect for international norms of behaviour, and respect for human
rights”. Every user of ISO 26000 should also consider its seven core subjects: “organiza-
tional governance, human rights, labour practices, environment, fair operation practices,
consumer issues, and community involvement and development”.

Decent work has been defined by the United Nations Economic and Social Council [74]
as employment that “respects the fundamental rights of the human person as well as the
rights of workers in terms of conditions of work safety and remuneration”. It respects “the
physical and mental integrity of the worker in the exercise of his/her employment”. Ac-
cording to the International Labour Organization [75], “decent work involves opportunities
for work that are productive and deliver a fair income, security in the workplace and social
protection for families”. It offers “better prospects for personal development and social
integration, freedom for people to express their concerns, organize and participate in the
decisions that affect their lives, and equality of opportunity and treatment for all women
and men.” Health and safety are constituent elements of workplace security.

7.4. The Economic Principles

Human capital (HC) includes social and economic components—the former was dealt
with in SR and decent work, the latter is regarded here. It includes personal competences,
knowledge, skills, know-how, expertise, habits, and social attributes such as creativity and
mobility. Employees need permanent, long-life education, and training. HC consists of
attracting talents, innovators, and experts while developing the knowledge and skills of
employees by using lifelong learning. It needs good relations between the employees and
relaxed relations of workers with management. HC increases productivity, added value,
and a company’s profit.

Innovation is a joint product of human capital and creativity. “The capacity to innovate
is seen to be a function of a region’s ability to attract human capital and to provide low
barriers to entry for talented and creative people of all backgrounds” [76]. Research, tech-
nical development, and innovations are indispensable organizational forms of exploiting
human capital. Responsible research and innovation (RRI) require high ethical standards
and gender equality in research. Policymakers’ responsibility for avoiding the harmful
effects of innovation belongs to the social principle.

“Open innovation was defined as the use of purposive inflows and outflows of knowl-
edge to accelerate internal innovation, and expand the markets for external use of inno-
vation, respectively” [77]. When using open innovation, boundaries of the organisation
become permeable and that allows combining the company resources with the external
co-operators. Open innovation is a potential answer to tap into creativity and knowledge
outside an organisation. It exploits a creative power of users, communities, and customers
to co-develop new products, services, and processes. Innovation is a joint product of human
capital and creativity. “The capacity to innovate is seen to be a function of a region’s ability
to attract human capital and to provide low barriers to entry for talented and creative
people of all backgrounds” [76].

“Creativity is the capability or act of conceiving something original or unusual while
innovation is the implementation of something new” [78]. Creativity brings new ideas—
inventions. Invention must be distinguished from innovation, which is the realization of an
invention. Nowadays, all employees should be creative, and companies must take care to
stimulate their inventions and develop them into innovations.
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Two of the most popular decision support tools today are Cost–Benefit Analysis (CBA)
and Life Cycle Assessment (LCA). These two tools provide the decision makers with
different information. The CBA objective is to maximize overall utility to society, whereas
the LCA aims at minimizing harmful impacts on the environment. Since the methodologies
are answering different questions, they should not be considered as competing but rather
as complementary tools. The LCA and CBA are decision support tools and not decision-
making tools because they provide information that normally needs to be complemented
with legal, social, economic, or technical information before decisions are made.

The CBA evaluates the expenses and advantages of a product, process or system,
project, policy, or program to society, e.g., implementing a given waste policy or building a
treatment facility. If the net benefit is positive, the project will, as a rule, be implemented. A
clear advantage of the CBA is that the result is expressed in a well-known measure, money.

The LCA considers the impacts of a product, process, or service on the environment
during its whole lifetime, from raw material extraction and energy consumption to waste
and emissions and to product disposal. Its result is the life cycle inventory, LCI [79]. Life
cycle costing (LCC) or life cycle cost analysis (LCCA) is used to minimize the total cost
of a product, service, or system during its life span. Eco-efficiency analysis considers the
economic and life cycle environmental effects of a product or process; different scenarios
can be conducted [47]. The LCA is based on ISO 14000 family standards

The polluter pays principle (PPP) requires the firm or consumer to pay the total social
cost (both private and external), rather than just the private cost [80]. The EU member states
are expected to promote this principle and “internalize the externalities”. An externality is
a cost (e.g., pollution) or benefit (e.g., public health) caused by an external party; it can be
positive or negative. Governments can pose a tax to the producer of the externality and
thereby internalize its cost. Companies can include the cost or benefit of the externality into
the product price.

8. Conclusions

Climate change is following the “hysteresis” effect [81]. Since the preindustrial era,
the temperature has grown slowly because of increased greenhouse gas (GHG) emissions,
speeding up exponentially later to approach a new equilibrium state. If we want to lower
the temperatures just to the preindustrial level, the hysteresis curve will require GHGs to
be lowered to below the concentrations in the preindustrial era; by lowering them to the
preindustrial level, the temperatures will not fall to the historical level. The same kind
of speeding up is taking place in the societal area—since the mid nineteen seventies, the
neoliberal economy has increased the inequality gap, which has speeded up in the last few
decades, and during the last crisis has reached a state where 1% of the richest individuals
possess the same value of wealth as the poorest half of the world’s population.

Engineers have a special, crucial role in these circumstances. They must reverse the
hysteresis curve of human development. They must halt the increasing GHG emissions
and then lower them to slow down the climate change. They also need to design processes,
products, and services to adapt to and mitigate the changing environment. By applying
life cycle thinking, resource efficiency, and waste minimization, engineers are expected
to develop a circular economy and prevent resource and species extinction. By using
renewable sources and internalizing environmental costs, they can improve economic
sustainability. Sustainable consumption and production are very much depending on the
design and operation of engineers.

Engineers have an important influence on the increased quantity and quality of decent,
green jobs. They can design for a better life and more equality instead of designing
for higher profit. They can participate in stakeholder engagement, increased consumer
awareness, and respect their true needs. Fostering a lifelong education of employees,
developing their creativity and innovativeness, and enacting corporate social responsibility
and professional ethics, they can bring about a just, social, and equal society.
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An overview of sustainability, sustainable design, and sustainable design principles
has been presented. Twelve principles of sustainable engineering have been proposed in
the form of 12 updated sustainable engineering principles, and each one explained. They
enable designers and engineers to improve their process, product, and service designs,
and optimize resource (re)use. The principles will require constant updating, which is the
primary duty of engineers themselves and their associations. This paper is one of the many
steps on this path and it can stimulate other colleagues to keep developing sustainable
design, engineering, and operations in their everyday work.

Environmental principles respect the ecosystem’s carrying capacity and preserve
the biodiversity. The Holistic approach considers a global view, the Planet, instead of a
local one. Holistic approaches are concerned with the assumptions, knowledge, methods,
and implications of various disciplines and treat them as an integrated whole or system.
Systems thinking is about how things interact with one another; it must be differentiated
from systematic (analytical or synthetic) thinking. The LCA is used to assess environmental
impacts associated with all the stages of a product’s life from raw material extraction
through the materials’ processing, manufacture, distribution, use, repair and maintenance,
and disposal or recycling.

The updated societal principles speak in favor of improved equalities including the
distribution of wealth. An increased number and quality of decent and green jobs is of
utmost importance. True needs in the value chain and the well-being of consumers will
be respected. Awareness raising and education level, justice in human development, and
respect to ethics will be improved. The industry of arms and wars will be limited and
controlled globally. “Sustainable consumption needs products and services that have
a minimal impact on the environment enabling future generations to meet their needs.
Sustainable production as the creation of goods and services using processes and systems
shall be safe and healthful for workers, communities, and consumers”.

Regarding the economic principles, precautionary thinking will be respected, and the
polluter pays imperative will improve existing consumption patterns. Quality control and
annual reporting need to include all the three sustainability pillars. Resource productivity
will be increased, while processes, products, and services are optimized. Employees
represent human capital, which will be supported, lifelong education enabled, and their
creativity maintained at the highest possible level. Profits are important for sustainable
future development of businesses, but they will not be regarded as a target by themselves.

International reports from IPCC, EEA, etc., show an increasingly worrying situation—
new approaches are required. Therefore, sustainable engineering principles must be
adapted constantly to these changes to keep sustainable design at the forefront of the
changes for improved future sustainability.
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Abstract: This paper describes the state of the art and future opportunities for process design and
sustainable development. In the Introduction, the main global megatrends and the European Union’s
response to two of them, the European Green Deal, are presented. The organization of professionals
in the field, their conferences, and their publications support the two topics. A brief analysis
of the published documents in the two most popular databases shows that the environmental
dimension predominates, followed by the economic one, while the social pillar of sustainable
development is undervalued. The main design tools for sustainability are described. As an important
practical case, the European chemical and process industries are analyzed, and their achievements in
sustainable development are highlighted; in particular, their strategies are presented in more detail.
The conclusions cover the most urgent future development areas of (i) process industries and carbon
capture with utilization or storage; (ii) process analysis, simulation, synthesis, and optimization
tools, and (iii) zero waste, circular economy, and resource efficiency. While these developments are
essential, more profound changes will be needed in the coming decades, such as shifting away from
growth with changes in habits, lifestyles, and business models. Lifelong education for sustainable
development will play a very important role in the growth of democracy and happiness instead of
consumerism and neoliberalism.

Keywords: process design; sustainable development; chemical industry; process industry; mega-
trends; design tools

1. Introduction

In the Introduction, some basic information about process design and sustainable
development will be presented, separately for both of them as well as together as pro-
cess design for the sustainable development era. Then, we shall proceed with the three
dimensions of process design—environmental, economic, and social, and continue with
process design tools for achieving them. As a case study, the results of sustainable design in
chemical, biochemical, and process industries will be presented (process industries include
cement, ceramics, food, glass, iron and other metals, oil and gas, plastics, pulp and paper
production, waste incineration, etc.), and the article will finish with speculative future
development described in the conclusions. However, before going into details, we need
to stress the long-term character of process design. Process plants are designed for one
or two decades, at least, but most of them operate for several decades. Moreover, process
systems will be characterized as circular economy units; they will have to be maintained
for longer operation, reused or refurbished for similar future processes, or have its parts
and equipment recycled for another process or purpose. Therefore, we need to design for
the future. Therefore, it is important to estimate the future development in the company,
branch, production, and value chain, in a national and global context. One of the important
perspectives is the study of megatrends in the world.

Global megatrends of future development are speculating about our fate: “Trends are
an emerging pattern of change likely to impact how we live and work. Megatrends are
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large, social, economic, political, environmental, or technological changes that are slow to
form, but once in place can influence a wide range of activities, processes, and perceptions,
possibly for decades. They are the underlying forces that drive change in global markets,
and our everyday lives [1].” Although megatrends are not deterministic, they can help us
in planning and developing products, processes, and services for future customers. Many
studies on megatrends are available, the most popular being the ones of Ernst & Young [2],
the European Environment Agency [3] and Pricewaterhouse Coopers [4].

Comparing the most reliable reports on megatrends, some common beliefs can be
observed. The following six megatrends and their implications are shown as a synthesis of
the four megatrend reports [1–4]:

1. Climate change—(a) Air pollution with greenhouse gases (GHGs) emissions, (b) Ex-
ponential climate impacts (extreme weather events acceleration, air–land–oceans
heating, polar ice caps, permafrost and glaciers melting, sea-level rise, wildfires,
deforestation and deserts), (c) Loss of biodiversity and ecosystem services. Several
implications will happen because of the climate change, e.g.,: (i) Decarbonization,
reforestation, green buildings, carbon capture with utilization or storage, (ii) Tax on
GHGs emissions, (iii) Beyond GDP (gross domestic product) metrics.

2. Resource scarcity—(a) Increased strain on the planet’s resources including degraded
soil, (b) Food–water–energy nexus, (c) Critical raw materials. Implications: (i) Zero
waste, circular economy and increased efficiency, (ii) Shift from fossil fuels to renewable
energy and bio-based raw materials, (iii) Microbiomes (bacteria, archaea, fungi, viruses,
and nanoplankton), synthetic biology (intersection of biology and technology).

3. Shifting economic power—(a) Emerging economies (E7—China, India, Brazil, Mexico,
Russia, Indonesia, and Turkey) as the growth markets, (b) Global demographics
change (different population growth rates), (c) Techno-economic cold war. Implica-
tions: (i) Power shift from the west (G7 (Group of Seven)—Canada, France, Germany,
Italy, Japan, UK, and USA) to the east (E7), (ii) Industry 4.0 (the fourth industrial
revolution, use of cyber-physical systems), (iii) Consumer preferences are changing,
e.g., in the food industry (organic and fresh food, online delivery).

4. Technological breakthrough—(a) The pace of change is exponential, not linear, (b) Data
are the new oil, (c) Automation and robotization (many jobs will be replaced by ma-
chines/robots). Implications: (i) Digitalization—AI (Artificial Intelligence), big data,
3D printing, 5G (the 5th generation) network, IoT (Internet of Things, 26 billion
“things” are connected by the internet), (ii) Increased research and innovation, (iii) In-
dustry 5.0 (interaction of human intelligence and cognitive computing).

5. Demographic and social changes—(a) Population continues to grow, (b) More old
people and fewer children, (c) Income inequality rises. Implications: (i) Healthcare
spending (rise of expenses, saving for retirement), (ii) Education for sustainable
development, lifelong learning, creativity, entrepreneurship, (iii) Higher taxation of
high incomes and succession duties.

6. Rapid urbanization—(a) Migration to the cities (megacities), (b) Life is better in the
cities. Implications: (i) Smart cities, new infrastructure, (ii) Healthcare and security
(changing disease burdens and risk of pandemics, crimes and terror—surveillance,
monitoring), (iii) Consumer behaviors change (resources will be shared, move from
energy suppliers to mobility solutions).

Special studies exploring future trends in different areas exist. Let us mention one of
them—New Energy Outlook (NEO) [5], which is forecasting the trends in the energy field,
which is one of the most important sources of process industries (see next paragraph). NEO
has three major parts: (1) Economic Transition Scenario (ETS), (2) NEO Climate Scenario
(NCS), and (3) Implications for Policy. The Executive Summary has six chapters, each one
with several scenarios: (a) Energy and emissions, (b) Power, (c) Transport (general, road,
shipping, aviation, rail), (d) Buildings, (e) Industry, and (f) Climate.

Industry consumes 29 % of total final energy. Energy consumption grows at an average
of 0.6 %/a (per year) and will reach 149 EJ (exajoules, 1018 J) by 2050. Steel and chemicals
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production are the two largest energy consumers in industry, which are responsible for
19 % and 18 % of final energy use in the sector in 2019. They are followed by cement, at
14 %, and aluminium processes, at 6 %. Around 12 % of all fossil fuels consumed in the
industry are used as a feedstock for non-energy purposes (from petrochemicals to plastics).
In 2050, the sector will account for around 34 % of emissions from fuel combustion, up
from 25 % in 2019. Energy demand for steel will grow 50 %, for aluminum will grow 80
%, and for plastics will grow 100 %. High investments in energy—wind 3.3 T$ (trillion
US dollars = 1012 $) and solar 2.8 T$—are expected by 2050. Prices of renewable wind and
solar energy are forecast to fall by about 50 % [6].

1.1. European Green Deal

Process design is and will be increasingly dependent on political decisions in the
future. Climate change and loss of biodiversity are an existential threat to Europe and
the world. Therefore, the European Commission responded to the first two of the most
important risks, mentioned in the above Megatrends, by accepting the European Green
Deal (EGD) [7]. It aims to “transform the Union into a modern, resource-efficient and
competitive economy where:

• There are no net emissions of greenhouse gases by 2050;
• Economic growth is decoupled from resource use;
• No person and no place are left behind.”

The EGD will have a deep influence on life in the European Union, both at personal
and enterprise levels. It will also very deeply hit the chemical and process industries.

EU has met its GHG “emissions reduction target for 2020 and has put forward a plan
to further cut emissions—at least 55 % by 2030. By 2050, Europe aims to become the world’s
first climate-neutral continent. Climate action is at the heart of the EGD—an ambitious
package of measures ranging from severely cutting greenhouse gas emissions, to investing
in cutting-edge research and innovation, to preserving Europe’s natural environment. Its
action plan aims to:

• Boost the efficient use of resources by moving to a clean, circular economy;
• Restore biodiversity and cut pollution.”

One of the first activities is the European Commission’s proposal of the European
Climate Law, which is a legally binding target of net-zero greenhouse gas emissions by
2050. A system for monitoring progress and taking further action if needed is planned.
“Reaching this target will require action by all sectors of the economy, including:

• Investing in environmentally friendly technologies,
• Supporting industry to innovate,
• Rolling out cleaner, cheaper, and healthier forms of private and public transport,
• Decarbonizing the energy sector,
• Ensuring that buildings are more energy-efficient,
• Working with international partners to improve global environmental standards.”

EGD and a European COVID-19 response can address Europe’s climate, biodiver-
sity, pollution, economic, political and health crises, and at the same time strengthen its
institutions and reignite popular support for the European project. SYSTEMIQ and The
Club of Rome published a report A System Change Compass concentrating on the drivers
and pressures that lead to these environmental challenges and on solutions and required
changes to the current economic operating model [8]. The report (a) foresees radical re-
source decoupling and sustainability, (b) offers a system perspective, (c) starts from the
human drivers for change, (d) offers a set of principles for support, and (e) takes the natural
system as a starting point. To achieve this system-level change, the report addresses three
fundamental barriers for the change: (1) shared policy orientations at the overall system
level, (2) systemic orientation for each economic ecosystem, and (3) a shared target picture
and roadmap for Europe’s next industrial backbone.

The System Change Compass offers the following:
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• Each of the 10 principles has three orientations giving 30 system-level political orien-
tations for the overarching system as a checklist for policymakers;

• Eight ecosystem and three to five ecosystem orientations (directions) for Europe’s
industrial backbone;

• Over 50 Champion orientations (directives) that form a view of industrial priorities.

The 10 principles with their orientations are including the following redefinitions:

1. Prosperity—from economic growth to fair and social economics;
2. Natural resources—consumption and development decoupled, a shift to responsi-

ble usage;
3. Progress—from economic activities/sectors to societal needs within planetary boundaries;
4. Metrics—from GDP growth to natural capital and social indicators;
5. Competitiveness—EU based on low-carbon products, services, and digital optimization;
6. Incentives—aligned with the Green Deal ambitions and economic ecosystems;
7. Consumption—from individual identity to an individual, shared, and collective identity;
8. Finance—from subsidizing “old” industries to supporting economic ecosystems;
9. Governance—from top–down to transparent, flexible, inclusive participatory one;
10. Leadership—from traditional to system one, based on an intergenerational agreement.

The eight economic ecosystems with over 50 Champions are resulting in industrial pri-
orities:

1. Healthy food (organic, no waste, water, urban agriculture, alternative proteins, etc.);
2. Built environment (planning, ownership, buildings repurpose and retrofit, net zero, cir-

cular);
3. Intermodal mobility (high-speed railways, green aviation and shipping, ride-sharing, etc.):
4. Consumer goods (product–service, product sharing, maintenance, and value reten-

tion);
5. Nature-based (degraded land restoration, urban greening, ecotourism, paid ecosystem

services, forest, sea, marine, and land protection);
6. Energy (renewables, hydrogen, low-carbon fuels, smart metering, carbon capture, grids);
7. Circular materials (value chain systems, asset recovery, and reverse logistics, markets for

secondary materials, high-value material recycling, materials-service, 3D printing, etc.);
8. Information and processing (distributed manufacturing, high-speed infrastructure, etc.).

1.2. Process Design

Process Design (PD) is the choice and sequencing of processing steps and their inter-
connections for desired physical and/or chemical transformation of materials [9]. The steps
include several unit operations: reaction, separation, mixing, heating, cooling, pressure
change, particle size reduction or enlargement, etc. Today, the design is governed by
the circular economy, which requires design for repair, reuse, recovery, refurbishment,
restoration, and recycling [10]. Process design is distinct from equipment design, which is
closer to the design of unit operations. Process design can be the design of new facilities or
it can be the modification or expansion of existing ones. The process design can be divided
into three basic steps: synthesis, analysis, and optimization [11].

Design starts with process synthesis—the choice of technology and combinations
of industrial units to achieve goals. First, product purities, yields, and throughput rates
shall be defined. Modeling and simulation software is often used by design engineers.
Simulations can identify weaknesses in a design and allow engineers to choose better
alternatives. However, engineers still rely on heuristics, intuition, and experience when
designing a process. Human creativity is an important element in complex designs.

Process analysis is usually made up of three steps: solving energy and material
balances, sizing and costing the equipment, and evaluating the economic worth, safety,
operability, etc. of the chosen flow sheet.

Optimization involves both structural and parametric optimization. Structural opti-
mization is more difficult, and it includes equipment selection and interconnection between
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the units. Parameter optimization is regarding stream compositions and operating condi-
tions such as temperature and pressure.

Several decisions have to be made during the design of each process while respecting
the aforementioned objectives: i.e., constraints (capital investment), social conditions (em-
ployment, health and safety), environmental impacts (emissions, waste, resource efficiency,
operating and maintenance costs), and other factors such as reliability, redundancy, flexi-
bility, and variability in feedstock and product. Process design documentation includes
the following:

• Simple block flow diagrams (BFD, rectangles and lines indicating major material or
energy flows, stream compositions, and stream and equipment pressures and temper-
atures),

• More complex process flow diagrams (PFD) or process flowsheets with major unit
operations, material and energy balances,

• Piping and instrumentation diagrams (P&ID, piping class, pipe size, valves and
process control schemes), and specifications (written design requirements of all major
equipment items).

Working Party of the European Federation of Chemical Engineering (EFCE) on
Computer-Aided Process Engineering (CAPE) is organizing annual events—the Euro-
pean Symposium on Computer-Aided Process Engineering (ESCAPE) in which researchers
and practitioners in the field of computer-aided process systems engineering from academia
and industry come together. Process engineering focuses on the design, operation, control,
optimization, and intensification of chemical, physical, and biological processes from a vast
range of industries: agriculture, automotive, biotechnical, chemical, food, material devel-
opment, mining, nuclear, petrochemical, pharmaceutical, and software development. The
application of systematic computer-based methods to process engineering is called “process
systems engineering”. Papers presented at the ESCAPE events are all published in Elsevier
publications, the CAPE Proceedings Series Computer-Aided Chemical Engineering [12].

In the United States of America (US), a nonprofit organization CACHE (Computer
Aids for Chemical Engineering) organizes the Foundations of Computer-Aided Process
Design (FOCAPD) international conferences, focusing exclusively on the fundamentals
and applications of computer-aided design for the process industries. The conference is
organized every five years and brings together researchers, educators, and practitioners
to identify new challenges and opportunities for process and product design. Papers
from the conferences are published by the Elsevier CAPE Book series as Proceedings of the
International Conference on Foundations of Computer-Aided Process Design.

1.3. Sustainable Development

Sustainable development (SD) must meet the needs of the present without compro-
mising the ability of future generations to meet their own needs [13]. The Amsterdam
Treaty of European Union (EU) sets out the EU “vision for a sustainable development
of Europe based on balanced economic growth and price stability, a highly competitive
social market economy, aiming at full employment and social progress, and a high level of
protection and improvement of the quality of the environment.” Transforming our World:
the 2030 Agenda for Sustainable Development, including its 17 Sustainable Development
Goals (SDGs) and 169 targets, was adopted in 2015 by Heads of State and Government at a
special United Nations (UN) summit. The Agenda is a commitment to eradicate poverty
and achieve sustainable deveopment by 2030 worldwide.

The Chemical Sector SDG Roadmap is an “initiative led by a selection of leading
chemical companies and industry associations, convened by the World Business Council
for Sustainable Development (WBCSD), to explore, articulate, and help realize the potential
of the chemical sector to leverage its influence and innovation to contribute to the SDG
agenda” [14]. Building on the Responsible Care program and other sustainability initiatives,
”the European Chemical Industry Council (Cefic) and its members have developed a
Sustainability Charter and agreed on a roadmap to foster innovation” [15]. They focused
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on resources in the “four critical areas to progress sustainable development: low-carbon
economy, resource efficiency, circular economy and human protection”.

The International Conference on Sustainable Development (ICSD) is organized an-
nually by the European Center of Sustainable Development (ECSD) in collaboration with
other partners; conference papers are published in the open-access European Journal of
Sustainable Development, issued by the ECSD [16]. Conference proceedings are good
sources of recent research and development in the area.

The American Institute of Chemical Engineers (AIChE) and the Association of Pacific
Rim Universities (APRU, a network of leading universities linking the Americas, Asia,
and Australasia) have organized the Conference on Engineering Sustainable Development
in December 2019 [17]. They are going to organize the 2nd Engineering Sustainable
Development Conference in December 2020, both conferences addressing the UN 2030
Agenda for Sustainable Development and the 17 SDGs.

The Asia Pacific Institute of Science and Engineering (APISE) is organizing Interna-
tional Conferences on Environmental Engineering and Sustainable Development (CEESD)
annually; papers are published in the IOP (Institute of Physics) Conference Series: Earth
and Environmental Science.

1.4. Process Design and Sustainable Development

Process Design and Sustainable Development (PD&SD) started with the ecodesign
(ecological design, also called green design or environmentally conscious design), which
considered the environmental impact of a product throughout its entire life cycle only. A
typical example is green engineering design [18], which evolved from the green chemistry
principles [19]. As sustainable development (SD) has also economic and social components,
the additional SD principles have been integrated into engineering design [20]. Today,
sustainable development is a part of engineering principles [21,22].

Crul and Diehl published a handbook on Design for Sustainability (D4S) [23]. Ceschin
described the evolution of design for sustainability [24] and Acaroglu overviewed sus-
tainable design strategies [25]. The generic conventional engineering design process is
including four phases: (1) planning and problem definition, (2) conceptual analysis, (3) pre-
liminary design, and (4) detailed design [12].

Many textbooks on chemical process design are on the market. An older one is dealing
with preliminary analysis and evaluation of processes, the analysis using rigorous models,
and basic concepts in process synthesis with optimization approaches [26]. Economic evalu-
ation is dealt with, heat and power integration are described to reduce energy consumption,
and safety is the only social topic mentioned. In some textbooks, sustainable development
and environmentally sound design (prevent/minimize, recycle/reuse, and recovery) are
also described using a few pages [27]. More recent ones are adding process intensifica-
tion, steam system and cogeneration, environmental design for atmospheric emissions,
water systems, and clean process technology, as well as inherent safety chapters [28].

Professional literature on PD&SD was more advanced in the past decades, as design
engineers had to respect laws and regulations regarding environmental protection, labor
protection, and occupational safety in the approval procedures [29]. Newer literature is in-
cluding natural resource and environmental challenges, sustainable materials identification,
sustainability improvements of engineering designs, evaluation of sustainable designs,
and monetizing their benefits besides the legislative framework [30]. A sustainability
engineering approach is also including Total Quality Management [31] and Life-Cycle
Assessment (LCA) [32].

2. Process Design for Sustainability

The publication statistics search in Scopus [33] includes article titles, abstracts, and
keywords. It contains an abstract and citation database with over 25 100 titles (articles,
conference papers, books, etc.). Searching for the four words: process, design, sustainable,
and development yielded 16 135 documents, 2 869 of them in open access. There was a
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constant rise in the number of publications since the year 1999 (54 documents), reaching 1
859 documents in 2019. By subject area, most of them belong to Engineering (7 060) and
Environmental Science (4 090); they are followed by Energy (2 848), Social Sciences (2 777),
and Computer Science (2 471). Of these, 7 487 of them are articles, 6 330 are conference
papers, 1 085 are reviews, 703 are book chapters, and 294 are conference reviews. Most
of the articles were published in J. Cleaner Production (456) and in Sustainability journal
(290). The authors with the most publications are still coming from the EU and USA; the
most frequent affiliations are located in EU and China: Delft University (170), Politecnico
di Milano (123), Wageningen University & Research (114), Danmarks Tekniske Universitet
(108), and Chinese Academy of Sciences (99). The most frequent keywords are sustainable
development (9 604) and sustainability (2 512), followed by design (1 840), product design
(1 511), and life cycle (1 514); process design is not so often mentioned.

Similar statistics in the Web of Science (WoS) Core Collection database [34] showed
8 915 documents (14 823 in WoS All Databases); a steady growth was realized in the last
four years—from 772 units in 2016 to 1 234 ones in 2019. Most of them (2 557) belong to the
categories of environmental science and studies, 1 528 belong to green sustainable science
and technology, 808 belong to environmental engineering, and 620 belong to energy and
fuels. Articles (5 610) are prevailing, followed by papers in proceedings (2 700), reviews
(818), and book chapters (260). Regarding the organizations, Wageningen University
Research (102), Delft University of Technology (98), Centre National de la Recherche
Scientifique (89), Helmholtz Association (88), and Chinese Academy of Sciences (86) are on
the top.

The WoS Core Collection base covers more than 21 419 journals, books, and conference
proceedings, while the Web of Science platform includes 34 586 journals, books, proceed-
ings, patents, and datasets. As it was impossible to review several thousand documents,
the highly cited ones in the field (121 documents) were selected. Examining their titles lead
to 43 documents, and by reading their abstracts, 16 articles were selected for a closer look.

2.1. Environmental Dimension

Most of the selected 16 articles deal with environmental sustainability; however, the
economic dimension is included in only nine of them—mainly as a criterion for process
optimization. The social dimension (health) is present in two of them. Optimal design of
chemical processes and supply chains is concentrated on energy efficiency as well as waste
and water management [35]. Multiple criteria decision making (MCDM) [36] and Life-
Cycle Assessment (LCA) [37] are the tools most often mentioned. Various metrics are used
to assess the sustainability of processes; the three most popular ones are presented here:

• United States Environmental Protection Agency’s (EPA) “Gauging Reaction Effec-
tiveness for the ENvironmental Sustainability of Chemistries with a multi-Objective
Process Evaluator (GREENSCOPE [38]) tool provides scores for the selected indicators
in the economic, material efficiency, environmental and energy areas having about
140 indicators in four main areas: material efficiency (26), energy (14), economics (33)
and environment (66)”;

• The Tool for the Reduction and Assessment of Chemical and other environmental
Impacts (TRACI 2.0 [39]) “for sustainability metrics, life-cycle impact assessment,
industrial ecology, and process design impact assessment for developing increas-
ingly sustainable products, processes, facilities, companies, and communities”; it is
containing human health criteria-related effects, too; and

• The mass-based green chemistry metrics, extended to the “environmental impact of
waste, such as LCA, and metrics for assessing the economic viability of products” and
processes [31].

Sustainability-oriented innovations (SOIs) in small and medium-sized enterprises
(SMEs) are integrating ecological and social aspects into products, processes, and organiza-
tional structures [40].
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Five out of the 16 articles dealt with biofuels. Purified biogas is an essential source of
renewable energy that can act as a substitute for fossil fuels; anaerobic co-digestion is a
pragmatic method to resolve the difficulties related to substrate properties and system opti-
mization in single-substrate digestion processes [41]. The synthesis of important biofuels
using biomass gasification, key generation pathways for their production, the conversion
of syngas to transportation fuels together with process design and integration, socio-
environmental impacts of biofuel generation, LCA, and ethical issues were discussed [42].
A multi-objective possibilistic programming model was used to design a second-generation
biodiesel supply chain network under risk; the proposed model minimized the total costs
of biodiesel supply chain from feedstock supply to customers besides minimizing the
environmental impact [43]. The cultivation, harvesting, and processing of microalgae for
second-generation biodiesel production, including the design of microalgae production
units (photo-bioreactors and open ponds) was described [44]. A multi-objective optimiza-
tion model based on a mathematical programming formulation for the optimal planning of
a biorefinery was developed, considering the optimal selection of feedstock, processing
technology, and a set of products [45].

Circular economy topics are the second most numerous ones within 16 articles. The
first one traced the conceptualizations and origins of the Circular Economy (CE), researched
its meanings, explored its antecedents in economics and ecology, and discussed how the CE
was operationalized in business and policy [46]; the authors proposed a revised definition
of the CE to include the social dimension. Another contribution proposed a new unified
concept of Circular Integration that combined elements from Process Integration, Industrial
Ecology, and Circular Economy into a multi-dimensional, multi-scale approach to minimize
resource and energy consumption [47].

High-pressure technologies involving sub- and supercritical fluids offer a possibility
to obtain new products with special characteristics or to design new processes that are
environmentally friendly and sustainable [48]. Sustainable product–service systems offer
service by lending the product to a customer—they attempt to create designs that are
sustainable in terms of environmental burden and resource use whilst developing product
concepts as parts of sustainable whole systems that provide a service or function to meet
essential needs [49].

2.2. Economic Dimension

For most managers in industry, economic performance is the most important criterion
for decisions on investing money in production and energy facilities [50]. Economic
performance indicators are well known, and process and product designs are usually
carried out by maximizing profits or minimizing costs [51]. Other criteria are used less
frequently, e.g., the network for the conversion of waste materials into useful products has
been optimized using the maximum return on investment [52].

Techno-economic evaluations of process alternatives with different criteria lead in
some cases to the same best solution, as Ziyai et al. [53] showed by comparing the three
biodiesel production scenarios with the criteria net present value, internal rate of return,
payback period, discounted payback period, and return on investment. In general, opti-
mization using different economic criteria leads to different optimal process solutions [54].
These processes differ not only in economic performance but also in operational efficiency
and environmental impact [55]. This phenomenon is particularly evident in more precise
mathematical models [56], which include sufficient trade-offs between investments on
one hand and benefits on the other, such as higher conversion, higher product purity, the
higher degree of heat integration between process streams. Applying the correct economic
criteria can lead to more sustainable solutions; for example, the net present value criterion
provides optimal process solutions that strike a balance between long-term stable cash flow
generation, moderate profitability, and moderate environmental impact [57].

With the introduction of the concept of sustainable development, criteria other than
economic indicators have become more important in process design, thereby promoting the
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reduction of negative environmental impacts and the improvement of social performance.
When designing sustainable processes, the techno-economic, environmental, and social
criteria of various process alternatives are evaluated and the most suitable solution is
selected from among them, whereby compromises between all criteria are sought [58].
More systematic approaches use multi-objective optimization. The most common method
is to generate equivalent non-dominant Pareto solutions that show a range of solutions
where the improvement of one criterion leads to the deterioration of other criteria [59].
However, Pareto curves are not best suited for decision making, because the decision-maker
usually must choose one alternative for realization, which requires additional multi-criteria
analyses of Pareto solutions [60].

Another approach is to transform the multi-objective optimization into a single-
criterion optimization by monetarizing all pillars of sustainability, which means that in
addition to the economic criterion, environmental and social impacts are also expressed
in monetary terms. However, this is not an easy task, as environmental and especially
social impacts cannot simply be expressed in monetary terms. Environmental impacts are
expressed in terms of the burdens and reliefs of the environment. They can be monetized
using the eco-cost system [61], which expresses the cost of environmental pollution at the
price necessary to prevent it. Greenhouse gas emissions can be monetized with a CO2
tax. Novak Pintarič et al. [62] showed that a deviation from the economic optimum for
investments in emission-reducing technologies can lead to a reduction of the tax due to
lower emissions, which can compensate for economic loss to a certain extent. The point on
the Pareto curve was called the “Economic–Environmental Break Even”.

Sustainable process designs include various concepts to achieve sustainable solutions;
examples are cleaner production [63], zero waste processes [64], zero carbon emission
technologies [65], LCA environmental impact assessment in early design phases [66], eco-
efficiency indicators [67], etc. Recently, the concept of the circular economy has become
particularly popular and sometimes even overcomes the term sustainable development,
although the terms are by no means equivalent [68]. The concept of circularity is already
being used in the design and optimization of technologies and processes, such as the
recovery of hydrogen from industrial waste gases [69] or the development of the novel
indicator Plastic Waste Footprint to facilitate an improvement of circularity in the use of
plastics [70].

Process systems engineering offers many approaches and tools for the design of
process solutions in the field of circular economy and sustainable development, such as
the synthesis of processes and supply chains with mathematical programming, process
integration, optimization and intensification, multi-objective and multi-level optimization,
optimization under uncertainty conditions, etc. [71]. The fact is that circular economy
projects, especially those that solve the waste problem, are hardly economically successful
based on classic economic criteria; for example, recycling of plastics is not economically
viable at low fractions of recycled material [72]. However, it is important to look at these
projects in a broader perspective and to include all the three dimensions of sustainable
development into design and strategic decision-making.

2.3. Social Dimension

In process design, economic and social dimensions are important in addition to
environmental performance. To achieve a sustainable and circular economy, it is necessary
to develop all the three pillars of sustainable development as well as SDGs and take
them into account in process design. While economic and environmental aspects are well
established and quantified, social criteria are far less developed. The integration of social
effects into process design is difficult, and little research has been conducted, although it is
becoming increasingly important in both the academic and business environments [73].
The monetization of all the three pillars of sustainable development has been used to
synthesize processes and supply networks with sustainability criteria such as sustainable
profit [74] and sustainable net present value [75].
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Each company has to take care of their customers, employees, owners or shareholders,
and local community to fulfill their requirements. Companies shall respect the corporate
social responsibility standard, ISO 26000 [76]; the standard is voluntary, and it is based on
the following:

(a) Seven key principles: accountability, transparency, ethical behavior, respect for stake-
holder interests, respect for the rule of law, respect for international norms of behavior,
and respect for human rights;

(b) Seven core subjects: organizational governance, human rights, labor practices, the en-
vironment, fair operating practices, consumer issues, and community involvement
and development.

What can a process designer do in this respect?
Regarding the employees, it is the most important to design a process, its equipment,

and products in the way that enables safety and health protection at work (occupational
health and safety, OHS) [77]. It is including the physical, mental, and social wellbeing of
workers. OHS is achieved by using process monitoring and control, automation, even
robots to prevent contact with dangerous substances, fires and explosions, accidents at
work, release heavy burdens, etc. Digitalization and computer-aided operation of plants
are used increasingly to release the workers from process malfunctions, unexpected events,
or even accidents.

Similar requirements are valid for customers using products of the process industries.
This is particularly important for chemicals, which can have negative effects on customers’
health, safety and wellbeing. The products shall be long-lasting, without weak elements,
easy to maintain, and user friendly. Product design is critical for its dismantling and
recycling at the end of life. Take back or product–service systems are used increasingly
to enable circular economy with the reuse of materials and energy in the waste products.
Every designer shall use Life-Cycle Assessment (LCA) methodology [78] to evaluate
impacts throughout the supply chain, from raw materials extraction to processing, use,
and end-of-life treatment, applying the principles of the circular economy.

The local community is strongly connected with processes and operation of the com-
pany located within its boundaries. Most employees are coming from the neighborhood,
and employment is enabling their families to live better. The local population is very sensi-
tive to any radiation and emissions into the air, water, or land around the factory. Process
design has to take care of their health and safety by proper process design as well as by
planning sensors, monitoring, and measurement units in the surroundings of the company
buildings. Often, the process of surplus heat can be used for heating public buildings or
even residents’ houses. Zero-waste, wastewater treatment and reuse, and hazardous waste
recycling are important principles guiding process design. The selection and monitoring of
indicators shall be carried out well in advance, during the process design.

Most of the companies are using the Global Reporting Initiative (GRI) to communi-
cate their impacts on people (human rights, corruption, etc.) and the planet [79]. GRI’s
framework for sustainability reporting helps companies identify, collect, and report their
impacts in a clear way.

2.4. Process Design Tools and Sustainability

The Process Systems Engineering (PSE) Community has fully embraced the concept
of “sustainability” as one of the leading guides in process design. Although it is difficult
to pinpoint the exact time when the three pillars of sustainability (i.e., economic, envi-
ronmental, and social) were considered and emphasized simultaneously in the design
of chemical processes, one may argue that even the works published as early as the late
1970s [80] and early 1980s [81] directly addressed at least two of the pillars of sustainable
process design—economic and environmental ones. Although the incentives to develop
what we now regard as a sustainable process may have been purely economic at the time,
the enabling insight was the ability to view a chemical process as a system—the system
that is not isolated from its environment, but a system that interacts with the environment.
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Fast-forward five decades of research in the field of PSE, the approaches to design-
ing sustainable chemical processes rely heavily on computer-aided tools. These tools
enable simulation, analysis, optimization, and synthesis of chemical processes at various
spatial and time scales. They range from computer-aided molecular design [82], simula-
tions of transport phenomena (heat and mass transfer in single or multiphase flows) [83],
simulations of single-unit operations [84] and whole processes [85] to the synthesis and
optimization of processes [86,87] and complete supply networks [88]. The widely accepted
approach to assess the sustainability of a given process design is the Life-Cycle Sustain-
ability Assessment (LCSA), which is commonly performed to compare different process
design alternatives [89] after the feasible designs have been identified. On the flip side, if
a composite sustainability criterion, for example, the sustainability profit [90], is incorpo-
rated directly into the process synthesis and optimization phase as an objective function,
the most sustainable designs can be obtained directly without the need of a posteriori
LCSA assessment.

The PSE computational tools enable a practical way to analyze the performance of a
wide range of product–process engineering problems as well as to identify the possibilities
for improvement However, some software packages come together with a high license
price, and although the price can be justified with the benefits gained, it very often remains
an obstacle, especially for small engineering companies. However, in the last few years,
the open-source initiatives have begun to offer freely available alternatives to the paid
versions (Table 1). Provided that quality matches those of their paid counterparts, a greater
adaptation of these tools in the industry can be expected.

Table 1. Licensed and free computational tools, used for process simulation, synthesis/optimization, and sustainability assessment.

Software Description Web Site License

ANSYS Fluent [91] Computational Fluid Dynamics www.ansys.com Licensed
OpenFoam [92] Computational Fluid Dynamics www.openfoam.com Free
Aspen Plus [93] Process Simulation www.aspentech.com Licensed

DWSIM [94] Process Simulation dwsim.inforside.com.br Free
GAMS [95] Mathematical programming and optimization www.gams.com Licensed
Pyomo [96] Mathematical programming and optimization www.pyomo.org Free
GABY [97] LCA and sustainability assessment www.gabi-software.com Licensed

OpenLCA [98] LCA and sustainability assessment www.openlca.org Free

Identifying what could generally be considered as mitigating solutions to complex
problems is necessary, although such solutions may not be sufficient to achieve the goals of
sustainable development in the long term. A real breakthrough will be achieved by iden-
tifying innovative restorative solutions. In this context, the Process Systems Engineering
(PSE) should develop tools that simultaneously address the whole (bio)-chemical supply
network. To harvest the synergistic effects among the constituents of the supply network
to a greater extent, the traditional (bio)-chemical supply network should be expanded to
include additional elements (e.g., nano-robots, molecular machines, labs-on-chips, or micro-
processes) and linked to other supply networks (energy, agriculture, food, etc.) to form
circular and sustainable system-wide supply networks.

Despite many achievements and contributions of the PSE community that undeniably
contributed to the development of the modern biochemical and chemical industry, there
are no professional tools and hardly any academic ones that are specialized in providing
innovative solutions to these complex problems.

A noteworthy initiative to develop an advanced computer platform to support inno-
vative conceptual design and process intensification is the IDEAS PSE Framework [99].
The platform addresses the capability gap between state-of-the-art simulation packages
and algebraic modeling languages (AMLs) by integrating an extensible, equation-oriented
process model library within the open-source Pyomo AML, which addresses challenges in
formulating, manipulating, and solving large, complex, structured optimization problems.
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The second initiative is MIPSYN-GLOBAL [100]. It is being built on the foundations
of its predecessor MIPSYN [101], making use of knowledge and experience gained in the
decades of research in the field of PSE. The development of MIPSYN-Global encompasses
all the four basic PSE tasks: (i) development of advanced synthesis concepts, algorithms,
and strategies; (ii) modeling; (iii) development of synthesizer tools; and (iv) development
of different applications.

3. Case Study

The European Union (EU) is the second-largest chemicals producer in the world—with
565 M€ (million euros), it is behind China (1 198 M€) but before NAFTA (North American
Free Trade Agreement—USA and Canada, 530 M€); EU a positive trade balance [102].
About 96 % of all manufactured goods rely on chemistry. The chemical industry is the
fourth-largest producer after automotive, food, and machinery/equipment ones; with
the 16 % added value, it is the leading sector in the EU. A total of 29 000 small, medium,
and large companies are offering 1.2 million jobs, which is 12 % of EU manufacturing
employment. Labor productivity in chemicals is 77 % higher than the manufacturing
average, and salaries are 50 % higher. It is also the largest investor in EU manufacturing.
The chemical industry is spending 10 G€/a (billion euros per year) for research and
innovation.

3.1. European Chemical Industry Council

The European Chemical Industry Council (Cefic) is the European association for
the chemical industry. Cefic developed the Sustainable Development Vision in 2012. It
was based on the Responsible Care program—a global, voluntary initiative developed
autonomously by the chemical industry. It was initiated by the Canadian Chemical Pro-
ducers’ Association—CCPA in 1985, and it is now adopted by almost 90 % of the global
chemical industry. It aimed to improve health, safety, and environmental performance.
Cefic’s Sustainable Development program started in 2016; it aims at the transition toward a
safe, resource-efficient, circular, and low-carbon society. It is organized around the four
sustainability focus areas of the Cefic Charter: Create Low-Carbon Economy, Conserve
Resource Efficiency, Connect Circular Economy, and Care for People and Planet [103]:

• Enabling the transition to a low carbon economy by:

� Promoting innovation and stimulation of breakthrough technologies develop-
ment in energy-efficient chemicals processes,

� Offering market solutions consistent with low-carbon requirements,
� Fostering the development and use of sustainable and renewable raw materials,
� Fostering the use of sustainable and renewable energy and raw materials with

a focus on cost and accessibility,
� Innovating for chemical energy storage, and
� Developing fuels and building blocks built on CO2;

• Driving resource efficiency across global value chains and their operations by:

� Designing sustainable solutions needing fewer resources over the entire life
cycle and allowing easy reuse and recycling,

� Maximizing material recovery and reuse,

• Promoting the adoption of circular economy principles to prevent waste, achieve
low-carbon economy, and enhance resource efficiency;

• Preventing harm to humans and the environment throughout the entire life cycle by:

� Mitigating risks, including assessment of substitutes,
� Promoting the uptake of safe substances, materials, and solutions,
� Minimizing negative environmental impacts on biodiversity and ecosystems,
� Facilitating reuse, recycling, and recovery with steady information flows

on products.
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In the period 1991–2017, chemical production rose by 84 % while energy consumption
was reduced by 16 % and energy intensity was reduced by 54 % (–40 % in the whole
industry) [102]. Fuel and energy consumption was reduced by 24 % in the same period.
In the period 1990–2017, greenhouse gas (GHG) emissions have been reduced by 58 % or
190 Mt/a, from 330 Mt/a down to 160 Mt/a of CO2 equivalent. GHG emissions per energy
consumption have been reduced by 48 %, and GHG intensity per production was reduced
by 76 %. In the period 2007–2017, acidifying emission intensity fell by 40 %, nitrogen
emission intensity fell by 48 %, and non-methane volatile organic compounds intensity fell
by 48 %. These results are typical cases of decoupling economic activity from resource and
environmental impacts.

Cefic supported the Green Deal and Europe’s ambition to become climate neutral by
2050. In May 2020, the eight-point vision for Europe in 2050 was adopted:

1. “The world has become more prosperous and more complex, with a volatile geopo-
litical environment that brings more economic and political integration within most
regions, but more fragmentation between them.

2. Europe has developed its own different but competitive place in the global economy.
3. The European economy has gone circular, recycling all sorts of molecules into new

raw materials. The issue of plastic waste in the environment has been tackled.
4. Climate change continues to transform our planet. European society is close to

achieving net-zero greenhouse gas emissions while keeping all Europeans citizens
and regions on board.

5. Europeans have set the protection of human health and the environment at the center
of an uncompromising political agenda.

6. European industry has become more integrated and collaborative in an EU-wide
network of power, fuels, steel, chemicals, and waste recycling sectors.

7. Digitalization has completely changed the way people work, communicate, innovate,
produce, and consume and brought unprecedented transparency to value chains.

8. The United Nations SDGs are at the core of European business models and have
opened business opportunities as market shares increase for those who provide
solutions to these challenges.”

Cefic has welcomed the European Commission proposal for the European Climate
Law, turning the climate neutrality objective into legislation and aiming to achieve progress
on the global adaptation goal. However, besides “what” the EU aims to achieve, the “how”
is also important, as it will allow the EU to turn this ambition into reality. Cefic puts
forward several proposals aiming to clarify, complement, or adjust certain provisions by
ensuring:

• A sound and detailed definition of climate-neutrality providing a signal for long-
term investments;

• A level-playing field for industry across the EU through union-wide emission reduc-
tion mechanisms (i.e., the EU Emissions Trading System, ETS);

• That all sectors of the economy contribute to the climate-neutrality objective through
fair burden-sharing;

• Progress on the enabling framework for the transformation of the EU economy, in line
with the trajectory for achieving climate-neutrality.

3.2. Chemicals Strategy for Sustainability

Cefic calls for a sustainability strategy that recognizes the essential role of chemicals to
deliver climate ambitions and integrates multiple facets of chemicals management includ-
ing safety, circularity, resource efficiency, environmental footprint, science, and innovation.
The following should be the key components of the strategy:

1. Consolidating and promoting the solid foundation Europe has already built, primar-
ily REACH regulation (Registration, Evaluation, Authorization, and Restriction of
Chemicals) by its improvement, better implementation, and enforcement;
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2. Adopting a proportionate and robust approach for managing to emerge, scientifically
complex issues;

3. Enabling the development of truly sustainable and competitive European solutions to
deliver the Green Deal.

Cefic had welcomed the EU approach to adopt the new Industrial Strategy, basing it
on the European industrial ecosystems; actors agreed that the Recovery Plan should be
organized around these ecosystems.

SusChem is the European Technology Platform for Sustainable Chemistry. It is a forum
that brings together industry, academia, policymakers, and the civil society. An important
part of SusChem is a network of national platforms (NTPs). “SusChem’s mission is to
initiate and inspire European chemical and biochemical innovation to respond effectively
to societal challenges by providing sustainable solutions”. SusChem recognizes “three
overarching and interconnected challenge areas [104]:

1. Circular economy and resource efficiency—transforming Europe into a more Circular
Economy. (a) Materials design for durability and/or recyclability, (b) Safe by design
for chemicals and materials (accounting for circularity, (c) Advanced processes for
alternative carbon feedstock valorization (waste, biomass, CO/CO2), (d) Resource effi-
ciency optimization of processes, (e) Advanced materials and processes for sustainable
water management, (f) Advanced materials and processes for the recovery and reuse
of critical raw materials and/or their sustainable replacement, (g) Industrial symbio-
sis, (h) Alternative business models, (i) Digital technologies to increase value chain
collaboration, (j) informing the consumer and businesses on reuse and recyclability;

2. Low-carbon economy—mitigating climate change with Europe becoming carbon neu-
tral: (a) Advanced materials for the sustainable production of renewable electricity,
(b) Advanced materials and technologies for renewable energy storage, (c) Advanced
materials for energy efficiency in transport and buildings, (d) Electrification of chem-
ical processes and use of renewable energy sources, (e) Increased energy efficiency
of process technologies, enabled by digital technologies, (f) Energy-efficient water
treatment, (g) Industrial symbiosis via the better valorization of energy streams,
(h) Alternative business models;

3. Protecting environmental and human health—safe by design for materials and chemi-
cals (functionality approach, methodologies, data, and tools): (a) Improve the safety
of operations through process design, control, and optimization, (b) Zero liquid dis-
charge processes, (c) Zero waste discharge processes, (d) Technologies for reducing
GHGs emissions, (e) Technologies for reducing industrial emissions, (f) Sustainable
sourcing of raw materials, (g) Increasing transparency of products within value chains
through digital technologies, (h) Alternative food technologies, (i) Novel therapeutics
and personalized medicine, (j) Sustainable agriculture, forestry, and soil health-related
technologies, (k) Biocompatible materials for health applications.”

The new SusChem’s Strategic Innovation and Research Agenda, SIRA, has five chapters:

1. “Introduction with an overview where to find the challenge areas;
2. Advanced materials: composites and cellular materials (lightweight, insulation prop-

erties), 3D printable materials, bio-based chemicals and materials, additives, bio-
compatible and smart materials, materials for electronics, membranes, materials for
energy storage (batteries), coating materials and aerogels;

3. Advanced processes (for energy transition and circular economy): new reactor de-
sign concepts and equipment, modular production, separation process technologies,
new reactor and process design utilizing non-conventional energy forms (plasma,
ultrasound, microwave), electrochemical, electrocatalytic, and photo-electrocatalytic
processes, power-to-heat (heat pumps, electrical heating technologies), hydrogen
production with low-carbon footprint, power-to-chemicals (syngas, methanol, fuel,
methane, ammonia), catalysis, industrial biotechnology, waste valorization, advanced
water management;
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4. Enabling digital technologies: laboratory 4.0 (digital R&D), process analytical tech-
nologies (PAT), cognitive plants (real-time process simulation, monitoring, control
and optimization, advanced (big) data analytics and artificial intelligence, predictive
maintenance, digital support of operators and human–process interfaces, data sharing
platforms and data security, coordination and management of connected processes at
different levels, and distributed-ledger technologies.

5. Horizontal topics: sustainability assessment innovation, safe by design approach for
chemicals and materials, building on education and skills capacity in Europe.”

3.3. Process Industry

SPIRE (Sustainable Process Industry through Resource and Energy Efficiency) is the
“European contractual public–private partnership (cPPP) involving the cement, ceramics,
chemicals, engineering, minerals, non-ferrous metals, steel, and water sectors under the
Horizon 2020 program. It has been successfully developing breakthrough and key enabling
technologies and sharing best practices along all stages of existing value chains to enable
a competitive, energy and resource-efficient process industry in Europe. SPIRE’s new
Vision 2050: “Towards the next generation of European Process Industries—Enhancing
our cross-sectoral approach in research and innovation” foresees an integrated and digital
European Process Industry, delivering new technologies and business models that address
climate change and enable a fully circular society in Europe with enhanced competitiveness
and impact for jobs and growth” [105]. They are contributing 6.3 million jobs in the EU.
The SPIRE community has initiated 77 innovative projects with a total estimated private
investment of 3 G€ (billion euros) in the last five years. Their turnover increased by an
estimated 25 %—double the EU average.

SPIRE’s Vision is that “the future of Europe lies in a strongly enhanced cooperation
across industries—including SMEs—and across borders to become physically and digitally
interconnected. Innovative “industrial ecology” business models will be developed to
foster the redesign of the European industrial network. Four “technology drivers” will help
the Process Industries achieve their SPIRE ambitions.” Two transversal topics—industrial
symbiosis and digitalization—will support and accelerate the transformations:

1. “Electrification of industrial processes as a pathway towards carbon neutrality: adap-
tation of industrial processes to the switch towards renewable electricity (e.g., electro-
chemistry, electric furnaces or kilns, plasma, or microwave technologies).

2. Energy mix and use of hydrogen as an energy carrier and feedstock: renewable
electricity, low-carbon fuels, bio-based fuels, waste-derived fuels.

3. Capture and use of CO2 from industrial exhaust gases (capture, collection, interme-
diate storage, pre-treatment, feeding and processing technologies, intelligent car-
bon management).”

4. Resource efficiency and flexibility; full re-use, recycling or recovery of waste as
alternative resources: collection, sorting, transportation, pre-treatment and feeding
technologies; all possible resource streams to be considered and explored (notably
plastic waste, metallurgical slags, non-ferrous metals, construction and demolition
waste, etc.); zero water discharge, maximal recovery of sensible heat from wastewater,
the substitution of chemical solvents by water (e.g., in bio-based processes); full
traceability of value chains as a crucial instrument to deploy circular business models
and customers’ growing demand for product-related information.

5. Industrial symbiosis technologies including industrial–urban symbiosis models.
6. Digitalization of process industries has a tremendous potential to dramatically ac-

celerate change in resource management, process control, and in the design and the
deployment of disruptive new business models.

The research and innovation efforts of Process Industries under the SPIRE 2050 Vision
ultimately want to enhance and—wherever possible—enlarge the underlying value to soci-
ety generated by their businesses while (a) achieving overall carbon neutrality, (b) moving
toward zero-waste-to-landfill, and (c) enhancing the global competitiveness of their sectors.
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4. Conclusions

The above results show that the most urgent future development areas of the process
industry are climate change with GHGs emissions and ecosystems (the terrestrial one is
affected by drought, wildfires, floods, glacier melting or species extinction; marine through
temperature rise, ocean acidification, and sea-level rise), energy with renewable sources
and efficiency, (critical) raw materials and other resources, water resources and recycling,
zero waste and circular economy and resource efficiency, supply chain integration, process
design and optimization, process integration and intensification, industrial ecology and
life cycle thinking, industrial–urban symbiosis, product design for circularity, digitaliza-
tion, sustainable transport, green jobs, health and safety, hazardous materials and waste,
customer satisfaction, education, and lifelong learning.

The chemical and process industry associations (Cefic, SusChem) and their projects
(SPIRE, SIRA) have added great value; therefore, they should be practiced in other conti-
nents, too. Companies and professional associations must respect international agreements
and conventions (SDGs, Paris Agreement, EGD), declarations, and recommendations.

There is no doubt that existing and innovative future technologies for the efficient
management of GHGs, water, energy, and raw materials will play a crucial role in trans-
forming current chemical and bio-chemical processes into more sustainable ones. Due to
their high cost, some of these technologies would need to be co-funded by governments,
while others could be implemented as long-term investments at the corporate level. For
example, Norway has recently announced to fund a first large-scale carbon capture and
storage project “Longship” [106] (1.5 billion €). The cement and waste-to-energy plants
involved in the project plan to reduce their CO2 emissions by 50 % by capturing and storing
CO2 in an underwater reservoir in the North Sea. On the other hand, a Dutch brewery [107]
has recently implemented an innovative green fuel alternative that comes in the form of
metal powders [108]. Iron powder is considered as a high-density energy storage medium.
It burns at high temperatures to form iron oxide, which can be reduced back to iron by
electrolysis using renewable energy sources (e.g., photovoltaics) in a carbon-free cycle.

The critical step toward more sustainable processes, regardless of the novel technolo-
gies available, is the necessary shift in mindset from chasing short-term financial gains
to pursuing long-term, sustainable financial, environmental, and social benefits. This
step is required not only at the governance and corporate level, but also at the level of
each individual.

Based on past experience, it is safe to say that advanced computational PSE tools will
play an important role in the development of future chemical and biochemical processes.
Today, process analysis, simulation, and synthesis/optimization tools are generally used in
a sandbox mode—i.e., either in isolation from each other or in a sequential/iterative proce-
dure. To identify truly innovative, mitigating, and perhaps even restorative solutions, these
tools would need to be linked into a system that simultaneously enables detailed multi-scale
modeling [109], process intensification (i.e., reduction of energy and resource requirements,
waste production and equipment size, out-of-the-box process solutions/schemes) [110],
and LCSA analysis.

Projects to develop sustainable processes are very demanding, both in terms of knowl-
edge and the financial investment required to implement them. Circular economy projects
often do not provide much added value. This is particularly problematic when it is cheaper
to manufacture products from virgin materials than to process waste materials into sec-
ondary raw materials. The development and implementation of sustainable processes are
highly interdisciplinary and involve laboratory research, pilot plant trials, process set-up,
and commissioning. This is followed by the manufacturing and marketing of products and
efficient waste management, which includes the reuse, recycling, and processing of waste
into value-added products, fuels, secondary raw materials, or energy recovery. There is no
doubt that engineers are already developing efficient computer-aided tools for developing
sustainable technologies, including key enabling technologies and sustainable processes,
supply chains, and networks that promote greater efficiency, waste reduction, closed loops,
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and eco-design. However, this will certainly not be enough to transform society from a
linear to a circular economy. We believe there is still a long way to go, as changes will be
needed in many areas of society, i.e., at the level of business, education, finance, politics,
legislation, and society as a whole.

At the enterprise level, efforts should focus on building and optimizing value chains
in which stakeholders are linked through raw material extraction, product manufacturing,
transportation, collection, sorting, and processing of waste into secondary raw materials,
functional materials, and energy. The aim should be to promote such industrial projects that
balance economic efficiency, environmental impact, and social wellbeing. It is necessary to
promote the growth of bio-based products and to seek market niches for such products.

In the field of education, young people must be encouraged to study science, technol-
ogy, engineering, and mathematics (STEM), as these areas are crucial for the development
of sustainable technologies and processes and the circular economy. Curricula need to be
strengthened with attractive contents for young people and practical examples of green
chemistry, cleaner production, eco-design, recycling, key enabling technologies, etc.

Experts in the social sciences such as psychology and sociology must also be involved
in the development of sustainable processes and products, as people need to change
many deep-rooted habits and understand the impact of these changes on society and the
environment in order to accept them as their own. The transition from a linear to a circular
society must include the reduction of inequalities in society, more equality, justice, solidarity,
participation and inclusion of citizens. Art must also be involved, because products made
from secondary raw materials, for example, must also be aesthetically designed if people
are to accept them.

Developing sustainable technologies and implementing sustainable projects can re-
quire large financial investments, so the role of financial institutions and policymakers
is also important. They must create the conditions for funding to be available for envi-
ronmentally beneficial projects in the field of renewable energy, secondary raw materials,
functional materials, key enabling technologies, etc. It is necessary to increase investment
in education, research, innovation, and development.

The transition to a circular economy and a sustainable society can be promoted to some
extent by political agreements and legal norms that impose restrictions on countries and
companies in terms of emissions, proportions of recycled materials, the use of renewable
resources and secondary raw materials, etc. However, in the long term, changes in existing
political and wider social systems are needed, moving toward greater participation and
balance, with the long-term sustainable progress of society and the protection of the
environment taking precedence over the partial interests of individuals.
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90. Zore, Ž.; Čuček, L.; Kravanja, Z. Syntheses of sustainable supply networks with a new composite criterion–Sustainability profit.
Comput. Chem. Eng. 2017, 102, 139–155. [CrossRef]

91. ANSYS. Ansys: Engineering Simulation & 3D Design Software. Available online: www.ansys.com (accessed on 15 October 2020).
92. OpenFOAM. The Open Source CFD Toolbox. Available online: www.openfoam.com (accessed on 15 October 2020).
93. AspenPlus. The Leading Process Simulation Software in the Chemical Industry. Available online: www.aspentech.com (ac-

cessed on 15 October 2020).
94. DWSIM. DWSIM-Chemical Process Simulator. Available online: dwsim.inforside.com.br (accessed on 15 October 2020).
95. GAMS. The General Algebraic Modelling System. Available online: www.gams.com (accessed on 15 October 2020).
96. Pyomo. Available online: www.pyomo.org (accessed on 15 October 2020).
97. GABY. Gaby-Software. Available online: www.gabi-software.com (accessed on 15 October 2020).
98. OpenLCA. The Life Cycle and Sustainability Software. Available online: www.openlca.org (accessed on 15 October 2020).
99. IDEAS PSE Framework. Available online: https://idaes.org/ (accessed on 15 October 2020).
100. MIPSYN-GLOBAL. Available online: http://mipsyn-global.fkkt.um.si/ (accessed on 15 October 2020).
101. Kravanja, Z. Challenges in sustainable integrated process synthesis and the capabilities of an MINLP process synthesizer MipSyn.

Comput. Chem. Eng. 2010, 34, 1831–1848. [CrossRef]
102. Cefic, Facts and Figures. 2020. Available online: https://cefic.org/app/uploads/2019/01/The-European-Chemical-Industry-

Facts-And-Figures-2020.pdf (accessed on 4 October 2020).
103. Cefic sustainability Charter. Available online: https://cefic.org/app/uploads/2019/01/Cefic-Sustainability-Charter-TeamingUp-

For-A-SustainableEurope.pdf (accessed on 4 November 2020).
104. SusChem, European Technology Platform for Sustainable Chemistry. Strategic Innovation and Research Agenda, SIRA. Avail-

able online: https://cefic.org/app/uploads/2020/02/SusChem-SIRA-2020.pdf (accessed on 6 September 2020).
105. Sustainable Process Industry through Resource and Energy Efficiency, SPIRE 2050 Vision. 2018. Available online: https:

//cefic.org/app/uploads/2019/02/SPIRE-vision-2050.pdf (accessed on 6 November 2020).
106. Hjuske, A.K. The Government Launches ‘Longship’ for Carbon Capture and Storage in Norway. Available online: https:

//bit.ly/3ewvVUI (accessed on 18 October 2020).
107. Blain, L. World First: Dutch Brewery Burns Iron as a Clean, Recyclable Fuel. Available online: https://bit.ly/2JEZeJb (accessed on

5 November 2020).
108. Bergthorson, J.M. Recyclable metal fuels for clean and compact zero-carbon power. Prog. Energy Combust. 2018, 68, 169–196.

[CrossRef]
109. Floudas, C.A.; Niziolek, A.M.; Onel, O.; Matthews, L.R. Multi-scale systems engineering for energy and the environment:

Challenges and opportunities. AICHE J. 2016, 62, 602–623. [CrossRef]
110. Bielenberg, J.; Palou-Rivera, I. The RAPID Manufacturing Institute–Reenergizing US efforts in process intensification and modular

chemical processing. Chem. Eng. Process. 2019, 138, 49–54. [CrossRef]

321





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

www.mdpi.com

Processes Editorial Office
E-mail: processes@mdpi.com

www.mdpi.com/journal/processes

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 

Access Publishing

mdpi.com ISBN 978-3-7258-0708-6


