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1. Introduction

In the last few years, the adoption of renewable technologies and energy efficiency
strategies has become increasingly pivotal for reaching the ambitious target of an 80–95%
reduction in greenhouse gas emissions by 2050 [1]. In order to find a sustainable bal-
ance between the production and consumption of energy, and reach those targets, several
challenges still need to be addressed. These problems are strongly related to the increas-
ing demand for energy [2] due to the development of both industrialized and emerging
countries [3]. As such, several countries have agreed on the necessity of developing and
implementing a novel sustainable energy paradigm in the building, transport, and indus-
trial sectors. For this reason, novel pillars of development for the future and a sustainable
energy system have to be varied and flexible, such as the waste to energy paradigm [4], a
reduction in energy consumption, the circular economy [5], improved quality of life for peo-
ple [6], pollution and climate change adaption [7], carbon neutrality with the overall goal to
reach zero emissions by 2050 [8], etc. To increase the penetration of renewable energy into
society, significant care must be taken with issues related to the management of the excess
production of renewable electric energy [9], which leads to several severe issues in terms
of grid management [10]. The increasing development of power-to-x technologies [11,12]
will be crucial to mitigate the phase shifts between renewable energy production and user
demand [13]. In this framework, the reduction in energy waste through feasible waste
management approaches is also crucial [14]. Not only this provides a renewable source of
energy from low/negative-value wastes in the form of heat, electricity, or fuels, but it also
minimizes environmental pollution due to a reduction in the volume of waste produced
by leading to an increase in the reuse and recycling of waste materials [15]. The use of
electric vehicles powered by renewables will significantly influence the reduction in GHG
emissions from the transport sector [16].

To develop and support this new approach to energy use and production, scientists
and companies have focused their attention on the use of renewable energy technolo-
gies, improved functional energy use, energy efficiency, novel efficient energy conversion
systems, etc. In this context, this Special Issue “Renewable Energy Systems 2023” aims
at summarizing the most up-to-date advancements and central studies dealing with the
integration of renewable technologies into new or existing systems for the production of
energy and non-energy outputs. In this editorial, the presented papers within the Issue
are summarized, spanning the potential use of renewable energy for power production,
heating, cooling, water management, and transport. The contributions of the main works
in this Special Issue within the above mentioned framework are presented and discussed,
using the method outlined in the following section.

2. The Research Topics Represented in This Special Issue

A total of 10 papers were selected for this Special Issue. The main ideas of these
papers are briefly reviewed in the following subparagraphs in order to summarize all the
presented research. As such, this editorial has been organized into the following sections:

Appl. Sci. 2024, 14, 1918. https://doi.org/10.3390/app14051918 https://www.mdpi.com/journal/applsci
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Section 2.1, power plants based on solar systems; Section 2.2, power plants based on wind
systems; Section 2.3, power plants based on biomass sources; and Section 2.4, other topics.

2.1. Power Plants Based on Solar Systems

Calise et al. [17] developed a dynamic simulation study on the operation of a green-
house coupled with renewable energy technologies. The paper is focused on the design of
the system components in order to dynamically investigate the operation of this hybrid
renewable energy plant. The plant is considered an optimal solution within the green farm
framework. In particular, a 20 kW photovoltaic (PV) field is considered adequate to supply
the electric energy demand of the farm, in addition to 28 m2 solar thermal collectors which
are designed to meet the thermal energy demand of the greenhouse when its operating
temperature falls lower than a specific set point. A biomass auxiliary heater is also included.
The plant is designed to produce electricity for buildings close to the greenhouse, their
related irrigation pumps, and thermal energy both for the greenhouse’s heating and the
domestic hot water and space heating energy demands of users in the nearby buildings.
As part of a bio-circular economic approach, the plant also includes a pyrogasifier fueled
by wood and agricultural waste. This model is applied to a specific case study; a green
farm located in Naples (southern Italy). The operation of the whole plant, the energy
components, and the greenhouse are dynamically simulated in TRNSYS 18 software. The
greenhouse’s thermal behavior is also validated using the values in the literature. Sub-
sequently, a detailed energy, economic, and environmental analysis of the whole plant is
performed. The proposed plant is able to reduce its total equivalent CO2 emissions by
148.66 t/y. In addition, it obtains good profitability, with a simple payback of only 1.7 years.
Božiková et al. [18] presented a simplified mathematical model for the evaluation of the en-
ergy production of a PV field, as a function of its tilt angle and azimuth angle. The authors
state that the developed model is useful for ordinary users of PV systems, considering
the model’s very small number of input parameters. The key objective of this study is
the identification of the optimum locations of PV fields, considering the local weather in
southern Slovakia. In their work, an experimental system based on two polycrystalline PV
modules is also used. In particular, the first part of this experimental system identifies the
tilt angle variation, from 0 to 90. The second module aims to calculate energy production as
a function of the azimuth angle. Using the carried-out measurements, regression equations
highlighting the relationships between the tilt or azimuth angle and the energy produced
by the PV system are generated. Although the presented models are obtained for an area of
southern Slovakia, these models, described by a simple second-degree polynomial function,
can also be considered applicable to the further areas in Central Europe, if the regression
equation coefficients are suitably modified. The presented mathematical model is about
4% more precise than other models used for this weather zone in southern Slovakia. Com-
bining their analysis of the results achieved through their experimental and numerical
simulation approaches, the authors found that the effect of the tilt angle and azimuth
angle of a PV module on its electricity production is about 18% and 24%, respectively.
This mathematical model allows for a simple forecast of PV production in real operating
conditions in southern Slovakia for design, dimensioning, and optimization purposes.
Pintanel et al. [19] investigated the integration of thermoelectric generators (TEGs) into
these photovoltaic and thermal collectors (PVT) in order to increase their power production.
They performed an experimental and numerical comparison between a PVT panel with
and without TEGs. The authors state that the novelty of the presented work is due to both
the numerical and experimental analysis they performed on this kind of system. The aH60
model manufactured by Abora Solar was used to perform the analysis. This includes an
isolation layer at the back and an isolation camera monitoring the argon in the front layer of
the panel. In the layout with the TEGs, the PVT panel included 19 integrated TEG modules
in the bench test. The experimental setup also included an isolated 197 L water tank; an
impulsion pump; temperature, irradiation, and mass flow probes; an expansion vessel and
an aerothermal vessel; a 500 W microinverter; and the electrical panel of the bench. The 3D
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numerical model of the system was validated with their experimental results, demonstrat-
ing the good agreement between the simulated and experimental results. However, the
errors in the results were smaller than 10%; therefore, the authors stated that the integration
of thermoelectric materials within the PVT panels should be further researched to improve
the contact region between both sides of the TEG devices. Their numerical analysis results
indicate that the global efficiency of a conventional PVT panel is 81.9%, and the global
efficiency of a PVT+TEG panel is 82.2%

2.2. Power Plants Based on Wind Systems

The efficient utilization of renewable energy sources and, in particular, of wind energy,
is one of the key strategies to reach the objectives of the 2030 Agenda and the Paris
Agreement and reduce CO2 emissions. For this reason, it is necessary to focus our research
efforts on the developments in wind energy projects. It is in this framework that the work
of the Murgas et al. [20] was developed. In particular, this work is a literature review
which evaluates the models and approaches used in the evaluation of investments in wind
systems under uncertainty. In total, 97 studies were evaluated, with 20 different approaches
or models detected and grouped into eight different categories, namely, (1) real options,
(2) optimization, (3) stochastics, (4) financial evaluation, (5) probabilistic, (6) estimation,
(7) numerical prediction, and (8) others. The real options approach, in which the events
featured in the possible outcomes are not known, and, therefore, their probability of
occurrence cannot be quantifiable, is typical for wind energy systems. In particular, they
found that this approach is used in 32% of studies (31 publications). Of the studies adopting
the real options approach, 62.5% of them considered the price of electricity to be a source
of uncertainty, as did 15.6% with the feed-in rates-subsidy, and 18.8% with the velocity
of the wind. The authors stated that future studies should focus on the evaluation of
investments in wind energy projects, investigating the real options approach and public
opposition to the projects (including NIMBY projects: not in my backyard). A methodology
to represent the synthetic inertia of wind turbines as part of an optimization dispatch
model is presented in the work of Thiesen and Jauch [21]. They investigated synthetic
inertia because it is a crucial element to guaranteeing the stability of power systems, as it
limits the speed with which the grid frequency changes. Frequency-converter-connected
generation units such as wind turbines do not have an inherent inertial response. WTs and
PVs decrease the synchronous inertia in energy systems. The trend of decreasing system
inertia is not reflected adequately in current unit commitment and economic dispatch
models. However, variable-speed wind turbines, already in use, are a source of synthetic
inertia. For this reason, a unit commitment and economic inertia dispatch model of the
all-Island Irish power system is used as case study in this work. This case study is selected
because the current all-Island Irish power system is already characterized by high amounts
of frequency-inverter-connected penetration. The potential of wind inertia is analyzed and
calculated, revealing that the synthetic inertia provided by wind turbines is able to save up
to 30.99% of CO2 emissions, reduce curtailment by up to 39.90%, and reduce system costs
by 32.72%.

2.3. Power Plants Based on Biomass Sources

The production of biogas from anaerobic digestion processes that start in wastes is a
relevant topic in the current energy framework, and it fulfills the goals of the green circular
economy [22]. In the work of Obileke et al. [23], a wide-ranging literature review is pre-
sented, focusing on the most recent advancements in anaerobic digestion and gasification
technology for the sustainable waste-to-energy paradigm. The methodology followed is
a conceptual review, which contributes to a better understanding of the topics discussed.
The technologies are investigated and analyzed both separately and as a whole hybrid
system. The literature review included the most recent studies dealing with the latest
developments of these technologies, the intensification of these processes, the supply of
several feedstocks, and the quality of the final biogas or syngas obtained. According to
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the analysis provided, several factors affect the final yield of biogas or syngas. The most
influencing factors on anaerobic digestion are the operating temperature and the pH of the
biomass. For the gasification process, these instead are the moisture content of the biomass
and the gasifying agent used. These parameters also affect the quality of the gas produced,
in terms of its lower heating value (LHV). For instance, in the case of gasification with air as
the gasifying agent, the LHV is roughly 4–6 MJ/Nm3, whereas in case of oxygen it is nearly
17–18 MJ/Nm3, i.e., roughly four times higher. Of course, the selection of the gasifying
agent is also dictated by its cost, therefore an optimal solution must be found. However,
it was found that both these technologies are effective for energy recovery, with the need
for enhancers and intensifiers to improve the efficiency of conversion. The relevance of
this work in the current energy framework lies in its potential for global implementation,
offering a sustainable approach to waste-to-energy generation.

2.4. Other Topics

Other relevant works in this Issue propose innovative solutions for the energy ineffi-
ciency in other energy sectors. In Rodriguez-Estrada et al. [24], the development of a novel
microgrid architecture, the modeling of power converters, and the design of a hierarchical
control system, including an innovative energy management system (EMS), is proposed.
The work presents a novel multibus multivoltage architecture for the application of direct
current microgrids to buildings. The aim is to increase the efficiency and the flexibility of
power distribution systems by means of modeling and designing these systems using Petri
net theory. The results validated each version’s performance in a closed loop, with a feed-
back state controller as the local control stage for every converter in stand-alone operation.
The results obtained can set the stage for the further development of finalized microgrids
that improve aspects of the environment and the economy. In Sergienko et al. [25], the
authors developed a mathematical model for an innovative clutch control mechanism that
featured higher energy efficiency and higher performance in terms of the transmission
system. Moreover, in this work, it was numerically proven that an equal loading for the
frictional discs of each clutch is not guaranteed when there is a radial movement of the car-
riage when switching on the clutches. This contributes to the increasingly uneven dynamics
of torque and disc wear. The results of the synthesis showed that the carriage movement
partially depends on the force acting on the pressure disc. In particular, the minimum
carriage movement is defined by the wear resistance of the mechanism, determining an
inclination angle of the surface profile of the platter between 20 and 29◦. This dual-clutch
transmission (DCT) system is mainly proposed for the automotive sector, but the results
obtained in this work can be extended to several energy system sectors. Qureshi et al. [26]
developed a comparative analysis of numerical models in the field of decision-making
processes, aiming to highlight the main limitations of several multi-criteria decision meth-
ods (MCDM) in terms of the reliability of their decisions. More specifically, these tools are
applied to the selection of urban heat mitigation measurements with specific criteria. This
numerical investigation allowed for the evaluation of the reliability of diverse MCDMs
that adopt the same decision matrix and different normalization techniques, showing the
impact of the analytic hierarchy process (AHP) on the decisions made. Of the techniques
analyzed, the weight sum method and preference ranking organization method for enrich-
ment evaluation were revealed to be the most reliable. Kadochnikov et al. [27] provided
discussion on a non-standard experimental setup developed in the laboratory of the St.
Petersburg Mining University’s Well Drilling Department. The technique presented allows
one to simulate the well cleaning process of making cuttings by evaluating the variations
of the parameters that cause buckling, such as the zenith angle of the well or the rotation
frequency. Statistica 13 and MS Office Excel software were used for mathematical analysis.
The key finding of this work is that a controlled buckling of the drill string significantly
enhances mud plug breakdown and well cleaning, especially at critical zenith angles such
as 55 degrees. The relevance of this work lies in its assessment of the enhanced efficiency
and safety in petroleum engineering, especially in directional drilling operations.
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Abstract: Photovoltaic–thermal panels (PVT) have been widely studied in the last years and have
proved to be a technically viable and profitable solution. This work analyses the integration of a
set of thermoelectric generators (TEG) inside these panels in order to obtain additional power. The
thermoelectric material takes advantage of the temperature gap between the hottest part of the system,
the output flow from the collector, and the cold water feeding the solar system. An experimental
test bench with a PVT having integrated TEGs and the same PVT in parallel without TEGs was
mounted to compare both devices. The corresponding CFD simulation was also carried out to
better understand the temperature map in the arrangement. Both experimental and computational
results show that the manufacture of the panel with integrated TEGs should be carefully studied
before becoming a commercial product. They also gave some guidelines for the improvement of the
prototype in this integrated product.

Keywords: photovoltaic–thermal hybrid panels; thermoelectric generators; ansys-fluent; experimen-
tal results; numerical simulation

1. Introduction

The search for the diversification of generation sources and the increase in the percent-
age of participation of renewable energies, together with the saving and rational use of
energy, are the axis for sustainable energy planning in a decarbonized future. The climatic
change affects all countries of the entire world nowadays. Levels of carbon dioxide (CO2)
and other greenhouse effect gases hit a record in 2020 [1]. Consequently, air and water
temperature are increasing, the amount of ice and snow is decreasing, and the ocean level
is growing up. According to experts, the climatic change effect in the environment could
have fatal consequences. The Paris Agreement [2] is the first global climate change accord
that looks to reduce global emissions by changing energy consumption and production
policies. The employment of renewable source energy and policies that promote energy
efficiency will help achieve the accorded objectives in this agreement.

Total energy consumption in the residential sector supposes 25% of the total con-
sumption in Europe [3]. Furthermore, the residential and tertiary sectors consume 60%
of the electricity employed in the EU. The use of solar energy as a source of renewable
energy in these sectors is a great alternative. Solar hybrid photovoltaic and thermal panels
(PVT) can provide electricity and thermal energy by solar irradiation in a single device.
Massive implementation of this technology would contribute to the reduction of energy
consumption in buildings. PVT panels can be installed in almost any location on the roof
of the construction. The generated electricity can be self-consumed, stored in batteries,

Appl. Sci. 2021, 11, 2915. https://doi.org/10.3390/app11072915 https://www.mdpi.com/journal/applsci
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or sold to the grid. Thermal production of hybrid panels is in the form of hot water that
can be employed for different purposes such as domestic hot water (DHW) production,
space heating, and refrigeration by adsorption or employing a heat pump.

A way of increasing the electricity production of PVT panels is the inclusion of ther-
moelectric generators (TEG) inside it. These devices, through Seebeck’s effect, produce
electricity from a gradient of temperature. The composition of TEGs is an essential factor
in achieving a maximum conversion of thermal energy into electricity [4]. It is possible
to find three types of thermoelectric generators in the market: high, medium, and low-
temperature ranges [5]. Low-temperature range devices have a range work temperature
between 25–125 ◦C, with a maximum work temperature of 250 ◦C. However, the effi-
ciency decreases drastically when the generator works above 175 ◦C. Most commercial
low-temperature range TEGs are composed of bismuth tellurium (Bi2Te3). The medium
temperature range module works between 125–425 ◦C with a high limit temperature of
600 ◦C. The inconvenience of this type of TEG is its composition. Medium-range thermo-
electric generators are made by tellurium (Te), a limited resource on Earth, and lead (Pb),
a toxic material. TEGs that can work at high temperatures are composed of silicon (Si) as
the main component. These devices provide high-efficiency parameters at temperatures
between 425 ◦C and 725 ◦C. Depending on the application, a different type of TEG between
these is selected.

TEG technology has some advantages that makes it especially suitable in domestic
poligeneration schemes [6,7]. TEG devices are safe because they do not contain mobile
parts, and no fluids are involved in their operation. Additionally, TEGs are simple, compact,
light, silent, and not much maintenance is required. As for disadvantages, the elevated
cost for high-temperature range TEGs and the relatively low efficiency of low-temperature
range TEGs if thermal integration is not correct [8].

Integration of TEG modules in different applications has been intensively studied.
Different review papers where the different applications can be consulted [5,9]. The automo-
bile industry is focused on finding alternative sources of energy. Different authors [10–12]
studied the integration of TEGs in the gas exhaust pipe of vehicles in order to recover
thermal energy rejected to the ambient. Additionally, other authors like Cheng et al. [13]
investigated the location of TEGs in this way that heat from the combustion cycle is taken
advantage Ziolkowsli et al. [14] suggested the employment of TEG modules between
the hot core stream and the cold bypass flow at the nuzzle of an aviation turbofan en-
gine to reduce the operation cost of the aircraft. TEGs are also widely used in aerospace
applications such as space crafts, satellites, and space probes [15,16]. Some researchers
are working on TEG integration for wearable applications. Bahk et al. [17] studied the
material optimization of this technology to make it flexible and easy to wear in the human
body. More recently, Lee et al. [18] simulated different key parameters of TEGs modules to
integrate this technology in human body applications.

In domestic applications, the integration of TEGs has also been considered by ex-
perts [9]. Nesarajah and Frey [19] optimized the design of TEGs’ distribution for waste heat
recovery from exhaust pipes of a condensation boiler. A theoretical simulation of exhaust
heat recovery in biomass boilers by integrating TEGs was studied by Alanne et al. [20].
Moreover, Höfberger [21] and Moser et al. [22] implemented experimental prototypes with
which it is possible to produce 160 W and 300 W of electrical power respectively in biomass
pellets boilers of 11–12 kW of thermal capacity. There are other studies with biomass stoves,
such as Sornek’s paper [23].

In the solar energy fieldwork, TEG integration has been researched. A critical review
of the different configurations for thermoelectric generator applications of solar thermal
systems was written by Karthick et al. [24]. Date et al. [25] developed a theoretical and
experimental study of electricity generation by TEGs using concentrated solar thermal
energy. They concluded that having fewer TEGs, a higher concentration ratio, and a higher
temperature difference will produce more electricity than having more TEGs and less
temperature gradient. A study of the different organic working fluids on solar flat plate col-
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lector and TEG modules was presented [26] in order to determine the best one. A scheme of
poligeneration based on solar thermal collectors with thermoelectric generators, a sorption
module, a reversible heat pump, and a biomass boiler is currently being studied in different
locations by Palomba et al. [27].

In respect of the integration of TEG devices into photovoltaics-thermal hybrid panels,
there are models and analyses [28,29]. Still, experimental research has been focused on
prototypes that do not constitute a real PVT panel [30]. Kilkis [31] has developed a small
prototype of a novel PVT panel composed of photovoltaic cells, a flat plate solar collector,
TEG modules, and phase change material (PCM) embodiment. He concluded with the
experimental results that this combination of layers allows electrical production even after
sunset, depending on the total PCM mass. First experimental results show that this new
PVT has 14% more total exergy output (including thermal energy and electricity) than a
conventional PVT panel.

Investigation in phase change materials is a high-relevance line of research nowadays.
The principle of this material is the storage of thermal energy by the phase change of some
specific materials. PCM composites based on the coupling of metal foam (i.e., copper)
and paraffin are auspicious material in the field of thermal management [32–35]. Zheng
et al. [36] studied and compared the thermal performance of copper foam/paraffine com-
posite material with pure paraffin. They concluded that the mentioned PCM showed a
reduction in total melting time of 20.5% in comparison with pure paraffin. This characteris-
tic allows the homogenous distribution of the temperature in the material. The application
of PCMs has been presented by Kazemian et al. [37]. In this study, experimental research
using both ethylene glycol and phase change material (organic paraffine) as work fluid
in PVT panels is analyzed. They concluded that using just PCM for cooling reduces the
surface temperature of the PV cells inside the PVT panel by 11.05% compared to a con-
ventional PV unit. For this reason, electrical performance is 4.22% higher than that of a
conventional PVT panel. Additionally, Zhou et al. [38] proposed the storage of a moderate
amount of thermal energy inside PVT panels by including a PCM to reduce the possibility
of freezing the working fluid under extreme ambient conditions.

Salari et al. [39] have simulated with a numerical model a hybrid PVT panel with
TEGs. They have concluded that up to 10% of increment in the efficiency of the panel can
be obtained in comparison with a standard PVT panel. Nevertheless, their paper does not
include experimental data.

In this study, the integration of TEGs modules into a real PVT hybrid panel has
been carried out. The installation has been monitored to get experimental results. A 3D
numerical model of conventional photovoltaics-thermal panel and PVT with TEG modules
was also developed. The comparison between simulated and experimental results has been
then made in order to validate the model simulation. The first tests show a concordance
between the simulated and experimental results. Thus, they indicate the path to follow
up to the definite design that allows an integrated PVT-TEG device with an additional
performance that conventional PVT. The innovation presented in this paper is the unique
combination of the experimental and computational results in a PVT panel with integrated
thermoelectric generators inside it. After the validation with experimental results, detailed
information from the numerical results obtained in the three-dimensional simulation
allows a better understanding of the found inefficiencies. Thus, it gives light to provide
new improvements to this integrated device.

2. Materials and Methods

In this study, an experimental test bench was constructed with the objective of testing
and further validating the numerical results of the integrated PVT-TEG panel. The test
bench has been designed so that two PVT panels can operate simultaneously. One of the
panels is a conventional photovoltaics-thermal hybrid panel of the model aH60 manufac-
tured by Abora Solar [40]. This model of PVT panel includes an isolation layer at the back
and an isolation camera of argon in the frontal layer of the panel. Another PVT panel (of
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the same model) in the bench includes 19 integrated TEG modules. Test bench includes
other devices such as an isolated water tank of 197 L; an impulsion pump; temperature,
irradiation, and mass flow probes; an expansion vessel and an aerothermal; a 500 W mi-
croinverter and the electrical panel of the bench. Additionally, a monitoring system has
been installed on the test bench in order to report in real-time production data of both
panels. The different magnitudes that are being controlled are shown in Table 1. Thanks to
this configuration of the bench, it is possible to compare the energy production of both
panels at the same operating conditions.

Table 1. Monitored magnitudes of PVT test bench.

Magnitude
Name of

Probe
Description Scale Readability B (%) P (%) U (%)

Temperature (◦C)

Tin
Temperature of the flow inlet

of the PVT panels
−50–250 0.1 0.15 0.033 0.15Tout1

Temperature of the flow that
leaves the PVT with TEGs

Tout2

Temperature of the flow that
leaves the conventional

PVT panel
Tamb Ambient temperature

Mass Flow
(kg/s) min

Mass flow incoming the
system. If both panels are

working, the flowmeter shows
the total mass flow entering

the system.

1–6 0.5 5 8.33 9.72

Solar Irradiation
(W/m2) Irr Incident solar irradiation 0–2000 0.01 2.60 0.005 2.60

Pressure P Pressure in the hydraulic
installation

Voltage (V) V1 Continuous Voltage of PVT
with TEGs 0–5 0.00489 0.5 0.0978 0.5095

V2 Continuous Voltage of
conventional PVT

Current (A)
DC1 Direct current of PVT

with TEGs 0–20 0.01955 0.04 0.10 0.11

DC2 Direct current of
conventional PVT

Also in Table 1, uncertainly parameters of the measured variables according to the
installed probes on the test bench are listed. B represents the systematic uncertainly of the
instrument. This parameter is related to the accuracy of the probe. P is the precision and
represents the random uncertainty. It has relation with the repeatability of the measured.
U shows the uncertainty and it is calculated as the sum of squares of B and P.

Uncertainly analysis of the calculi of performance of panels was additionally imple-
mented [41,42]. Equations (3)–(7) are presented in the following lines. These equations
govern the behavior of power and performance of the panels. Uncertainly analysis has been
obtained according to these equations and parameters showed in Table 1. Uncertainlity
of electrical performance is 0.52% and 1.12% for PVT conventional panel and PVT + TEG
panel, respectively.

Because of the working temperatures of the PVT panel, between 40 ◦C and 100 ◦C,
a low range temperature TEG model has been selected for the inclusion of them inside
the hybrid panel. The model TEG2-07025HT-SS manufactured by TEC-Solidstate Power
Generation [43] is the elected thermoelectric device. This TEG allows a generous capacity
of heat transfer in a small configuration. The module withstands temperatures up to 190 ◦C
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on the hot side. The P and N elements incorporated in this module offer excellent heat
transfer capability in a 40 × 40 mm configuration. According to the manufacturers, with
the usual temperatures in PVTs, some 2W could be expected as a maximum, with a voltage
match of 1.0 V and a current match of 2 A (internal resistance = 0.5 Ohm)

The integration of TEG modules inside the PVT panel must be made that the TEG
sides are set between two sources of different temperatures. In this way, electricity can be
produced. The two selected heat sources are mass inlet flow as the cold side and outlet
mass flow as the hot side of the thermoelectrical modules. The hot side of the TEG must
have excellent contact with the heat sources, the outlet collector pipe of the PVT panel.
This pipe is inside the panel between the absorber and isolation layer. It is the pipe where
hot water production is collected before leaving the panel and entering into the water tank.
The cold side of the TEG module must be in thermal contact and compressed against a heat
exchanger in order to dissipate heat from this surface. With the increase of the temperature
gradient between the TEG sides, the electric production will be more significant.

In a conventional PVT panel, inlet and outlet pipes are distanced. To a successful
integration of the thermoelectrical modules in the hybrid panel, a modification in the inlet
pipe has been made. The inlet pipe has been derivated, and before the water enters the
panels, water flows inside a pipe set at the back of the panel. This part is where TEGs
are integrated. Copper laminas are employed between TEGs and pipes to maximize the
heat exchanger and the thermal contact. Furthermore, clamping plates were installed for a
consistent subjection between TEGs modules and copper fins. The 19 TEG modules have
been connected electrically in series. The positive pole is located on the side of the hybrid
panel, and the negative pole is set on the opposite side.

Solar energy (Es) is the energy input in the studied PVT with integrated TEG modules
system, and it is stated according to

Es = I ∗ AC (1)

where I is solar irradiance in W/m2 and AC is the gross area of working PVT collectors
measured in m2.

Furthermore, the useful thermal energy production of PVT collectors (QPVT) is the
result of the product between the solar energy that comes from the sun and the thermal
performance of the PVT ( ηth_PVT) that depends on the model of the panel.

QPVT = ηth_PVT ∗ Qs (2)

ηth_PVT = η0 − a1 ∗ G − a2 ∗ G ∗ (Tm − Tamb) (3)

where ηth_PVT [44] represents the solar thermal performance of the PVT panel, η0 is the
optical efficiency of the solar hybrid collector, a1 is the heat loss coefficient in W/m2K
and a2 is the temperature dependence of thermal heat loss coefficient in W/m2K2. These
parameters are provided by the manufacturer of PVTs. Temperatures are given in ◦C. Tm is
the average temperature of the PVT panels, and it is defined by the average between the
inlet (Tin) and outlet (Tout) temperatures of the working fluid. Tamb is ambient temperature,
and G can be calculated as

G = (Tm − Tamb)/I (4)

where I represents global solar irradiance.
The electrical production of a conventional PVT is calculated as

WPVT =
Pn

1000
∗ [1 − γ ∗ (Tcell − 25)] (5)

where Pn is peak power of the module in W , γ is the temperature coefficient losses given by
the manufacturer and Tcell is the cell temperature measured in ◦C. In photovoltaic-thermal
panels, Tcell can be assumed equal as Tm.
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In this paper, the integration of TEG modules on a PVT panel is studied. Therefore,
the electrical efficiency of TEGs must be considered as well.

ηel_TEG =
Th − Tc

Th
∗
√

1 + Z ∗ T
+ Tc

Th

(6)

where Th is the temperature of the hot side of the TEG, Tc Is the temperature of the cold
side of the TEG, T is the average temperature of the TEG and Z is the figure of merit of
the module. In Equation (6) temperatures are given in K. According to the manufacturer,
the product between the figure of merit and the average temperature under nominal
conditions has a value of 0.73.

As well as thermal performance, the electrical performance of a PVT panel ( ηel_PVT)
is related electrical production with the incoming energy from the sun

ηel_PVT =
WPVT

Es
(7)

and performance of TEG modules ( ηel_TEG) is related with the heat flux that go throght the
thermoelectrical generators (ETEG)

ηel_TEG =
WTEG
ETEG

(8)

In such a way, the electrical performance of PVT + TEG panel is calculated as the
addition between the electrical performance of a conventional PVT panel and the electrical
performance of TEGs modules considering gradient temperature in the hybrid panel.

ηelPVT+TEG = ηelPVT + ηelTEG (9)

In this paper, a three-dimensional numerical simulation of the PVT panel and the
PVT panel with TEGs has been performed in the software ANSYS [45]. The 3D analysis is
selected due to the serial configuration of the TEGs integrated along the tube. This applica-
tion works under the finite element method for structural analysis and the finite volume
method in the case of fluid studies. This software includes different work modules that
allow the study of structural, thermal, electrical, and fluid dynamics aspects. In this case
study, module Fluent is employed, which is a computation fluid-dynamics (CFD) simulator.

Definition of the three-D model of the PVT and PVT + TEG panels is the first step that
must be done. For that purpose, technical specifications of the different layers that compose
the PVT panel has been provided by the fabricant and are shown in Table 2. Due to the
high complexity of the study, some assumptions have been set in order to simplify the
PVT model:

• The thermal behavior of the small pipes of the water collector is assumed identical
inside all tubes. For this reason, only one of the 10 pipes is represented;

• Both models of the panel (PVT and PVT + TEG) have been simulated under steady
state conditions;

• Water mass flow inside the simulated pipe is considered to be incompressible and lami-
nar;

• The thermophysical properties of the different materials remain constant during the
study period.
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Table 2. Material properties of the TEG modules and the different layers that composed PVT panels.

Material Density (kg/m3) Specific Heat (J/kg K) Conductivity (W/m K)

Glass 2383 576 0.793
Argon 2 521 0.016
EVA 960 2090 0.230

PV cells 1190 1552 148
Backsheet 1200 1250 0.360
Absorber

(Aluminum) 2719 871 202

Insulation 100 670 0.033
TEG 93 708 0.920

Water 998 4182 0.600

The employed governing equations in the performed numerical simulation of conven-
tional PVT and PVT + TEGs panels are:

Continuity equation:
∇→

v = 0 (10)

Momentum equation:

∇
(
ρ
→
v
→
v
)
= −∇P + ∇

(
μ∇→

v
)

(11)

Energy equation:
∇
(→

vρ
→
v cpT

)
= ∇(k∇T) (12)

where
→
v is the velocity vector, ρ is the density of the fluid, P is the pressure vector, μ is the

viscosity of the fluid, cp is the heat capacity and k represents the conductivity.
Considered boundary conditions are shown below:

• External surfaces of the PVT panels are adiabatic. ∇(k∇T) = 0.
• Velocity of the fluid in the solid walls is null.

→
v = 0.

• In the wall of a solid, velocity and temperature of the fluid are that of the solid element.

−k ∂T
∂n

∣∣∣ f = −ks
∂Ts
∂n

∣∣∣
s
.

• Inlet conditions are: T = Tin; u = 0; v = 0 and w = −Vin.
• Outlet condition is P = 0.

Table 3 includes the main dimensions of the different bodies that compound the PVT
panel simulated in the employed numerical software.

Table 3. Geometrical dimensions of PVT bodies simulated in ANSYS.

PVT Layer
Dimensions (mm)

(High × Width × Depth)

Glass cover 3.2 × 100 × 1650
Inert gas 10 × 100 × 1650

Glass 3.2 × 100 × 1650
EVA 0.5 × 100 × 1650

PV cell 0.3 × 100 × 1650
EVA + backsheet 1.5 × 100 × 1650
Thermal absorber 2 × 100 × 1650
Thermal collector ∅ 8 (thickness = 0.6) × 1650

Insulant 10 × 100 × 1650
TEG 3 × 40 × 80

Once the physical 3D model (Figure 1) that is going to be simulated is presented,
a mesh must be done. The meshing is the process whereby the discretization of the
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geometry is performed. The selection of the mesh’s method and size must be governed by a
balance between quality and processing capacity. The quality of elements can be measured
with different throw parameters. The selected parameters to analyze and evaluate mesh
quality in the studied model are skewness and orthogonal quality [46].

Figure 1. Conceptualization of the layers of a PVT panel and the different forms of heat transfer inside it.

Orthogonal quality is defined as the ratio between the scalar product of the normal
vector of each mesh element surface and its centroid vector (that starts from the gravita-
tional center of the element to face center) and the product between the named vectors.
When this parameter is closed to one, more orthogonal quality is obtained.

The skewness of a mesh element is related to the angles between its edges. A distorted
mesh cell does not generate accurate results. The volume of elements should approximate
as possible to a spherical body. Skewness coefficient is calculated as the ratio between the
difference of the volumes of the optimal body and the real body and the optimal body
volume. An excellent coefficient value of skewness is near 0. Quality analysis of the
mesh has been performed before the thermal analysis of the PVT and PVT+TEG models.
Solutions obtained from different mesh sizes of the simulated model have been evaluated
to select the suitable mesh for this system. In Figure 2, the comparison of the average
outlet temperature and the average outlet velocity of the working fluid from the PVT
panel with the mesh size can be consulted. Quality analysis of mesh has been performed
under these work conditions: solar irradiation of 1000 W/m2, a fluid inlet temperature of
30 ◦C, the mass flow of 0.02 kg/s, and an ambient temperature of 30 ◦C. An increase in the
number of mesh elements from 195.000 to 448.000 implies a variation of 0.070% and 0.031%
in average outflow velocity and average outflow temperature, respectively.
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Figure 2. Quality mesh study.

In order to analyze the numerical uncertainly that arises from the space discretization,
Richardson’s extrapolation method is employed. This method allows the calculation of
the exact solution under the assumption that the grid mesh was infinitesimally fine using
the data obtained from meshes with reasonable resolution. Exact solution (ϕexact) and its
associated uncertainly (UC) can be calculated as [47]

ϕexact = ϕ1 +
ϕ1 −ϕ2

rp
21 − 1

(13)

p =
1

ln(r21)
∗
⎡⎣ln
(

ε32

ε21

)
+ ln

⎛⎝ rp
21 − sign

(
ε32
ε21

)
rp

32 − sign
(

ε32
ε21

)
⎞⎠⎤⎦ (14)

where r21 =
h2

h1
; r32 =

h3

h2
; ε21 = ϕ2 −ϕ1 and ε32 = ϕ3 −ϕ2 (15)

UC = Fs ∗ (ϕexact −ϕ1) (16)

where ϕi are numerical solutions with i = 1,2 and 3 of the analyzed physical quantity
(in this paper outlet flow temperature and outflows velocity) under three different mesh
sizes h1, h2 and h3, respectively, where h1 < h2 < h3. Richarson’s analysis of the employed
mesh is summed in Table 4.

Table 4. Parameters employed in the Richardson’s method.

1 2 3

hi (cm) 0.23 0.31 0.50
Outlet flow temperature (◦C) 31.810 31.818 31.856

Outflow velocity (m/s) 0.4298 0.4296 0.4289

Exact temperature value is 31.801 ◦C what that entails a numerical uncertainly of
temperature of 0.0109 ◦C. In the case of the velocity analysis, exact value achieve a value of
0.4299 m/s and its related uncertainly is 0.0002 m/s. These results reinforce the obtained
results in the performed quality analysis.

According to the obtained results, a structured mesh composed of 280.000 elements
has been selected in this study. It allows the simulation of the installation with a reasonable
computational cost and an adequate quality [46]. On the one hand, the orthogonal quality
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average value is 0.886 with the least value of 0.79. On the other hand, the skewness average
has a value of 0.227 with a maximum value of 0.57. The mesh of the pipe is shown in
Figure 3. These mesh elements have been colored according to their quality.

Figure 3. (a) Skewness and (b) orthogonal quality of the tube of the PVT panel simulated.

The PVT and the PVT+TEG models have been validated through experimental data
collected on the test bench. Figure 4 (conventional PVT panel) and Figure 5 (PVT + TEG
panel) show the comparison between the numerical results obtained from the software
Fluent-ANSYS and the experimental data of the outlet flow temperature of both panels.
As can be observed, numerical results are nearly equal to the experimental ones.

Figure 4. Comparison between experimental and numerical outlet flow temperature of the conven-
tional PVT.

Figure 5. Comparison between experimental and numerical outlet flow temperature of the PVT with
integrated TEG modules.
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The error between numerical and experimental data does not exceed 13.6%. Except for
the test made at 10:45 AM. At this time, error achieves the value of 38.0% and 42.7% in the
simulation of a conventional PVT and in that of a PVT + TEG panel, respectively. The mass
flow of the working fluid at this time is 0.39 g/s. This value is low. Additionally, it is
observed in both Figures 4 and 5 that the increment in the error at 15:15 a.m. At this time,
low flow is not the source of error. Analyzing experimental data from both hybrid panels, it
can be concluded that the flow is on a transient scenario because impulsion pump goes into
operation few minutes before the capture of data. The finding suggests that the elaborated
model has limited application with low mass flow experiments and transient situations.
Besides, the electrical production of cells embedded on the PVT panels has been validated.
The comparison between experimental results and numerical results is shown in Figure 6.
In some of the studied moments, the error between real and simulated data is not negligible
as it can be observed; its source is related to the incident solar radiation and the ambient
temperature. A correction in the calculation has been applied to reduce this error and
achieve coherent results in further analysis. The correction factor applied in each range of
solar radiation can be seen in Table 5. Electric production of PVT panels calculated with
these corrections has a maximum error value of 10% concerning experimental results.

Figure 6. Comparison between experimental and numerical output power of the PVT with integrated
TEG modules (without the application of the corrector factor).

Table 5. Correction coefficients for the calculation of electrical energy production of the PVT panel.

Solar Irradiation (W/m2) Coefficient

≥1.100 1
1100–900 0.88
≤900 0.78

Experimental data of the electrical production of the integrated TEGs in the PVT panel
are currently not available. Monitoring of TEG’s sensors is in the implementation phase.
Significant values have not been provided at the moment. For this reason, only numerical
data are going to be studied in this paper.

3. Results and Discussion

In concordance with the described methodology, four sensibility analyses have been
simulated to study the conditions that maximize the performance of the conventional PVT
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panel and the PVT + TEGs panel. Solar irradiation, inlet mass flow, inlet flow temperature,
and ambient temperature are the input parameters of the studied system that has been
analyzed.

3.1. Inlet Temperature

Figure 7 shows the thermal and electrical performance of the considered photovoltaics-
thermal panels with the variation in the inlet flow temperature. The thermal efficiency of
both systems decreases with the increment in the inlet temperature. Additionally, electrical
efficiency also displays a reduction. Thermal production of conventional PVT panel is on
average 0.2% superior to PVT with integrated TEG modules. The electrical efficiency of
TEG modules varies from 0.31% to 0.11%. The highest TEG’s efficiency is achieved when
the inlet flow temperature is 40 ◦C. In contrast, the higher thermal efficiency is achieve in
both panels at the inlet flow temperature of 10 ◦C. With the integration of the TEGs in the
PVT panel, electrical production increases on average 1.37%.

Figure 7. Thermal and electrical efficiency of the studied hybrid panels with the inlet tempera-
ture variation.

As it has been commented, as lower is inlet flow temperature of the working fluid of
the photovoltaics-thermal panel with TEG modules, the higher is electrical efficiency of
the thermoelectric modules. In this optimal situation, the global efficiency of the panel is
also better than that obtained with higher inlet temperatures. Global efficiency of 86.5%
and 86.2% is achieved in PVT + TEG panel and conventional hybrid panels, respectively,
with an inlet flow temperature of 10 ◦C. In comparison, when the flow inlet temperature is
25 ◦C global thermal efficiency is 81.2% and 81.1%.

3.2. Ambient Temperature

As it can be consulted in Figure 8, the ambient temperature does not affect to electrical
production of PV cells of the hybrid panels. Nevertheless, thermal efficiency is positively
related to the variation of the ambient temperature. An increase in hot water production is
observed when an increment in the ambient temperature occurs. The thermal efficiency
of conventional PVT panels with the ambient temperature of 0 ◦C and 35 ◦C is 57.5% and
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68.6%, respectively. The difference between thermal production of conventional and PVT +
TEG panels is insignificant. The electrical efficiency of TEGs modules increases with the
increment in the ambient temperature, reaching a maximum of 0.47% at 35 ◦C. This result
makes sense because TEG efficiency is related to the gradient’s increment between sides
of the module. These temperatures are related to thermal efficiency too. In this way, it is
possible to conclude that an increase in the thermal efficiency of a hybrid panel contributes
to the increment in the electrical efficiency of the TEGs modules integrated into the panel.
Additionally, an overall electrical efficiency increment is expected as well.

Figure 8. Thermal and electrical efficiency of the studied hybrid panels with the ambient tempera-
ture variation.

In low ambient temperature situations, the global electrical efficiency of both panels is
nearly equal. Consequently, global efficiency is also similar. Nevertheless, with the increase
in this parameter, the thermal efficiency of the collectors and electrical efficiency of TEG
modules grow up. In this scenario, the global efficiency of the PVT + TEG panel is 0.64%
higher than that of a conventional photovoltaics-thermal panel.

3.3. Inlet Mass Flow

The studied efficiencies of the PVT panels under the parametric analysis that vary
the mass flow of the working fluid in the hybrid panels are graphically represented in
Figure 9. The reduction of the mass inlet flow under nominal flow supposes an overheating
of the PV cells and a reduction in the electrical efficiency of the panels. Electrical efficiency
is 15.2% and 15.7%, with a working mass flow of 1 and 5 g/s, respectively. However,
this overheating positively affects the TEG modules’ efficiency because of the indifference
of temperatures between cold and hot sides of them. In particular, the overall electrical
efficiency of a PVT + TEG panel is 1.1% higher compared to a PVT panel with a circulating
flow of 1 g/s. Despite the overheating produced in the interior of the hybrid panel with
the reduction of the mass flow, thermal efficiency does not show an improvement.
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Figure 9. Thermal and electrical efficiency of the studied hybrid panels with the mass flow variation.

In global efficiency terms, an optimal working condition exists when the mass flow has
a value of 18 L/h. This parameter is lower than the nominal flow given by the manufacturer.
In this situation, the global efficiency of the conventional PVT panel is 81.9%, and the global
efficiency of PVT+TEG panel is 82.2%.

3.4. Solar Irradiation

Figure 10 displays the thermal and electrical evolution of the two tested hybrid panels
with the variation of the incident solar irradiation. The chart shows that the increase
in electrical efficiency of the PVT panels takes place as a consequence of a reduction in
solar radiation. In this sensibility analysis, the electrical efficiency of conventional PVT
panels varies from 68.9% to 12.1% for incident irradiation in the range 200–1400 W/m2.
The efficiency of the TEG modules and thermal efficiency of the panels keep the opposite
trend as PV cells efficiency. With more solar radiation, an increase in thermal production is
observed. In the mentioned figure, it is not possible to appreciate the difference between
electrical efficiency of the conventional PVT panel and the hybrid panel with integrated
TEGs. This is because, on average, this difference has a value of 0.02%.

Figure 10. Thermal and electrical efficiency of the studied hybrid panels with the solar radiation vari-
ation.

Despite the work with low solar radiation providing good electrical efficiency values
in both studied panels, it must take into account that electrical generation will have a
low value.
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3.5. Thermal Profile of a Photovoltaics-Thermal Panel

In order to identify deficiencies in the proposed configuration for the integration of
the thermoelectric generators inside the photovoltaics-thermal hybrid panel, a profile of
temperatures has been simulated. The simulation has been developed under standard
conditions. These conditions are: solar irradiation of 1100 W/m2, a fluid inlet temperature
of 25 ◦C, the mass flow of 2.5 g/s, and an ambient temperature of 25 ◦C. Figure 11 shows the
evolution of temperatures through the different layers that composed the hybrid collector.
As can be observed, the upper outflow temperature is 7 ◦C higher than that of the bottom
side of the water pipe. The temperature of the top cover glass achieves values around 75 ◦C.
The thermoelectric generator does not have an exceptionally high gradient of temperature.
This situation is inappropriate to achieve high-performance rates.

Figure 11. (a) Outflow temperature and (b) PVT + TEG thermal profiles of the simulated panel under standard conditions.

Figure 12 displays a detailed profile of the TEG module integrated inside the panel.
Temperature distribution on hot side surfaces is not uniform. The contact zone between
the pipe and the TEG module is hotter than the distant zones to the pipe. This irregular
contact generates problems in the electrical production of the thermoelectric device. If
contact is insufficient, the real efficiency of TEG modules is reduced in comparison with
theoretical efficiency.

Figure 12. Thermal profile of temperatures from the TEG module integrated inside the photovoltaics-thermal hybrid panel.
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4. Conclusions

The research carried out allows the combined simulation of the PVT panel integrated
with a TEG in order to make an in-depth analysis of the advantage taken by this relatively
easily improved connection. The simple comparison with main output experimental
parameters and simulated figures gave reduced errors (less than the 10% in most of the
data collected). Thus, the detailed information coming from the CFD allows finding the
reasons that the obtained results are yet far from the expected improvement. Therefore, it is
worth pointing out that the outcomes of the ongoing results indicate that the integration of
thermoelectric materials within the PVT panels should be further researched and improved.

The search for the highest difference of temperature is the first task to deal with.
In both experimental and numerical studies the highest recorded gap of temperature does
not reach 10 ◦C. This situation is far from the optimal temperature difference given by the
manufacturer of the TEG devices in order to produce the expected amount of electricity.
Thus, a new set of experiments is currently being considered. Future research will be surely
oriented to determine the optimal integration of thermoelectric generators inside PVT
panels by improving the contact region between both sides of the TEG devices. Another
possibility is to study the alternative integration of the TEG modules in solar energy installa-
tion. However, the TEGs would be placed out of the PVT panels, if insufficienttemperature
drop is finally found.
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Citation: Božiková, M.; Bilčík, M.;
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Featured Application: The research results are beneficial for precise prediction of the photo-

voltaic systems energy production. Presented mathematical models are very valuable for practice,

which provide a platform for optimalisation of photovoltaic systems operating conditions in the

regions of Central Europe. The research results are focused on the detailed analyzation of the tilt

and azimuth angle influence on the photovoltaic energy production. The results are used easily

for creation of application for smart devices, because simplified mathematical model equations

require the entry of a minimum number of parameters by the user.

Abstract: Energy balance of the photovoltaic system is influenced by many factors. In this article the
effect of tilt and azimuth angle changes of the photovoltaic system energy production is analyzed.
These parameters have significant impact on the amount of solar radiation which hits on the photo-
voltaic panel surface and therefore also on the energy absorbed by the module surface. The main
aim of research was identification of the optimal position of photovoltaic system installation in the
southern Slovakia regions. The experimental apparatus had two setups consisting of polycrystalline
photovoltaic modules. The first setup was used for identification of the tilt angle changes in the
range (0–90◦). The second one was focused on the detection of the azimuth angle effect to the energy
production. The measurement results were statistically processed and mathematically analyzed.
Obtained dependencies are presented as two-dimensional and three-dimensional graphical rela-
tions. Regression equations characterize time relations between the tilt or azimuth angle and the
energy produced by the photovoltaic system in Southern Slovakia. Obtained simplified mathematical
model was verified by analytical model. Presented models can be used for the dimensioning and
optimization of the photovoltaic system energy production.

Keywords: operating conditions; energy production; simplified model; photovoltaics

1. Introduction

Non-renewable energy sources, such as fossil fuel, have been the major source of
energy in many regions, including Central Europe region. However, because of the prob-
lems associated with the use of these non-renewable energy sources, there is a need for
alternative energy sources that are sustainable and non-polluting [1]. Solar energy is a very
popular renewable energy source due to its availability. Yearly sum of global irradiation
incident on optimally inclined South oriented photovoltaic modules for Central European
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area is approximately 1300 kWh·m−2 [2]. The energy consumption is five times less than
the amount of energy captured from the Sun. Based on the presented facts, it is clear that
the solar energy can be transformed into electric and thermal energy with positive energetic
and economical effect. Nowadays one of the most important reasons for installation of solar
systems is their positive ecological aspect and sustainability [3]. Authors [4,5] observed
that solar energy offers one of the best solutions to the problem of climate change.

Solar energy can be converted to electricity via photovoltaic (PV) cell. The production
of solar photovoltaic energy is increasing annually. For example, the existing solar photo-
voltaic energy production increased more than 27 times from the production ten years ago;
in 2009, it was less than 23 GW. The solar PV installation capacity reached 627 GW in 2019
compared to 512 GW in 2018 [6]. The amount of solar radiation received on a PV module
depends on latitude, day of the year, slope or tilt angle, surface azimuth angle, time of the
day, and the angle of incident radiation [7,8]. The factors that can be controlled to maximize
the amount of radiation flux received upon the PV module are surface azimuth angle and
tilt angle by installing a PV module properly [9].

Many researchers [10–13] presented results which declare the fact that for every loca-
tion on Earth with different radiation characteristics can be found an optimal tilt angle for
the best solar energy reception. The output of the PV module is highest when the incident
solar ray is perpendicular to the PV module surface [14]. The case study focused on de-
termination of the optimum tilt angle of PV module for each month in Nigeria confirmed
its variability during the year. The performance of a PV installation is affected also by az-
imuth angle. The impact of different horizontal and vertical solar panel orientations on the
integration of solar energy in low-voltage distribution grids was detected by authors [15].
The literature [16] presents results for optimum tilt angle and azimuth orientation of solar
photovoltaic arrays in order to maximize incident solar irradiance exposed on the array for
a specific time period. Especially, the effect of the azimuth angle on the energy production
was studied and experimentally evaluated by research [17].

Studies discussed the best performance, design, and simulation for the solar energy
systems using optimum tilt angles. There are a number of studies that were carried out in
order to find the best performance of solar system areas around the world and others give
a comparison between different locations [13].

Optimization of the tilt angle was performed for various locations in European
countries including Turkey [18,19], Romania [20], Austria and Germany [21], Italy [22],
Greece [16], Cyprus [23], Spain [24]. For Middle Eastern countries such as Oman [25],
United Arab Emirates [8], Saudi Arabia [26,27], Egypt [28], Jordan [29,30], and Syria [31].
For Asian Countries, such as Pakistan [32], Thailand [33], Indonesia [34], China [35,36],
Taiwan [37], India [38,39], Japan [40], and Bangladesh [41]. For the American continent,
such as in Canada [11,42] and the United States of America [43–45], all mentioned studies
point to the fact that the tilt angle and azimuth angle change has significant influence on
the amount of solar energy absorbed by the surface of the PV modules and so on PV system
energy balance. Location of the PV system is very important because of different external
operating conditions at the various points on the earth’s surface. From the theoretical point
of view there exist mathematical models and methods of calculation for comparison of the
best tilt angles of solar modules through monthly diffused radiation and actual monthly
diffused radiations [46]. The operational parameters of PV module were modeled and
discussed in literature [47]. The key formula for getting the PV system energy production is
described in [48]. The connection between the energy production and energy consumption
in irrigation networks was investigated by [49]. Very important for prediction of PV system
energy production is knowledge about the reasons of power losses, which were described
in the article [50].

From the practical point of view, the optimal technique to enhance the tilt angle
and orientation is solar trackers [51,52]. The active sun trackers follow the path of the
Sun, and they optimize the position of the solar module. Tracking systems are used to
maximize daily solar energy received by photovoltaic modules [53]. Solar trackers consist
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of mechanical components that ensure the rotation of the solar module and therefore
one of the solar tracker disadvantages is the failure of their mechanical parts and more
demanding maintenance than in the case of static solar panels. Trackers are slightly more
expensive, need energy for operation, and they are not always applicable because of specific
installation conditions.

The information provided above was the reason for further focusing on the research
and formulating its goal. The main aim of this research was the creation of the simplified
mathematical model. The basis for creating the model was experimental data. The simpli-
fied model contains a minimum number of input parameters. It allows the calculation of
the energy amount produced by the photovoltaic system in the region of South Slovakia
during the calendar year. The model should be easy to use in practice. Due to the appli-
cability of the model equations, it contains only parameters that are easily identifiable in
practice for the users. Within the results, the influence of the azimuth angle and the tilt
angle on the electrical output of PV system per month was assessed. The created model
will be also a part of the application for smart devices which can be used for photovoltaic
systems dimensioning. The results of implemented study are valid for Nitra region.

2. Materials and Methods

The definitions of azimuth angle and tilt angle mentioned in literature differ. The
tilt angle is the angle of the photovoltaic modules from the horizontal plane for a fixed
(non-tracking) mounting [27,54]. Generally, it is recommended that photovoltaic system
should be installed with a tilt angle which is equal to the latitude of the site [55,56]. The
visualization of tilt angle meaning is in Figure 1 and in detail it is described by Figure 2.

 

Figure 1. Illustration to the definition of the tilt angle, the solar azimuth angle. and the
azimuth orientation.

 
Figure 2. Experimental PV power plant with PV modules PHONOSOLAR PS240P−20/U.
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The azimuth angle indicates the position of the PV modules relative to the South;
−90◦ is East, 0◦ is South and +90◦ is West [57,58]. The azimuth angle should be South
for Northern Hemisphere and North for Southern Hemisphere [59,60]. The next way of
azimuth angle definition is at the point of observation. The angle measured between the
horizontal plane of the north point and a point on the circle of the horizon intersected by
the arc of a vertical plane passing through the zenith and the sun’s position at that time [4].

The position of the Sun in the sky at any moment can be defined by two very important
angles, the first is the solar altitude angle and the next is the solar azimuth angle. These
angles are physical parameters of the position of the Sun with respect to a given place on
Earth. Therefore, they are independent of the inclination and orientation of the surface. On
Figure 1 the Solar altitude angle αA is the angle between the horizontal and the line to the
Sun (0◦ ≤ αA ≤ 90◦). The complement of this angle is the zenith angle (αZ). It is defined
by the vertical and the line to the Sun (i.e., the angle of incidence of beam radiation on
a horizontal surface); β is the tilt angle and γ is the azimuth angle which determine the
azimuth orientation of the solar module.

Solar azimuth angle αS: angular displacement from South of the projection of beam
radiation on the horizontal plane. (In general, αS = 0 is South, αS < 0 is East, and αS > 0
is West).

Once these two angles are established, it will help to define exactly the solar reaching
the point on Earth where the solar system is going to be erected. The position of the Sun
can be determined also mathematically through equations for the solar altitude angle and
the solar azimuth angle (Equations (1) and (2), where αL is the latitude, δ is the declination
and ω is the hour angle.

αA = arcsin(sinαL·sinδ + cosαL·cosδ·cosω) (1)

αS = arcos
(

cosδ·cosω − sinαA·cosαL
cosαA·sinαL

)
(2)

The next way for their identification is the solar charts. Presented facts are very
valuable from the theoretical point of view, but in practice we usually know only orientation
represented by azimuth angle γ.

The literature has equations for very precise prediction of the energy and power
balance. For example, Equation (3) represents percentage of output power drop (D) and β
is the PV module tilt angle shift (◦). If we know the output power in selected time range,
we can calculate the total energy production of PV system for different value of tilt angle.
Equation (3) was obtained for very specific operating conditions described in literature [61].

D = 1.416674·10−9·β6 − 3.59548024·10−9·β5 − 5.57767010·10−6·β4+
+1.64493758·10−5·β3 − 1.724028491·10−4·β2 − 7.11435953·10−3·β+

+99.37322857
(3)

One of the best ways for the creation of the simplified mathematical model for PV
system energy production in the selected location is to perform experimental observations
in real operating conditions.

The next part describes the PV power plant and model PV system situated in the area
of southern Slovakia. The monitoring of operational parameters started in January 2011 an
continues today. The research was carried out during the years 2012–2019. The PV power
plant is type grid on and it consists of 432 polycrystalline PV modules PHONOSOLAR
PS240P−20/U (Phono Solar, Willich Germany) and the whole area of the PV system is
714.6 m2 (Figure 2).

The tilt angle of PV modules is 35◦, which is in the literature [2] considered to be
ideal for Central Europe. The azimuth orientation of the PV modules was South with the
azimuth angle 0◦. Efficiency of PV module is 14.8%. Power of one PV module is 240 Wp,
so the total installed power is 103.68 kWp. For converting DC voltage that is supplied by
photovoltaic cells, AC voltage 230 V with frequency 50 Hz serve 3 voltage converters type
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Schüco Central Inverter type SGI 33 (Schüco, Prague, Czech Republic) is used. Efficiency
of these converters is 97.1%. Monitoring of the PV power plant is solved using the RS485
interface, and the inverters are connected by FTP cables and monitored by Solar-Log 2000
(Solare Datensysteme GmbH, Geislingen-Binsdorf, Germany) (Figure 3). The Solar-Log
2000 offers the option to measure the amount of self-produced power consumption and it
presents graphically via the Solar-Log™ WEB. The proposed system is in accordance with
the technical recommendations and requirements for the interface between the PV power
plant and the electrical grid according to EN 61727.

 
Figure 3. (a) Monitoring device: The Solar-Log 2000; (b) Voltage converters type Schüco Central
Inverter type SGI 33.

The SGI 33 inverter provides communication via the RS−485 standard. A chip with
an integrated Bluetooth 5.2 radiosystem EFR32BG22C224F512GN32-C in a TQFN32 case
is used in place of the microcontroller (Silicon Laboratories, Austin USA). It contains two
UART modules. The first module is designed for communication with the inverter in the
semi-duplex RS−485 mode with hardware flow control of the UART/RS485 converter of
the MAX 481 integrated circuit. The second UART module communicates with the galvan-
ically isolated KNX TinySerial Interface 810 and provides information on the operating
parameters of the PV system with an intelligent installation element. Block scheme of
communication is shown in (Figure 4).

 
Figure 4. Block scheme of communication.

The model PV solar system was constructed from the identical polycrystalline PV mod-
ule PHONOSOLAR PS240P−20/U. Each PV module was placed on a separate construction
that allowed changes of the tilt angle. The operational data were collected separately for ev-
ery PV module. The number of PV modules was selected according to number of different
azimuth orientation represented by the azimuth angles from −90◦ to 90◦ (Figure 5). The tilt
angles and azimuth angles were changed separately and manually for every PV module.
The solar trackers were not used because approximately 92% of buildings have a sloping
roof in southern Slovakia and non-stationary systems cannot be installed. However, roofs
differ in the tilt and azimuth orientation.
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Figure 5. (a) The azimuth orientation of the model PV system; (b) The recommended orientation
(azimuth angle marked in blue color) for southern Slovakia.

The azimuth angle 0◦ means South, the azimuth angle +90◦ is West, and −90◦ is East.
The range (−5–−85◦) means Southeast (SE) orientation and azimuth angle in the range
(5◦–85◦) means Southwest (SW) orientation of PV module (Figure 5). The results for differ-
ent azimuth angles (−90◦, −80◦, −70◦, −55◦, −50◦, −45◦, −35◦, −25◦, −20◦, −15◦−10◦,
−5◦, 5◦, 10◦, 15◦, 20◦, 25◦, 35◦, 40◦, 45◦, 50◦, 55◦, 70◦, 80◦, 90◦) were experimentally
detected by comprehensive monitoring of operational conditions (ambient temperature,
temperature of PV module surfaces, intensity of solar radiation, wind speed, output electric
current and voltage, output electric power, energy production). The tilt angle was changed
gradually by 5◦. Experimental data were collected, sorted, and numerically and statistically
processed. The method of group data analysis was applied on huge data files. The time
relations were detected in hourly, daily, and monthly time ranges. The measured data from
the selected part model PV system (1 PV module) were compared with data from real PV
power plant with the same tilt angle and azimuth angle. The results were converted to a
unit of the PV module active area. The difference between each compared value was less
than 0.46%. The experimental data from both PV systems with tilt angle 35◦ were also used
for calculation of energy production. The correlation analysis confirmed 99.54% correlation
between the values of energy produced by a model PV system and PV power plant.

Then were created two-dimensional graphical dependencies and by regression analy-
sis were detected suitable mathematical equations which describe the PV system energy
production as a function of tilt angle and azimuth angle. In the next step polynomial
approximation on the three-dimensional graphical dependencies was performed. The
verification of mathematical models was made by iteration method. In the next part the PV
power plant and the model PV system are described.

Large data files were processed with spreadsheet software Microsoft Excel and
Matlab® version R2015b. All data were analysed using analysis of variance (ANOVA).
The comparison of the averages was carried out by Duncan’s test with a 95% confidence
level. The arithmetic averages, medians, and standard error of the arithmetic average were
computed from the data. The depth data analysis and the data extraction were applied on
the data files obtained from real PV system for creating a mathematical model.

3. Results

The first part of the study was focused on the identification of optimal tilt angle for
southern Slovakia region. In this section the time relations for different tilt angles (0◦, 15◦,
30◦, 45◦, 60◦, 75◦, and 90◦) were evaluated. At first, data from autonomous model solar
system (1 PV module) were detected, then the results were processed and the data were
recalculated on the experimental PV power plant. The dependencies of energy produced by
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the PV system for tilt angle range from 0◦ to 90◦ in different calendar months are presented
in Figure 6. Especially for tilt angle 35◦ was measured the amount of produced electrical
energy not only by the model PV system but also by the PV power plant. The correlation
between the calculated values and the experimentally obtained results was from 99.18%
to 99.89% during the year. The output power of the system was the highest for the tilt
angle 30◦ and the optimal energy balance was detected for tilt angle from 15◦ to 30◦. A
very small difference of about 0.9% in energy production of PV system was identified for
range (30–35◦). If the tilt angle is greater than the 35◦, the power decreases. The group
data analysis and data extraction were carried out for identifying the model equation
within the observed experimental dependence. For mathematical description of power
energy balance for different tilt angle β was found mathematical Equation (4), which is a
polynomial function of the second degree with the coefficient of determination R2 = 0.9999.

Em(β) = −0.9 β2 + 61.929 β + 7514.3 (4)

where: Em(β) is the energy produced by the PV system per month (kWh), β is the tilt
angle (◦). Figure 7 shows a more general relation which represents the result of the evalua-
tion of the PV module tilt angle influence on the electricity production. The simulation in
software Matlab® was used for detection of the optimal tilt angle for examined PV system
installed in southern Slovakia region. The maximum of energy production was obtained
for the tilt angle 34.5◦.
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Figure 6. Dependencies of energy produced by the PV system for tilt angle range from 0◦ to 90◦.

A part of the model equation verification has the polynomial function form described
by Equation (4). An analytical model was created by using of iterative method for system
modelling. Finally, both models (polynomial and analytical) were compared.

A 3rd order differential equation with constant coefficients—Equation (5)—was used
to create the analytical model.
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Figure 7. Dependence of the energy produced by the PV system for the different tilt angles.

The differential equation describes the behavior of the output variable. From the
physical point of view, it represents the amount of energy produced by the PV system,
which is characterized by a transfer function in a complex plain0—Equation (6).

d3 E(β)

dβ3 + 0.02644 · d2 E(β)

dβ2 + 0.007259 · d E(β)

dβ
+ 5.472 · 10−11 ·E(β) = −0.004562 · β (5)

G(s) =
−0.004562

s3 + 0.02644 · s2 + 0.007259 ·s + 5.472·10−11 (6)

This is based on the values of the independent variable, which was the tilt angle of PV
modules β. The 95.96% reliability of the transfer function with respect to the experimental
data was determined (Figure 8).

 
Figure 8. Comparison of the experimental curve and the curve of the analytical model expressed by the transfer function.
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General solution of the differential Equation (7) has the form expressed as
follows–Equation (7):

E(β) =
(

7245.99 · e−7.53823·10−9β
)

+
(
e−0.01322β · (−24.2152·sin(0.0841679β) + 268.311·cos(0.0841679β))

) (7)

From the global extreme analysis of the model polynomial function described by
Equation (6) and analytical model function—Equation (7), the global maxima of the func-
tions were identified for the tilt angle 34,405◦.

The influence of the tilt angle on the PV system electricity production during the year
was also modelled by three-dimensional graphical dependence shown in Figure 9. On the
presented 3D dependence was applied polynomial approximation of second degree, which
was used for the x-axis and the y-axis. The x-axis shows the time represented by calendar
months; the y-axis shows the individual positions of PV modules which correspond to
the tilt angles. The z-axis shows the average values of the electricity produced by the
PV system. The final three-dimensional model dependency is shown in Figure 10. It can
be described by the characteristics which are presented in Table 1 and for mathematical
description of three-dimensional relation was obtained Equation (8). The relation can be
used for prediction of PV system energy balance as a function of tilt angle and month. The
importance of mathematical modelling dependencies that enable the calculation of the PV
system energy production was also declared by the authors [18,47,62].

Em(t, β) = −1438 + 56.33·t + 4218·β − 0.8993·t2 + 0.8507·t·β − 340.9·β2 (8)

where Em(t, β) is the energy produced by the PV system per month (kWh), β is the tilt
angle of PV system (◦), and t is the time (month).

Figure 9. Three-dimensional dependence before polynomial approximation—the influence of tilt angle on the electric
energy production of the PV system.
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Figure 10. Three-dimensional dependence after polynomial approximation—the influence of tilt angle on the electric energy
production of PV system for calendar months.

Table 1. The statistical and regression characteristics of approximated polynomial function for
three-dimensional dependence on Figure 10.

Sum of Squares 1.735 × 108

Coefficient of
Determination

0.8723

Standard error of
arithmeticaverage 1.491 × 103

Regression Equation Em(t, β) = A + B·t + C·β + D·t2 + E·t·β + F· β2

Coefficient Value Minimum of the
Range

Maximum of the
Range

A (kWh) −1438 −3063 −185.8
B (kWh·month−1) 56.33 12.4 100.3

C (kWh) 4218 3785 4652
D (kWh·month−2) −0.8993 −1.315 −0.4835
E (kWh·month−1) 0.8507 −2.278 3.979

F (kWh) −340.9 −371.6 −310.2

The author [2] in the publication presents that any change in the tilt angle of the PV
panel is the cause of electric energy production decreasing up to 10%. Measurements on the
model PV module showed the significant influence of the tilt angle, where the perpendicu-
lar placement of the PV module (90◦) reduces the electricity production from 13,200 kWh
to 6520 kWh, which represents 49.39%. If the tilt angle of the PV module is in the range
from 0◦ to 30◦ during the months from April to August, the difference of electric energy
production by PV system is minimal. Especially, the energy range was from 12,700 kWh to
13,100 kWh, which means the difference is 3.05%. However, if we compare the arithmetic
average representing the energy production by the PV system in different months for differ-
ent tilt angles, it is obvious that they differ from the total monthly average of 7668.571 kWh.
This is especially in the range 5800–8560 kWh, which represents 24.37–11.62%. From the
photovoltaic practice point of view, the average influence of the tilt angle on the energy
production is approximately 18%. A considerable influence of the tilt angle is evident also
from the graphical dependencies presented in Figures 6, 7, 9 and 10. The general mathe-
matical description of the tilt angle influence is represented by Equation (4). This equation
allows the simple calculation of electric energy production by the PV system after entering
the time value and the position which corresponds to the tilt angle β of the PV panel. These
parameters are easy to identify in practice. Based on the model equation, it is possible to
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determine the energy balance of a PV plant with an installed output of 100 kWp for any tilt
angle and calendar month of the year in the southern Slovakia region.

The second part of research was focused on identification of optimal azimuth angle
for southern Slovakia region. Azimuth angle change was measured on PV power plant
and the model PV system. The results are summarized as graphical dependencies. For
clarity, results are presented in two figures. At first, dependencies were created in the
range −90–5◦ shown in Figure 11 and then were made relations for azimuth angles 0–90◦
in Figure 12. The results were compared with values experimentally obtained from the
model PV system for seven different azimuth orientations (−90◦, −60◦, −30◦, 0◦, 30◦, 60◦,
and 90◦). The difference between values obtained from the PV power plant and model PV
system was approximately 0.58%.
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Figure 11. Dependencies of energy produced by the PV system for azimuth angle from −90◦ to 0◦ in
different calendar months.
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Figure 12. Dependencies of energy produced by the PV system for azimuth angle from 0◦ to 90◦ in
different calendar months.

The measured data were statistically processed and the selected statistical characteris-
tics for each data group were calculated. Especially, arithmetic average, deviations from
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arithmetic average, variance σ2, standard deviations σ, standard error of arithmetic average
δ(t), and the median were identified. Selected summary results are presented in Table 2.

Table 2. Average amount of energy (E ) produced by PV system with different azimuth orientation and tilt angle 35◦,
average energy produced per month (Em ).

Azimuth angle −90◦ −80◦ −70◦ −60◦ −55◦ −50◦ −45◦ −40◦ −35◦ −30◦ −25◦

E (kWh) 7190 7480 7750 7990 8090 8190 8280 8350 8420 8470 8520
Median (kWh) 7415 7855 8275 8670 8840 8995 9150 9290 9415 9525 9605

Azimuth angle −20◦ −15◦ −10◦ −5◦ 0◦ 5◦ 10◦ 15◦ 20◦ 25◦ 30◦

E (kWh) 8560 8580 8590 8590 8580 8560 8540 8500 8450 8380 8310
Median (kWh) 9675 9730 9775 9785 9780 9755 9715 9650 9565 9460 9345

Azimuth angle 35◦ 40◦ 45◦ 50◦ 55◦ 60◦ 70◦ 80◦ 90◦

E (kWh) 8230 8150 8050 7950 7830 7710 7450 7170 6870
Median (kWh) 9220 9065 8905 8735 8555 8365 7965 7530 7080

Month January February March April May June

Em (kWh) 2200.32 4094.19 8758.71 12280.65 12567.74 12793.55
δ(P) (kWh) 52.38 84.16 143.67 129.42 69.67 52.78

Month July August September October November December

Em (kWh) 13225.81 12325.81 9221.29 5361.61 2778.71 1868.39
δ(P) (kWh) 72.67 104.48 101.07 97.96 64.6 51.17

Summary results for energy produced by PV system with different azimuth orientation
are presented in Table 3. It is clear that the largest amount of electrical energy is produced
for the azimuth orientation from −5◦ to −35◦, which represents the energy range (8420–
8590) kWh. In the South orientation 0◦, the PV system produced 8580 kWh. In the
Southwest orientation was the maximum energy production in range 8560–8450 kWh
obtained for azimuth angles from +5◦ to +20◦.

Table 3. The statistical and regression characteristics of approximated polynomial function for
three-dimensional dependence in Figure 14.

Sum of Squares 4.975 × 108

Coefficient of
Determination

0.9314

Standard error of
arithmetic average 1.1680 × 103

Regression equation Em(t, γ) = A + B·t + C·γ + D· t2 + E·t·γ + F γ2

Coefficient Value Minimum of the
Range

Minimum of the
Range

A (kWh) −2215 −2656
B (kWh·month−1) −2.104 −7.389 3.18

C (kWh) 4965 4815 5116
D (kWh·month−2) −0.1949 −0.2453 −0.1446
E (kWh·month−1) −0.009663 −0.7277 0.7084

F (kWh) −396.7 −408 −385.4

The comprehensive evaluation of the results for the azimuth angle that influenced the
PV system energy production pointed to the fact that optimum energy is achieved at the
azimuth angle −20–15◦. However, the average difference is only 3.80% as compared with
the orientation in the range (−35–35◦), which is presented as acceptable for the azimuth
angle for the PV module orientation in literature [16,63–65].
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From the results interpretation of the azimuth angle changes simulation on the PV
system energy production, it is clear that the time is one of the most important factors. The
amount of energy produced by the PV system varies from month to month when changing
the azimuth angle of rotation from −90◦ to +90◦. The extensive data set will assess the
impact in selected model months of the relevant season. The largest amount of electricity is
produced in the summer months, specifically in July, where for the above azimuth angle
range, the PV system is produced at least 12,000 kWh at +90◦ orientation and 13,600 kWh at
azimuth angle from (−50–15◦). It means change of energy production 11.76% in relation to
the maximum energy production in July. It follows from the above facts that in the summer
months the influence of the azimuth angle is minimal and the changes in the amount of
produced energy is on average 12.18%. After analyses of the energy production during the
winter months in a similar way, the amount of produced energy in January was 1580 kWh
for the azimuth angle +90◦ to 2520 kWh at the azimuth angle in range (0–5◦). It means
change of 37.30% from the maximum energy production in January. The influence of the
azimuth angle changes in winter is on average 36.55%. It can be compensated for example
by optimizing of the PV module tilt angle. From the spring months typical March is the
model month, where the amount of produced energy was (6850–9610) kWh; the change
in the amount of produced energy in March was affected by an azimuth angle of 28.72%.
Minimum energy production was reached in March with azimuth orientation of +90◦ and
maximum energy production with azimuth orientation of 0◦. Numerically, the effect of the
azimuth orientation changes on energy production is during the spring 19.38%. Similarly,
model autumn month October was analysed. The minimum energy production during
October was 4090 kWh at +90◦ and the maximum energy production was 5950 kWh for
azimuth orientation 0◦. The difference in October was 31.26%, and the average change of
energy balance was 31.51% in the autumn season.

The presented results show that in terms of the energy balance, the maximal produc-
tion was achieved for azimuth angle from −5◦ to −10◦ Southeast when the average energy
production was 8590 kWh. More generally, the assessment of the effect of the PV module
azimuth angle on the amount of produced energy is shown in Figure 13. The final observed
dependence can be described by the regression Equation (9). It represents the polynomial
function of the second degree with the coefficient of determination R2 = 0.998.

Em(γ) = −0.1943 ·γ2 − 2.1746·γ + 8568.8 (9)

where Em(γ) is the energy produced by the PV system per month (kWh) and γ is the
azimuth angle (◦).
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Figure 13. Relation between the PV system energy production and the azimuth angle.
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In the case of Figure 13, a purely parabolic trend of functional dependence was de-
tected. Within the analytical model, the first order differential equation with constant
coefficients—Equation (10)—was compiled. As in the previous analytical solution, a trans-
fer function in a complex plain described by Equation (11) was used and subsequently a
general solution of the differential Equation (10) was found. The coefficient of determina-
tion for the transfer function—Equation (11)—was 96.25%,

dE(γ)
dγ

+ 490.3 · 10−6 ·E(γ) = −0.3879 · γ (10)

G(s) =
−0.3879

s + 0.0004903
(11)

where γ is the azimuth angle (◦). From the mathematical description of the parabolic course
by polynomial function of the second degree, it is possible to determine the position of the
stationary point, which corresponds to an azimuth angle of −5.60◦. Due to the information
known from PV theory, a calculation was performed for the azimuth angle γ = 0◦. The
general solution of the differential Equation (10) for the mentioned azimuth angle γ can be
expressed in the form of Equation (12):

E (γ) = 8568.8 · e−0.0004903 γ (12)

A comparison of the analytical model results with functional dependence is shown
on Figure 14.

Figure 14. Comparison of relations between the energy and azimuth angle with 90% confidence for azimuth angle range
(−90–90◦) and detail for range (−40–40◦).

Matlab® version R 2015a was used for the mathematical model creation. Three-
dimensional dependencies were created by mathematical software. The suitable polyno-
mial approximation was applied to the relation of data files. For the three-dimensional
relation, selected statistical parameters and regression coefficients of Equation (13) were
calculated, which are summarized in Table 3.

Em(t, γ) = −3603 + 4966·t + 192.6·γ − 396.7·t2 − 0.05377·t·γ − 6.372 γ2 (13)

where Em(t, γ) is the energy produced by the PV system per month (kWh), γ is azimuth
angle (◦), and t is the time (month).
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The final relation for the influence of the azimuth angle on the amount of produced
energy by the PV system can be modelled by using three-dimensional graphical depen-
dence, which is shown in Figure 15. The x-axis shows the time represented by calendar
months and the y-axis represents the positions which correspond to the azimuth angle of
PV module. On the z-axis are plotted average values of produced energy.

Figure 15. Three-dimensional dependence after polynomial approximation—the influence of azimuth angle on the electric
energy production of PV system for calendar months.

4. Discussion

The research results can be divided into two parts. In the first part the effect of the tilt
angle changes will be discussed. The second part of presented research aimed to determine
the influence of the azimuth orientation on the resulting energy balance of the PV system.
The results mentioned in the previous chapter take into account not only experimental
data but also mathematical models which were created. The mathematical evaluation of
the final function relations was done by software Matlab®.

The polynomial function pointed to the fact that the tilt angle 34.5◦ is the best for
PV module installed in the southern Slovakia region. The obtained result was verified
by analytical model, which confirmed that optimal tilt angle of PV module installed
in the Southern Slovakia regions is 34,405◦, which agrees with the result calculated by
using the model polynomial equation. The tilt angle difference between models was
0.095◦. Presented results are also in good agreement with the information presented in
literature [65] and values of energy production amounts for every month are consistent
with the results reported by research in the articles [20,21].

From numerical assessment of results for azimuth angle orientation in the southern
Slovakia, it is evident that maximal power and energy production of PV system was ob-
tained for azimuth angle in the range (−20–15◦). This fact is in agreement with information
presented in the literature [66], but the best energy production is detected if the azimuth
angle is −5◦, which means the South-East orientation. The average energy losses if the PV
modules have South (0◦) azimuth orientation were 0.12%. The fact is known also from the
literature [13] where general information is presented. Our research confirmed significant
influence of azimuth angle and tilt angle on PV system energy production, which is in
accordance with results presented by authors [11,17,27,37,53,56].

For verification and evaluation of the experimental results and the created mathemat-
ical models special photovoltaic software was also used, which enabled the simulation
of the operating conditions of the PV system for the selected area. In this software the
simulation of solar radiation and PV system energy production was performed. Software
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calculates the solar radiation from satellite according to the methodology described in
publications [62–64]. The calculation of PV system power is based on Equation (14),

P =
G

1000
·A·e f f (IG, Tm) (14)

where P is power of PV module (W), IG is solar radiation (W.m−2), A is area of PV system
(m2), eff is efficiency of PV system (%), and Tm is temperature of PV module (◦C) [62]. The
total amount of energy PV system production was identified as a product of the PV system
power by using Equation (14) and selected time range.

The dependencies found in the experimental work were summarized and made a
contribution to a comprehensive basis for the creation of a final mathematical model. The
final model will be a platform for creation of smart application. Part of the flowchart is
presented in Figure 16. Due to the applicability of the mathematical model in practice
and the possibility of its use by the target group, which will be ordinary users, the model
had to be simplified. It contains easily identifiable parameters. The created mathematical
model allows for the prediction of power or energy of a PV system installed in southern
Slovakia region. The equation for the simplified performance model has the form described
by Equation (15):

P(t) = ktype·kconst·ktilt·kazim·ktcell ·kloss· fG(t)·Pinst (15)

where P is power of PV system in kW, ktype coefficient for PV module type, kconst is coefficient
for PV system construction, ktilt coefficient for PV module tilt angle, kazim is coefficient for
PV module azimuth angle, ktcell is coefficient for PV cell temperature, kloss coefficient for
PV system loss, fG(t) is the function for solar radiation intensity in kW·m−2, and Pinst is
installed power of PV system in kWp.

The tilt angle of PV panels in relation to the location and azimuth position was inves-
tigated experimentally in many studies. Latitude based model for tilt angle optimization
for solar systems in the Mediterranean region was detected by [67]. Mentioned article
presents also quadratic regression model that allows the prediction of the annual optimal
tilt angle. Optimum tilt angle for 1 MW PV system at Sukkur in Pakistan was determined
and described in literature [68]. The research results confirmed the tilt angle variations
during the year from 0◦ to 61.1◦ in the northern Pakistan. It was found that optimal tilt
angle for that region is 29.5◦. An experimental and mathematical investigation of optimal
tilt angle and effects of reflectors on PV energy production was presented by authors [69].
Experimental results show that for gain of optimum power output the tilt angle needs to
be changed every month. From experimental study located in Nitte (India), it was found
that the PV system produced maximum power output in April for tilt angle 0◦; in March
optimal tilt angle is 13◦, for February 22◦, tilt angle for January is 33◦ and 30◦ for December.
World estimates of PV optimal tilt angles and ratios of sunlight incident upon tilted and
tracked PV panels relative to horizontal panels were described in [70].

One of the best ways to optimize the energy balance of PV panels is to use solar trackers
that can optimize their position. The use of solar trackers can increase electricity production
by around a third, and some claim by as much as 40% in some regions, compared with
modules at a fixed angle. In any solar application, the conversion efficiency is improved
when the modules are continually adjusted to the optimum angle as the sun traverses
the sky. As improved efficiency means improved yield, use of trackers can make quite
a difference to the income from a large plant. This is why utility scale solar installations
are increasingly being mounted on tracking systems [71]. One of the best technologies
for PV module position optimalization are dual axis trackers. Dual axis trackers typically
have modules oriented parallel to the secondary axis of rotation. No matter where the Sun
is in the sky, dual axis trackers are able to angle themselves to be in direct contact with
the Sun [72]. Very innovative idea is presented in literature [51] where authors described
design and performance of a new self-powered LCPV solar trackers using bifacial solar
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cells and concentrating mirror. All mentioned references confirmed that the orientation
of the module with respect to the tracker axis is important when modelling performance.
However, when installing solar trackers, there are design and economic limitations that do
not allow their use. In this case, it is essential to install a PV system with fixed panels into
the best operating position and it is appropriate to use the created mathematical model.

Figure 16. Flowchart of the prepared application for smart devices.

All the above mentioned publications confirm the local variability of the PV panels
tilt angle and azimuth orientation. It is in accordance with the results presented in the text.
It should be emphasized that the effect of both angle changes on energy production in
Central Europe was declared by other experimental results which were obtained during
the several years in Czech Republic, specifically in the region of Brno and Prague. Identical
methods of processing and evaluation of experimental data were used. It was found that
in the region of Nitra in Slovakia the optimal angle of inclination is 34.5◦, in the region of
Brno in the Czech Republic it is 34.7◦, and in the region of Prague the optimal tilt angle
is 35◦.

5. Conclusions

From the presented results it is a clear well-known fact that the tilt angle and azimuth
angle have significant influence on the total energy balance of the PV system. The research
also confirmed that is very important to know the optimal tilt angle and azimuth angle
orientation for the area in which the PV system is installed. The first benefit of presented
research is a simplified mathematical model for energy production expressed through the
time relations for tilt angle and azimuth angle which contains a very small number of input
parameters which are easily identifiable to ordinary users of PV system. The results of the
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research presented in the manuscript are localized to the area of Southern Slovakia, but the
general forms of model equations are applicable to the area of Central Europe respectively
for areas with similar climatic conditions. For a detailed prediction of energy production in
certain areas, a modification of regression equation coefficients and differential equations
can be applied. The second benefit is that the model can be described by the simple
polynomial function of the second degree. Since the model equations were created on
the basis of data processing from long-term monitoring of the operating parameters of
the PV system, the resulting model, although not based on data obtained by satellite
measurements, gives results better corresponding to the real energy production of the PV
system at the site. The third benefit is that the mentioned mathematical model gives about
4% more accurate results than models used so far for the locality of southern Slovakia.
Experimental methods, numerical simulation, and data analysis find that the effect of PV
module tilt angle on the amount of electricity generated by the PV power plant is about
18%. The ideal tilt angle for southern Slovakia region is 34.5◦. The effect of azimuth angle
changes on the PV system energy production is 24.19% during the year. Maximum energy
production was achieved in the selected locality at azimuth angle from the range (−20–15◦).
All obtained results are a part of final mathematical model for simulation of PV system
power and energy balance. This model created the platform for development of application
for smart devices. Presented results allow a simple prediction of the energy production of
a PV power plant installed in real operating conditions and they can be used in practice for
the design, dimensioning, and optimization of PV power plants in the southern Slovakia.
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Abstract: The use of renewable energy sources, especially wind energy, has been widely developed,
mostly during the last decade. The main objective of the present study is to conduct a literature
review focused on the evaluation under uncertainty of wind energy investment using the real options
approach to find out whether public opposition (NIMBY projects) has been contemplated, and if
so, what have been the flexible strategies applied for its intervention. Overall, 97 publications were
analyzed, identifying 20 different models or approaches, which were grouped into eight categories:
1. Real options, 2. Optimization, 3. Stochastics, 4. Financial evaluation, 5. Probabilistic, 6. Estimation,
7. Numerical prediction, and 8. Others. The real options approach, present in 32% of the studies,
was the most popular. Twenty-eight types of uncertainties were identified, which were grouped,
for better analysis, into nine categories. In total, 62.5% of the studies included the price of electricity
as a source of uncertainty; 18.8%, the velocity of wind; and 15.6%, the feed-in rates-subsidy. Both
random and non-random techniques were applied to assess the real options and to model the
uncertainties. When evaluating real options, the Monte Carlo simulation technique was the most
preferred, with 16 (51.6%) applications, followed by non-randomized techniques, decision tree,
and dynamic programming, with eight (25.8%) applications each. There is a marked tendency to use
stochastic processes to model uncertainty, particularly geometric Brownian motion, which was used
in 61.3% (19) of the studies in the sample. When searching for “real options AND (nimby OR public
opposition)”, no study was found, which shows the possibility of developing research on this aspect
to determine its impact on investments in wind energy projects.

Keywords: wind energy; investment appraisal; real options; uncertainty; NIMBY projects; public opposition

1. Introduction

Approximately 80% of the world’s energy demand is met with fossil fuels (IEA, 2017a),
causing two thirds of the global emissions of CO2 (https://www.un.org/es/chronicle/
article/el-papel-de-los-combustibles-fosiles-en-un-sistema-energetico-sostenible accessed
on 19 June 2021).

According to the 2019 report from the International Energy Agency (IEA) (www.eia.
gov/aeo accessed on 19 June 2021), world energy consumption is projected to increase by
46.9% in 2050, going from 620 billion BTUs, produced in 2018, to 911 billion BTUs. If the
sources of energy were not changed, this would generate a greater demand for fossil fuels,
increasing the emission of carbon dioxide (CO2) affecting the levels of global warming and
climate change, greatly risking the survival of humankind [1].

With the aim of promoting a sustainable future for the planet, global strategies been
proposed, such as the 2030 Agenda, adopted by the United Nations General Assembly
in September 2015, which included a global goal on sustainable energy [2]. In addition,
the Paris agreement (2015) established the aim of keeping the global average temperature
below 2 ◦C above pre-industrial levels, and to continue efforts to bring it to 1.5 ◦C [3].
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In 2020, the UN calls for urgent action to achieve zero net greenhouse gas (GHG)
emissions by 2050, which involves more than 120 countries, that contribute more than
half the global GDP, alongside thousands of companies and investors, cities, regions,
and universities. Countries aligned with this goal currently represent two-thirds of the
global economy, and 63% of global greenhouse gas emissions. The list includes the United
States, the European Union, Japan, South Korea, Canada, South Africa, and China, which
have committed to meeting the target by 2060 [4]. Colombia, for its part, seeks to reduce
nine million tons of CO2 by 2030 [5].

Regardless, tackling climate change and the high levels of greenhouse gas emissions
continue to be priority problems, meriting urgent solutions on a global scale. This need
increases the use of renewable energy sources as a replacement of fossil fuels and, therefore,
makes them play an important role in shaping the energy matrix of the future [6–10].

Within renewable energies, wind energy is one of the fastest growing in the world.
From 2011 to 2020, its production capacity increased from 220 GW to 733 GW, 233% [11].
However, to achieve the 2050 goal, annual increases in wind power capacity must reach
160 GW in 2025, and rise to 280 GW by 2030, three times the level of 2020, which would
give renewable energies a participation of 60% in the world energy total, with 30% coming
from wind and solar energy; meaning that it would require going from an investment of
380 billion dollars in 2020 to 1.6 trillion dollars by 2030, according to the IEA [4].

In addition, the growth and development of wind energy creates new challenges and
opportunities due to: (i) a greater competitiveness of the energy sector [12–14], (ii) the dis-
continuity that characterizes the generation of wind energy [15,16], (iii) the need to improve
operations and maintenance [17,18], (iv) better conditions as required by the distribution
system and grid integration [19,20], (v) the need for a wind energy regulation policy [21],
and (vi) the environmental impact associated with power generation [22,23]. The barri-
ers, which prevent a generalized use of wind energy, can be grouped into technological,
economic, socio-political, and environmental dimensions, as shown in Table 1 [24].

Colombia projects large investments in wind energy generation, so these barriers
can be increased. The areas with the greatest potential for wind energy (La Guajira
Department-Upper Guajira region) are in areas that is are legally constituted as indigenous
reservations (Decree 2164 [25]), inhabited by Wayuu communities, who act under their
own traditions and customs, with total control over the property and use of the territory.
In these regions, the communities are frequently opposed to interventions that affect their
culture and customs. For these reasons, any type of project requires prior consultations
(ILO Convention 169 of 1989, incorporated to Colombian legislation by Law 21 of 1991 [26]),
making public opposition something of utmost importance.

This article attempts to review the literature regarding public opposition (NIMBY
projects) to determine the flexible strategies implemented to overcome this type of barriers.

Public opposition can stop investment in wind energy generation projects and, conse-
quently, affect their profitability.

Although there are strategies to manage public opposition by involving the commu-
nities from the beginning of the project, they may have uncertain behaviors or attitudes
during the execution phase, despite planning their participation. We believe that a flexible
approach to this type of uncertainty may be appropriate, so this research will explore real
options to manage public opposition. Thus, this article is organized as such: the following
section contains information on the general strategies used to overcome public opposition
in investment projects. Section 3 describes the methodology used to review the state of the
art on real options as applied to face different sources of uncertainty. Section 4 shows the
results and analyzes them. In particular, Section 4.2 focuses on the uncertainties explored
in the articles under the real options approach, and Section 4.4 analyzes public opposition
under the same approach, to identify whether public opposition has been considered
as uncertainty. Section 5 discusses these results and, finally, the last section shows the
conclusions of this article and future lines of research.
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Table 1. Barriers to the development of the wind energy sector.

Type of Barrier Description

Technological

• Integration and grid connection challenges
• Lack of support infrastructure
• Technology maturity and performance concerns
• Harsh offshore natural conditions

Economic and market-based

• High initial capital costs and slow return of investment
• Limited sources of funding
• Underdeveloped offshore supply chains
• Ever-changing policies with impact on profits
• Carbon emissions and local air pollutants are not priced or only partially so.

Regulatory, political, and social

• Complex/outdated regulatory frameworks
• Inadequate financial policy support
• Lack of relevant standards and quality control measures
• Lack of qualified and experienced professional labor
• Lack of long-term and stable policy goals and a well-coordinated policy mix
• Transportation of wind turbine components

Environmental

• Impact on marine fauna
• Visual impact
• Shadow flicker
• Radar interference
• Noise
• Land use
• Public opposition-NIMBY “Not in my backyard”

Source: [24] IRENA, 2019.

2. Strategies to Beat Public Opposition

In order to face public opposition, strategies that involve local communities in the
early stages of the project and promote community ownership models have been pro-
posed, such as: (i) working with local planning authorities and keeping them committed
during the different stages of development and operation of the site [27], (ii) promoting
an equitable distribution of economic benefits and costs, generating additional income
from the lease of adjacent land and creating jobs for the people from the area during
the installation and operation of the wind park [28], (iii) providing additional services,
such as educational programs or visits, improvement and maintenance of the landscape,
tourist facilities, and sponsorship of local events, among others [29], (iv) creating citizen
participation mechanisms to provide local inhabitants with information and the means
to air their apprehensions regarding the project and, potentially, influence its design or
even its operation, such as letting local authorities stop plant operation in case of accident
or malfunction.

Some authors conclude that material compensations are not fully adequate. Although
they may work, their effectiveness is conditioned by their design and implementation.
The problem of local opposition is resolved by establishing public policies that integrate
elements of territorial, local, and national planning, with spaces for participation and
consensus building, and economic compensation systems that strengthen the acceptability
of projects, instead of diluting it [30].

3. Methodology

For the development of this research, a search was carried out for relevant literature on
investment in wind energy under uncertainty in the electronic databases of Web of Science
and Scopus, during the period between 2006 and 2020. The search process was carried
out in two stages. In the first, two search criteria were used: (i): “wind energy investment
projects with uncertainty”, generating 196 publications, and (ii): “economic evaluation of
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investment in wind power generation with uncertainty, obtaining 24 publications, for a
total of 220 publications.

The article selection process was made taking into account the relevance of the article
content with the topic of investment in wind energy under uncertainty and the criteria
of the most cited articles, with 97 articles being chosen. Subsequently, the models or
approaches applied in each one were identified to evaluate wind systems.

Finally, the articles were selected under the real options approach, in which they are
subjected to an exhaustive analysis to determine: (i) their purpose, (ii) uncertainties used,
(iii) option valuation techniques, (iv) uncertainty modeling techniques, and (v) options
used for the evaluation.

In the second stage of the search, the combination of real options and public opposition
was explored, using as search criteria: Real options AND (nimby OR public opposition),
obtaining only 23 studies related to the issue of public opposition to investment, but none
under the real options approach to assess public opposition to investment in wind sys-
tems projects.

4. Results Analysis

Due to the boom in the use of wind energy, research on investment in this type of
energy generation has increased over the years. A great leap is evident from 2018 onwards,
when 57 articles were published, 58.8% of the selected 97. This trend appears in Figure 1.

 

Figure 1. Research on investment in wind energy.

Throughout the literature, there are many models or approaches that was been pro-
posed to evaluate the feasibility of investment in wind power generation, considering
the impact of the uncertainty present during the study, siting, and operation phases of
a wind farm. Table 2 shows the model proposed in the selected studies, considering
the categorization.
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Table 2. Models or approaches used in the literature.

Authors
Year Models or Approaches in the Literature

1 2 3 4 5 6 7 Others

Kinias, Tsakalos, & Konstantopoulos [31] 2020 �

Detemple & Kitapbayev [32] 2020 �

Krömer [33] 2020 �

Nasrolahpour, Zareipour, & Rosehart [34] 2020 �

Oh & Son [35] 2020 �

Ioannou, Angus, & Brennan [36] 2020 �

Mehrjerdi & Hemmati [37] 2020 �

Liu, He, Liang, Yang, & Xia [38] 2020 �

Chowdhury, Pilo, & Pisano [39] 2020 �

Tan et al. [40] 2020 �

Zhan et al. [41] 2020 �

Verleysen, Coppitters, Parente, Paepe, & Contino [42] 2020 �

G. Yang, Jiang, & You [43] 2020 �

Al, Sirjani, & Daneshvar [44] 2020 �

Hübler et al. [45] 2020 �

Ge et al. [46] 2020 �

H. Yang et al. [47] 2020 �

Kong, Li, Liang, Xia, & Xie [48] 2020 �

Keck & Sondell [49] 2020 �

Stetter, Piel, Hamann, & Breitner [50] 2020 �

Abdalla, Smieee, Adma, & Ahmed [51] 2020 17
Henckes, Frank, Küchler, Peter, & Wagner [52] 2020 18
Niromandfam, Movahedi, & Zarezadeh [53] 2020 19
Zhou, Wu, Dong, Tao, & Xu [54] 2020 20
Zhao, Yao, Sun, & Pan [55] 2019 �

Maeda & Watts [56] 2019 �

Vavatsikos, Arvanitidou, & Petsas [57] 2019 �

Askari, Zainal, Ab, Tahmasebi, & Bolandifar [58] 2019 �

M. A. Abdulgalil, Khalid, & Alismail [59] 2019 �

Junior et al. [60] 2019 �

M. Abdulgalil, Khalid, & Alismail [61] 2019 �

Yunhao Li, Wang, Gu, Liu, & LI [62] 2019 �

Pizarro-alonso, Ravn, & Münster [63] 2019 �

Yan, Zhang, Liu, Han, & Li [64] 2019 �

Tagliapietra, Zachmann, & Fredriksson [65] 2019 �

Thang & Trung [66] 2019 �

Quan & Kim [67] 2019 �

Borràs, Spelling, Weijde, & Pavageau [68] 2019 �

Fuchs, Marquardt, Kasten, & Skau [69] 2019 9
Zhang et al. [70] 2019 8
Ioannou, Angus, & Brennan [71] 2019 16
Ribeiro, Finotti, Perobelli, & Baumgratz [72] 2018 �

Finjord, Hagspiel, Lavrutich, & Tangen [73] 2018 �

Dalby, Gillerhaugen, Hagspiel, Leth-olsen, & Thijssen [74] 2018 �

Yanbin Li, Wu, & Li [75] 2018 �

Gazheli & Bergh [76] 2018 �

Romanuke [77] 2018 �

Y. Yu, Wen, Zhao, Xu, & Li [78] 2018 �

Aaboud et al. [79] 2018 �

Valinejad et al. [80] 2018 �

Jiang et al. [81] 2018 �

Deshmukh, Mileva, & Wu [82] 2018 �

Z. Li et al. [83] 2018 �

Ioannou, Angus, & Brennan [84] 2018 �

Esmaieli & Ahmadian [85] 2018 15
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Table 2. Cont.

Authors
Year Models or Approaches in the Literature

1 2 3 4 5 6 7 Others

Kristiansen, Svendsen, Korpas, & Fleten [86] 2017 �

Jannati, Yazdaninejadi, & Talavat [87] 2017 �

Chen & Macdonald [88] 2017 �

Hamoudi & Maule [89] 2017 �

Aquila, Rotela, de Oliveira, & de Queiroz [90] 2017 14
Eryilmaz & Homans [91] 2016 �

Kitzing, Juul, Drud, & Krogh [92] 2016 �

Pazouki & Haghifam [93] 2016 �

Lamadrid, Maneevitjit, & Mount [94] 2016 �

Caralis et al. [95] 2016 �

Werner & Scholtens [96] 2016 �

Sjoerd, Broek, Özdemir, Koutstaal, & Faaij [97] 2016 12
Xiao, Wang, Wang, & Wu [98] 2016 13
Díaz, Gómez-aleixandre, & Coto [99] 2015 �

Díaz, Moreno, Coto, & Gómez-aleixandre [100] 2015 �

Fang, Li, Wei, & Azim [101] 2015 �

Seljom & Tomasgard [102] 2015 �

Hong, Lai, Chang, Lee, & Liu [103] 2015 �

Siddons, Allan, & Mcintyre [104] 2015 �

Rodríguez, del Río, Jaramillo, & Martínez [105] 2015 11
Abadie & Chamorro [106] 2014 �

Krogh, Meade, & Fleten [107] 2014 �

Correa, Gomes, & Teixeira [108] 2014 �

Weibel & Madlener [109] 2014 �

Serrano, Burgos, & Riquelme [110] 2014 �

Monjas-barroso & Balibrea-Iniesta [111] 2013 �

Jin, Botterud, & Ryan [112] 2013 �

Kaiser & Snyder [113] 2013 �

Reuter, Szolgayová, Fuss, & Obersteiner [114] 2012 �

Heinrich, Fuss, Szolgayová, & Obersteiner [115] 2012 �

Martinez-cesena, Member, Mutale, & Member [116] 2012 �

Ochoa, Betancur, David, Múnera, & Mauricio [117] 2012 �

Al-yahyai, Charabi, Al-badi, & Gastli [118] 2012 �

Lee [119] 2011 �

Dicorato, Forte, Pisani, & Trovato [120] 2011 �

Barradale [121] 2010 10
Méndez, Goyanes, & Lamothe [122] 2009 �

Muñoz, Contreras, Caamaño, Correia, & Carlo [123] 2009 �

Dykes & Neufville [124] 2008 �

Magnus, Fleten, Maribu, & Wangensteen [125] 2006 �

W. Yu, Sheblé, Lopes, & Matos [126] 2006 �

1. Real options
2. Optimization
3. Stochastics
4. Financial evaluation
5. Probabilistic
6. Cost estimate
7. Numerical prediction

OTHERS:

8. Sensibility analysis
9. Qualitative

analysis
10. Power purchase

agreement (PPA)
11. Error propagation
12. Future-cases
13. Barrier option

14. Value at Risk (VaR)
15. Systems dynamics
16. Key Performance Indicators (KPI)
17. Autoregressive moving average

(ARMA)
18. Renewable energy system model
19. Utility function concept
20. Multicriteria decision making

(MCDM)

Source: the authors.

Twenty different models or approaches were identified, which were grouped into
8 categories: 1. Real options, 2. Optimization, 3. Stochastics, 4. Financial evaluation,
5. Probabilistic, 6. Cost estimate, 7. Numerical prediction, and 8. Others. Figure 2 presents
the established classification and the number of articles that used it.
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Figure 2. Categories of approaches or models used in the evaluation of investment in wind energy
under uncertainty.

Among the established categories, the highest number of publications applied the
real options model or approach, with 31 (32%), followed by: optimization, 21 (21.6%);
stochastics, 14 (14.4%); financial evaluation, 8 (8.2%); probabilistic, 5 (5.2%); cost estimate,
3 (3.1%); numerical prediction, 2 (2.1%); and others, 13 (13.4%). Below is a description
of each category. The category of real options will be discussed later in detail as it is the
central purpose of this research.

The optimization category includes research that, with non-random variables, aims
to improve efficiency with a lesser amount of resources. They include studies of robust
optimizations of capacity distribution of energy systems, robust optimization of wind
farm designs, and models that optimize the general design of network expansion planning
and programming.

Stochastics covers research that searches for optimization by modeling the parameters
of the problem through random variables. There are approaches to evaluate risks of
investment in wind farms, to optimize energy generation and wind farms, or to find the
optimal design and size of energy storage systems.

The financial evaluation category includes models aimed at the financial and cost
evaluation of investment in energy storage systems, investment in wind farms, to evaluate
the accuracy of energy cost forecasts, and financial models to establish optimal invest-
ment auctions.

Probabilistic includes the models that apply statistical techniques on data obtained
through samplings to behaviors that are supposed to be random. It contemplates ap-
proaches to determine the optimal allocation of energy storage systems, to probabilistic
analysis of wind farm investment designs, to model decisions of the owners and to optimize
wind energy conversion processes.

The cost estimation category includes studies that focus on the projection or prediction
of costs, considering two phases: determining the cost and the possible real time of
the project.

The numerical prediction category includes studies that try to find a description that
is as accurate as possible, within a mathematical scheme, of the true meteorological fields
which behavior is to be predicted or simulated, being of great interest at the moment of
proposing experiments with the models for their validation.

Others, includes approaches with an application, such as Sensitivity Analysis, Qual-
itative Analysis, Power Purchase Agreements (PPA), Error Propagation, Future Cases,
Barrier Option, Value at Risk (VaR), System Dynamics, Parametric Performance Indicators
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(KPI), Autoregressive Moving Average (ARMA), Renewable Energy System Model, Utility
Function Concept, and Multi-criteria Decision Making (MCDM).

4.1. Studies with a Real Options Approach, Based on the Ends and Purposes of Its Application

This article focuses on conducting a comprehensive analysis on the application of
the real options approach to assess the feasibility of investments in wind energy gener-
ation projects. One of the main advantages is that it includes, by evaluating flexibility,
the adjustments that the decision-maker must make when faced with uncertainty [127,128].

Flexibility creates the possibility of having a range of alternatives, such as: (i) The
option to postpone or defer an investment when future prospects are uncertain. It gives
the holder the possibility to invest now, or to wait and acquire more information in order
to assess the future conditions of the market. In the case of wind energy, it would mean
postponing the construction and operation of a wind turbine until demand and prices for
the technology are favorable. (ii) The option to modify the operating scale, or expanding
the contract, shutting down and restarting, depending on whether market conditions turn
favorable or unfavorable. A wind power plant can be expanded, downsized, even closed,
depending on market conditions. (iii) The option to quit when the company observes that
market conditions are becoming unfavorable. Wind energy projects are subject to changes
in regulations, market conditions, and technology. (iv) The option to change, which gives
the flexibility to enter and exit depending on market conditions being more favorable,
important for the survival of the company. Companies have the option of deciding whether
to use the land for agricultural production or to use it for wind power generation. (v) The
option to grow, consisting of acquiring or developing a capacity, in anticipation, that will
serve to better take advantage of future growth opportunities [58,76]. (vi) The compound
option, when, at the end of an investment stage, it is possible to decide whether to stop or
defer the start of the next stage. That is, the underlying asset becomes the next option [129].

Of the 97 studies included in Table 2, 31 use real options to evaluate investment in
wind systems. Initially, an analysis was made based on the purposes of its application,
finding various trends which were grouped into seven categories:

(1) Evaluation of wind energy generation project or investment, (2) Evaluation of
energy auctions, portfolios, and energy market investments, (3) Evaluation of renew-
able energy technologies, (4) Evaluation of the impact of regulatory policies on wind
energy projects, (5) Evaluation of wind energy systems, (6) Evaluation of wind resources,
and (7) Evaluation of design, size, and location of wind farm projects, shown in Table 3.

Table 3. Investigations according to the purpose of the application in the framework of the real options approach.

Purpose Authors (Years)

Evaluation of wind energy generation project or investment [31,56,72,75,77,99,100,106,117,119,123–125].
Evaluation of energy auctions, portfolios, and energy market investments [31,57,58,86,106,108,122,126].
Evaluation of renewable energy technologies [32,58,76].
Evaluation of the impact of regulatory policies on wind energy projects [32,55,73,74,91,92,107,111,126].
Evaluation of wind energy systems [86,109,114].
Evaluation of wind resources [116].
Evaluation of design, size, and location of wind farm projects [109,116].

Source: the authors.

In Figure 3, the purposes of the studies evaluated using the options approach are observed.

53



Appl. Sci. 2021, 11, 10213

 

Figure 3. Purpose of the study.

The evaluation of wind energy generation project or investment includes research
aimed at optimally evaluating investments from the perspective of the decentralized
generation of energy or the viability of projects for the construction of wind farms, is the
one of greatest interest by researchers, with the participation of 13 studies.

The evaluation of energy auctions, portfolios, and energy market investments is fo-
cused on proposing schemes to measure immersed risks in private markets and in restruc-
turing, to evaluate investment decisions through energy auctions, or to establish portfolios
with possible areas for the development of wind farm projects. Eight studies appear.

The evaluation of renewable energy technologies groups the studies focused on opti-
mally supporting the decision to invest in a renewable energy technology, or the adoption
of hybrid systems that combine several technologies, such as wind and solar photovoltaic
energies, wind and thermal energies, or gas and wind plants. Three studies appear.

The evaluation of the impact of regulatory policies on wind energy projects, seeks
to assess the uncertainty caused by the expectation of retroactive changes in wind en-
ergy policy, and the flexibilities associated with changing tariffs or subsidies, regulatory
frameworks, support schemes such as feed rates and renewable energy certificate trading,
and future renewable energy policy. There are nine publications.

The evaluation of wind energy systems, considers the investment required to adopt
energy systems integrated by wind energy and hydraulic storage by pumping, or photo-
voltaic systems, and to expand the network by investing in stages, generating flexibility for
the planning of the electrical system. There are three publications.

The evaluation of wind resources integrates studies of wind energy projects planning,
considering real options for the evaluation of said resources. There is one publication.

Finally, there are studies aimed at evaluating the design, size, and location of wind
farm projects to allow for optimal investment. There are two publications.

4.1.1. Analysis by Group According to Their Application Purposes
Evaluation of Wind Energy Generation Project or Investment

Uncertainties
For the evaluation of wind energy generation projects or investment, uncertainties

such as electricity load, energy sales, or energy production [77,99,123,125]; climatic vari-
ables or wind conditions [75,99,106,117,125], the price of electricity [31,72,99,117,123–125],
carbon price, or other incentives [75,106,124], have been considered. Others have explored

54



Appl. Sci. 2021, 11, 10213

things such as market conditions, investment planning, investment costs, capital, or other
costs [77,99,119], government policies, and technology levels [75], as uncertainties.

Techniques to Model Uncertainties
To model uncertainties, stochastic processes of the geometric Brownian Movement

type–GBM [56,75,106,119,125], the binomial model of Cox, Ross, and Rubinstein [124],
reversal of the mean [31,72,123], normal distribution [31], Weibull distribution [77,123],
and Box-Jenkins and Ornstein-Uhlenbeck [99,100], have been used.

Used Options
The options that have been used during the evaluation are the option of expansion

or closure of facilities [117,124], invest now, postpone, or abandon [72,75,99,123], or the
option to switch between alternatives, either capacity [125], or investment [72].

Techniques to Evaluate Used Options
Techniques such as Black-Scholes [119,125], decision trees [106,117,123,124], the binomial

model of Cox, Ross, and Rubinstein [124], Monte Carlo simulations [56,75,106,117,123,124],
the Wiener process [31], Dynamic programming [56], Monte Carlo (least squares) [99,100],
and optimization algorithm [77].

Evaluation of Energy Auctions, Portfolios, and Energy Market Investments

Uncertainties
For the evaluation of energy auctions, portfolios, and energy market investments,

one can find energy production [122], electricity price [58,108,122], capital or investment
costs [108,122], future deployment of offshore wind energy [86], and electricity demand [58]
being considered as uncertainties.

Techniques to Model Uncertainties
To model uncertainties, stochastic processes of the Markov process type [58], Geomet-

ric Brownian movement-BGM [57,108,122], the binomial model of Cox, Ross, and Rubin-
stein [122], and reversal of the mean [86] were used.

Used Options
The options that have been used during the evaluation are the compound type, con-

struction time, either to carry out, postpone, or abandon the investment [86,122], the option
of waiting for a better opportunity in market trends to decide when to invest or aban-
don [108], and the option of building portfolios with possible areas for the development of
wind farm projects [57].

Techniques to Evaluate Used Options
For evaluate the options, techniques such as dynamic programming [57,58], the option-

games model [58,108], Monte Carlo simulations [57,58,122], decision trees [122], the bi-
nomial model of Cox, Ross, and Rubinstein [122], and optimization algorithm [86] have
been used.

Evaluation of Renewable Energy Technologies

Uncertainties
For the evaluation of renewable energy technologies, electricity prices were considered

as uncertainty [58,76], as were: learning speed [76], electricity demand [58], government
policies [32], feed-in rates-subsidies [32,115], alternative technologies [32], and the intermit-
tency of the wind [115].

Techniques to Model Uncertainties
Stochastic processes of the Markov chains type [58], Geometric Brownian Motion-

GBM [32,76], and complex formulations [115] were used.
Used Options
The options that have been used are: the option to invest now or wait for when

conditions are more favorable [76], to take advantage of the learning effect to anticipate the
option to invest and exercise it earlier [76], the option to invest in one or more technologies,
whether wind or thermal [58,76], or wind or gas [32].

Techniques to Evaluate Used Options
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Techniques such as dynamic programming [58,115], option-games model [58], Monte
Carlo simulation [32,58,115], and technological learning curves [76] were used.

Evaluation of the Impact of Regulatory Policies on Wind Energy Projects

Uncertainties
For the evaluation of the impact of regulatory policies in wind energy projects, elec-

tricity price [55,73,92,111,126], changes in asset rates [126], energy production [73,111],
investments or capital costs [107,111], price index [111], production certificates or feed-in
rates-subsidies [32,73,74,107], credit policy [91], wind speed [92], wind turbines hours of
use [55], carbon price [55], government policies [32], and alternative technologies [32] were
considered as uncertainties.

Techniques to Model Uncertainties
To model uncertainties, stochastic processes of the reversion of the mean type [111,126],

Geometric Brownian Movement-GBM [32,55,73,74,92,107], and the Markov process [74,91],
have been used.

Used Options
The options used during the evaluation they were the options to invest now, post-

pone or abandon and the option of capacity generated by support schemes [73,74,92,107],
the compound option, associated with changes in wind turbines rates [126], options un-
derlying the change in monthly or annual rate, modeled as an Asian call option on the
wind differential [126] the option to invest now, postpone, or abandon [111], to adjust
capacity [55,91,111], as generated by regulatory frameworks; and the option to choose
between technologies due to policy changes [32].

Techniques to Evaluate Used Options
To evaluate the options, techniques such as decision trees [111], Monte Carlo sim-

ulations [32,74,111,126], Black-Scholes [92,107], Monte Carlo (least squares) [55,73,107],
dynamic programming [74,91,92], and technological learning curves [74] have been used.

Evaluation of Wind Energy Systems

Uncertainties
For the evaluation of wind energy systems, feed rate-subsidies [115], intermittency of

the wind [115], future deployment of wind energy process [86], and wind speed [116] were
used as uncertainties.

Techniques to Model Uncertainties
To model uncertainties, tools such as complex formulations [115], stochastic processes

of the reversion of the mean type [86], and symmetric distributions [86], were used.
Used Options
The options used for the evaluation are of the construction time type; that is, the option

to make the investment for the expansion of the network in stages, where the second stage
generates flexibility when planning the electrical system [86,115], and the option to delay
the construction of wind energy projects [116].

Techniques to Evaluate Used Options
Techniques such as dynamic programming [115], Monte Carlo simulations [115,116],

algorithm optimization [86] and decision trees [116] have been used for the valuation
of options.

Evaluation of Wind Resources

Uncertainties
For the evaluation of wind resources, the speed of wind was considered an uncer-

tainty [116].
Techniques to Model Uncertainties
The modeling of uncertainties was carried out using the Weibull distribution and

decisions trees [116].
Used Options
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The option used was that to delay the construction of wind energy projects to gather
more relevant data to evaluate wind resources [116].

Techniques to Evaluate Used Options
The evaluation of options was carried out using Monte Carlo simulations and decisions

trees [116].

Evaluation of Design, Size, and Location of Wind Farm Projects

Uncertainties
For the evaluation of the design, size and location of wind farm projects, the uncer-

tainties were solar irradiation, electricity price, capital costs, wind intensity [109], and wind
speed [116].

Techniques to Model Uncertainties
To model uncertainties, stochastic processes of the Geometric Brownian Movement

type-GBM [109], the Weibull distribution, and decision trees [116] were used.
Used Options
The option used was that to delay the construction of wind energy projects [116].
Techniques to Evaluate Used Options
The evaluation of options has been carried out using Monte Carlo simulations [109,116]

and decision trees [116].

4.2. Types of Uncertainties Explored in Publications with a Real Options Approach

Uncertainty is inherent in events where possible outcomes are not known, and, there-
fore, their probability of occurrence cannot be quantifiable. Regarding projects, uncertainty
grows over time, conditioning the occurrence of viability. The management of uncertainty,
over the years, has always been a critical variable for decision-makers [130]. In the energy
sector, including wind energy, decision-making is generally always conditioned by a level
of uncertainty in the data [131].

In the selected articles, with a real options approach, 28 types of uncertainties were
identified, which were grouped into nine categories: 1. Power generation, 2. Environmental
conditions, 3. Energy price, 4. Costs, 5. Revenues, 6. Regulatory policies, 7. Market, 8. Wind
conditions, and 9. Technological progress, as shown in Table 4.

Table 4. Types of uncertainties explored in research with a real options approach.

1. Power Generation 5. Regulatory Policies
1.1. Electricity charge 5.1. Production certificates
1.2. Wind energy level 5.2. Changes in asset rates
1.3. Energy production 5.3. Credits policy
1.4. Wind turbine hours of use 5.4. Government policies
1.5. Investment planning 5.5. Feed-in rates-subsidies
1.6. Future deployment of wind energy

6. Market
2. Environmental 6.1. Market conditions
2.1. Climate change 6.2. Price index
2.2. Solar irradiation 6.3. Demand for electricity

3. Prices 7. Wind Conditions
3.1. Electricity price 7.1. Wind disponibility
3.2. Carbon price 7.2. Wind intensity
3.3. Corn price 7.3. Wind speed

7.4. Wind intermittency
4. Costs
4.1. Capital costs 8. Technological Progress
4.2. Investment costs 8.1. Alternative technology

8.2. Technology levels
8.3. Learning speed
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1. Power generation contains the uncertainties that affect the process of generating wind
energy, such as electricity charge, wind energy level, energy production, wind turbine
hours of use, investment planning, and future deployment of wind energy. Energy
production prevails, with three applications, as shown in Figure 4.

 
Figure 4. Power generation.

2. Environment refers to the uncertainties present in environmental conditions necessary
for the development of projects such as climate change and solar irradiation. Solar
irradiation stands out, with two applications, as shown in Figure 5.

 

Figure 5. Environment.

3. Energy price considers the uncertainties generated by price fluctuations in the market,
in response to the behavior of energy demand and supply, including among others
the price of electricity, coal price, and the price of corn. The price of electricity is the
source of uncertainty most studied by researchers, being considered in 20 (65.5%)
publications, as shown in Figure 6.
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Figure 6. Energy price.

4. Costs studies were integrated that analyze the uncertainties caused by the incidence
of the behavior of costs in the profitability of the investment, whether they are capital
costs or investment costs. Both costs were studied in four publications, as shown in
Figure 7.

 

Figure 7. Costs.

5. Regulatory policies include the uncertainties caused by changes implemented in the
policies for the generation of wind energy, among which are production certificates,
changes in asset tariff, credit policy, government policies, and feed-in tariffs-subsidies.
The rates of food and subsidies have been the most studied by researchers, being
considered in five publications, as reflected in Figure 8.
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Figure 8. Regulatory policies.

6. Market relates sources of uncertainties other than prices and costs which affect their
market behavior, such as market conditions, price indices, and electricity demand.
Market conditions prevail, with three applications, as shown in Figure 9.

 

Figure 9. Market.

7. Wind conditions addresses uncertainties caused by variability of the wind character-
istics in the generation of wind energy, such as the availability of wind, its intensity,
its speed, and its intermittency. After the price of electricity, wind conditions are
the source of uncertainty that generates the greatest interest in the studies analyzed,
especially wind speed, as it has a great impact on the generation of wind energy.
Wind speed was studied in six publications, as shown in Figure 10.
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Figure 10. Wind conditions.

8. Technological progress focuses on the analysis of the uncertainties caused by the gen-
eration and use of knowledge (R&D) that affect the productivity, such as alternative
technology, technology levels, and learning speed. All sources of uncertainties have
only been studied in one investigation, as shown in Figure 11.

Figure 11. Technological progress.

Table 5 shows, in a disaggregated manner, the type of uncertainty considered in each of
the studies with a focus on real options to evaluate investment in wind systems, taking into
account the categorization of Table 4. It is observed that 62.5% of the studies treat the price
of electricity as a source of uncertainty, 18.8% wind speed, and 15.6% feeding-subsidy rates.
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Table 5. Type of uncertainties explored in research with a real options approach.

Authors-
Years

1. Power Generation
2.

Environ-
mental

3. Prices 4. Costs 5. Regulatory Policies 6. Market
7. Wind

Conditions

8.
Technological

Progress
Total

1.1 1.2 1.3 1.4 1.5 1.6 2.1 2.2 3.1 3.2 3.3 4.1 4.2 5.1 5.2 5.3 5.4 5.5 6.1 6.2 6.3 7.1 7.2 7.3 7.4 8.1 8.2 8.3

[125] � � � 3
[124] � � 2
[122] � � � 3
[106] � � � 3
[72] � � 2
[119] � � 2
[31] � 1
[126] � � � 3
[115] � � 2
[107] � � � � 4
[108] � 1
[91] � 1
[73] � � � 3
[74] � 1
[55] � � � 3
[32] � � � 3
111] � � � � 4
[92] � � 2
[56] � � 2
[99] � � � 3
[123] � � 2
[116] � 1
[117] � � � � � 5
[109] � � � � 4
[100] � � � 3
[75] � � � � 4
[76] � � 2
[57] � 1
[58] � � 2
[86] � 1
[77] � 1

Total 1 1 3 1 1 1 1 2 20 3 1 4 4 2 1 1 2 5 3 1 1 2 2 6 2 1 1 1 74

Source: the author.

4.3. Evaluation of Real Options and Modeling of Uncertainties

There are multiple techniques used to assess the real options in the studies analyzed.
They are random or numerical and non-random methods or by scenario analysis. Table 6
presents the classification and the studies that used each of the techniques. Within the
non-randomized methods, the following techniques were identified:

(1) Decision trees: initially introduced by Cox, Ross, and Rubinstein (1979) as a binomial
model to value American-type options. It was later adapted to simulate the evolution
of uncertainty in discrete scenarios of multiple interrelated options [132]. It allows
modeling the evolution of the price of the underlying asset under uncertainty in dis-
crete scenarios, assuming that the underlying asset follows a multiplicative binomial
process [133].

(2) Dynamic programming: an optimization method by way of dividing the problem
into superimposed subproblems and optimal substructures, especially when the sub-
problems are not independent. It is based on the principle of optimum as enunciated
by Bellman in 1957: “In an optimal decision sequence, every subsequence must also
be optimal”, and it allows combining different types of real options with various
possible scenarios [134].

(3) Partial Differential Equations: a set of equations, initially used for the valuation of
financial options [135,136], later adapted to evaluate specific real options under fixed
assumptions [132]. The results of the Black-Scholes model can be obtained from a
binomial model for n periods, where n tends to infinity [137].

(4) Option-Games model: a valuation tool that combines the real option approach with
game theory, with the aim of quantifying the values of flexibility, allowing for better
investment decisions to be taken [138].

(5) Sensitivity analysis: measures the impact that variations in one of the independent
variables have on the model [31].

Among the random or numerical models, we find:

(1) Monte Carlo simulation: a numerical method used to evaluate options when there
are no closed formulas such as Black-Scholes [137]. Its purpose is to easily value real
options for complex projects, since it does not require the formulation of cash flow
through differential equations or trees [139]. It creates a distribution of project values
from all given sources of uncertainty [140]. An advantage of this method is that it
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offers the distribution of the volatility factor, which is key in evaluating the sensitivity
of the value of the real options of a project [141].

(2) Least squares Monte Carlo: combines the Monte Carlo simulation with least squares
regression, which helps reduce the number of scenarios while still producing an accu-
rate assessment [142]. At any time, the holder of an American option can optimally
compare the reward of exercising that option immediately, with the expected reward
of not exercising it yet [143].

(3) Optimization algorithms: includes traditional algorithms, such as gradient-based
methods and quadratic programming, evolutionary algorithms, heuristic or meta-
heuristic algorithms, and various hybrid techniques. Optimization problems tend to
be non-linear with complex objectives [144].

Figure 12 shows the techniques used for the valuation of Real Options. They are
grouped in two blocks. In the upper one, there are the non-random techniques, with the
highest prevalence of Decision Tree and Dynamic Programming with 8 (25.8%) applications
each. In the lower one, there are random techniques, among which Monte Carlo simulation
is the most preferred by researchers, with 16 (51.6%) applications, which is due to the fact
that most of the selected studies contemplate continuous uncertainties such as, for example,
the price of energy and wind conditions.

 

Figure 12. Real options valuation techniques.

Similarly, for the modeling of the sources of uncertainties, a great variety of techniques
have been applied. Table 6 shows the different techniques applied in the selected studies.
There are random techniques or models, such as:

(1) Geometric Brownian Motion, used in 61.3% (19) of the studies, is a stochastic process
in continuous time, generated from a transformation of a standard Wiener process,
with the particularity of not allowing asset prices to take negative values [145]. Ge-
ometric Brownian Motion appears to be better suited to long-term energy-related
investments [146].

(2) Reversal of the mean indicates that values, such as prices, may move away from the
mean or intrinsic value, but, over time, they will eventually return to those mean
values [147].

(3) The Weibull distribution is the probability function that best describes the wind
speed path, thanks to the orthogonal composition of two correlated Gaussian func-
tions. The Weibull density function consists of two parameters: one refers to the
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maximum speed and the other indicates the degree of dispersion of the samples
(Muñoz et al., 2009).

(4) The Box-Jenkins and Ornstein-Uhlenbeck model is the basis of all modern time series
analysis theory, and consists of the analysis of probabilistic or stochastic properties of
economic time series where the endogenous variable (Yt) is explained by past values
or lags of itself and by stochastic error terms [148].

(5) The ARIMA distribution is an econometric methodology based on dynamic mod-
els using time series data, made up of three components: the autoregressive (AR),
the integration (I), and the moving average (MA), represented by the parameters p, d,
and q, respectively. The model includes the values of the series, prediction of errors,
and a random term [149].

(6) The normal distribution is a mathematical model that allows determining probabilities
of occurrence for different values of the variable. The graph of the normal distribution
has the shape of a bell, and for this reason it is also known as the Gaussian bell, whose
central elements are the mean and the variance [150].

(7) Markov chains are discrete stochastic processes used to study the evolution of certain
systems in repeated trials, in which the probability of an event occurring depends
only on the immediately preceding event. Transition probabilities are used to describe
the way the system passes to the next state.

There are also non-random uncertainty modeling techniques, the binomial model
of Cox, Ross, and Rubinstein, used to model non-random uncertainties in discrete time,
and learning curves, used to model technological uncertainty. This concept was generated
from a study by Wright (1936), where he analyzes repetitive production in the construction
of airplanes, finding, as a hypothesis, that “the man-hours necessary to complete a produc-
tion unit would decrease in a constant percentage each time the production doubles” [151],
showing that the repetitive action of a process increases the experience and learning on the
part of the operator, managing to reduce the production time per unit [152].

Figure 13 shows the techniques used to model the uncertainties studied. They are
grouped in two blocks. In the upper part, there are the random techniques, and in the
lower part, the non-random ones. It can be seen that the researchers opt for random tech-
niques, preferably Geometric Brownian Motion (GBM), which is consistent with the type
of uncertainty considered in the studies, which are mostly continuous, such as electricity
prices and wind conditions.

 
Figure 13. Uncertainty modeling techniques.

Both in evaluating real options and in modeling uncertainties, a standard pattern
has not been followed when developing the models, regarding the type and number of
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techniques to be used, which indicates that, without exception, techniques are combined
according to the purpose and scope of each particular study, as seen in Table 6.

Table 6. Techniques to evaluate real options and to model uncertainties.

Author-
Year

Technique of Assessment Modeling Technique

Not Random Random Random Not Random
1 2 3 4 5 1 2 3 1 2 3 4 5 6 7 1 2

[125] � �

[124] � � � �

[106] � � � �

[72] �

[58] � � �

[31] � � � �

[123] � � � � � �

[116] � � � �

[117] � � � �

[111] � � � �

[126] � � �

[115] � �

[32] � �

[56] � �

[109] � �

[75] � �

[57] � �

[122] � � � � �

[119] � � �

[107] � � �

[108] � �

[91] �

[73] � �

[74] � � � �

[78] � �

[92] � �

[99] � �

[100] � � �

[76] � � �

[86] � � � �

[77] � �

8 8 5 2 2 16 5 1 19 6 3 2 1 2 4 2 3

Valuation of options
• Non-random

1. Decision trees
2. Dynamic programing
3. Partial differential equations
4. Option-Games model
5. Sensitivity analysis

• Random

1. Monte Carlo
2. Monte Carlo (least squares)
3. Optimization algorithm

Modeling of uncertainties
• Random

1. GBM or Wiener process
2. Regression to the mean
3. Weibull distribution
4. Box-Jenkins and Ornstein-Uhlenbeck
5. ARIMA distribution
6. Normal distribution
7. Markov process

• Non-random

1. Binomial model of Cox, Ross, and Rubinstein
2. Learning curves

Source: the authors.

4.4. Public Opposition under Real Options

The literature search did not find studies that consider uncertainties related to public
opposition analyzed under the real options approach; however, some studies that focus
their purpose on public opposition to investment in wind energy projects [153–155], to the
assembly of transmission lines [156], and to road pricing [157] were identified.

The aspects that generated the greatest public opposition in the execution of the
projects were: centralized planning processes [154], implementation of a single technol-
ogy [156,158], lack of communication prior to decision-making processes [154], environ-
mental impact [155], consultation after decision-making for project execution [154], institu-
tional factors [155], electromagnetic fields [156], network problems [156] and authorization
procedures and legal framework [156].

In some studies, solutions to counteract public opposition were proposed, such as:
improving the legal framework and procedures [156], implementing different technological
options [156,158], participatory models for decision-making [153,154,156], the implementa-
tion of financial incentive policies, including permanent tax deductions and investment
support or subsidies [157,158], participatory financial investment in projects [158], subsi-
dizing the implementation of Renewable Energy Technology systems at the community
level, according to customs and conditions of the housing [158], strengthening information
processes and prior consultations [155,156], controling and monitoring the environmental
impact [155], and building up institutional capital [153,154].

Surveys [153,154,158] and panels [157] were the preferred methodologies when devel-
oping these research.

Socio-economic, situational, and family restrictions have a great impact on the decision
of the participants to change their position regarding the execution of projects.
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5. Discussion

The purpose of this article is to review the literature on the evaluation of investment
in wind systems under the real options approach, to determine the inclusion of public op-
position (NIMBY projects) as a source of uncertainty, and to identify the flexible strategies
implemented to overcome these types of barriers. As a result of the review, no studies re-
lated to the subject of public opposition (NIMBY projects) were found under the real options
approach; however, some aspects that generate opposition were identified, which could be
valued as real options, such as: the creation of participatory public policies; participatory
models for decision-making; financial incentive schemes, including tax deductions and
permanent investment support or subsidies; associative schemes for participatory financial
investment in projects; implementation of technology systems of Renewable Energies at
the community level, according to customs and housing conditions; information processes
and prior consultations; environmental monitoring and control systems; and building up
an institutional capital.

For the assessment of these opposition generators under the real options approach,
some models proposed in studies related to regulatory policies in wind energy projects
can be adapted, such as [32,55,73,74,91,92,107,111,126]; models that use the decision tree
technique to assess real options: [106,111,116,117,123,124], or those that use dynamic pro-
gramming, such as [58,91].

Regarding the uncertainties explored in research with a real options approach, most
were found to be random variables with continuous states that are discretized over time
(price, cost, and wind speeds). However, there are several studies that assume uncertainties
as random variables with discrete states at discrete times, modeled by Markov chains,
which could be assimilated to model public opposition because they have similar charac-
teristics: climate policy [115], policy changes related to the current support scheme [74],
and long-term stochastic uncertainties in the restructured energy market, such as demand
and the price of fuel [58].

Regarding the options to use, you can make use of options to invest now, postpone,
or abandon [91,92,111,116], and the same is true for the compound options, the one as-
sociated with rate change [126], or the one to either carry out, postpone, or abandon the
investment before continuing with the next stage [86,107,115,122].

From the analysis of public opposition, it follows that, in order to propose flexible
strategies, the perception of the community must first be known; then, it must be de-
termined what alternatives are available from the beginning and when these would be
presented, based on consumer preferences.

Given that, despite an exhaustive search in the literature, no studies that included
uncertainties, such as public opposition, modeled with current techniques was found,
and, therefore, it is not known how people will react, so there is a gap that would be
interesting to address, to assess flexibility when this type of uncertainty arises through the
real options approach.

6. Conclusions

This article provides a review of models or approaches used in the evaluation of
investment in wind systems, under uncertainty. In total, 97 publications were analyzed,
finding that this type of research has been increasing. The real options approach is the one
most used by researchers, applied in 31 publications, representing 32%.

Twenty-eight sources of uncertainty were identified, which were grouped into nine
categories: 1. Power generation, 2. Environmental conditions, 3. Energy price, 4. Costs,
5. Income, 6. Energy policies regulation, 7. Market, 8. Wind conditions, and 9. Technological
progress. The price of electricity is the source of uncertainty that generates the most interest
in the researchers, considered in 20 publications.

Random and non-random techniques or models are applied, both to value real options
and in uncertainty modeling.
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There are a series of barriers to investment in wind power generation projects, within
these are public opposition-NIMBY “Not in my backyard”, but no studies were found under
the real options approach that would develop this theme, which justifies the possibility of
exploring what the management of flexibility may be in this case.

Given the importance of investment projects in renewable energy, including wind
energy, flexibility is a key factor in the business decision-making process, both in the
planning and operating phases. The organizations that have some level of managerial
flexibility (administrative and operational) are able to adjust their current decisions to the
changes and conditions generated in the future, as caused by the existence of uncertainty.
Thus, flexibility becomes an alternative to face uncertainty, because it represents rights
and opportunities that any organization can execute when the underlying conditions of
a respective project are either favorable or unfavorable. When the value of flexibility is
positive, it increases the value of investment cash flows, generating greater social welfare.

The effective use of renewable energy sources, including wind energy, is the best
strategy to contribute to meeting the objectives of the 2030 Agenda and the Paris agreement,
aimed at reducing CO2 emissions. For this reason, it is necessary to intensify in the future
the level of research on investment in renewable energy projects, under the approach of
real options, which allows further assessment of the uncertainty of the projects to establish
flexible strategies and establish efficient controls on high risk of the project investment.
According to the findings observed in this analysis, the following lines of future research
identified others:

1. Within a framework of Real Options, investigate the decision of communities to invest
in wind energy [72].

2. Delve into how the application of the real options approach has the potential to
increase the expected value of the investment in wind energy, by addressing the
impact of uncertainty in the evaluation of the wind resource and contemplating the
flexibility within the design and in the project planning [113].

3. Deepen the impact of the uncertainty caused in the future development of regulatory
policies for the generation of renewable energy [114].

4. Investigate the impact of additional, sequential, or staged investment options at the
optimal investment time and size.

Future investigations related to public opposition:

1. Develop studies that consider the real options approach to evaluate the impact of
public opposition on investment in renewable energy projects.

2. Study on how to create institutional capital for wind energy and other renewable
resources. This implies that more participatory planning practices and inclusive
politics of the communities are needed [153].

3. Research aimed at establishing the determinants for indigenous and Afro-descendant
communities within their uses and custom to accept the location of renewable energy
projects [155].
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Abstract: Power system inertia is an essential part for grid frequency stability and decreases due
to the replacement of fossil fuel fired power plants with variable renewable energy sources. This
development is not represented sufficiently in unit commitment and economic dispatch models. If
considered at all, only synchronous inertia from fossil fuel driven power plants is modelled. This
results in increased CO2 emissions, curtailed renewable energy and high system costs. While wind
turbines are a source for synthetic inertia and an important renewable energy source, their capability
to provide inertia is not incorporated into energy system models. The work at hand closes this
research gap and applies a methodology to depict synthetic inertia provided by wind turbines as
part of the optimisation dispatch model. A unit commitment and economic inertia dispatch model
of the the all-Island Irish power system is created. The potential of wind inertia is analysed and
quantified by assessing CO2 emissions, curtailed renewable energy and system costs. Results show
that synthetic inertia provided by wind turbines can save up 30.99% of the CO2 emissions, reduce
curtailment by up to 39.90% and reduce system costs by 32.72%.

Keywords: economic dispatch modelling; energy system modelling; power system inertia; renewable
energy; synthetic inertia; wind energy

1. Introduction

To limit global warming, energy systems are decarbonised by replacing fossil fuel
driven power plants with renewable energy sources (RESs). Disconnecting synchronously
connected generators reduces the overall power system inertia [1]. Inertia is an essential
part for power system stability since it limits the speed with which the grid frequency
changes, commonly referred to as the rate of change of frequency (ROCOF), and provides
time for generators supplying grid frequency control reserves [2]. Frequency converter
connected generation units like wind turbines (WTs) and photovoltaic systems (PVs) as
well as storage units with the same type of interface to the power system do not provide
an inherent inertial response [1]. However, they are able to mimic the behaviour of a
synchronously connected rotating mass known as synthetic inertia (SI) [3,4]. Variable
speed WTs are a source for SI and as such are already in application [3]. To sustain the
controllability of the grid frequency, future power systems will consist of an inherent and a
non-inherent inertia part [1].

Some power systems already experience periods with low system inertia during high
non-synchronous penetration and/or low power demand [1]. The grid operator of the
Hydro-Québec electricity transmission system demanded WTs to support the power system
in the same manner as synchronous generators do in terms of an inertial response [5,6].
The all-Island transmission system operator (TSO) from Ireland defines a grid supporting
frequency sensitive mode for WTs [7] as well as system operational constraints like an
upper limit for non-synchronous penetration, a maximum ROCOF and an operational limit
for inertia [8]. The European Network of Transmission System Operators for Electricity
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(ENTSO-E) addresses the need for actions in future power systems to compensate the
loss of inherent inertia from synchronous generators [9]. However, the requirement for
system inertia can be reduced by introducing energy sources with response times faster
than traditional mechanical response from conventional generators [10].

Energy system modelling is an important method in aiding energy system analysis [11].
Its main purpose is to assist in designing, planning and implementing future energy
systems [12]. Modelling system inertia in energy system models however, is a topic of
minor interest. Table 1 sums up the results of a review of relevant literature in which inertia
has been considered as part of energy system models. All papers used unit commitment
and (economic) dispatch models applying different constraints to account for minimum
system inertia, e.g., ROCOF thresholds or grid frequency nadir thresholds. Actual grid
islands like Great Britain or the ERCOT power system were analysed or the interconnected
Continental European power systems, which as a whole is a synchronous grid island. In
conclusion, the review shows that minimum inertia constraints result in increasing system
costs, carbon dioxide emissions and curtailed variable RES.

Table 1. Overview of the research highlights, the applied methodology and scenarios, as well as the
key results of the reviewed literature.

Author(s) Research Highlight(s) Methodology & Scenario Result(s)

Teng et al. [13]

Introduction of a novel mixed
linear integer programming
formulation considering fre-
quency constraint formula-
tions, quantification of wind
generation uncertainty on in-
ertia and application of a 2030
model of the Great Britain
power system

Unit commitment and eco-
nomic dispatch formulation
applying a multi-stage sce-
nario tree. Analysis of increas-
ing ROCOF threshold from
0.5 Hz/ up to 0.2 Hz/s.

A ROCOF threshold of 0.2
Hz/s would lead to extremely
high operation cost (120% in-
crease) and wind curtailment
(35% increase)

Collins et al. [14]

Enhancement and robustness
check of electricity generation
of the PRIMES-REF scenario
for 2030 EU by quantifying
variable RES curtailment, lev-
els of interconnector conges-
tion and electricity prices.

Creating unit commitment
and dispatch model using
PLEXOS software, integrating
a ROCOF limit of 0.75 Hz/s.

Variable RES congestion in-
crease of 11% in Ireland, over-
all transmission congestion
during 24% of the researched
time.

Johnson et al. [15]

Filling the knowledge gap of
missing inertia modelling in
unit commitment and dispatch
models

Mixed integer linear pro-
gramming model created by
PLEXOS optimising for least
costs. A system inertia con-
straint is added to the model
for stable grid operations.

Increased dispatch costs by
$85 million

Mehigan et al. [16]

Analysing the effect of two dif-
ferent levels of the maximum
ROCOF threshold (0.5 Hz/s
and 1 Hz/s) on curtailment
of variable RES, carbon diox-
ide emissions and production
costs in Europe.

Mixed integer linear pro-
gramme of a European
electricity dispatch system
implementing minimum
inertia constraints based on
ROCOF thresholds.

Increase of generation costs
of up to 53.1%, variable RES
curtailment increase of 2.15%
and CO2 emission increase of
48.9% for researched system.

None of the reviewed papers and unit commitment and economic dispatch models
include SI provision of WTs. Only synchronous inertia is considered. However, it is
concluded that “[. . . ] synthetic inertia from wind turbines is believed to play an important
role in supporting the frequency performance in the future low carbon power system” [13]
as well as that “As grids integrate more renewable energy, relying on the current method
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of delivering inertia will see escalating costs, which demonstrates the value of integrating
new sources of inertia, like synthetic inertia from wind turbines [. . . ]” [15].

The purpose of this work is to close this research gap of unit commitment and economic
dispatch models not considering SI provided by WTs and thereby overestimating system
costs, RES curtailment and CO2 emissions. Therefore, a methodology of a unit commitment
and economic inertia dispatch model to represent the all-Island Irish power system is
applied. A parameter, which determines the SI provision by WTs is analysed as well as
two ROCOF thresholds. The potential of wind inertia is quantified by assessing the total
CO2 emissions, RES curtailment and resulting system costs. Other problems related to
the increasing penetration of inverter connected units like reactive support, harmonics or
black start capability are not researched as these topics are not primarily related to grid
frequency stability. The future Irish power systems is analysed in this work, because the
present all-Island Irish power system is already characterised by times of a high shares of
frequency inverter connected penetration [17]. Such high penetration times occur due to
the fact of Ireland being a island with HVDV grid connection to Great Britain as well as
a large number of WTs installed. Thus, feed-in from WTs is already curtailed in times of
high frequency converter penetration and low system inertia [17]. The Irish grid operator
already has reduced the needed system inertia to a minimum [8], requires generation
units to provided a fast reacting frequency response [7] and defines an upper limit for
non-synchronous penetration and a maximum ROCOF [8].

The following Section 2 provides an overview of the applied methodology. Section 3
describes scenarios and data of the Irish dispatch model. In Section 4 results are summed
up and Section 5 concludes the work at hand.

2. Methodology

The introduced methods to depict inertia as part of the energy system dispatch, to
provide SI with WTs and incorporated inertia constraints are elaborated in this section. The
methodology is incorporated into an open source modelling tool which is presented too.
Prior, fundamental basics of inertia provision are introduced.

2.1. Synchronous and Synthetic Inertia in Power Systems

In AC-power systems, power generation and power consumption have to be balanced
at all times [2]. The indicator for power balance is the grid frequency, fgrid [2]. A power im-
balance leads to a deviation of the grid frequency from its nominal value [2]. The speed with
which the grid frequency changes is dominated by power system inertia [1]. Equation (1)
illustrates this relationship where δ f /δt is the ROCOF, Pgen the accumulated power gen-
eration, Pload the accumulated power consumption and Jsys is the overall power system
inertia, i.e., the sum of the moment of inertia of all synchronously connected machines [1].

δ f
δt

=
Pgen − Pload

4 · π2 · fgrid · Jsys
(1)

It is state-of-the-art to describe the inertia of a synchronously connected machine with
the inertia constant, Hg. The inertia constant represents the proportional expression of
the units stored kinetic energy, Eg,kin, with respect to its apparent power rating, Sg, as
depicted in Equation (2) [1,3]. The inertia constant represents the theoretical time, e.g., a
synchronous generator, is able to provide its rated power solely using its stored kinetic
energy [1]. Likewise, the resilience of a power system against power imbalances can be
described with the power system inertia constant [1].

Hg =
Eg,kin

Sg
(2)

Frequency converter connected generation sources or energy storage units are able
to emulate the behaviour of a synchronous generator in the event of a power imbalance
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known as synthetic inertia (SI) [3,4]. A common strategy to substitute inertia with WTs
is to change the electric power output based on the ROCOF and the frequency [3]. Due
to the modified power output, the rotational speed of the WT changes [18]. That might
cause the WT to operate at non-optimal rotational speed [18]. In the worst case, the WT
disconnects from the system due to over- or underspeed protection while providing SI [19].
Thus, the SI support as well as the non-inertia related power feed-in of the WT is lost [19].
Hence, from the TSO’s point of view, the situation changes for the worse. To counteract
such problems, a novel control methodology to emulate inertia with WTs is introduced by
Gloe et al. [19]. The authors propose to scale the inertia constant with the actual operating
point of the WT, considering the cut-in speed and the rated speed of the WT as supporting
points [19]. Thereby, the risk of disconnecting the WT while providing inertia is diminished.
The variable inertia constant is normalised such that the inertia constant demanded by the
TSO, Hdem, is provided at rated speed. Hdem is determined by the TSO and based on power
system requirements. Equation (3) depicts how the provided SI of a WT is calculated were
ωactual,WT is the actual rotational speed of the WT, ωrated,WT is the rated speed of the WT
and ωcut_in,WT the cut-in wind speed of the WT.

Hvar

Hdem
=

0.5 · JWT · (ω2
actual,WT − ω2

cut−in,WT)

0.5 · JWT · (ω2
rated,WT − ω2

cut−in,WT)
(3)

SI is not a direct substitution of synchronous inertia since it is not an inherent inertial
response [3]. Hence, in future power systems, the overall system inertia constant comprises
an inherent and and non-inherent term as depicted in Equation (4).

Hsys =

system synchronous inertia︷ ︸︸ ︷
∑
g

Hg,sync · Sg,sync

∑
g

Sg
+

system synthetic inertia︷ ︸︸ ︷
∑
g

Hg,synt · Sg,synt

∑
g

Sg
(4)

2.2. Dispatch Model Formulation

The hereafter presented methods are created applying the novel modelling tool Open
Inertia Modelling (OpInMod) [20]. OpInMod is an open source modelling tool extending the
basic functionalites of the open energy modeling framework (oemof) package solph [21,22].
oemof is developed considering a strict open source and non-proprietary philosophy and is
implemented in python [21]. Thus, scientific principles like reproducibility are transparency
fulfilled [23–26]. Additionally, comparing oemof to the proprietary software solutions which
have been applied in the reviewed literature [13–16], its free of charge availability makes it
easy to access [21].

In general, oemof, and therefore OpInMod as well, allows for an easy representation
of energy systems applying a graph structure consisting of buses and components [21].
Components are used to represent power plants, variable RES units or energy storage
units in an energy system model [21]. Buses and components are connected via edges
representing an energy flow [21]. Components hold basic attributes of the represented
energy system component. For example, a representation of a power plant would hold
attributes such as the variable costs, the installed capacity or the power plants efficiency.
OpInMod extends oemof.solph functionality to depict different sources of inertia as well
as creating additional constraints when modelling system inertia. The before example of
a power plant representation would in OpInMod be extended by attributes such as the
type of inertia source (synchronous inertia or SI), the generators inertia constant or costs
associated with the provision of inertia. OpInMod is published under MIT License and
available via Github [27] and zenodo [28]

Figure 1 provides an schematic overview of the modelling process of a unit commit-
ment and economic inertia dispatch model created with OpInMod. The process can be
devided in three sub processes. In the first sub process, named preperation and initialisa-
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tion, all packages needed are imported as well as the input files. Next, the energy system
is created, using components and buses. In the modelling sub process the energy system
representation is translated into an optmisation problem, including all sets of constraints,
based on python’s optmisation package pyomo [29]. The optimisation problem is solved by
a freely selectable solver. In Figure 1 the COIN OR (CBC) solver, GNU Linear Programming
Kit (GLPK) solver or gurobi solver are listed as examples. The post processing step of the
solver results is the last in the modelling sub process. In the third and last sub process, the
results are exported and can be further analysed.

Start

Package import

Data import

Build energy eystem

Create optimi-
sation problem

Solve optimi-
sation problem

Post processing

Result export

End

Input files:
• Generators specifications
• RES time series
• Load time series

oemof.solph components representing:
• WTs
• Power plants
• Storage units

External solver, e.g.:
• COIN OR (CBC)
• GNU Linear Program-
ming Kit (GLPK)
• gurobi

Individual analysis:
• tables
• plots
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Figure 1. Schematic overview of the full modelling process applying OpInMod. In the preperation
and initialisation part of the process, necessary data is imported and the energy system is created
using oemof.solph’s base components. The base components are extended by attributes and functions
to depict synchronous and SI. In the modelling part of the process the optimisation problem, including
OpInMod’s inertia constraints, is created, solved by an external solver and the results are processed
and prepared for the output. In the last section of the process, results are exported and can be further
analysed as needed.

The optimisation function depicted in Equation (5) and created by OpInMod is set
to minimise the overall system costs subjected to supply power demand for each time
step. The first term describes the flow costs by the variable costs of the generator, cvc

g and

the flow variable, x f low
g [22]. The second term of the function describes the inertia related

costs. The generators moment of inertia is represented by xinertia
g , the costs of the generator
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providing inertia by cic
g . Traditionally, a synchronously connected rotating mass provides

its full inertia to the power system as long as it is connected. This is reflected by the binary
variable xsource_inertia

g .

min : ∑
t

∑
g

costs flow︷ ︸︸ ︷
cvc

g · x f low
g (t) +

costs inertia︷ ︸︸ ︷
xsource_inertia

g · cic
g · xinertia

g (t) (5)

2.3. System Inertia Constraints

The optimisation function is bound to two constraints introduced by OpInMod repre-
senting the need for minimum system synchronous inertia and minimum overall system
inertia. Further constraints inherited from oemof.solph are not presented hereafter but
described in [21,22,30]. The minimum system synchronous inertia constraint is depicted in
Inequation (6), where xmin_sys_sync_inertia is the minimum system synchronous inertia and
the right side of the equation is the accumulated moment of inertia of all synchronously
connected generators connected to the power system.

xmin_sys_sync_inertia ≤ ∑
g

xsource_inertia
g · xsync_inertia

g (6)

Inequation (7) depicts the minimum overall system inertia constraint formulation. The
minimum overall system inertia is represented by xmin_sys_inertia. The right part of Inequa-
tion (7) depicts the inertia sum all connected generators providing either synchronous or
synthetic inertia.

xmin_sys_inertia ≤ ∑
g

xsource_inertia
g · (xsync_inertia

g + xsynt_inertia
g ) (7)

In this work, inertia is either provided by synchronously connected generators or
emulated in the form of SI by WTs. Synchronous inertia is also provided by synchronously
connected loads [31,32]. However, load inertia is not incorporated in this work, because
research on this topic is still incomplete [31,32] and in future systems more loads will be
connected with the electrical grid via grid frequency converters which will further reduce
their inertia contribution [31].

2.4. Inertia by Synchronous Generators

Synchronously connected generators are hereafter referred to as synchronous gen-
erators. The inertia provision by synchronous generators is bound to two constraints.
OpInMod incorporates a minimum stable operation constraint as depicted in Inequa-
tion (8). The output of a synchronous generator, x f low

g , has to be larger than the product of

the units rated power, xrated_power
g and its minimum stable operation value, xmin_stable_op

g , in
per unit. The units connection status is depicted by xsource_inertia

g .

x f low
g ≥ xsource_inertia

g · xmin_stable_op
g · xrated_power

g (8)

The second constraint depicted by Inequation (9) determines the connection status
of the synchronous generator. Since xsource_inertia

g is binary, the Inequation’s right part
is a proportional expression of the generator output and its rated power. Hence, if the
generators output flow is larger then zero, the generator is connected to the power system,
provides its inertia and xsource_inertia

g is set to the numeric value of 1.

xsource_inertia
g ≥ x f low

g

xrated_power
g

(9)
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2.5. Synthetic Inertia by Wind Turbines

A simplified approach to provide SI with WTs based on the control concept developed
by Gloe et al. [19] is implemented in OpInMod. This approach is visualised in Figure 2.
Since the concept is based on the actual operating point of a WT, normalised characteristics
of the fully open source NREL 5 MW WT are applied [33]. The WT’s input is used to
determine corresponding normalised rotational speed of the WT as depicted in the top
subplot of Figure 2. Thereafter, this value is used to determine the variable inertia constant,
Hvar, with respect to the demanded inertia constant, Hdem, as illustrated by the bottom
subplot in Figure 2.
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Figure 2. Two step methodology to determine Hvar/Hdem applying the normalised power vs. nor-
malised rotational speed characteristic of the NREL 5 MW WT [34] and the normalised characteristics
of the variable H controller [19].

3. Scenario and Data of the Irish Energy Dispatch Model

To assess the potential of wind inertia in the all-Island Irish power system, the before
introduced methods are applied to build a unit commitment and economic inertia dispatch
model, implementing minimum inertia constraints and SI provided by WTs. Great Britain
and France are modelled as well to account for cross border flows with the all-Island Irish
system. Since these countries are connected to the Irish system via HVDC interconnectors,
inertia is not modelled and these countries are not presented in further detail. However,
scenario and data sources for France and Great Britain presented hereafter are the same as
for the Irish system.

The scenario applied in this work is based on the 2020 Ten-Year Network Development
Plan (TYNDP) of the European Network of Transmission System Operators for Electricity
(ENTSO-E) [35,36]. The National Trends (NT) scenario reflects the individual commitments
and policies of each single member state to meet CO2 emission reduction targets. The
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influence of the EU is reduced to a minimum in favor of national sovereignty. The power
sector in particular experiences a high growth in PV and WT generation. Large scale battery
energy storage solutions are limited. Coal fired generation units are replaced by gas-fired
and nuclear solutions.

To a large extend, data is provided by the 2020 TYNDP of the ENTSO-E [35,37,38].
Installed capacities per generation type, commodity and emission costs are depicted in
Table 2. Characteristics of conventional thermal generators like Operation and Maintenance
(O&M) costs, the efficiency and minimum stable operation values are listed in Table 3 [38].
Each generator is assigned with an inertia constant based on literature review [16,39–44].
Feed-in from WTs and PVs is modelled via fixed power factor generation profiles in hourly
resolution derived from the Pan-European Climate Database [45]. The WT power factor
is also used to determine the variable inertia provided as depicted in Figure 2. Hydro
inflow for run-of-river is available in a daily time resolution and on a weekly base for
hydro reservoir and open loop pump storage [45]. Such inflow profiles are transformed to
hourly profiles.

Table 2. Installed Capacities, commodity and emission costs as well as total energy demands [37].

Type Inst. Cap. [MW]

Wind onshore [MW] 8200
Wind offhore [MW] 5270
Solar PV [MW] 2390
Other RES (e.g., Waste) [MW] 525
Run of river [MW] 238
Natural Gas [MW] 5966
Lignite [MW] 96
Oil [MW] 518

Type Costs [EUR/MWh]

Lignite 3.96
Natural gas 26.316
Light oil 79.92
Heavy oil 61.92
Shale oil 8.28
Biomass 34.89
Other RES (e.g., Waste) 30

CO2 price [EUR/t] 75.00

Annual demand [TWh] 55.1

Two modelling parameters are varied per optimisation run to assess the influence
and potential of SI provided by WTs. First, the demanded inertia constant, Hdem, which
determines the actual provided SI of WTs [19]. Second, the ROCOF threshold which
determines the minimum synchronous system inertia applied to create the constraint
depicted in Equation (6) and remaining demand for system SI.

In former grid codes, the TSO of Hydro-Québec requested WTs to emulate a syn-
chronous generator with an inertia constant of 3.5 s and 5 s respectively [5,6]. These two
values are applied in this work as well. The Irish grid operator already defines a ROCOF
threshold of 1 Hz/s [8]. A 2 Hz/s threshold is considered as well based on recommen-
dations of the ENTSO-E regarding ROCOF withstand capabilities of power generating
modules [46]. The resulting minimum synchronous system inertia defined in Equation (6)
is calculated by solving Equation (1) for Jsys. Therefore, the loss of the largest infeed of
700 MW is used [16]. The overall minimum system inertia applied to create the constraint
depicted in Equation (7) is based on system security specifications of Irish TSO. The TSO
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defines an operational limit for inertia of 23,000 MWs which can be reformulated as a
operational limit for the moment of inertia of 466,077 kg·m2 [8].

Table 3. Generator characteristics.

Prime Energy Generator Type
O&M Efficiency Min. Stable CO2 Emissions Inertia

[EUR/MWh] [%] Op. [%] [tCO2
/MWhel] Constant[s]

Nuclear - 9.00 33.0 50.0 0.0 5
Hard coal - 28.68 40.0 43.0 0.8495 3.125
Lignite - 30.57 40.0 43.0 0.9127 3.5
Natural gas Conventional old 1 16.49 36.0 35.0 0.5700 4.25
Natural gas Conventional old 2 16.49 41.0 35.0 0.5005 4.25
Natural gas CCGT a old 1 16.99 40.0 35.0 0.513 4
Natural gas CCGT old 2 16.99 48.0 35.0 0.4275 4
Natural gas CCGT present 1 16.99 56.0 30.0 0.3664 4
Natural gas CCGT present 2 16.99 58.0 30.0 0.3537 4
Natural gas CCGT new 16.99 58.0 35.0 0.3537 4
Natural gas OCGT b old 16.99 35.0 30.0 0.586 5.25
Natural gas OCGT new 16.99 42.0 30.0 0.4885 5.25
Light oil - 22.16 35.0 35.0 0.8022 3.25
Heavy oil - 24.36 37.5 35.0 0.7524 3.25
Shale oil - 30.30 29.0 40.0 1.0822 3.5
Biomass - 10.00 40.0 43.0 0.0 3
Other RES - 10.00 37.5 35.0 0.0 2

a Combined cycle gas turbine (CCGT); b Open cycle gas turbine (OCGT).

4. Results

OpInMod provides a large set of results of which system costs, RES penetration,
storage units state of charge or cross border flows can be analysed. Since it is the objective
of the work at hand to assess the potential of SI provided by WTs, results like the SI
provided by WTs itself, RES curtailment, carbon dioxide emissions and system costs will
be focused on.

The NT scenario is once optimised without the provision of SI by WTs, only consid-
ering inertia provision from synchronously connected generators, representing current
state of research and acting as the base scenario in this work. The combination of the two
ROCOF threshold parameters (1 Hz/s and 2 Hz/s) and two Hdem parameters (3.5 s and 5 s)
result in four additional scenarios optimised. All optimisation problems designed with
respect to the parameter combinations of the future Irish power system are solvable. Hence,
the inertia and power demand constraints are satisfied.

Figures 3 and 4 depict results of a 24 h time series, which is an extract from the whole
modelled year. The time series is selected randomly with no specific purpose other then
illustrating model functionality, i.e., the influence of inertia constraints on the behaviour
and output of dispatchable units. Figure 3 shows results of the base scenario and Figure 4
shows results of the same time period and a ROCOF threshold of 2 Hz/s and a demanded
inertia constant of 3.5 s.

The top subplot of Figure 3 illustrates the electric power flow of dispatchable and
non-dispatchable units and the bottom subplot the thereof resulting inertia provision.
The x-axis shows the time of the day and the y-axis of the top subplot shows the electric
power flows, imports and exports in MW and the y-axis of the bottom subplot depicts the
provided moment of inertia in kg·m2. Previous publications depicted the provided inertia
represented by the accumulated stored kinetic energy of the connected synchronously
rotating masses [15,16,39]. However, since this work incorporates SI provided by WTs
and applies the inertia provision methodology introduced by Gloe et al. [19], the stored
kinetic energy in the WT’s rotor is not a valid representation of the actual provided SI.
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Additionally, in future systems inertia should be a tradeable commodity [4]. Therefore, the
actual and emulated moment of inertia in kg·m2 is illustrated.
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Figure 3. Illustration of a 24 h time series of the base scenario. The top subplot depicts electric power
flow results and the bottom subplot flow provided inertia

Figure 3 depicts results of the base scenario. In the top subplot the first six hours of the
day are characterised by minor RES feed-in. During these hours, demand is mainly covered
by pump storage units, imports, natural gas fired power plants as well as an increasing
share of onshore wind feed-in. Electric power flow imports and exports at the same time
indicate that the Irish system in this case acts as a transfer system. In other words, electrical
energy is transferred from France to Great Britain (or in opposite direction) using the Irish
transmission capacities. With increasing onshore wind feed-in, a natural gas fired power
plants gets disconnected from the system at a time of 04:00. This results in a downward
step in the accumulated provided synchronous inertia by natural gas fired power plants
area in the bottom subplot. While feed-in from solar PV and onshore WTs increases during
the day and surpasses power demand, feed-in from pump storage units, hydro plants and
gas fired power plants remain constant at minimum stable operation due to the minimum
stable operation constraint described by Inequation (8). Inertia by such units is needed
to satisfy the minimum system inertia constraint described by Inequation (7). Thus, to
balance power generation and consumption, power is exported and energy is stored by
pump storage units. With decreasing feed-in from solar PV, feed-in from storage units
increases. However, since no additional synchronous generator is connected to the power
system, provided inertia remains constant throughout the remaining time period. Since
feed-in from WTs is high throughout the remaining day and power demand is surpassed
by the accumulated feed-in, power exports remain high too.

In conclusion, the before described base scenario demonstrates the influence of the
minimum system inertia constraints (see Inequations (6) and (7)). While feed-in from WTs
and PV is high throughout the second half of the example time series and surpassing power
demand, feed-in from synchronously connected generators such as from gas fired power
plants, hydro plants and pump storage units remain at their minimum stable operation
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points to provide sufficient inertia. This results in exports and electrical energy being stored
in energy storage units.
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Figure 4. Illustration of a 24 h time series of the parameter combination: ROCOF threshold = 2 Hz/s
and demanded inertia constant = 3.5 s. The top subplot depicts electric power flow results and the
bottom subplot flow provided inertia.

Figure 4 depicts results of the exact same time period as depicted in Figure 3, but for
the parameter combination Hdem of 3.5 s and a ROCOF threshold of 2 Hz/s. Hence in this
case, WTs provide SI. First 12 h of the time period are almost identical. Minor differences,
compared to Figure 3, are visible in the bottom subplot since SI is provided by WTs in the
time between 4:00 to 5:00 and 6:00 to 9:00. Moreover, SI provision increases from 11:00
onwards. To satisfy ther overall minimum system inertia constraint (see Inequation (7),
natural gas fired power plants, hydro units and pump storage plants are connected to
the power system and operate at minimum stable operation. At 12:00 wind SI provision
increases significantly. Thus, SI provision from WTs increases. This results in the disconnec-
tion of gas fired power plants in the time between 12:00 to 15:00. The system synchronous
inertia constraint (see Inequation (6)) is met by the pump storage plants and hydro units
provided inertia as well as the provided inertia from gas fired power plants which are
disconnected stepwise while feed-in from WTs increases. From 15:00 onwards, the min-
imum synchronous inertia constraint (see Inequation (6)) can solely be satisfied by the
accumulated synchronous inertia from hydro and pump storage plants. Accompanied by
sufficient SI from WTs, the overall system inertia constraint (see Inequation (7) is satisfied.

Concluding the model outcome depicted in Figure 4, the beneficial influence of the
SI provision by WTs is visible. By the second half of the depicted day, gas fired power
plants are completely disconnected from the system, since feed-in from onshore WTs, pump
storage units, hydro and offshore WTs is high enough to meet power demand. At the same
time, the disconnection of the gas fired power plant is only realisable, due to the fact that
overall system inertia constraint is satisfied by the provided wind SI.

Figure 5 illustrates the provided SI (here represented by the synthetic moment of
inertia in kg·m2) by dispatched WTs for the demanded inertia constant (Hdem) of 3.5 s
and 5 s. The results are illustrated via a histogram plot, where the bars height depicts
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the frequency of occurrence and the x-axis depicts the provided SI. The frequency of
occurrence is equal to the number of hours of the moddeled year. The green bars depict the
synthetic moment of inertia provided by WTs considering the demanded inertia constant
(Hdem) of 3.5 s and the red bars depict the synthetic moment of inertia provided by WTs
considering the demanded inertia constant of 5 s. Obviously, for more then 4300 h of the
modelled times series no or very little SI is provided. Thus, for the rest of the modelled time
series (the accumulated number of the remaining bars), SI is provided by WT. A higher
demanded inertia constant results in higher values for the provided synthetic moment of
inertia (compare red bars (Hdem = 5 s) to green bars (Hdem = 3.5 s)).
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Figure 5. Depiction of the synthetic moment of inertia provided by WTs. The green bars depict the
synthetic moment of inertia provided by WTs considering the demanded inertia constant (Hdem)
of 3.5 s and the red bars depict the synthetic moment of inertia provided by WTs considering the
demanded inertia constant of 5 s.

Table 4 shows the accumulated CO2 emissions and curtailment results per parame-
ter combination. The second column, depicting the CO2 emissions, indicates that with
increasing ROCOF thresholds and higher demanded inertia constants accumulated CO2
emissions decrease significantly. Equation (10) explains how emission savings in column
three of Table 4 are calculated. The respective scenario (e.g., ROCOF = 1 Hz/s, Hdem = 3.5 s)
results are applied in the numerator of Equation (10). The denominator input is always the
result of the base scenario. Increasing the ROCOF threshold up to 2 Hz/s and combining
this parameter with an higher Hdem, e.g., 5 s, results in CO2 emission savings of 30.99%
with respect to the base scenario. Column four in Table 4 shows accumulated WT and PV
curtailment. Similar to the accumulated CO2 emission results, with increasing demand
for WTs to provide SI by higher ROCOF thresholds, the curtailed energy decreases signifi-
cantly. Equation (11) explains how curtailed energy reduction in column five of Table 4 is
calculated. Curtailment reduction up to 39.72% for a demanded inertia constant of 3.5 s
and 39.90% for a demanded inertia constant of 39.00% is achievable.

reduction_CO2_emissions =
overall_CO2_emissionsscenario

overall_CO2_emissionsbase_scenario
· 100 (10)

reduction_curtailment =
overall_curtailed_energyscenario

overall_curtailed_energybase_scenario
· 100 (11)
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Table 4. CO2 emissions and curtailment results of the analysed scenarios.

Scenario
CO2 Emissions Reduction a Curtailment Reduction a

[t] [%] [MWh] [%]

Base 4,789,225 0.00 2,613,969 0.00
ROCOF = 1 Hz/s, Hdem = 3.5 s 4,085,047 14.70 2,341,290 10.43
ROCOF = 1 Hz/s, Hdem = 5 s 4,066,117 15.10 2,341,290 10.43
ROCOF = 2 Hz/s, Hdem = 3.5 s 3,474,372 27.45 1,575,412 39.73
ROCOF = 2 Hz/s, Hdem = 5 s 3,305,005 30.99 1,570,872 39.90

a with respect to the base scenario.

Table 5 shows results of the overall system costs and cost savings with respect to the
provided SI. With increasing demand for WTs to provide SI, accumulated system costs
decrease significantly, since less feed-in from fossil power plants running at minimum
stable operation (must-run capacities) is needed with the purpose to satisfy minimum
system inertia constraints. Equation (12) illustrates how cost savings in column two of
Table 4 are calculated. Based on the analysed parameter combinations, cost savings up to
32.72% are achievable due to the potential wind inertia provision. The last column of Table 5
depicts the cost savings with respect to the overall provided SI. Increasing the ROCOF
threshold parameter and thereby the potential demand for SI results in significantly higher
cost savings with respect to the provided SI. Increasing the ROCOF threshold from 1 Hz/s
to 2 Hz/s while maintaining the demanded inertia constant at 3.5 s leads to cost savings of
0.09 EURO/kg·m2 and 0.17 EURO/kg·m2. Increasing the demanded inertia constant from
3.5 s to 5 s while keeping the ROCOF threshold constant decreases cost savings with respect
to the provided SI. While increasing the demanded inertia constant increases system cost
saving potential due to SI provision by WTs, the value of the provided SI decreases.

reduction_system_costs =
overall_system_costsscenario

overall_system_costsbase_scenario
· 100 (12)

Table 5. Overall system costs and cost savings with respect to the provided SI of the analysed
scenarios.

Scenario
System Costs Reduction a Cost Savings a for Provided SI

[EURO] [%] [EURO/kg·m2]

Base 737,265,818 0.00 0.00
ROCOF = 1 Hz/s, Hdem = 3.5 s 625,765,315 15.12 0.09
ROCOF = 1 Hz/s, Hdem = 5 s 622,733,455 15.53 0.06
ROCOF = 2 Hz/s, Hdem = 3.5 s 525,560,884 28.71 0.17
ROCOF = 2 Hz/s, Hdem = 5 s 496,034,635 32.72 0.14

a with respect to the base scenario.

5. Conclusions

Increasing installed capacities of grid frequency converter connected generation units
like WTs and PVs decreases synchronous inertia in energy systems. System inertia is an
essential part of grid frequency stability. It limits the instantaneous ROCOF and limits the
grid frequency nadir. The trend of decreasing system inertia is not reflected adequately
in current unit commitment and economic dispatch models. If inertia in such models is
considered at all, only synchronous inertia from fossil power plants is represented. This
leads to increased CO2 emissions, RES curtailment and system costs, since power systems
require a minimum system inertia to maintain controllability of the grid frequency. While
WTs are a key technology to decarbonise energy systems and a source for an synthetic
inertial response, SI is not incorporated into energy system models.

This work closes this research gap. The influence and potential of SI provision by
WT on system indicators like CO2 emissions, variable RES curtailment and system costs is
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analysed. Therefore, a methodology to depict SI provision in dispatch optimisation prob-
lems is presented. The methodology is incorporated into an open source unit commitment
and economic inertia dispatch modelling tool and applied to the all-Island Irish power
system. Ireland today is already a power system, in which wind feed-in is curtailed due
to low power system inertia and the grid operator has to react by defining an operational
level for power system inertia. The model framework OpInMod creates minimum inertia
constraints which have to be met by synchronous inertia sources and SI provided by WT.
Data and the scenario researched are based on the 2020 TYNDP. Two parameters, the
ROCOF threshold determining the needed minimum synchronous system inertia and the
demanded inertia constant which determines the provided wind inertia are varied for
analysis purpose.

The result analysis shows that the introduction of SI provided by WTs results in the
disconnection of fossil fuel fired power plants. The thereof missing inertia is replaced by
the provided SI by WTs. Thus, less CO2 is emitted and costs decrease since WTs are a zero
marginal cost source. Based on the analysed parameter combinations, up to 30.99% of the
CO2 emissions can be saved due to the provision of SI by WTs. Curtailment reduction
for the parameter combinations show similar results. Curtailment reduction of 39.9% is
possible for the parameter combination of a 2 Hz/s ROCOF threshold and a demanded
inertia constant of 5 s. Cost savings are in the range of 15.12% and 32.72% with respect
to the respective base scenario. System costs saving potential can also be expressed as
total cost savings with respect to the overall provided SI by WTs. Here, cost savings are in
the range of 0.06 EURO/kg·m2 and 0.17 EURO/kg·m2. Increasing the demanded inertia
constant and thereby the overall provided inertia reduces the utility for the power system
expressed by reduced cost saving per provided inertia.

In total, the analysis shows that incorporating inertia constraints in energy system
modelling has a significant influence on the results. Further, SI provided by WTs has a very
high potential to reduce CO2 emissions, RES curtailment and system costs.
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Abbreviations

The following abbreviations are used in this manuscript:

CCGT Closed cycle gas turbine
ENTSO-E European Network of Transmission System Operators for Electricity
EU European Union
MILP mixed integer linear programming
NT National Trends
oemof open energy modeling framework
OCGT Open cycle gas turbine
OpInMod Open Inertia Modelling
O&M Operation and Maintenance
PV photovoltaic system
RES renewable energy source
ROCOF rate of change of frequency
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SI synthetic inertia
TSO transmission system operator
TYNDP Ten-Year Network Development Plan
WT wind turbine
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Abstract: The article provides brief information about a non-standard experimental setup developed
in the laboratory of the St. Petersburg Mining University Well Drilling Department. The developed
technique presented makes it possible to simulate well cleaning process of cuttings by incorporating
the variation of the parameters (the zenith angle of the well, the volume flow and rheological
properties of the cleaning agent, the rotation frequency, the number and length of the drill string
half-waves) that cause buckling. For the first time, the positive side of the drill string (DS) buckling
phenomenon is considered. A positive hydro-mechanical effect on mud plugs and improved well
cleaning were revealed. The results of the experimental study confirm an intense difficulty in
transporting cuttings to the surface at a critical zenith angle of the well of 55◦. Regularities have
been established making it possible to determine the effect of DS buckling on the cutting-carrying
capacity when drilling deviated and extended reach wells. It is proposed to use hydromechanical
impact on the accumulated cuttings by artificially controlling the resulting DS buckling in order to
destroy the mud plug and increase the efficiency of well cleaning without the use of specialized
devices. A conceptual solution aimed at implementing a method for hydromechanical destruction of
mud plugs—the use of drill pipes equipped with a quasi-distributed differential measuring system
of strain gauges based on a fiber-optic Bragg grating—is presented.

Keywords: breakdown of mud plugs; hydromechanical destruction; buckling; drill string; loss of stability;
inclined well; cleaning; drilling parameters; fiber Bragg grating (FBG); FBG deformation sensor

1. Introduction

Every year, the share of directional drilling around the world is increasing and today it
is about 85% of the total volume of oil and gas wells [1,2]. This is due to the development of
hard-to-reach and deep-lying reservoirs, access to which is possible only through long wells
of complex trajectories, which have a large number of areas of change in zenith and azimuth
angles. Consequently, the likelihood of complications and accidents increases, which in
most cases are associated with poor-quality well cleaning of drill cuttings (mud) [3,4]. Poor
cleaning at the well of cuttings leads to their accumulation at the bottom wall and the
formation of the so-called “mud dunes” or “mud pads”, which affect the drilling tool and
hydrodynamic pressure, increasing the equivalent circulation density (ECD) of the drilling
fluid (DF) [5–7]. With a local increase in the concentration of cuttings, the annular space
between the drill string (DS) and the walls of the well can become completely clogged and
form a “mud plug”, which leads to the risk of complications and accidents associated with
the operation of the tool in the well, rock stability [8–10] and reservoir properties.

Improving the quality of well cleaning from drill cuttings is an important task when
drilling directional and, especially, horizontal wells, which can be achieved through the use
of special technical means and technological methods. One of these technological methods
is the operational control and management of drilling parameters, the essence of which
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is the timely regulation of key parameters: DS rotation speed, flow rate and axial load on
bit. An increase in the flow rate leads to an increase in the upward flow velocity in the
annular space and an improvement in well cleaning [11]. The dynamic component of the
ECD strongly depends on the consumption of drilling mud. However, it is impossible to
improve cleaning by increasing the consumption of mud alone, especially under conditions
of a narrow range of fluid loss and kick pressures [12]. Increasing the rotation speed of the
DS has a hydrodynamic effect on the cuttings, creating a circumferential flow that does
not carry particles out of the well, but has a “turbulent” effect, which contributes to the
removal of particles from stagnant zones [13,14]. It has been empirically established that
an increase in the rotational speed of the DS to 140 rpm has a positive effect on the quality
of cleaning, and a subsequent increase in the rotational speed has practically no effect on
the removal of mud. A significant increase in the rotation frequency of the bottom hole
assembly (BHA) can have a negative impact on the elements of the BHA, such as reactive
torque increase—twists-off, increase vibrations and beats—irreversible deformations and
breaks-off. The use of special technical means that are part of the DS and improve well
cleaning [15–17], such as turbulators, circulating subs, etc., do not obtain the desired effect,
due to the complexity of the trajectories, limitations in the number of installed devices,
vugular porosity and rock stability. In oil production, there were situations when the
presence of turbulators had a negative effect—the reactive twisting moment increased, and
the area of the annular space decreased, which led to an increase in hydraulic shocks and
an increase in ECD [16]. The rheology of the mud is one of the factors that have a significant
impact on the cleaning of deviated wells, ECD and the state of the bottomhole zone [18,19].
Undoubtedly, mud chemical treatment makes it possible to increase the efficiency of well
cleaning and prevent technological complications in the drilling process. However, there
are risks of contamination of the oil and gas saturated formation [20], and the selection of
complex rheological profiles for drilling with a complex trajectory in specific geological
and technical conditions requires significant financial costs.

The increase in drilling speed is affected by the axial load on the bit, as well as the
quantity and quality of mud, which must promptly clean the bottomhole from cuttings
during drilling. The axial load applied to the entire area of contact with the drilling tool
must exceed the strength of the rock and break it down. However, it is known that in
directional wells, and especially in wells with complex profiles and large deviations from
the vertical, the axial load applied to the bit does not reach the bottom hole in full [14,21].
This is due to the complex stress–strain state of the drilling tool in cramped downhole
conditions. The initial increase in the axial load that does not reach the bottom leads to the
loss of the longitudinal stability of the DS and the acquisition of the shape of a sinusoid—a
bend of the first kind (sinusoidal buckling) is formed. With a subsequent increase in the
load, the DS takes the form of a spiral—a bend of the second kind (spiral buckling) is
formed [22]. Longitudinal loss of stability of the drilling tool contributes to the occurrence
of lapels and fractures of the drilling tool. In drilling practice, engineers try to avoid
situations in which the DS loses its stability and takes any form of buckling [14,21–23].
However, the positive effects of artificially created and controlled buckling of the DS on the
destruction of mud plugs and cleaning the well from cuttings are proposed in this paper.

Medium- and large-scale full-scale modeling of drilling and well cleaning processes
in the laboratory is being carried out by many researchers, both in Russia and abroad.
Experiments carried out at M-I SWACO (USA) are considered to be particularly significant
studies that have found wide application in the practice of drilling wells. The results of
the research were presented in 2001 as a guide for drilling fluid engineers. Scientists have
determined the critical zenith angles (range 45–60◦) at which cuttings particles are insuffi-
ciently carried out of the well. Many other factors influencing well cleaning were analyzed,
and recommendations were made for the construction of wells of various trajectories. In
2012, Malaysian researchers conducted full-scale experiments to study the effect of mud
viscosity and velocity, as well as the zenith angle, on the transport of drilled particles in
deviated and horizontal wells [24]. In 2016, Iranian researchers developed an experimental

91



Appl. Sci. 2022, 12, 6460

stand and published the results of studies [25] on the influence of the zenith angle, the
speed of the DS, the consumption of DF and the cuttings fraction on the cleaning of an
inclined well. In 2019, an employee of RN-Vankor published the results of a study of the
effect of DS rotation on cuttings transport in a horizontal well, obtained on a small-scale
experimental bench. The influence of DS rotation on mud transport was confirmed, as well
as a decrease in the “turbulent effect” with an increase in DF viscosity [13]. In 2018–2019
a group of international researchers published the results of the effect of rotation of the
DF on cleaning the well with the use of polypropylene particles in DF at different zenith
angles [26–28]. In 2020–2021 a group of Norwegian scientists published the results [29,30]
of hydraulic studies and mud transport with oil-based solutions in deviated wells, using
a large-scale laboratory facility developed with the support of Aker BP and M-I SWACO.
The above studies confirmed the presence of critical zenith angles of the well trajectory,
described the effect of the rotation speed of the drilling rig, volumetric flow, technological
and mud rheological properties on the quality of wellbore cleaning of cuttings. However,
the effect of DS buckling on the destruction of mud plugs and mud carryover has not been
addressed in any of the above works, due to the fact that engineers are trying to predict
and exclude the buckling phenomenon [21,31–33], and the positive effect of controlled DS
buckling on well cleaning has hardly been considered.

The purpose of the study is to determine the effect of DS buckling on the breakdown of
mud plugs and the cleaning of deviated wells from cuttings, taking into account drilling pa-
rameters, zenith angle and mud properties. To achieve this goal, two series of applied field
studies were carried out using muds with different rheological models. The development
of a technology to improve the quality of well cleaning, which is based on the operational
control and management of the number and lengths of half-waves of DS and their hydrome-
chanical effect on mud plugs, taking into account the drilling parameters, zenith angle and
mud properties, will improve the efficiency of the construction of directional wells.

The present study includes the determination of DS spatial shape influence on the
sludge plugs’ destruction and deviated wells cleaning from cuttings. The main idea of
the study is not to fight against DS buckling, as a negative effect that one way or another
occurs when drilling wells with long or complex trajectories, but to use this phenomenon
to advantage—to control and manage buckling, artificially creating DS bends in places
where cuttings accumulate.

2. Materials and Methods

The study of the effect of DS buckling on the breakdown of mud plugs and well
cleaning was carried out on a specially designed experimental stand in the laboratory of
St. Petersburg Mining University Well Drilling Department [34]. The stand has a closed
circulation system and allows modeling of the process of destruction of the mud plug and
transport of mud from the well, taking into account the zenith angle, rotational speed,
number and length of half-waves string with longitudinal buckling, as well as the mud
flow rate, its rheological properties and the mud fraction. The main characteristics and
composition of the experimental stand are shown in Figure 1 and in Table 1.

The experimental studies are carried out according to the developed algorithm. A
drilling fluid with required composition and quantity is prepared in a tank 8, a sieve
cleaning unit 9 is installed on top, in which, depending on the selected cuttings fraction, a
sieve with a particular mesh size is installed. The wellhead pipe 3 is connected to the upper
part of the “wellbore” pipe 4 installed on the base 15, and the plug 5 is installed in the lower
part of the pipe 4. The pipe DS 6 with the selected number of half-waves is installed at the
lower end (with holes and a rubber seal) into the pipe 4 on the support cone 7, through the
“mouth head” 3, and is connected by a threaded connection to the transit swivel 2, which is
connected to the drive 1. The end of the discharge line 10, connected to the swivel, is made
of a metal pipe, on which a laser tachometer is installed 12 and ultrasonic flow meter 11,
the principle of which is based on the Doppler effect. A reflective element is attached to
the lower part of the swivel shaft 2, which is necessary for measuring the DS speed with a
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laser tachometer 12. The discharge line 10 is connected to the flow controller 13, which is
fixed in the tank 8. The pump 14 is installed at the bottom of the tank 8 and connected to
the flow controller 13. The slurry of the required amount is poured into the annular space
between pipes 4 and 6 through the mouth head 3.

  

(a) (b) 

Figure 1. Schematic (a) and photo (b) of the experimental stand: 1—drive, 2—swivel, 3—wellhead
equipment, 4—wellbore, 5—plug, 6—drill pipes, 7—support cone, 8–mud tank, 9—sieve cleaning
unit, 10—discharge line, 11—ultrasonic flowmeter, 12—laser tachometer, 13—mudflow controller,
14—pump.

The experimental stand is set at the required zenith angle. The pipe 6 with the selected
number of half-waves (straight pipe L0 without half-waves, pipe with the 1st half-wave
L1 = 1.8 m pipe with 3 half-waves L3 = 0.6 m) is installed on the support cone 7 in the pipe
4 “wellbore”. Mud weighing m = 1.5 kg fraction 1.0 ÷ 2.0 mm is poured into the annular
space between pipes 4 and 6. Pump 14 pumps DF at a flow rate of Q (L/min), regulated
by the flow controller 13. The value of the mud flow is displayed on display of the control
unit of the acoustic flowmeter 11. Next, the drive is turned on, which rotates the pipe
with a frequency of n (rpm), the value of which is displayed on the display of the laser
tachometer 12. The time allotted for 1 experiment, within the framework of a series of
experiments, t = 120 s. During this time, the “borehole” is cleaned of accumulated mud on
the sieves of the corresponding fraction in the cleaning unit 9. After the time has elapsed,
the pump and drive are turned off, the sieves are removed and cleaned of mud, which
is weighed on electronic scales. Change of pipe with a different number and lengths of
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half-waves is carried out by disconnecting the swivel from the drive and pipe, with its
subsequent extraction from the “borehole”. After a series of experiments (No. 1), the mud
is disposed of, the circulation system is completely flushed for 10 min, another type of mud
is prepared in the tank, and a series of experiments (No. 2) is carried out according to the
above algorithm.

Table 1. Main technical characteristics of the experimental stand.

Parameter Unit Value

Geometric Characteristics

Stand base size mm 2700 × 300
Borehole diameter mm 74

Pipe diameter mm 40
The length of the “well” (equal to the length of the pipe) mm 2000

Zenith angle of the “well” degree 0 ÷ 90

Sieve cleaning unit:
sieve 1—cell mm 0.5 × 0.5
sieve 2—cell mm 1.0 × 1.0
sieve 3—cell mm 2.0 × 2.0

Characteristics of Equipment and Measuring Devices

Rotation per minute (drive) rpm 0–600
Maximum pump performance L/min 258

Tachometer laser (range) rpm 2.5–99,999
Ultrasonic Doppler flow meter (range) m/s 0.03–12.2

Scales electronic (range) g 5–40,000

The input parameters of the experiments are presented in Table 2.

Table 2. The input parameters of the experiments.

Parameters Unit Value

Experiment series No. - 1 2

Q—consumption of BR ×10−3 m3/s (L/min) 1.25 (75); 1.45 (87); 1.67 (100) 0.83 (50); 1.05 (63); 1.25 (75)

n—rotation frequency s−1 (rpm) 0.83 (50); 1.67 (100); 2.50 (150) 0.83 (50); 1.67 (100); 2.50 (150)

Li—number of half-waves p pcs 0; 1; 3 0; 1; 3

α—zenith angle degree 35; 55; 70 35; 55; 70

Rheological model of mud - DF No. 1—Newtonian model DF No. 2—Pseudo-plastic
model

ρ—density kg/m3 1001 1035

PV (η)—viscosity mPa·s 0.941 (η) 40.283 (PV)

YP—yield point Pa - 16.92

T—temperature ◦C 23 23

The design of the experimental stand was based on the principle of geometric similarity (1):

Dw1

Dw2
=

dDS1

dDS2
= C, (1)

where Dw1 is the diameter of a real wellbore, mm; dDS1 is the diameter of the real
string, mm; Dw2—diameter of the experimental “wellbore”, mm; dDS2 is the diameter
of the experimental string, mm; and C is the coefficient of proportionality or “constant of
geometric similarity”.
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Dw1

Dw2
=

215.9
74

= 2.92;
dDS1

dDS2
=

114.3
40

= 2.86; C ∼= 2.89 ≈ 3

DS deflection (wave amplitude) in the experimental stand (2) is represented as:

f =
(Dw2 − dDS2)

2
(2)

f =
(74 − 40)

2
= 17 mm

In order to determine the effect of buckling on the destruction of mud plugs and well
cleaning of cuttings particles, it was necessary to obtain an artificial buckling of the DS.
At this stage of research, it was decided to abandon the creation of a system for smooth
artificial regulation of the number of half-waves strings in favor of a simplified discrete
system, due to the lack of knowledge of this drilling area and the need to test the hypothesis
put forward. The half-waves strings were obtained by heating the pipes and subsequent
irreversible bending deformation, while maintaining the diameter along the entire length.
Thus, the pipes with 1st and 3rd half-waves were obtained, equal to the length of the well.

3. Results

3.1. General Research Results

In addition to comparing the experimental data on the effect of buckling on the
removal of cuttings, it was possible to evaluate the process of breakdown of the mud
plugs in directional sections of the well visually (Figure 2) due to the transparency of the
“wellbore” pipe.

  

(a) (b) 

Figure 2. Temporal collage of photographs of experiments with mud No. 2 at α = 70◦,
Q = 1.25 × 10−3 m3/s, rotation with a frequency of n = 1.67 s−1, direct pipe L0 (a) and pipe with
3 half-waves L3 (b).

To assess the effectiveness of the hydromechanical process of breakdown of mud
plugs, which is in a state of buckling of the first kind, as well as to assess the quality of
well cleaning from cuttings, it is necessary to fix the mass of fractional sand poured into
the experimental stand. Through test measurements, it was found that under the given
geometric and temporal conditions, the mass of sand m = 1.5 kg can be taken as a unit.
However, in the course of experimental studies, it was found that, in some cases, it is
impossible to assess the quality of well cleaning, due to the complete removal of cuttings
ahead of the allocated time, and t = 120 s due to certain combinations of values of variable
parameters. For this reason, the number of cuttings cleaned out was recalculated in time
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and the well cleaning intensity was obtained: for series of experiments No. 1, the time
t1 = 30 s, and for series of experiments No. 2, the time t2 = 60 s.

The initial and time-recalculated results of the mud removal intensity, using the
example of a Newtonian fluid at a zenith angle α = 35◦, are shown in Figure 3. It can be
seen from the graphs that when L3 rotates a flat-curved pipe with three half-waves (blue
lines) at a frequency of n = 2.5 s−1, the quality of wellbore cleaning increases significantly
compared to L0 of a straight pipe (yellow lines), with a changing mud consumption, Q
within the range of 1.25 ÷ 1.67 × 10−3 m3/s.

  

 
(a) (b) 

Figure 3. Initial (a) and recalculated (b) rates of mud removal at α = 35◦, DF No. 1,
Q = 75 ÷100 L/min and rotation at a frequency of n = 2.5 s−1 direct pipe L0 and DS with 3 half-
waves L3.

The recalculation of the removal of mud cuttings over time made it possible to obtain
values for the subsequent assessment of the process of hydromechanical breakdown of
the drilling mud plugs, which is in a state of buckling of the first kind, and the quality
of well cleaning. The data obtained as a result of experimental studies can be interpreted
both on a plane, in two-dimensional space, and in three-dimensional space, in the form
of surfaces, depending on the number of fixed variables. For each case of interpretation,
mathematical models were obtained—regression equations with correlation coefficients
(Figure 4, Table 3). A total of 54 mathematical models have been obtained that describe
the change in the quality of well cleaning from cuttings particles depending on variable
parameters. For processing the results of experiments, correlation-regression and variance
analyzes, “Statistica 13” and “MS Office Excel 2016” software were used.

Analyzing the obtained mathematical models presented in Table 3, the coefficient b12
characterizing the strength of the influence of factors on each other can be seen: with a
direct pipe b12 = 0.0112; at the 1st half-wave b12 = 0.0449; with 3 half-waves b12 = 0.8348.
This allows us to conclude that the mutual influence of the factors of the speed of rotation
of the pipe and the mud consumption on each other increases, as a result of the loss of
stability of the pipe and the subsequent acquisition of a sinusoidal shape.
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(a) (b) 

 

 

(c) (legend) 

Figure 4. Dependence of the amount of mud carried out (fraction of units) during the destruction
of the mud plug on the DF No. 1 consumption, the rotational speed and the number of half-waves
pipes: without half-waves (a); with the 1st half-wave (b) and with the 3rd half-waves (c), at the zenith
angle α = const = 70◦.

At the maximum flow rate of mud No. 1 Q = 1.67 × 10−3 m3/s, a decrease in the mud
carried out on the sieves is observed, in comparison with washing at the average flow rate
Q = 1.45 ×·10−3 m3/s, at a maximum constant frequency n = 2.50 s−1. This observation
allows us to conclude that an increase in the drill speed does not always improve the
removal of cuttings.

Experimental data reflecting the effect of pipe buckling at a rotation frequency of
n = 2.5 s−1, as well as the zenith angle, flow rate, technological and rheological properties
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of DF on the destruction of mud plugs and well cleaning, are shown in Figure 5 in the form
of histograms, convenient for comparison.

Table 3. Mathematical models of dependencies presented in Figure 4.

№ Mathematical Model
Number of

Half-Waves Pipes
X Y Constant

(a) Z = 0.678 − 0.148x − 1.1825y +
0.0005x2 + 0.0112xy + 0.5119y2 L0

Frequency of DS,
s−1

Mud flow rate,
×10−3 m3/s

Zenith angle
α = 70◦(b) Z = 1.3531 − 0.0889x − 2.0947y +

0.014x2 + 0.0449xy + 0.8247y2 L1

(c) Z = 3.0149 − 1.8193x − 3.0061y +
0.2478x2 + 0.8348xy + 0.824y2 L3

(a) 

(b) 

Figure 5. Removed cuttings from mud #1 (a) and mud #2 (b) depending on the sinusoidal pipe
buckling, zenith angle, flow rate, and mud properties at a constant rotational speed n = 2.5 s−1.
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3.2. Influence of the Zenith Angle on the Destruction of Mud Plugs and Well Cleaning

Analyzing Figure 5a it can be seen that, with an increase in the zenith angle α from
35◦ to 55◦, when cleaning with a Newtonian liquid, the mud removal decreases by 40–56%,
depending on the flow rate of mud No. 1 Q = 1.25 ÷ 1.67 × 10−3 m3/s and drill speed
n = 0.83 ÷ 2.50 s−1. At a flow rate of mud No. 1 Q = 1.25 × 10−3 m3/s, a sufficient upward
flow rate is not provided and cleaning deteriorates by 51–60% in the presence of the three
half-waves pipe, up to the complete absence of 100% mud removal during rotation of the
straight pipe and the pipe with the first half-wave.

The subsequent increase in the zenith angle α from 55◦ to 70◦, ceteris paribus, has a
positive effect on the quality of well cleaning, and cuttings removal is improved by 30–48%.

When comparing the results of experiments, with an increase in the zenith angle α

from 35◦ to 70◦, the mud transportation deteriorates by 17–42%. In Pipe L1, deterioration is
by 34–60%, but is still insufficient for pipe L0.

From Figure 5b it can be seen that when using a pseudo-plastic liquid as a mud,
with an increase in the zenith angle α from 35◦ to 55◦, with a flow rate of mud No. 2
Q = 0.83 ÷ 1.25 × 10−3 m3/s, the mud removal decreases by 29–46%, when rotating at a
frequency of n = 0.83 ÷ 2.50 s−1 pipe with the first half-wave, and by 32–44% when rotating
the direct pipe L0 and DS with three half-waves.

A further increase in the zenith angle α from 55◦ to 70◦, ceteris paribus, provides an
increase in the removal capacity of the cuttings by 25–44%, 24–48% and 25–43%, with pipe
L0, pipe L1 and pipe L3, respectively.

When comparing the results of experiments with an increase in the zenith angleα
from 35◦ to 70◦, by passing the angle α = 55◦, the mud transportation deteriorates by only
13–30%, with a flow rate of pseudo-plastic liquid Q = 0.83 ÷ 1.25 × 10−3 m3/s and rotation
of the straight pipe L0, pipe L1 and pipe L3.

Experimental data on the change in the quality of well cleaning, depending on the
zenith angle α, confirm the presence of a critical angle α = 55◦ in the zone with a range
of 45–60◦.

3.3. Influence of Pipe Buckling on the Destruction of Mud Plugs and Well Cleaning

The results of the experimental study confirm the influence of the spatial shape of the
pipe, namely the sinusoidal bend, on the destruction of mud plugs and cleaning the well
from cuttings.

From Figure 5a it can be seen that, when conducting experiments using Newtonian
liquid as a cleaning agent, depending on the flow rate Q = 1.25 ÷ 1.67 × 10−3 m3/s and
pipe speed n = 2.50 s−1, there is a relative increase in the carrying capacity of the mud.

So, when drilling a well with a zenith angle α = 35◦, the presence of the first half-wave
pipe leads to an improvement in cutting removal by 12–50%, relative to the rotation of a
straight pipe without half-waves. In the presence of the three half-waves pipe, the mud is
better carried out by 3.5 times, relative to the rotation of the pipe with the first half-wave,
and by six times relative to the rotation of the straight pipe, with a speed n = 2.50 s−1.

In the study of hydromechanical destruction of mud plugs in the zone of critical
zenith angles, with α = 55◦, the presence of the first half-wave of the string leads to an
improvement in mud removal by 9–54%, relative to the rotation of the pipe without half-
waves. It is especially noteworthy that in the presence of the three half-waves pipe, the mud
is cleared out 4.5 times better, relative to the rotation of the pipe with the first half-wave,
and more than 6.5 times better, relative to the rotation of a straight pipe without half-waves,
at a frequency of rotation of the pipe n = 2.50 s−1.

After passing through the critical zone, during the rotation of the pipe in the well
with a zenith angle α = 70◦, the presence of the first half-wave of the pipe leads to an
improvement in cuttings removal by 13–49%, relative to the rotation of a straight pipe
without half-waves. When rotating with a frequency of n = 2.50 s−1 and the presence of the
three half-waves pipe, the mud is carried out 4.5 times better, relative to the rotation of the
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string with the first half-wave, and more than 7 times better, relative to the rotation of a
straight string without half wave.

From Figure 5b it can be seen that, when a pseudo-plastic liquid is used as a mud,
depending on the flow rate Q = 0.83 ÷ 1.25 × 10−3 m3/s, the sinusoidal bending of the
pipe increases the carrying capacity of the cuttings.

When drilling a well with a zenith angle α = 35◦, the presence of the first half-wave of
string leads to an improvement in cuttings removal by 4–8%, relative to the rotation of a
straight string without half-waves. In the presence of the three half-waves string, the mud
is better carried out by 6–26%, relative to the rotation of the pipe with the first half-wave,
and by 10–33% relative to the rotation of the straight pipe without half-waves.

In the study of hydromechanical destruction of mud plugs in the zone of critical zenith
angles, with α = 55◦, the presence of the first half-wave string leads to an improvement in
the removal of mud by 3–15%, relative to the rotation of a straight string without half-waves.
It is noteworthy that in the presence of three half-waves pipes, the mud is better carried
out by 7–28%, relative to the rotation of the pipe with the first half-wave, and by 10–36%
relative to the rotation of a straight pipe without half-waves.

It has been established that, during the rotation of pipe in a well with a zenith angle
α = 70◦, the presence of the first half-wave string leads to an improvement in cuttings
removal by 2–7%, relative to the rotation of a straight string without half-waves. In the
presence of three half-waves strings, the mud is carried out better by 4–28%, relative to
the rotation of the pipe with the first half-wave, and by 8–37% relative to the rotation of a
straight pipe without half-waves.

3.4. Influence of Mud Properties on the Destruction of Mud Plugs and Well Cleaning

An analysis of the experimental data reflecting the influence of the properties of
the mud on the quality of cleaning the well of cuttings showed that the physical and
rheological properties have a significant impact on the carrying capacity of the mud. It
has been established that, with an increase in density from 1001 to 1035 kg/m3, viscosity
from 0.941 to 40.283 mPa·s and muds from 0 to 16.92 Pa, when cleaning with a flow rate
Q = 1.25 × 10−3 m3/s, varying drill speed n = 0.83 ÷ 2.50 s−1 and the presence of the
first and third half-waves strings, the mud removal increases by 4–13 times. In some
cases, where the Newtonian fluid did not allow the cuttings to be carried to the surface,
and there was no carryover of the cuttings, the pseudo-plastic fluid showed excellent
results (Figure 6).

 

(a) 

Figure 6. Cont.
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(b) 

Figure 6. Comparison of the quality of cleaning from mud with Newtonian and pseudo-plastic
liquids with a constant flow of mud, at different zenith angles, the presence of buckling and the speed
n = 1.67 s−1 (a) and n = 2.50 s−1 (b).

4. Discussion

An increase in the number of cuttings on the screens confirmed the improvement in
cleaning; in addition, it was clear that the pipe, which is in a state of controlled buckling,
has a “double” hydromechanical effect on the cuttings plug and on particles settled on the
bottom wall of the well.

The first impact of the string is mechanical—the body of the pipe in the area of
maximum deflection had a direct physical impact, “breaking” the mud plug and mud
dunes, moving the particles, and involving them in a suspended state.

The second effect of the mud is hydrodynamic—the pipe body, which has lost its
longitudinal stability, changes its spatial shape, and, consequently, changes the profile of
the mud flow moving along the upper wall of the well along the path of least resistance.
This causes the mud to “wash out” the accumulated mud and entrain the particles into the
general flow. As a result, local flow turbulence is created without the use of special devices,
such as turbulators, circulation subs, etc.

The implementation of a hydromechanical method for the destruction of mud plugs
in deviated and extended reach wells in order to improve cleaning and avoid problems
associated with mud build-up is carried out by controlling and regulating the artificially
created pipe buckling. At the moment, there are no field or experimental drill pipes in
the world that, in addition to their main functions, can play the role of a device that
measures deformations.

As a conceptual solution, the authors propose to develop and include in the DS
special sections of pipes in which strain gauges based on a fiber Bragg grating (FBG) are
mounted. Due to their advantages, FBG sensors are increasingly being used in control
systems in the aviation and space industries [35,36], and they can also be used to measure
deformation, displacement, temperature, pressure, tilt angle, as well as acceleration and
vibration [37–40].

FBG fiber optic sensors must be braided from a material that is resistant to the ag-
gressive environment of drilling and cement slurries. The sensors must be rigidly fixed
on the inner wall of the drill pipes (Figure 7a) or in the outer wall, in a specially prepared
channel (Figure 7b), reinforced with welded material to prevent the weakening of the DS as
a result of possible stress concentration. In pipe couplings, the fiber-optic cable is connected
to the FBG sensors by means of a quick-disconnect connection and forms a “garland” of
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sensors—a quasi-distributed differential measuring system that monitors deformations
along the pipe body.

  

(a) (b) 

Figure 7. Conceptual diagram of the location of FBG strain sensors in the body pipes on the inner
wall (a) and in the outer wall (b).

The reliability of such a differential measurement system will depend on the mounting
methods, materials used and operating conditions. Before including the sensors in the
measuring system, it is necessary to calibrate them according to the deformation of the
strain gauge and determine the proportionality coefficient between the deformation of the
pipe measured by the FBG and the strain gauge.

Thanks to the use of special sections of drill pipe with FBG strain sensors, the operator
can control the place of buckling and the spatial shape of the drill bit by adjusting the axial
load on the bit, within the established strength limits of the drilling tool. By creating an
additional axial load on the bit, the operator forms the buckling of the pipe sections, and
the control panel screen displays the spatial shape of the string in the well, taking into
account the geometry of the wellbore and drilling parameters.

As a result of controlled buckling, using only mud hydraulics and DS mechanics, with-
out the use of special devices that have a positive effect on well cleaning, hydromechanical
destruction of mud plugs and improved removal of broken particles are achieved, and
complications associated with the formation of mud pads are prevented.

5. Conclusions

The experimental stand, developed at the St. Petersburg Mining University, is an
innovative solution in the field of improving the quality of cleaning directional wells.
This study is fundamental, since for the first time the issue of the positive aspect of the
loss of stability of the DS was considered, and the positive effect of pipe buckling on the
efficiency of cuttings removal was established, taking into account the drilling parameters,
technological and rheological properties of the drilling rig, and the angle of inclination of
the well.

The analysis of well cleaning quality data, depending on the zenith angle α, confirms
the presence of a critical angle α = 55◦ in the zone with a range of 45–60◦, in which the
maximum difficulty is noted in the transport of cuttings particles to the day surface—a
decrease in the removal of particles to 40–60%.

When conducting a series of experiments No. 1 with a Newtonian liquid, an increase
in the efficiency of mud removal by up to eight times was found, at the maximum flow
rate of the BR, the rotation frequency n = 0.83 ÷ 2.50 s−1 and the presence of three half-
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waves string, in comparison with straight DS and strings with the first half-wave. When
conducting a series of experiments No. 2 and using a pseudo-plastic liquid as mud, all
other things being equal, an increase in the removal of mud cuttings up to 36% was found.

It has been experimentally established that, when the string rotates at a speed of
n = 0.83 ÷ 2.50 s−1, at a flow rate Q = 1.25 × 10−3 m3/s of a pseudo-plastic liquid with
rheological properties, the removal of mud cuttings to the surface increases dozens of times
in comparison with the Newtonian fluid.

The authors put forward a hypothesis that the controlled buckling of the string, namely,
the number and length of half-waves in the place specified by the operator, allows the
breakdown of mud plugs and improves well cleaning, as well as solving the problem of
“mud-pads” and the complications and emergencies associated with this phenomenon.

The presented technical and technological solution for the implementation of a hy-
dromechanical method for the destruction of stagnant mud zones is a novel concept and
requires further study with the subsequent development of experimental drill pipes based
on FBG strain sensors.

The obtained results confirm the need for further study of the effect of pipe buckling
on the destruction of mud plugs and cleaning of deviated wells from cuttings, taking into
account the multifactorial nature of the drilling process.
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Abstract: Decision making is the process of making choices by organizing relevant information and
evaluating alternatives. MCDMs (Multi-Criteria Decision Methods) help to select and prioritize
alternatives step by step. These tools can help in many engineering fields where the problem is
complex and advanced. However, there are some limitations of the different MCDMs that reduce
the reliability of the decision that needs to be improved and highlighted. In this study, Elimination
and Choice Expressing Reality (ELECTRE) NI (Net Inferior), NS (Net Superior), Technique for Order
Preference by Similarity to Ideal Solutions (TOPSIS), Preference Ranking Organization Method for
Enrichment Evaluation (PROMETHEE), VIekriterijumsko KOmpromisno Rangiranje (VIKOR), Multi-
Objective Optimization Ratio Analysis (MOORA), Weight Sum Method (WSM) and Weighted Product
Method (WPM) are applied for the selection of urban heat mitigation measurements under certain
criteria. The models were applied using weighting criteria determined by two ways, (i) the direct
weighting method and (ii) the Analytic Hierarchy Process (AHP), for precise weighting factoring
through pairwise comparison. This numerical research evaluated the reliability of MCDMs using
the same decision matrix under different normalization techniques and shows the impact of AHP
on the decision. The results show that WSM and PROMETHEE provided reliable and consistent
results for all normalization techniques. The combination of AHP with applied MCDMs improved
the frequency of consistent ranking, except with ELECTRE-NS.

Keywords: heat stress; multi criteria decision making; analytic hierarchy process; priority; interventions

1. Introduction

Multi-criteria Decision Methods (MCDMs) are valuable tools to handle the selection
problem. They are based on five components, which are: goals, thoughts of the specialist,
alternatives, criteria, and results. The MCDM requires human recognitions as sources
of information where uncertainty and subjective aspects exist. The decision maker’s
assessments can be expressed by using linguistic terms such as “low importance” or
“brilliant performance”. The idea of these assessments is often subjective because some
criteria that do not have an objective measure, which forces the decision makers to express
their thoughts using numeric scales. There are many MCDM methods which are used
in different fields of study; for example, the Previously Fuzzy logic method [1] has been
applied in the soil sciences [2], supplier’s performance [3], for imprecise information related
to distribution problems [4], in the field of accounting and finance to develop guidelines for
investment decisions [5,6], and in the selection of the appropriate process performance [7].
However, the fuzzy logic method has no potential to measure the level of consistency in
the judgments provided by a decision maker.

AHP is a one of the oldest and most trusted decision-making methods [8]. It is a com-
prehensive technique that has ability to solve the complex decision-making problems by
assembling, quantifying, and evaluating the alternative solution through hierarchies [9,10].
Furthermore, it is easy to implement by experts of other fields and overcomes the resulting
risk of inconsistency. Consistency plays a vital role in AHP. When the consistency ratio
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of the pairwise comparison matrix is greater than 10%, it requires a review of the inputs
to make the results consistent with the provided judgments [11]. The modified version of
Fuzzy-AHP is aimed at removing the vagueness and uncertainty in decision-making, but
due to heavy calculations and a high risk of errors, it is difficult to adapt. In contrast, the
conventional AHP is quite easy to update, completely reliable, and cost effective, and its
analysis can easily be performed by software [12,13]. Previously, the AHP was coupled
with other MCDMs, such as MOORA for public transport service quality [14], ELECTRE
for personnel selection [15], TOPSIS for the evaluation of knowledge sharing capabilities of
supply chain partners [16] and suitable technology transfer strategy for wind turbines [17],
PROMETHEE for the selection of policy scenarios for vehicle fleet [18], VIKOR for the
assessment of school teachers [19], WSM to evaluate the knowledge in supply chain pat-
terns [20], and WPM for the selection of open-source electronical medical records [21]. In
one research, the DEA model was used to assess the performance of small- to medium-
sized manufacturing enterprises, and it showed that the MCDM model combined with
the AHP was more consistent than stand-alone models where the decision was entirely
based on quantitative inputs [22]. The main reason why many companies do not rely on
MCDM methods can be due to the fact that decision makers intuitively notice ranking
errors [23]. However, there is a need to determine the comparative study on the reliability
of the MCDMs. So far, the application of several MCDMs and their comparative study in
the field of Urban Heat Stress (UHS) has not been carried out due to long reasoning, which
is difficult to quantify and scale. This research is based on the selection of interventions to
mitigate outdoor heat stress by using different multicriteria decision applications, such as
PROMETHEE, VIKOR, MOORA, ELECTRE (NS, NI), TOPSIS, WPM, and WSM. The ap-
plied methods are also combined with AHP, which identifies the effectiveness of standalone
application using direct criteria weightage and the impact of AHP on the decision process
in field of UHS. The impact of different normalization methods and coherent frequency in
ranking results obtained from the application of different MCDMs are also investigated.

The article is organized as follows. Section 2 presents the research background and re-
lated work. The underlying concepts and mathematical formulas are given in Section 3. The
research methodology is explained in Section 4. Sections 5 and 6 provides the simulation
results and discussion. The article ends with a conclusion and some perspectives.

2. Research Background

UHS is the current crucial concern for scientists and residents of medium- and large-
sized cities, which are at more risk for heat events. Prolonged exposure can cause heat
exhaustion, cramps, stroke, as well as exacerbate pre-existing chronic conditions, such as
various respiratory, cerebral, and cardiovascular diseases, especially for vulnerable people.
There are many heat mitigation strategies for improving thermal comfort in urban areas.
As human beings, it is our sacred duty to save the environment in which we live, but
decision maker responsibility is much bigger because many remedial measures need to
be implemented on a large scale. The application of MCDMs could be first approach that
assists decision makers to quantitively assess the importance of criteria and the performance
of alternatives in selection processes.

In previous studies, AHP-SWOT, multi-criteria outranking approach, EFDM, FDEMA-
TEL, multi-criteria method by linear regression, TOPSIS, SMCE, Fuzzy-AHP TOPSIS have
been used in the field of UHS [24]. In addition, the AHP method was specifically used to
select the urban heat resilience intervention under certain criteria [25].

From the literature, it was investigated that most popular interventions considered to
deal with thermal stress are white roofs, extensive green roofs, intensive green roofs [26],
planting trees in cities [27], green parking lots, cool roofs, watering methods (sprays in
public areas) [28], green walls, and shades. Figure 1 shows the interventions chosen for this
study that can mitigate thermal discomfort in an urban setting.
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Figure 1. Type of heat resilience interventions.

For our studies, we considered four general criteria to address for the selection process
of interventions (alternatives). These criteria are the following:

• Cost: capital and running cost of the intervention, which is often taken as a non-
beneficial (NB) criterion.

• Environment: impact of the intervention on the level of air, land, and water. For exam-
ple, it might be necessary to know if a recently introduced intervention significantly
improves the previous mean level of air quality.

• Efficiency: cooling effect of intervention in open spaces.
• Durability: intervention capability to withstand the level of heat and remain useful

without requiring additional maintenance after extreme weather events throughout
the service life.

3. Mathematical Models of MCDMs

Eight different MCDMs and seven normalization methods were computed for deciding
the UHS mitigation intervention. Additionally, the AHP was also applied for calculating
the weightage of criteria. The procedure and key equations of methods are given in Table 1.
Mathematical formulas of applied normalized methods are presented in Table 2.
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Table 1. Key equations of MCDMs used in this study.

MCDM Steps Reference

TOPSIS: Technique for Order
Preference by Similarity to

Ideal Solutions

Step 1: make decision matrix

[29]

Step 2: normalize decision matrix
Step 3: weighted normalized decision matrix

rij: normalized decision matrix
Vij = wjrij

wj: weight of the Jth criteria (attribute)
Condition ∑n

j=1 wj = 1
Step 4: ideal best V+

j and ideal worst V−
j values

If beneficial criteria:
V+

j = max
i

(
vij

)
= max

{
vij, i = 1, . . . , m

}
If cost criteria:

V+
j = min

i

(
vij

)
= min

{
vij, i = 1, . . . , m

}
Step 5: Calculate the distances of each alternative from the positive ideal

solution and the negative ideal solution

S±
i =

√
n
∑

j=1

(
Vij − V±

j

)2

Step 6: Calculate the relative closeness to the ideal solution (performance score)

Ri =
S−

i
S+

i +S−
i

Step 7: Ranking the best alternative

ELECTRE(NI-NS): Elimination
and Choice Expressing Reality

Step 1: make decision matrix

[30]

Step 2: normalize decision matrix
Step 3: weighted normalized decision matrix

vij = R × W =

∣∣∣∣∣∣∣∣
r11 · W1 r12 · W2 K r1n · Wn
r21 · W1 r22 · W2 K r2n · Wn

K K K K
rm1 · W1 rm2 · W2 K rmn · Wn

∣∣∣∣∣∣∣∣
Step 4: concordance and discordance interval sets

Cab =
{

j | vaj ≥ vbj

}
Dab =

{
j | vaj < vbj

}
= J − Cab

Step 5: calculation of the concordance interval matrix
Cab = ∑

j∈C ab

Wj

C =

∣∣∣∣∣∣∣∣∣
− c(1, 2) . . . c(1, m)

c(2, 1) − . . . c(2, m)
...

...
...

...
c(m, 1) c(m, 2) . . . −

∣∣∣∣∣∣∣∣∣
Step 6: Determine the concordance index matrix

−
c = ∑m

a=1 ∑m
b c(a,b)

m(m−1)

e(a, b) = 1 if c(a, b) ≥ −
c

e(a, b) = 0 if c(a, b) <
−
c

Step 7: Calculation of the discordance interval matrix

d(a, b) =
max
j∈Dab

∣∣∣∣Vaj − Vbj

∣∣∣∣
max
j∈Jmn

∣∣∣∣Vaj − Vbj

∣∣∣∣
D =

∣∣∣∣∣∣∣∣∣
− d(1, 2) . . . d(1, m)

d(2, 1) − . . . d(2, m)
...

...
...

...
d(m, 1) d(m, 2) . . . −

∣∣∣∣∣∣∣∣∣
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Table 1. Cont.

MCDM Steps Reference

Step 8: determine the discordance index matrix
−
d = ∑m

a=1 ∑m
b d(a,b)

m(m−1)

f (a, b) = 1 if d(a, b) ≤
−
d

f (a, b) = 0 if d(a, b) >
−
d

Step 9: calculate the net superior and inferior value
Ca: net superior

Ca =
n
∑

b = 1
C(ab) − n

∑
b = 1

C(ba)

da: net inferior

da =
n
∑

b = 1
d(ab) − n

∑
b = 1

d(ba)

Step 10: select the best alternative choose highest value of net superior (Ca )
and lowest value of net inferior (da )

PROMETHEE: This method
utilizes a preferential function to
drive the preference difference

between alternative pairs.

Step 1: decision matrix

[31]

Step 2: normalized the decision matrix
Step 3: deviation by pairwise comparison

dj(a, b) = Rj(a)− Rj(b)
Step 4: preference function
pj(a, b) = 0 if dj(a, b) ≤ 0

pj(a, b) = dj(a, b) if dj(a, b) > 0
Step 5: multi-criteria preference index

pij(a, b) = ∑n
j=1 p(a, b)Wj

Step 6: positive and negative outranking flows (a �= b )
φ+(a) = 1

m−1 ∑n
b=1 pi(a, b)

Step 7: net flow
φ = φ+ −φ−

Step 8: Ranking the best alternative by using highest value of net flow

VIKOR: multi-criteria
optimization and compromise

solution which focuses on
ranking and selecting from a set
of alternatives in the presence of

conflicting criteria.

Step 1: Determine the objective and identify the pertinent evaluation attributes.

[32]

Step 2: normalized decision matrix f
Step 3: Find best and worst

Best:
f+j =

(
fij

)
max

= max
i

(
fij

)
Beneficial attribute

f+j =
(

fij

)
min

= min
i

(
fij

)
Non beneficial attribute

Worst:
f−j =

(
fij

)
min

Beneficial attribute

f−j =
(

fij

)
max

Non beneficial attribute

Step 4: utility measure Si and regret measure Ri

Si =
n
∑

j=1
wj

[
f +j − ( fij)
f +j − f −j

]
Ri = max

j

{
wj

[
f +j − ( fij)
f +j − f −j

]}
Step 5: calculate the value of Qi

Qi = v
[

Si−(Si)min
(Si)max−(Si)min

]
+ (1 − v)

[
Ri−(Ri)min

(Ri)max−(Ri)min

]
v = 0 . . . 1 generally taken as 0.5

Step 6: ranking the best alternative with lowest value of Qi
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Table 1. Cont.

MCDM Steps Reference

MOORA: Multi-Objective
Optimization on the Basis of

Ratio Analysis

Step 1: The alternatives and attributes values in the decision matrix:

[33]

Step 2: Normalize decision matrix
Step 3: positive and negative effects:

maximization for beneficial criteria, minimization for non-beneficial (cost)

ybi =
g
∑

j=1
x∗ijwj

ynbi =
n−g
∑
j

x∗ijwj

g is the number of criteria to be maximized
n − g is the number of criteria to be minimized

x∗ij is normalized decision matrix
Step 4: determine the weighted assessment value

yi = ybi − ynbi

yi =
g
∑

j−1
x∗ijwj −

n−g
∑

j=1
x∗ijwj

Step 5: ranking the best alternative
Where alternative has the 1st rank with highest value of yi

WSM: Weighted Sum Method

Step 1: make decision matrix.

[34]

Step 2: normalized decision matrix
Step 3: weighted normalized decision matrix

rij: normalized decision matrix
v(i, j) = r(i, j).w(j)

Step 4: weighted sum

ws(i) =
n
∑

j=1
v(i, j)

Step 5: ranking the best alternative

WPM: Weighted Product Method

Step 1–3: same as WSM
Step 4: weighted product

wp(i) =
n
∏
j=1

v(i, j)

Step 5: ranking the best alternative

AHP

Step 1: Pair-wise comparison matrix of criteria or alternatives

P(i) =
n
∏
j=1

A(i, j)

Pn(i) = (P(i))1/N

Pn(i) =

(
n
∏
j=1

A(i, j)

)1/N

sp =
m
∑

i=1
Pn(i)

Step 2: Criteria weights or alternatives scores:
w(i) = Pn(i)/sp

Step 3: Calculate consistency
w(i) = w(j), where n = m size of A matrix

v(i, j) = x(i, j).w(j)
Step 4: calculate weighted sum value:

sw(i) =
n
∑

j=1
v(i, j)

Step 5: calculate consistency error
R(i) = sw(i)/w(i)

λ
m
∑

i=1
R(i)/mmax

CI = λmax−n
n−1

For n = 4, Ri = 0.9
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Table 2. Mathematical formulas of different normalization methods.

Normalization Abbreviation Beneficial Non-Beneficial

Linear

LN-i Xij =
Xij

Xmax
j

Xij = 1 − Xij
Xmax

j

LN-ii Xij =
Xij

Xmax
j

Xij =
Xmin

j
Xij

LN-max-min Xij =
Xij−Xmin

j

Xmax
j −Xmin

j
Xij =

Xmax
j −Xij

Xmax
j −Xmin

j

LN-Sum Xij =
Xij

∑m
i=1 Xij Xij =

1
Xij

∑m
i=1(

1
Xij

)

Enhanced accuracy EAN Xij = 1 − Xmax
j −Xij

∑m
i=1

(
Xmax

j −Xij

) Xij = 1 − Xij−Xmin
j

∑m ∑
i=1 (Xij−Xmin

j )

Logarithmic LnN Xij =
lnXij

ln(Πm
i=1Xij) Xij = 1 −

1− lnXij
ln(Πm

i=1 Xij )

m−1

Vector VN Xij =
Xij√

∑m
i=1 X2

ij

Xij = 1 − Xij√
∑m

i=1 X2
ij

4. Research Methodology

The collection of human perspectives is the first step for implementing any MCDM.
The survey was distributed with the explanation of the purpose of the study. Participants
were asked to participate in quantitative judgment using the linguistic scale, shown in
Figure 2, to assess the importance of criteria and the performance of alternatives (interven-
tions) for UHS mitigation. The experts belonged to academics in the field of urban climate.

Figure 2. Linguistic scale for rating the importance of criteria and performance of alternatives.

The collected questionnaires were checked, and assessments that contained inconsis-
tencies were discarded and not used for further analysis. After this quality check, it was
observed that 25 ratings could be useful. These judgments were aggregated using geometric
means and then MCDMs, such as ELECTRE-NS, ELECTRE-NI, MOORA, PROMETHEE,
TOPSIS, VIKOR, WPM, and WSM, were applied to prioritize the UHS mitigation alterna-
tives (A1, A2 . . . ). These methods were implemented in two ways: stand-alone, where
direct criteria weights were used, and coupled with AHP (criteria weights calculated by
AHP using the judgment matrix shown in Table 3). Seven different normalization methods
were used for the simple application of MCDMs (stand-alone). The research methodology
is shown in Figure 3.

Table 3. Criteria weight matrix by AHP.

Criteria Cost Efficiency Durability Environment Impacts

Cost 1 2 3 2

Efficiency 1/2 1 2 1

Durability 1/3 1/2 1 1/2

Environment 1/2 1 2 1
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Figure 3. Research methodology.

The inputs for criteria and alternatives using the linguistic scale 1–10 was used, where
high value of scale represents the high importance; for example, cost is a non-beneficial
criterion, and in the case of shades the score was 8, which means it is very expensive, but
the durability score was 5, which means that sometimes shades require maintenance after
windstorms. All inputs were formulated in the decision matrix shown in Table 4, where
criteria weights are given by direct method for the stand-alone application, and criteria
weights are calculated by AHP for the combined approach by using the related formulas in
Table 1.

Table 4. Decision matrix.

Direct weightage 0.45 0.15 0.20 0.20

Weightage by AHP 0.42 0.23 0.12 0.23

Interventions/Criteria Cost Efficiency Durability Environment Impacts

Water features 6 4 4 5

Surfaces 5 4 5 3

Green walls 7 6 6 7

Trees 4 7 8 8

Shades (shelter canopies) 8 4 5 2

NB B B B

5. Results

5.1. Comparative Analysis of Normalization Methods for Applied MCDM

The results show that the logarithmic normalization method had no impact on the
ranking results calculated by the applied MCDMs (except for ELECTRE and VIKOR) when
compared to other normalization methods. In contrast, the same ranking was observed in
PROMETHEE and WSM results using all normalization techniques. Table 5 shows the con-
sistency of similar ranking results using MCDMs under different normalization techniques.
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Table 5. Comparative analysis of normalization methods.

Name Results Consistency

LN-i ELE-NS, ELE-NI, PROMETHEE, WSM

LN-ii ELE-NS, ELE-NI, PROMETHEE, WSM

LN-max-min ELE-NS, PROMETHEE, WSM

EAN ELE-NS, PROM, WSM, WPM

LnN WSM, WPM, TOPSIS, PROMETHEE, MOORA

VN WSM, PROMETHEE, ELE-NS

LN-Sum WSM, PROMETHEE, ELE-NS, ELE-NI

5.2. Priority Ranking

The priority ranking for the selection of heat resilience interventions were calculated
by using direct and AHP criteria weights. The ranking results obtained by stand-alone
MCDM using LnN and AHP-MCDM are shown in Tables 6 and 7, where alternative A1 is
water feature, A2 is surfaces, A3 is green wall, A4 is trees, and A5 is shades, respectively.

Table 6. Rank calculated using MCDMs with LnN method for normalization.

Methods
Alternatives/Interventions Priority Results

A1 A2 A3 A4 A5

1—ELE-NS 3 5 1 2 4

2—ELE-NI 4 5 1 3 2

3—MOORA 2 3 4 1 5

4—PROMETHEE 4 5 1 2 3

5—TOPSIS 3 2 4 1 5

6—VIKOR 2 3 5 1 4

7—WPM 4 5 1 2 3

8—WSM 4 5 1 2 3

Table 7. Rank calculated by AHP-MCDM.

Methods
Alternatives/Interventions Priority Results

A1 A2 A3 A4 A5

1—ELE-NS 4 5 1 2 3

2—ELE-NI 3 4 1 2 5

3—MOORA 3 4 2 1 5

4—PROMETHEE 3 4 2 1 5

5—TOPSIS 3 4 2 1 5

6—VIKOR 3 2 4 1 5

7—WPM 3 4 2 1 5

8—WSM 3 4 2 1 5

5.3. Ranking Frequency Error of Stand-Alone MCDMs and AHP-MCDMs

The obtained ranking results were showing frequency errors when comparing each
applied method, which could mislead the decision. This problem was solved by evaluat-
ing the frequency of the same rankings. The pairwise frequency error was calculated by
Equations (1) and (2). The sum of the standard deviation defines the frequency error and
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assist to observe the variation in decision by applying different MCDMs using the same
judgments. The method aims to check the consistency of the results and to evaluate the
reliability of outcomes. The ends results are shown in the pairwise matrices in Table 8.

Eij =

√√√√ 5

∑
k=1

(
AkMi

− AkMj

)2
(1)

Ej = ∑8
i=1 Eij (2)

where: i = no of rows, j = no of columns, k = no of alternatives, M = no of methods,
A = ranking result of alternative, and Ej = sum of the variation in ranking results.

Table 8. Pairwise comparison of frequency error matrix.

Ranking Frequency of Standalone MCDM

ELE-NS ELE-NI MOORA PROMETHEE TOPSIS VIKOR WPM WSM

ELE-NS 0 2.45 4 1.41 4.47 4.69 1.41 1.41

ELE-NI 2.45 0 5.48 1.41 5.66 5.66 1.41 1.41

MOORA 4 5.48 0 4.69 1.41 1.41 4.69 4.69

PROMETHEE 1.41 1.41 4.69 0 4.90 5.10 0 0

TOPSIS 4.47 5.66 1.41 4.90 0 2 4.90 4.90

VIKOR 4.69 5.66 1.41 5.10 2 0 5.10 5.10

WPM 1.41 1.41 4.69 0 4.90 5.10 0 0

WSM 1.41 1.41 4.69 0 4.90 5.10 0 0

Sum 19 23.48 26.37 17.5 28.24 29.06 17.5 17.5

Ranking Frequency of AHP-MCDM

ELE-NS ELE-NI MOORA PROMETHEE TOPSIS VIKOR WPM WSM

ELE-NS 0 2.45 2.83 2.83 2.83 4.90 2.83 2.83

ELE-NI 2.45 0 1.41 1.41 1.41 3.74 1.41 1.41

MOORA 2.83 1.41 0 0 0 2.83 0 0

PROMETHEE 2.83 1.41 0 0 0 2.83 0 0

TOPSIS 2.83 1.41 0 0 0 2.83 0 0

VIKOR 4.90 3.74 2.83 2.83 2.83 0 2.83 2.83

WPM 2.83 1.41 0 0 0 2.83 0 0

WSM 2.83 1.41 0 0 0 2.83 0 0

Sum 21.5 13.24 7.07 7.07 7.07 22.79 7.07 7.07

6. Discussion

The applied MCDMs were analyzed by considering three criteria in negative and
positive attributes (presented in Table 9) which are:

• Normalization: Positive evaluation is performed for MCDMs that gives the same
results under different normalization techniques, where variations in results are taken
as negative.

• MCDM Frequency: similar ranking results obtained by stand-alone MCDMs are as-
sessed as positive, and high variations are considered as negative.

• AHP-MCDM Frequency: this criterion is used to investigate the impact of coupling
AHP with applied MCDMs, where positive and negative signs show the decrease and
increase in frequency variation of final ranking results, respectively.
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Table 9. Comparative analysis of MCDM.

Methods

Assessment

Normalization
Frequency Error

MCDM AHP-MCDM

TOPSIS - - +

MOORA - - +

PROMETHEE + + +

WPM - + +

WSM + + +

VIKOR - - +

ELE-NS + + -

ELE-NI - - +

The frequency error in the ranking results is illustrated in Figure 4, which shows that
AHP helps to reduce the irregularity of the final ranking due to the pairwise subjective
judgment for calculating criteria weights, which makes more reliable results in decision-
making. It is compatible to combine with all the methods except ELECTRE-NS. The
increased frequency error in ranking was noticed when the ELECTRE-NS model was
coupled with the AHP. It was observed that WSM and PROMETHEE were not affected
using any normalization techniques and gave the same ranking, which proves that they
are the most reliable methods. Moreover, TOPSIS, MOORA and VIKOR models provided
improved results after coupling, but the different normalization techniques could affect the
final outcome.

0
5
10
15
20
25
30
ELE-NS

ELE-NI

PROMETHEE

TOPSIS

VIKOR

WPM

WSM

MOORA

MCDM AHP-MCDM

Figure 4. Graph of calculated error in pairs.

Based on provided judgments (Table 4), the priority ranking obtained from the majority
of the MCDMs showed that planting trees in the urban area was an effective cooling strategy
that provides shade, improves air quality, and gives good cooling in certain areas where
green walls improve indoor and outdoor air temperature. Additionally, the green walls
enhance the aesthetics of the property. The watering method to wet the streets in the
summer, planting grass on the surfaces, and water features such as fountains provides the
limited cooling extent and requires extra care. While artificial shadings are expensive to
install in hotspots, there was no co-benefit associated with this intervention.
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7. Conclusions

This study was performed for the selection of intervention to mitigate outdoor UHS
by applying multiple MCDMs. Eight different well known and classical techniques were
computed to evaluate the priority ranking of interventions. A major concern with decision-
making is that different MCDM methods provide different results for the same problem.
For reliability of the outcomes, a comparative study was conducted on the basis of three
criteria, which were (i) influence of normalization techniques, frequency of similar ranking
results by (ii) stand-alone MCDMs, and (iii) AHP-MCDM application. It was observed that
PROMETHEE and WSM were reliable methods in this field among other applied MCDMs,
namely, MOORA, WPM, ELECTRE-NS, ELECTRE-NI, TOPSIS, VIKOR, which are sensitive
methods and, due to variations, these MCDM models provided different priority results.
Additionally, the LnN was a more reasonable normalization technique, and it provided
similar rankings in the majority of applied MCDMs. It was noticed that the coupling of
AHP helped to minimize the frequency error through the pairwise method for criteria
weights, which increased the reliability of the decision.

In this study, the priority of green walls and trees is an arbitrary output of decision
makers. The ranking obtained on the parameters was not a general rule, and this pro-
cedure was carried out to check the reliability. The results were entirely based on the
terrain, the perspectives, characteristics of the pilots, climatic conditions, and inputs of
the decision-makers.

The improved frequency of consistent results by AHP-MCDM revealed that the rank-
ing results mainly depended on the nature and the values of the criteria. The reasonable
disagreement that was observed among the methods did not affect their reliability. As
a result, MCDM models proved generally very effective for dealing with UHS problems
before their implementation and selection of the best ones.

However, a possible limitation of this work is that this comparative conclusion is
based only on the evaluation of ranking errors. Future works are to extend the experiment
with more MCDM models and to perform sensitivity analysis to confirm that the results
would not change.

Author Contributions: The paper was a collaborative effort between the authors. A.M.Q. and A.R.
contributed collectively to developing the methodology of this study, analysis, development of HVI
and the manuscript preparation. All authors have read and agreed to the published version of
the manuscript.

Funding: This paper has been produced within the COOL-TOWNS (Spatial Adaptation for Heat
Resilience in Small and Medium Sized Cities in the 2 Seas Region) project which receives funding
from the Interreg 2 Seas programme 2014–2020 co-funded by the European Regional Development
Fund under subsidy contract N◦ 2S05-040.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

AHP Analytic hierarchy process
EFDM Enhanced fuzzy Delphi method
FDEMATEL Fuzzy decision-making trial and evaluation laboratory
SMCE Spatial Multi-Criteria Evaluation
NI Net inferior
NS Net superior
SWOT Strength weakness opportunities and threat
DEA Data envelopment analysis
PROMETHEE Preference Ranking Organization Method for Enrichment Evaluation
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VIKOR Viekriterijumsko Kompromisno Rangiranje
MOORA Multi-Objective Optimization Ratio Analysis
MCDA Multi Criteria Decision Analysis
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Abstract: A promising direction in developing up-to-date transport vehicles is the use of transmis-
sions, an essential element of which is a dual-clutch. Improving functional performance, energy
efficiency, and environmental friendliness are relevant and require appropriate research. The object
of study is a dry dual-clutch working with a manual transmission with high energy efficiency. In the
proposed design scheme, a rotary lever and a movable carriage can change the structural diagram of
the force interaction between the pressure spring and the clutch discs. The developed mathematical
model of the clutches control mechanism allowed for analyzing the process of controlling the dual-
clutch transmissions (DCT) and obtaining functional dependencies between pushing forces in friction
pairs and the carriage position. As a result, a method for synthesizing DCT was proposed to ensure
the transmission of a given torque. Furthermore, it was determined and numerically proven that
the same radial movement of the carriage when switching-on the clutches does not guarantee equal
loading for the frictional discs of each clutch. This fact increases the uneven dynamics of torque and
disc wear. Overall, the synthesis of the energy-saving dry dual-clutch control mechanism providing
the same clutch margin for each clutch was developed. The method can be generalized and applied
to designing dry dual-clutch transmissions for machines of various purposes.

Keywords: robotic transmission; transport vehicle; dual-clutch transmission; torque; clutch margin;
process innovation; energy efficiency

1. Introduction

One of the essential elements of the transmission is a clutch. With the development
of transmission designs, it becomes necessary to develop new clutches and control sys-
tems. They should increase the vehicle and the transmission elements resource, positively
influence dynamics and performance, and control and operation energy efficiency.

DCT has advantages in manufacturing, operating, and maintenance costs. They work
without interruption in power flow or can switch clutches rapidly. Unlike traditional design
schemes, existing automatic transmissions use closed clutches. They require permanent
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energy consumption when changing switches and maintaining the frictional pairs of one of
the clutches in the closed position.

In DCT, opening one clutch and closing the second one occurred in a reduced or
overlapped time. Thus, gear shifting is ensured with no interruption in power flow. This
significantly reduces gearshift time, improves acceleration dynamics, and reduces fuel
consumption and emissions to the environment.

One of the ways to improve such clutches is to reduce the energy consumption for
control while ensuring reliable transmission of the required torque and safety indicators.
Studies of the energy-saving dry clutch control mechanism allow recommending rational
choice and a unification of the designs while ensuring the proper functioning of the drive
and control system.

Recently, significant progress has been reached in the development of transmissions.
Particularly, the number of speeds has been increased, the range of gear ratios has been
extended, and the gearshift rate has been raised [1].

Electric drives are permanently expanding in response to tightening emission control
regulations and urgent fuel economy requirements in automotive transmissions. As a result,
integrating electric drives [2] into conventional transmissions occurs. Such an approach
simplifies modular designs and the production of transmissions. However, it does not
solve the problems of developing and improving the mechanical parts of transmissions.

Improving transmissions involves researching dry clutches related to vehicle dynam-
ics [3–9], reliability [10], clutch architecture [5], durability, noise, switching strategy, and
control technology, as well as energy efficiency and comfort [11]. The importance of dry
clutch control was previously discussed in refs. [12–14].

Based on the models of workflows in dry clutches, several control algorithms have
been proposed: optimal control [15], branched control [16], adaptive control [17], control
based on fuzzy logic [8], robust control [18], combined management strategy [19], and
predictive control [5]. Notably, effective clutch control requires developing a mathematical
model for torque transmission with a minimum deviation from the actual process [20–23].
In ref. [4], a detailed analysis of the dry clutch architecture was carried out, allowing one to
understand the main phenomena affecting torque transmission by friction forces. However,
the literature does not provide enough information on the justification and analysis of
DCT’s design schemes with reduced energy costs for control, functional features, and
rational selection of types and parameters for drives and actuators.

The clutch design is mainly based on the types of transmission and gearbox [24].
Nowadays, a number of vehicles are equipped with preselective gearboxes. Based on the
positive effects of their application, a rational choice of a gearbox is realized [25]. Moreover,
preselective transmissions are structurally simpler, have higher energy efficiency, and do
not need to be repaired by highly qualified specialists. Using a dry dual-clutch eliminates
the need to use expensive components and materials from the hydraulic system. During
the operation of DCT, the switched-off multi-plate wet clutch creates additional resistance
due to the difference in the angular velocities of the driving and driven discs.

Ref. [26] is devoted to shifting gears with friction clutches in the transmissions of
wheeled and tracked vehicles. It analyzes the gear-shifting process with and without
interruption of the power flow. However, more attention should be paid to investigating
the properties of dry DCTs with reduced energy consumption for control.

The dynamic behavior of automotive dry clutches depends on the friction characteris-
tics of the contact between the material of the friction lining, the flywheel, and the pressure
disc when the clutch is engaged [27,28]. When switched on, the friction causes contact
heat due to high interphase sliding and relatively high contact pressures. This affects the
behavior of the material and the related frictional characteristics [29].

One of the critical problems in designing DCT is clutch durability. When the tempera-
ture is exceeded in dry clutches, the friction lining begins to suffer irreversible damage. For
a dry DCT, a thermal model should be developed to predict parameter changes. In this
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regard, it is essential to compare experimental and theoretical results in the contact pressure
and wear distribution [30]. However, only a single-clutch transmission was considered.

Overall, parameters and the design scheme of the mechanism that ensure the compres-
sion of the friction pairs and the control system predominantly affect the pressure force
and the switching-on/off time for each clutch.

Due to the mentioned above, the research aims to analyze the operational process
and evaluate the impact of the parameters of the dry DCT’s control mechanism with high
energy efficiency on changing the force. Simultaneously, the synthesizing parameters of
the control mechanism should ensure uniform clutch margins for each clutch.

2. Materials and Methods

2.1. The Design Model

The energy efficiency of drive control for DCTs of different designs was analyzed. A
comparison with the original DCT with reduced control costs was also carried out. As a
result, it was determined that the proposed transmission [31] requires energy only when
starting the vehicle and shifting gears (Figures 1 and 2).

 

(a) (b) 

Figure 1. 3D model of the DCT: (a)—general view; (b)—cross-sectional view.

 

Figure 2. The original DCT design: 1—casing; 2—flywheel; 3—platter; 4,5—driven discs; 6, 7—shafts;
8—pressure plate; 9—drive mechanism; 10—additional disc; 11—pressure springs; 12—elements;
13, 18—holes; 14, 16, 19—hinges; 15—rotary stops; 17, 25—levers; 20—movable supports;
21–23—rollers; 24—clamps; 26, 27—surfaces; 28—inclined grooves.
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DCT contains casing 1 (mounted on the engine’s crankshaft through the leading
flywheel 2), platter 3, driven discs 4 and 5 (mounted on splines on coaxially located main
shafts 6 and 7), and shift drive mechanism 9. Flywheel 2 (used as drive disc), platter 3, and
casing 1 are rigidly interconnected in the axial direction along the periphery, forming the
driving elements of the clutches.

Between platter 3 and casing 1, additional disc 10 is installed in the axial direction. It
is loaded with pressure springs 11 and moved through elements 12 with the possibility
of interaction with holes 13. On an additional drive 10, from the platter side in the radial
direction, stops 15 are fixed with hinges 14. They can rotate in radial planes. The ends of
swivel stops 15 are connected with levers 17 from the periphery of the discs (in a horizontal
plane) with hinges 16. The last ones (passed through holes 18 in platter 3 through hinges
19) are fixed on pressure plate 8. This plate has a possibility of forced axial movement.

The second free end of the rotary stops 15 interacts with movable supports 20. These
supports are made as carriages with rollers 21, 22, and 23, placed between stops 15 and
platter 3. The pair of rollers 21 and 22 on carriages can interact with clamps 24. Movable
supports 20 are pivotally connected to drive mechanism 9 for switching clutches through
levers 25.

The designed DCT operates as follows. In the switched-off (neutral) position, tdrive
mechanism 9 is installed in such a way that the supports 20 are fixed in the middle position,
excluding the rotation of stops 15 in the radial planes. Driven discs 4 and 5 do not interact
with the leading flywheel 2, pressure plate 8, and platter 3. Main shafts 5 and 6 of even
and odd gears rotate freely through driven discs 3 and 4 without transmitting torque from
the engine.

When switching on the 1st clutch (Figures 2 and 3), drive mechanism 9 is installed in
such a way that the supports 20 move from the periphery of the discs to the rotation axis
of the shafts through levers 25. In this case, support 20, overcoming the resistance of the
clamps 24, moves along surface 27. It is installed in a fixed position, where torque occurs
between hinges and rollers 23.

Additional disc 10 moves in the axial direction towards support disc 8 under the action
of springs 11. Stops 15 transmit the pushing force to levers 17, turning on hinges 14 through
hinges 16. Levers 7 transmit the force to pressure plate 8 through hinges 19. Pressure plate
8 acts on the driven disc 4 and flywheel 2. The friction pairs circuit for the 1st clutch closes.
As a result, torque from the engine is transmitted to the input shaft 6 of the gearbox through
drive flywheel 2, pressure plate 8, and drive plate 4.

When the 1st clutch is switched off, drive mechanism 9 is set to a position in which
stops 20 moves to the periphery of the discs (Figures 2b and 3b). In this case, rollers 21
and 22 move along surface 27, overcoming the resistance of clamps 24. These rollers are
installed in a fixed position. However, rollers 23 are mounted on the same horizontal axis
as hinges 14 of swivel stops 15 and pressure springs 11. Additional disc 10 moves in the
axial direction away from support disc 3, overcoming the resistance of springs 11. Stops 15
transmit the pulling force to levers 17, turning on hinges 14 through hinges 16. Levers 17
transmit the force to pressure plate 8 through hinges 19. Pressure disc 8 opens the power
circuit, stopping interaction with driven disc 3. As a result, the torque transmission from
the engine to shaft 6 of the even rows of the gearbox stops.

When the 2nd clutch is switched on (Figures 2c and 3c), mechanism 9 is located in
such a way that stops 20 moves to the periphery through levers 25. In the rotary stops 15,
inclined grooves 28 are made to ensure free movement of the levers 25. As a result, the
contact of rollers 23 is ensured along one initial plane of stops 15. In this case, support
20 moves along surface 26, overcoming the resistance of clamps 24. Torque occurs between
the axes of hinges 14 and rollers 23. Additional disc 10 moves in the axial direction towards
support disc 3 under the action of compression springs 11. Stops 15 transmit the pulling
force to levers 17, turning on hinges 14 through hinges 16. Levers 17 transmit the force
to pressure plate 8 through hinges 19. Pressure disc 8 closes the power circuit, acting on
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driven disc 5 and platter 3. As a result, torque from the engine is transmitted to shaft 7
through pressure plate 8, driven disc 5, and support disc 3.

 
 

(a) (b) 

 
(c) 

Figure 3. Positions of the movable carriage of the control mechanism: (a)—neutral position; (b)—1st
clutch; (c)—2nd clutch; a—length determining the position of the carriage under switched-on 2nd
clutch, b—length determining the position of the carriage under switched-off 1st and 2nd clutches,
c—length determining the position of the carriage under switched-on 1st clutch.

When the 2nd clutch is switched off, mechanism 9 is set to a position in which stops
20 move from the periphery of the discs to the center through levers 25 (Figure 3a). Rollers
21 and 22 move along inclined conical surface 26, overcoming the resistance of clamps 27.
These rollers are installed in a fixed position. Rollers 23 are mounted on the same axis of
horizontal hinge 14. The additional disc 10 is pushed into holes 13 of casing 1 through
protrusions 12, overcoming the resistance of compression springs 11. They also move
axially away from platter 3. In this case, stops 15 transmit the pushing force to levers 17,
turning on hinges 14 through hinges 16. Levers 17 transmit the force to pressure plate 8
through hinges 19. Pressure disc 8 stops interacting with driven disc 5 and opens the circuit.
As a result, the torque transmission from the engine to shaft 7 stops.
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2.2. The Mathematical Model

A design model of the clutch shift mechanism is proposed to analyze the effect of
DCT’s carriage movement on clutch margins (Figure 4).

 

 

 

 

 

(a) (b) (c) 

Figure 4. The original DCT: (a)—the design scheme; (b)—1st clutch; (c)—2nd clutch.

The maximum engine torque, the clutch margin, and the number of friction pairs
determine the required compression force Q for the clutch friction pairs. The clutch margin
for the light vehicle is β = 1.2, 1.7–2.0 for all-terrain vehicles and 3.0 for heavy machinery.
The calculation conditionally considers a single rotary lever and pressure spring. However,
the number of levers can reach 3–4, and the number of springs can reach 18–42, depending
on the transmitted engine torque.

The total pressing force Fnp is summarized by all the pre-compressed springs. It is
conventionally attached to the clutch swing lever NP, which is connected to the clutch
pressure plate via trailing lever NM at point M. When moving the carriage from position
G0 to positions G1 and G2, the pressure plate moves from position M to positions M1 and
M2 (Figure 3a). The action line of the total force Q coincides with the lever NM. It is also
located at a distance L from the pressure spring line of action.

The coordinate system XOY is used to study the clutch operation. The axis OX is
directed along the compression spring action line. The axis OY is directed along the swivel
disc in its neutral position ON0. The full switch-on of the clutch is considered. Vertical
lines M1 and M2 determine the extreme positions of the friction pressure plates for the
switched-on 1st and 2nd clutch, respectively, with coordinates xM1 and xM2.

A pre-compressed pressure spring is used to provide the required force Q. The pro-
posed design scheme allows determining dependencies between the force Qj (j = 1, 2) on
the pressure plate and force Fnpj of the clutch pressure spring when switching on the 1st
(Figure 3b) and the 2nd (Figure 3c) clutch, so during vertical movement of the carriage
from the neutral position G0 to working positions Gj by the distance of ΔKj (Figure 3a).

The equilibrium condition of the j-th lever relative to the reference point Gj is as follows:

ΣMGj(F) = 0, (1)

or for the cases of switching on the 1st and the 2nd clutches, respectively:

Fnp1ΔK1 = Q1(L + ΔK1); Fnp2ΔK2 = Q2(L − ΔK2). (2)
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from which the following expressions can be obtained:

Q1 =
Fnp1ΔK1

L + ΔK1
=

Fnp1

γ1 + 1
; Q2 =

Fnp2ΔK2

L − ΔK2
=

Fnp2

γ2 − 1
; (γ2 > 1), (3)

where the following parameter is introduced:

γj =
L

ΔKj
. (4)

Formula (3) shows that the inequality Fnp1 > Fnp2 ensures equal forces on the pressure
disc (Q1 = Q2 = Q) in the case of similar carriage movements. To fulfill this condition, the
design schemes in Figure 5 are considered.

 

(a) (b) 

Figure 5. The design schemes of the switched-on DCT: (a)—1st clutch; (b)—2nd clutch.

When the support carriage G is moved to position Gj, the support lever rotates under
the force Fnpj from the pressure spring at point Pj. This fact provides the required compres-
sion force Qj of the clutch friction pairs. For this case, pressure spring forces on the platter
surface will be as follows:

Fnpj = np
(
Δ0 − Δj

)
, (5)

where cnp—compression spring stiffness [kN/mm]; Δ0—spring pre-deformation [mm]
for the neutral position of the carriage (when clutches are switched off); Δj—additional
deformation of the pressure spring when turned on the j-th clutch (from Figure 4, Δ1 = OP1,
Δ2 = OP2). Particularly, after switching on the 1st clutch (Figure 4), the rotary lever reaches
the position NjGj, where xN1 = –z1. Gap neglecting zc1 occurs for the freewheel, and elastic
deformation of friction linings equals zy1. Therefore, z1 = zc1 + zy1.

Assuming that the lever NjGj does not deform, the following geometric expression
can be written:

Δj = ΔKjtgαj, (6)

where αj—j-th lever angle [deg], determined from the equation:

L sin αj = zj¯1j + 1ΔKjtgαj. (7)

Thus, Equation (5) can be rewritten as follows:

Fnpj = np
[
Δ0 − ΔKjtgαj

]
. (8)

The dependencies (1)–(8) allow studying the switching-on clutches in the DCT.
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3. Results

Figure 6 shows the effect of carriage displacement ΔK on the force Fnpk in the pressure
spring and the force Qk on the pressure disc when switching on the k-th clutch.

 
Figure 6. Dependencies of forces Qk and Fnpk [kN] on the pressure disc (1,2) and spring (3,4) on the
vertical movement Δ [mm] of the carriage: 1—Fnp1; 2—Q1; 3—Fnp2; 4—Q2.

A dry clutch is considered a test case for simulating the DCT workflow. This clutch
is widely used in the automotive and agricultural industries. It also has the following
parameters: L = 0.053 m, z1 = z2 = z = zc + zy, zc = 2.0 mm, zy = 0.8 mm, c = 950 kN/m,
Δ0 = 30 mm.

The analysis results presented in Figure 6 shows that the force on the pressure plate
will be different for a uniform vertical movement of the carriage ΔK (when switching
on the 1st and the 2nd clutches). Moreover, Q2 > Q1 and Fnp2 > Fnp1. In this case, Fnp1
changes insufficiently.

An increase in ΔK increases the difference Q21 = Q2—Q1 between forces on the pressure
disc and decreases the clutch margin. Notably, such a difference in the pressure disc also
increases but is lower. Hence, it is not possible to provide the same clutch margin. More-
over, equality Q1 = Q2 cannot be provided by choosing different carriage displacements
(ΔK1 �= ΔK2).

Therefore, to equalize the clutch margin, it is proposed to abandon the strictly vertical
movement of the carriage. It is also suggested to constructively realize an additional
horizontal movement of the carriage. In this case, to equalize forces QK1 and QK2, the force
QK1 should increase, and the force QK2 should be decreased. The corresponding change in
the position of points P1 and P2 of the carriage contact with the pressure spring can achieve
the last condition. In other words, the platter profile along which the carriage moves under
switching on/off the DCT should be changed.

In the proposed improved DCT design [32], rollers 21 and 22 move on the inclined
conical surfaces 26 and 27 of the support disc. The corresponding design schemes are
presented in Figure 7.
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(a) (b) 

Figure 7. Design schemes of the improved DCT: (a)—1st clutch; (b)—2nd clutch.

It is convenient to characterize the clutch operation when the k-th clutch is switched
on by changing the position of the rotary lever NkPk with the inclination angle αk. The
extreme positions of the friction pressure plates are conditionally marked by vertical lines
Mk. Point Nk of the rotary lever has the coordinate xMk = const.

The following dependencies determine the coordinates of characteristic points Nk and
Pk for the swivel disc:

Nk : xNk = (−1)kz; yNk = Lcosαk;
Pk : xPk = −(−1)j(Lsinαk − zk); yPk = 0,

(9)

where zk = |xMk|.
When the clutch is entirely switched on, gap neglect occurs, and the friction linings are

elastically deformed. Therefore, the initial position of the rotary lever (at the initial position
of the carriage G0) can be represented by levers ON10 and ON20. In this case, xN10 = xM1,
xN20 = xM2, and the initial inclination of the rotary disc is characterized by angles α10, α20.

At a specific position of the rotary lever, the carriage position is determined from the
following expressions:

G1 : xG1 = xP1 + ΔK1tgα1; yG1 = −ΔK1;
G2 : yG2 = −ΔK2; xG2 = xP2 − ΔK2tgα2,

(10)

where ΔKk—vertical movement of the carriage [mm].
The pressing force Qk of the friction pairs and the force Fnp1 from the pressure spring

(when the j-th clutch is switched on) are determined by Formulas (5)–(8).
The current deformation Δk of the pressure spring (the value of OPk) is determined by

the coordinate xPk. For the investigated clutch design (Figure 1b), under the switching-off
of the 1st clutch, the pressure spring is additionally compressed (Δ1 > 0). For the 2nd clutch,
the force in the pressure spring is decreased (Δ2 < 0). This fact increases the value of Q1
and decreases the value of Q2.

Figure 8 shows the impact of specified horizontal carriage displacement (considered
by the angle αk) with a vertical displacement of the carriage by Δk = ∓15 mm for the
considered case study.
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Figure 8. Dependencies of forces Qk [kN] on the lever rotation angle αk [deg]: 1—Q1; 2—Q2.

As the study results show, after considering the horizontal displacement of the carriage,
an increase in the angle αk (an increase in the value of |xGk|) decreases Q2 and increases Q1.
However, despite the previous design scheme when xGk = 0, the following equality Q2 = Q1
takes place under a specific value of the angle αc. Therefore, the problem of equality for the
clutch margins has been solved.

Figure 9 shows results on changes in the forces Q1(α1) and Q2(α2) on the pressure disc
at different values of vertical displacements of the carriage ΔK = 5–30 mm with a step of
5 mm.

 

Figure 9. Dependencies of Qk(αk) on the angle α [deg] for different displacements Δ [mm]: a—Q1;
b—Q2; 1—Δ = 5 mm; 2—Δ = 10 mm; 3—Δ = 15 mm; 4—Δ = 20 mm; 5—Δ = 25 mm; 6—Δ = 30 mm.

After applying the obtained results, it is possible to select the k-th position of the rotary
lever and, accordingly, the position of the support carriage, which provide equal friction
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coefficients (since Q1 = Q2) in the case of choosing similar vertical displacements of the
carriage (ΔK1 = ΔK2) when the clutches are switched on.

Particularly, ensuring equal forces on the pressure plate (Q1 = Q2 = 15 kN) under the
switched-on clutches 1 and 2 can be realized using the vertical movement of the carriage by
ΔK1 = ΔK2 = 20 mm (points A1, A2) or through vertical displacement by ΔK1 = ΔK2 = 25 mm
(points B1, B2). The levers’ positions (angles α1 and α2) are different in this case. This
complicates surface treatment technology for the platter on which the carriage moves and
the corresponding control system.

However, as the results show, this shortcoming can be overcome. Particularly, for the
chosen vertical movement ΔK of the carriage, the lever position (points Ci, I = 1, 2, . . . , 6)
can be determined to satisfy the following equalities: Q1(Ci) = Q2(Ci), α1(Ci) = α2(Ci) =α(Ci).
This case corresponds to equal ratios for the 1st and 2nd friction clutches. It also facilitates
the platter surface design on which the carriage moves.

Figure 10 shows the results for the dependencies between the forces difference
Q21 = Q2 − Q1 (on the pressure plate) and the corner α = α1 = α2 for some values of vertical
movements ΔK = ΔK1 = ΔK2 of the carriage.

 
Figure 10. Dependencies of Q21(α21) [kN] on the displacement Δ [mm]: 1—Δ = 5 mm; 2—Δ = 10 mm;
3—Δ = 20 mm; 4—Δ = 25 mm; 5—Δ = 30 mm.

When synthesizing the clutch control mechanism, based on the conditions ΔK = ΔK1 = ΔK2
for providing the equal position of the rotary lever (α1 = α2 = αc), the primary attention
should be focused on the results presented in Figure 11.

Based on the required loading QP for the clutch friction pair compression, values
for the carriage movement ΔK and the inclination angle αc should be chosen properly.
Such a rational choice allows for designing the clutch disc’s surface profile, providing
equal ratios for the 1st and 2nd clutches. The following case study illustrates this. Let the
required force QP = 11 kN be given, which corresponds to point A (Figure 11). Furthermore,
point B (on the curve Q) should be found, which corresponds to the vertical movement
ΔK1 = ΔK2 = ΔK = 20 mm of the carriage (point D). This point D allows determining point
C (on the curve αC) and the angle αc = 16◦ (point E).
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Figure 11. Dependencies of Q(ΔK) [kN] (1) and αc(ΔK) [deg] (2) on the displacement Δ [mm].

Suppose that according to the conditions of the task, it is required to change the force
QP. In that case, new values of ΔK and αc can be similarly determined, or the calculated
values ΔK = 20 mm and αc = 16◦ can be left (which correspond to the force Q* = 11 kN), but
the stiffness cnp of the pressure spring should be changed χ = Q*/QP times.

Remarkably, when choosing the vertical displacement ΔK of the carriage, the following
limits should be considered: ΔK2 < ΔK2max, where ΔK2max = Δzc + yK2max (Figure 12).

Figure 12. Limitation for the vertical displacement Δk2max [mm] of the carriage for different values of
the angle α [deg] when the 2nd clutch is switched-on (L = 53 mm and z = 2.8 mm).

The above recommendations are mainly related to ensuring the equal vertical move-
ment of the carriage (ΔK = ΔK1 = ΔK2) when switching on the clutch. However, there may
be other criteria for synthesizing the clutch control mechanism. Particularly, if there is a
need to ensure the equal displacement (S1 = S2) of the carriage, these displacements should
be determined as follows:

Sk = OGk =
√

x2
Gk

+ y2
Gk

, (11)

where xGk , yGk —coordinates of the carriage on the platter surface.
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In this case, the equation of a straight line that passes through the points NK and PK
(Figure 4) should be written as follows:

y − yPK

yNK − yPK

=
x − xPK

xNK − xPK

. (12)

Using expressions (9) for the coordinates of points NK and PK, this dependence can be
rewritten as follows:

y = (−1)KctgαK · (x − xPK

)
. (13)

The movement of the carriage equals SK [mm]. Therefore, point GK(xGk, yGk) is placed
both on the circle SK and straight line NkPk:{

x2
Gk

+ y2
Gk

= S2
k ;

yGk = (−1)kctgαk ·
(
xGk − xPk

)
.

(14)

The solution of this system allows determining the angle αK of the rotary lever for
carriage located at point GK(xGk, yGk) on the distance of SK, using parameters αK and
ΔK = y(Gk).

However, to synthesize the surface profile of the support disc, it is more convenient to
use the polar coordinate system (Sk, βk), where βk is the angular coordinate (Figure 13):

βK = −arctg
(

xGK

yGK

)
. (15)

  
(a) (b) 

Figure 13. The conical contact surface of the platter: general (a) and simplified (b) case studies.

After considering the issues of simplifying the technology of manufacturing a conical
surface, the clutch control system can be simplified using the following limitation:

β1 = β2. (16)

Figure 14 shows the changes in the forces QK = Q(Sk, βk) acting on the pressure plate.
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(a) (b) 

Figure 14. Surfaces QK = Q(S1, β1) [kN] (a) and QK = Q(S2, β2) [kN] (b) on the displacement Sk [mm]
and the angle βk [deg].

The results show that condition (16) can be satisfied. Particularly, the locus of these
points that meets this condition is presented in Figure 15.

 

(a) (b) 

Figure 15. Dependencies of Qk(Sk, βk) [kN] (a) and Q(S, β) [kN] (b) on the displacements S, Sk

[mm] and the angle βk and β [deg]: a—Q1; b—Q2; 1—S = 5 mm; 2—S = 10 mm; 3—S = 15 mm;
4—S = 20 mm.

The synthesis results presented in Figure 16 are also of interest. Particularly, it demon-
strates the dependence of the carriage movement on the force acting on the pressure disc.
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(a) (b) 

Figure 16. Dependencies of the forces Q [kN] on the displacement Sk (a) and the angle β [deg] (b).

Notably, the maximum carriage movement depends on the length L of the rotary lever
and the parameter z. For the considered case study, S < 24.5 mm.

The minimum carriage movement Smin is determined by the wear resistance of the
carriage movement mechanism. In this case, the inclination angle of the surface profile of
the platter is in the range of β = 20–29◦ (Figure 16).

Finally, the carried-out research, the developed methodology, and the corresponding
algorithm allow for designing the platter surface profile for the DCT, providing equal clutch
margins (Figure 17).

 

Figure 17. Clutch platter surface profile for equal clutch factors in coordinates XG, YG [mm].

4. Discussion

Comparing the proposed DCT with traditional dual-clutch designs, it can be summa-
rized that it has a reduced energy consumption for clutch control. Particularly, in a fairly
common dry dual clutch of the automotive industry, each clutch is switched on by a pres-
sure plate and actuator. The drive of such a clutch uses a separate mechanism and actuator
(hydraulic cylinder) connected through a distributor to a pump. This requires additional
energy costs. Remarkably, energy is permanently spent on maintaining the clutch in the
switched-on position. However, there are no shortcomings in the proposed DCT.

Thus, the considered dry DCT provides fast and practically uninterruptible power flow
from the DCT through the clutch. This can improve the vehicle’s acceleration dynamics
and reduce the energy costs of switching clutches.

Nevertheless, the kinematic and dynamic analyses of the device [33] showed that the
loading of the driven discs for each clutch is uneven. Particularly, clutch margins when
switching are different. This impacts the service life of each clutch and dynamic processes
in the vehicle’s transmission.
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The novelty of the research is in the substantiation of the mathematical model, the
development of the methodology, and the related algorithm for choosing the rational design
parameters of the DCT and its drive. This increases the functional performance of the unit
while reducing energy costs for control.

The practical significance of the results is to substantiate the possibility of increasing
the efficiency of the original DCT. It is also in developing recommendations for determining
the rational design parameters and the algorithm’s versatility when designing such clutches
for automotive, agricultural, and other industries.

5. Conclusions

In the article, the working processes in DCTs have been analyzed. A functional
relationship has been established between the drive control parameters and the pressure
forces (load capacity) on the clutch friction pairs. The impact of the vertical movement of
the control carriage has also been analyzed.

It has been established that only vertical movement of the control carriage does not
provide the equality of the clutch margins for the 1st and the 2nd clutch with the equal
movement of the carriage.

As a result, a methodology for synthesizing the parameters of the DCT control mech-
anism has been proposed. The proposed approach is oriented towards the transmission
of the required clutch torque. The proposed design solution for the control mechanism
substantiates the equalization of the load capacity of the clutch.

The problem of synthesizing the parameters of the surface profile of the disc has
also been solved. It allows for providing the equality of clutch margins for the 1st and
2nd clutches. However, the functional limitation regarding the equality of vertical (ra-
dial) movements or the general carriage movement for the control mechanism should
be satisfied.

The economic effect from the implementation of the obtained results is primarily
associated with a decrease in the energy losses of the internal combustion engine and the
costs of a vehicle’s driver during the operation. The efficiency of the proposed novel clutch
is also due to the achievement of the same operating conditions for each clutch. Mainly,
equal wear rates of friction pairs and dynamics equalization of the drive wheels (when
switching clutches and transmitting the torque of the engine) have been provided. This
extends the service life of the clutch and transmission, decreases fuel consumption, and
improves the vehicle’s environmental safety, traction, and dynamic performance.

Further studies will aim to generalize the proposed algorithm for synthesizing pa-
rameters of various types of DCT control mechanisms. Particularly, as part of the strategic
problem of the systematic improvement of the vehicle’s quality, it is planned to develop
a multi-criteria optimization approach considering economic, energy, and environmental
quality indicators. This will allow for the optimal design of DCTs with an extended number
of parameters.
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Abstract: In this paper, a novel microgrid (MG) concept suitable for direct current (DC) multibus
architectures is depicted. Multibus feature is improved in order to distribute power in DC using a
number of buses at different voltage level. A teachers offices building that houses several kinds of
loads, including a charging station for electric vehicles (EV), is considered to validate the strategy.
Several topologies of power electronics converters (PECs) are included in the system to perform
specific tasks and providing isolation between bus and final loads. In order to develop the PECs,
first, a switching function is used to obtain average model of each converter. Then, converters
design is done by using well known methods that allow to obtain parameter values of all the devices
in every version of each kind of converter. A hierarchical control is selected to govern the direct
current microgrid (DCMG). At a lower control level, local control stage is implemented and tuned
using models and designs obtained, with linear controllers in some PECs and classic strategies in
others. In higher control level, there is a supervisory strategy that prioritizes the use of generated
power to supply the building’s loads. This energy management system (EMS) is based in Petri net
theory; it consists of a start-up test, then source condition synchronous algorithm and load condition
synchronous algorithm operate the DCMG according to the mentioned priority. Finally, PECs are
tested on standalone, performing in closed loop, facing load changes to verify the adequate operation.
Some trajectories of a simplified version of the CDMG are tested with local control in order to validate
the multibus multivoltage concept. In order to verify coordinated control, some events managed by
EMS are presented.

Keywords: direct current microgrid; multibus; multivoltage; space state model; feedback state
controller; hierarchical control, electric vehicle charge station; energy management system; Petri net

1. Introduction

More than a decade ago, news about fossil fuel resources reduction in underground
layers of the Earth appeared; at the same time, human concern about environmental prob-
lems has increased. Taking care on these issues, the electric power systems evolve in two
ways. First, the vision of a classic centralized generation turns into distributed genera-
tors (DG) development and commissioning. DGs are able to supply ≤100 kW nominal
power and most of them operate from renewable energy sources (RES) such as eolics,
photovoltaics, hydroelectric, geothermal and biofuel. Second, nowadays, distribution aims
are: reliability, high efficiency and able to meet demand response in spite of daily aging
infrastructure. The main objective is to supply commercial spaces, industrial sites, offices
buildings and residential places at any geographical area with no disturbances.

Besides of DGs, a modern power system includes energy storage systems (ESSs)
based in energy storage units (ESUs) such as batteries or supercapacitors to support the
intermittent nature of some RES such as photovoltaics or eolics. The aim of this set is to
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supply power to different types of loads; some of them can be called recent in the market,
such as electric vehicles (EV). The concept that considers DGs and ESSs operating together
to supply power to loads appeared just over a decade ago. In order to make this idea come
true, PECs are included to provides control and flexibility to a general structure called
MG [1].

For any MG, it is possible to define three general objectives: higher reliability, losses
reduction in feeders and improved efficiency in local supply. In order to reach them, three
critical components are needed as part of the MG [2]. They are: local control in each PEC,
high level control layers or/and EMS and protections array. In this manuscript, we describe
the beginning stage of a long-term development; the final goal is the implementation of
a MG placed in a teachers offices building for experimental purposes. Specifically in this
paper, a novel concept for a MG architecture is presented with in situ linear controllers are
proposed and includes a supervisory control level with a EMS based in Petri net theory [3].
Protections arrays are not part of this document.

An MG can be classified according to two criteria. First, the voltage at common
connection point (CCP), power distribution could be in alternating current (AC) or in
DC [4], also hybrid architectures have been presented in literature. The second criteria
is about the system operation. If the MG interacts with mains, it is called interconnected
mode; else, when MG is not connected to mains, it is said that the MG is operating in island
mode [5]. Some systems are able to change its operation mode eventually. When the MG
elements are integrated in a DC bus, parameters such as reactive power flow, frequency
variations and amplitude disturbances do not take place. The result in the MG is a less
complex system to control [6]; even a higher efficiency is reached in DC distribution [7].
These are the reasons to select a DCMG able to interacts with mains for this development.

PECs are an important part of the DCMG architecture because they add control
and flexibility to the system to work in a harmonic way. In order to reach this system
condition, the most popular option is to implement a coordinated control structure. Agreed
with norm ISA-95, several layers of control can be established in a hierarchical control
structure [8]. Operations such as voltage and current regulation, maximum power point
tracking (MPPT), battery state of charge (SoC) estimation and some other basic functions
take place at zero level [9,10] . At level number one: droop control, virtual impedance
loop and power calculation that can be performed with variables measured and processed
in the own converter [11–13]. The local control stage includes level zero and level one of
the hierarchical control structure. In higher levels, supervisory control brings extended
functions to MG such as: secondary control to eliminate voltage deviations, tertiary control
to manage connection–disconnection events with mains and the ability to change the
operation mode in a specific converter [14,15]. All of these tasks can be combined as
algorithms of an EMS, which fulfill one of several specific system purposes. Coordinated
control is reached when local control and supervisory control works together.

A popular option to implement zero level of local control is a cascade control configu-
ration with an internal current loop and a external voltage loop. Control cascade schemes
are reported using different strategies for controllers; proportional–integral (PI) classical
controller is the most popular because is easy to tune, brings zero error in steady state and
adds robustness [16]. Some other designs for loops are based in: classical proportional–
derivative (PD) as filter [17], fuzzy logic [18] and boundary controller [19]. For level one,
there are two possible techniques for droop control design: select power as signal output [5]
or choose current as feedback signal [20]. In droop control strategy, droop coefficients
influence system stability and current sharing, and there is a trade-off between current
sharing and voltage bus deviation [21,22]. Sometimes, a virtual impedance loop, droop
controller and power calculator strategy can be included. In this paper, a linear technique
is selected to design a state feedback as local controller to reach well regulated buses, to
support equally shared current distribution and get over input voltage variations; all of
these issues are possible because all the dynamics in the PEC feedbacked.
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Once the local control stage has been defined and taking into account the benefits
of state feedback control, an EMS is included as a higher coordinated control level. Co-
ordinated control provides an improved power collected manage, and bus stability can
be enhanced [23]. An EMS allows to harness power collected from DGs to the loads in a
defined way. The DCMG structure and the EMS design can be diverse, and they are made
up in accordance with the specific objectives that are desired to be achieved. Some of EMS
are reported perfoming basic tasks such as management of the energy between source and
load based on optimal scheduling [24] and power flow management depending on ESS
batteries Soc [25], using virtual impedance [26], or based in fuzzy logic [27]. In this paper, a
novel EMS is focused to harness all the power harvested in PV arrays to supply the loads,
to charge the ESS batteries or to inject to mains is presented. The EMS is conceived in a
similar way to an industrial production system, under the premise that all of the energy
that is produced in the DGs is consumed in its entirety. The EMS is modeled as a Petri net
and has three stages: startup test, source condition establishment stage and load condition
establishment stage.

In the MG proposed architecture for teachers building, an electric vehicle charge
station (EVCS) is included. The EVCSs can be classified in three groups according to the
input voltage and the power rating [28–30]. Table 1 shows the information ordered and
summarized. Then, a commercial sigle phase AC-EVCS is an adequate selection to be
supplied by the highest voltege level bus of the proposed DCMG.

Table 1. Classification of charge stations based on power levels.

EVCS Type Power Supply Charger Power Charging Time

AC L1 residential 120/220 VAC,
12–16 A, single phase 1.44–1.92 kW Approx. 17 h

AC L2 commercial 208–240 VAC, 15–80 A,
single/split phase 3.1–19.2 kW Approx. 8 h

DC L3 fast charger 300–600 VDC,
Max 400 A, 120–240 kW Approx. 30 min

The objective of manuscript is to validate the design and performance of a novel
concept for DCMG called multibus multivoltage architecture; it is the starting stage of
an design suitable to supply power, voltage and current requirements of loads inside a
teacher’s offices building. In Section 2, the DCMG particular architecture is presented in a
detailed way. In Section 3, the procedure to obtain an average model for all of the PECs in
the system using a particular switching function is depicted. In Section 4, design procedures
for PECs are mentioned. The aim is to size the passive elements of each converter version
using typical design methods; inductor current ripple into a fixed limit criteria is set to
avoid high frequency components propagation when a PECs cascade connection occurs.
In Section 5, the development of the local control stage for every converter is shown; the
innovation of using a linear control technique based on feedback state controllers that
allows to keep the output voltage regulated, good response to transients and favors equal
current distribution from source converters to loads, then a three stage EMS that harness
all the power collected in PV to supply loads in the place is included. Section 6 includes
simulation results for standalone converter with load changes; also, some critical power
trajectories for the proposed DCMG are enabled to test local control, and some events
managed by EMS are presented to validate the concept. Discussion and conclusions are
presented in Section 7.

2. Proposed MG Architecture

About the DCMG scheme, multibus architectures, according to the original concept,
are able to perform with higher reliability, basically because there is more than one bus in
the system to overpass a fail [31]. Each bus gathers at least one DG, one ESS and some loads.
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The proposed system must be able to satisfy the power demand in the teachers offices
building as well as to supply an EVCS or, eventually, it can be able to inject power to mains.
Some months ago, a quality energy logger equipment was installed to quantify power
consumption. At the same time, a loads characterization study was performed to identify
voltage and current requirements at every load inside the building. The highlighted results
are: the bulding peak power consuption is 6 kW; in the other hand, it is necessary to
set three DC buses at different voltage level because of the different type of the loads in
the building. A primary bus at 380 V to supply electronic loads at every office; another
secondary bus at 190 V to power the lighting system of the place (this bus can support the
primary bus as an emergency action eventually). From the secondary bus, unidirectional
48 V buses are derivated; every one of them supplies six tandems driver-LED luminary
for a specific area lighting. The primary bus and the secondary bus each incorporate
an ESS based in batteries. At this point, it can be noticed that the MG has a particular
architecture; then, it can be mentioned, according to the aforementioned two criteria, as
multibus multivoltage DCMG.

The selected DCMG is a flexible architecture able to satisfy the building power demand.
In the place, four photovoltaic (PV) arrays are installed as DGs, each at 2.5 kW power rating,
eventually 10 kW total power. Then, three buses distribute the power to every load in the
building mainly using primary bus (380 V) and secondary bus (190 V). Harvested power at
PV arrays is processed through boost converters—three of them linked to the primary bus
and one more setting the secondary bus. This kind of structure is able to transfer power
from one bus to another at a power level lower than its rated power. In typical multibus
architectures, power is transfered between buses with similar level voltage using static
switches, but in the DCMG proposed, primary and secondary buses are at different voltage
levels. This feature is the main difference with DC typical multibus systems in [32,33]. This
development uses bidirectional power converters to transfer between buses, instead of static
switches; then, it is possible to set the secondary bus from the primary bus and vice versa.
A couple of PECs with bidirectional feature allows batteries charge/discharge at the ESSs.
From secondary bus, 48 V unidiretional buses are derived to supply six tandems driver-
LED luminary, four 48 V unidirectional buses are able to supply twenty-four luminaries
inside the place. In order to improved DCMG security, all of the eventual power consumers
in the system use isolated converters as interface to satisfy current and voltage required by
final load. The architecture can be defined as multibus multivoltage; this concept brings
flexibility to design a DCMG at any place. In order to validate the concept, a simplified
DCMG with all the PECs but not all the loads is shown in Figure 1.

Inside the building, there is a distribution center where most of the PECs are placed.
Those are the boost converters, bidirectional PECs to transfer power between buses, bidi-
rectional PECs to charge–discharge ESSs batteries and unidirectional converters to supply
lighting system. The remaining PECs are placed at different distances from load center—in
this case, line resistive–inductive impedance effects must be taken into account. Line
capacitance is not significant and can be neglected. Inductance and resistance values for
THW-LS wire are calculated according to expressions in [34]; results for different lengths
appear in Table 2.

The solar panel used for DGs, as PV arrays, is a similar version to part number JC250M-24/Bb,
series Virtus II, manufactured by ReneSola. PV panel simplified model parameters are
shown in Table 3.

This architecture concept allows to add some other kind of DGs. Then, addition of
new DGs can increase the system complexity, but the performance and controllers can
mainly be kept.
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DC/DC1

380 V
DC/AC

DC/AC
190 V
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Boost

63 V – 125 V

10 x 250 W
125 V
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DC/DC

250 V
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10 12 5
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Boost

125 V – 250 V

10 x 250 W

3.3 kW

400 W

220 V 1  
60 Hz

1.2 KW 2.5 kW

1.25 kW

Figure 1. Multibus multivoltage DCMG architecture proposed.

Table 2. Line impedance values for different wire gauges and lenghts.

Lengh AWG 14 AWG 12 AWG 10 AWG 8
(Meter) (μH; mΩ) (μH; mΩ) (μH; mΩ) (μH; mΩ)

5 4.53; 1.71 4.29; 1.62 4.06; 1.53 3.83; 1.44
10 9.06; 3.41 8.58; 3.23 8.12; 3.06 7.66; 2.89
15 13.59; 5.12 12.87; 4.85 12.18; 4.59 11.49; 4.33
20 18.12; 6.83 17.16; 6.47 16.25; 6.12 15.32; 5.77
25 22.65; 8.53 21.45; 8.08 20.31; 7.65 19.15; 7.22

Table 3. Solar panel model parameters.

Parameter Value

Maximum power Pmax 250 W
Current at maximum power Imp 8.31 A
Voltage at maximum power Vmp 30.1 V

Short circuit current ISC 8.83 A
Open circuit voltage VOC 37.4 V

3. Power Converters Modelling

As already mentioned, DCMG structure contains different PEC topologies that fulfill
particular functions in the system. In this section, we presents modeling developments for
converters that are part of the DCMG: boost converter, DC–DC full bridge converter, Cuk
converter and DC-AC 1φ full bridge models are obtained. Each converter procedure of
modeling appears in Sections 3.1–3.4.

3.1. Boost Converter Average Model

Each PV array has an interface boost converter before the connection with the cor-
responding bus. In this DCMG, boost converter preserves the traditional topology, but
an input capacitor has been included to avoid PV array output voltage variations and a
thermistor previous to the mentioned capacitor to limit the inrush current at the initial
charge (see Figure 2).
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Figure 2. Boost converter.

In Figure 2, boost converter scheme has two power devices, a MOSFET (Q) and a diode
(D); then, a switching function is defined for each in order to obtain the average model
for the converter. In this way, S1 and S2 are switching functions for Q and D, respectively.
If S1 = 1, Q is in conduction state, else, if S1 = 0, Q is not conducting. Same logic is used
for S2 and D, but S1 and S2 perform in complementary mode, so the two power devices
operate in a complementary way. The following combinations are not allowed S1 = 1
and S2 = 1; S1 = 0 and S2 = 0. In order to have an improved resultant model of this
converter, the conduction resistances for the switching devices have been included: RD1
for the MOSFET and RD2 for the diode. The Kirchhoff Voltage Law (KVL) is applied to
inductor loop and Kirchhoff Current Law (KCL) is used in capacitors nodes in order to
obtain the state equations for the switching model. The average of the switching function,
S(t), corresponds to modulator signal duty cycle, u(t), in this case, S(t) = u(t). Taking
this deduction into account, it is possible to go from the switching model to the averaged
model, which is given by:

dvC1

dt
= − 1

RtC1
vC1 − 1

C1
iL +

1
RtC1

VPV

diL
dt

=
1
L

vC1 − [(RD1 − RD2)u + RD2]

L
iL − (1 − u)

L
vC2

dvC2

dt
=

(1 − u)
C2

iL − 1
ROC2

vC2 (1)

As mentioned before, the architecture of the DCMG has two main buses in different
voltage level, so the model obtained can be used for both versions, the three 380 V boost
converters linked to the primary bus and the 190 V boost converter in the secondary bus.

3.2. DC–DC Full Bridge Converter Average Model

DC–DC full bridge converters process power from one of the main buses to meet
voltage and current requirements for final loads like LED luminaries, personal computers,
etc. This topology is an important part of the system because there are several versions at
different power ratings in the DCMG. This configuration allows an adequate output voltage
regulation, provides isolation between the bus and the final load and gives reliability to the
general system. This kind of isolated converter is able to manage a greater power rating than
other isolated topologies. DC–DC full bridge converter is a two-stage topology, integrated
by an inverter (Q1–Q4), a rectifier (D1–D4), linked by high-frequency transformer, and a
LC output filter (Figure 3).

The DC–DC full bridge converter operates with phase shift pulse wide modulation.
Two specific pair of power devices in the inverter are defined; Q1 and Q2 are the first
pair and Q3 and Q4 are the second pair. The conduction period of time for each pair of
MOSFETs must last less than a half of switching period. Diodes D1, D2, D3 y D4 conduct
depending on its own polarization state in a specific time. A switching function S1 is
defined according to the on and off times in the devices Q1, Q2, D1 and D2 take the zero
state and the one state simultaneously. In the same way, Q3, Q4, D3 and D4 synchronize
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their on and off state, and the corresponding switching function S2 is assigned to this set;
S1 and S2 operate with 180◦ phase. In order to obtain the switched model, vx is defined as
the rectifier voltage output. By applying Kirchhoff’s laws, equations for switching model in
time domain are obtained from the DC–DC full bridge switching equivalent circuit. Then,
the average model is obtained by considering the modulating signal, u(t), as the average of
the selected commutation function; the resultant average model is described as:

dvC2

dt
= − 1

RoC2
vC2 +

1
C2

iL

diL
dt

= − 1
L

vC2 +
1
L

2nuVi (2)

Figure 3. DC-DC Full Bridge Converter.

The average model in (2) can be used in any of the following versions: 380 V to 190 V
at 1.2 kW to supply electronic loads in each cubicle, 190 V to 48 V at 400 W for supply
drivers for LED luminaries. Two versions, 380 V to 190 V at 3.3 kW for power transfer
between primary and secondary bus, in the other way, a 190 V to 380 V at 3.3 kW version.
For charge–discharge bateries, a 380 V to 250 V at 2.5 kW and 250 V to 380 V at 2.5 kW for
ESS at primary bus; finally, two more versions 190 V to 125 V at 1.25 kW and 125 V to 190 V
at 1.25 kW for ESS in secondary bus.

3.3. Cuk Converter Average Model

In order to include LED luminaries as final load, a driver based on Cuk converter is
designed. Cuk driver is the interface between 400 W DC-DC full bridge converter and LED
luminaire; Cuk converter schematic is shown in Figure 4.

Figure 4. Cuk converter.

In Figure 4, two power devices, MOSFET (Q) and diode (D), can be distinguished.
Switching functions S1 and S2 are defined for Q and D, respectively. Again, if S1 = 1, Q is
conducting, else, if S1 = 0, the device is off state. The same logic is used for function S2,
and complementary operation is assumed. The following combinations are not allowed
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S1 = 1 with S2 = 1 and S1 = 0 with S2 = 0. By applying Kirchhoff laws, state equations in
time domain are obtained from the Cuk converter switching equivalent circuit; then, the
averaged model is obtained by considering the modulating signal u(t) as the average of
the commutation function. The averaged model is described as:

diL1

dt
= − (1 − u)

L1
vC1 +

Vi
L1

diL2

dt
=

u
L2

vC1 +
1
L2

vC2
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dt
=

1 − u
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iL1 +
u

C1
iL2

dvC2

dt
= − 1

C2
iL2 +

1
RoC2

vC2 (3)

Cuk output current flowing through LED array inside the luminary must be regulated
to avoid unwanted lighting effects.

3.4. Single Phase DC-AC Full Bridge Bidirectional Converter Average Model

Interconnected systems includes one or more PECs that interacts with mains; the
topology selected has bidirectional capability. In the first operation mode, the converter
takes power from the mains and supplies loads in DC side, rectifier mode. In second
operation mode, power harvested in PV arrays exceeds building power demand; then,
it is possible to inject power to the grid, inverter mode. Then, the selected topology is
a DC–AC full bridge converter (also called H4) [35,36] and has the capability to operate
bidirectionally. This feature allows the converter to be integrated in the DCMG architecture
to interacts with the mains. The converter schematic diagram appears in Figure 5.

Figure 5. Single phase DC-AC full bridge converter.

A first pair of power devices defines is Q1 and Q4 and operates synchronized; the
other pair Q2 and Q3 is synchronized as well but in a complementary way in reference with
the first pair of power devices. Switching functions are defined as follows: if S1 = 1, Q1
and Q4 are in the on state, else, S1 = 0, Q1 and Q4 are in the off state. A second switching
function, S2, operates with Q2 and Q3 power devices. To obtain the corresponding switch-
ing simplified equivalent circuit, KVL is applied to the inductor side, and r is the series
resistive value associated to the inductor and contributes with some damping to system.
Then, KCL is applied to the PV side; the resultant set of equations represents the converter
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switching model. Finally, the average value of the switching function S(t) is defined as
u(t), the modulating signal.

dia

dt
=

1
L
(uvdc − iar − vg)

dvdc
dt

=
1
C
(uia − 1

R
vDC + iDC) (4)

Two version of this converter are included in DCMG, 220 VRMS to 190 VCD at 3.3 kW
and 127 VRMS to 190 V at 1.5 kW. They are placed in primary and secondary bus, respec-
tively. The 3.3 kW version in the primary bus is able to supply the ECVE.

4. Converters Design

First, some considerations to take into account for converters design are: for this devel-
opment system, global efficiency is not a main issue; converters design and implementation
includes an output bleeding resistor at 10% of nominal power in order to avoid no-load
operation and keep the converter on performing in continuous conduction mode (CCM).
DCMG is an interconnection of power converters do specific tasks; eventually, some of
these converters can perform in a cascade connection, and high-frequency switching noise
increases at every stage until reach a unsafe condition for the system. For this reason, a
design criterion is established: current ripple must be less than 10% inductor nominal
current value.

4.1. Boost Converter Design

Using the above criteria and following the design procedure in [37], the mathematical
expressions to assign values to PEC passive elements are obtained. For 2.5 kW and 380 V
voltage output boost converter, eventually, up to three of these converters set primary
bus and supplies EVCE. The fourth boost converter at 2.5 kW and 190 V, voltage output
sets secondary bus. Passive devices minimum obtained values for Lmin and Cmin, but
about twenty times Lmin value is selected in order to meet ripple current criteria and keep
converter operating in CCM; parameter values are shown in Table 4.

Table 4. Parameter design values for both versions of boost converter.

Version IL Ro L C1 C2 RD1 RD2 ΔiL ΔvC2

(Vout) (A) (Ω) (mH) (μF) (μF) (mΩ) (mΩ) (%) (%)

380 14.25 57.76 1.3 82 150 65 45 9.03 0.12
190 31.78 14.44 0.65 82 150 65 45 7.75 0.52

4.2. DC–DC Full Bridge Converter Design

For all versions of this topology, the inductor current ripple criteria is applied to avoid
high frequency components in the system. In the DCMC, the different DC–DC full bridge
converter versions perform particular tasks. 400 W, 190 V input and 48 V output version
supplies up to six tandems driver-LED luminary from the secondary bus. 1.2 kW , 380 V
input and 190 V output version takes power from primary bus to supply electronic loads,
like personal computer and others in teachers offices. To carry out the transfer between the
primary bus and the secondary bus, there are two more versions of the DC–DC full bridge
topology, both with a capacity of 3.3 kW. The first one performs a step-down function by
transferring power from the primary bus at 380 V to the secondary bus at 190 V. The second
of these versions has step-up capacity and performs the opposite operation, transfering
energy from the secondary bus with a voltage of 190 V to the bus primary bus at 380 V.

On the other hand, the DCMR architecture is a multibus array, so each bus has at least
one GD, one ESS and some loads. In the selected system, there are two main buses, so there
is one ESSs in each bus. The ESS of the primary bus is made up of a serial arrangement of
twenty batteries. To carry out the power management in the ESS batteries in the primary
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bus, two versions of the full bridge DC–DC converter are used, the first of these versions
with a capacity of 2.5 kW is used to charge the SAE from the 380 V bus at 250 V output.
The second version for this task, also in 2.5 kW to take energy from the ESS at 250 V and set
the primary bus to 380 V. The ESS in the secondary bus is composed by a series arrangement
of ten batteries. To carry out the power management in the ESS batteries, another couple
of versions of the DC–DC full bridge converter are used; the first of these versions has a
capacity of 1.25 kW and is used for the ESS load from the 190 V bus and output at 125 V.
In addition, a 1.25 kW version is included in the system to take power from the ESS at 125 V
and sets the secondary bus at 190 V. The design procedure is based in procedure given
in [38]. All of the versions perform in 50 kHz switching frequency. The values calculated
for all the versions mentioned appear in Table 5.

Table 5. Parameter design values for all the versions of DC–DC full bridge converter.

Version Vi Vo IL Ro L C1 C2 %ΔiL %ΔvC2

(kW) (V) (V) (A) (Ω) (mH) (μF) (C2) (%) (%)

0.40 190 48 8.33 5.76 380 1 82 9.03 0.12
1.2 380 190 31.78 14.44 650 1 150 7.75 0.52
3.3 380 190 17.37 10.94 550 1 100 6.09 0.0076
3.3 190 380 43.76 8.68 2.3 1 100 5.97 0.0016
2.5 380 250 10 25 1.3 1 100 6.09 0.0032
2.5 250 380 6.58 57.76 3.1 1 100 4.46 0.0011

1.25 190 125 10 12.5 700 1 100 5.43 0.0065
1.25 125 190 12.5 28.88 1.5 1 100 5.13 0.0022

For each version, passive elements minimum obtained values for this topology are
Lmin and Cmin; then, three times Lmin value to meet current inductor ripple criteria and to
keep the converter performing in CCM operation.

4.3. Cuk Converter Design

Cuk driver is connected to one of the unidirectional tertiary buses at 48 V derived
from a DC–DC full bridge converter connected to the secondary bus. The Cuk converter
particular objective is to supply a LED luminary with specific voltage and regulated current
level. The design is based in [38]; the resultant values appear in Table 6.

Table 6. Parameter values design Cuk converter.

P fs L1 L2 Vin Vo C1 C2

(W) (kHz) (mH) (mH) (V) (Ω) (nF) (μF)

60 100 1.2 1.1 −68 43.76 220 1

4.4. DC–AC Bidirectional Full Bridge Converter Design

This topology allows the interaction MG between secondary bus and mains, when
solar irradiation increases until there is a power amount greater than building demand;
then, the DC–AC converter is able to inject power into the grid through a single phase.
Otherwise, if the PV array in not collecting power enough to fulfill loads demand inside
the place, the converter sets the bus by taking power from the grid. The power stage design
is based in [39]. There are two versions in the proposed DCMG. The first one is 1.2 kW to
manage power transfer between secondary bus and the mains. The second version is a
3.3 kW converter. This converter transfers power between the primary bus and the mains
and supplies the EVCE. The obtanied parameter values appear in Table 7.
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Table 7. Parameter values design for single phase DC–AC full bridge converter.

Version Vac VDC Ro L r C
(kW) (VRMS) (V) (Ω) (mH) (Ω) (μF)

3.3 220 380 43.76 7 0.27 7200
1.4 127 190 43.76 4.1 0.2 4576

Coupling inductor is calculated for maximum active and reactive power; DC capacitor
performs two functions: to filter voltage ripple in DC bus and storage power to compensate
lack of active power.

5. Hierarchical Control Development

As mentioned before, a hierarchical control structure is selected to manage the system.
In a summarized way, two main parts are distinguished: local control and coordinated
control. This kind of control strategy, keeps voltage buses regulated by feedback the
complete PEC state. Local control stage is able to receive enable signals, operation mode
selection and references. In this manuscript, the coordinated control stage is based in an
EMS that prioritizes the consumption of the power collected in PV arrays.

5.1. Local Controllers Development

Local control is the lowest level control stage placed in the converter that governs
the PEC with in situ variable measurements. Local control is able to receive signals like
references, enable and operation mode selection from higher levels controllers in order to
perform coordinated control. Obtained PEC models are based in state equations in the time
domain; then, the linear control design strategies are suitable for boost converter and DC–
DC full bridge converters. State feedback controller uses the complete state information
given by average model to obtain gain values to use, and to generate a control signal
definied as u(t). Outstanding features of this control strategy are: state feedback controller
brings zero error in state stable and robustness to transients and input voltage variations
but the design and tuning procedure is not trivial.

Cuk converter and single phase DC–AC full bridge converter perform with controllers
based in classical strategies; this kind of controller is robust and easy to tune. For Cuk
converter, PI controller performs current regulation, and for DC–AC converter, a cascade
structure based in PI controllers with a current inner loop and voltage external loop is used
for regulation.

5.1.1. Boost Converters Controllers Development

Every boost converters in the system is able to perform in two modes: output voltage
regulation and maximum power point tracking (MPPT). Voltage regulation strategy is used
when a specific bus supplies a medium or heavy load condition. An MPPT strategy is used
when there is a lot of power harvested in PV arrays and medium or light load condition is
supplied by an specific bus.

A. Voltage Regulation Controller.
A control linear technique called state feedback is selected for local controllers design.

Evaluating model boost converter obtained in (1) as a static model, i.e., with all the variables
in steady state, the conclusion is the boost converter is a nonlinear system. It is necessary to
obtain a linearized model in a fixed operation point. First step to linearization is to obtain
matrix A and B through Jacobian for the average model evaluated in a fixed operation
point. For matrix A:
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A =
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For matrix B:

B =
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(6)

Particular structure of matrix A in linearized model obtained is:

A =
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(7)

and for matrix B
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Now, matrix A and B are incorporated to linealized state equation:

̂̇x = Ax̂ + Bû

with:

̂̇x =
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and:

x̂ =

⎡⎢⎢⎢⎣
v̂C1

îL

v̂C2

⎤⎥⎥⎥⎦
Input vector û, in this case, has a single element u, it corresponds to modulating signal.

The output equation is given by:
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ŷ = Cx̂ + Dû

For this application, direct transfer matrix has not elements D = 0 , and matrix C is
defined as:

C =
[
0 0 1

]
State feedback controller structure for boost converter is shown in Figure 6.

Figure 6. Feedback state controller structure.

Control scheme includes a gain-integrator trajectory to lead steady state error to zero
and gain trajectories to feedback system state. The first step is to build up the augmented
system, and the controllability matrix is required. For the second step, it is necessary to
calculate gains values; the Ackermann method is applied to define gain values KI , K1, K2
and K3 as elements of the vector:

Ka =
[
K1 K2 K3 KI

]
Parameters such as overshoot percentage, %OS, and settle time, Ts, are considered

to calculate the desired polinomy. Two auxiliar poles are necessary to balance system
order and the gain vector Ka. The product of desired polynomial evaluated in terms of
the augmented system and controllability matrix brings out spacific values for gains in
matrix Ka. Parameter values for desired polynomial of boost converter version 2.5 kW at
380 V output are: %OS = 0.1% and Ts = 12 ms, two auxiliar poles are needed to balance
the augmented system, the first one is placed one hundred times real part of the complex
conjugate value of the dominant poles, the second pole is placed two hundred times real
part of the complex conjugate value. The procedure is done again in order to obtain 190 V
boost converter gain values. Selected parameters to calculate desired polynomial are:
%OS = 0.1% and Ts = 8 ms. Two auxiliar poles are needed to balance. The first one is
placed seventy-five times real part of the complex conjugate value of the dominant poles.
The second pole is placed one hundred and fifty times real part of the complex conjugate
value of the dominant poles of the complex conjugate value.

B. MPPT Controller.
In specific periods of time during the day, particularly in sunny seasons of year, sun

irradiance can increase; then, PV arrays harvest a surplus power. Under these conditions, it
is possible to perform a better harness of this increased power collected by using a MPPT
algorithm. There are many strategies to implement a MPPT algorithm; the most accepted
of them are summarized in [40]. Nevertheless, the most popular algorithm and the one
selected for this development is called perturb and observe (P&O); this is a sampling
technique that uses two variables measurement, current and voltage, to calculate power.
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P&O can be implemented in analog version or in digital version and does not require a
tuning procedure.

Voltage and current PV array output measurements are used to calculate a currente
power data is calculated P1; then, a voltage little variation (ΔV) or a duty cycle disturbance
(ΔD) in boost converter leads to a new power value calculation, P2. A comparision between
P1 y P2 is performed. If P2 is greater than P1, disturbance moved in the right direction;
else, disturbances must move in the opposite direction. In this way, it is possible to obtain
the power peak value (Pmpp) and, consequently, voltage peak value (Vmpp). Algorithm
flowchart of the MPPt controller is shown in Figure 7.

Figure 7. MPPT controller flowchart algorithm.
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Behavior of boost converters, the two versions, performing in both modes: voltage
regulation mode, in closed loop, facing load changes and MPPT controller perfomance are
presented and commented in next section.

5.1.2. DC–DC Full Bridge Converters Controllers Development

The DC–DC full bridge converter model obtained in (2) is evaluated as a static model,
i.e., with all the variables in steady state, and the obtained result is this kind of PEC
is a linear system; then, a linearization procedure is not necessary. Once again, same
control linear technique is used to design a feedback state controller, its structure is similar
that shown in Figure 6, but, in this case, only two variables are feedbacked (vC2 and iL).
Controller structure includes a gain-integrator trajectory that leads steady state error to
zero and other gain trajectories to feedback system state. Furthermore, it is necessary to
calculate gain values KI , K1 and K2; they are defined using the Ackermann method. Gains
before mentioned are part of the gain vector given as:

Ka =
[
K1 K2 KI

]
The main parameters to design desired polynomial are overshoot percentage %OS

and settle time Ts. Now, one auxiliar pole in needed to balance system order and gains
vector Ka. The product of desired polynomial evaluated in augmented system matrix and
controllability matrix results values for gain matrix Ka. The selected values for desired
polynomial for DC–DC converter 400 W at 48 V are: %OS = 0.1% and Ts = 700 μs.
In order to obtain 1.2 kW DC-DC full bridge converter gain values, the selected parameters
values are: %OS = 0.1% and Ts = 1.9 ms. For bidirectional power transfer between
buses, the step-down version 3.3 kW 380 V to 190 V DC-DC full bridge converter takes the
following parameters for desired polynomial are: %OS = 0.1% and Ts = 1 ms. The step-up
version 3.3 kW 190 V to 380 V uses next parameters for this desired polynomial %OS = 1%
and Ts = 2 ms. In all cases, auxiliar pole is placed five times real part of the complex
conjugate value.

To obtain the gains for the full bridge DC–DC converters for the charge–discharge of
the ESS in the primary bus; the first one for battery charge, 2.5 kW and 380 V to 250 V, uses
the following parameters to define the desired polynomial: %OS = 1% and Ts = 1.5 ms.
On the other hand, the converter that manages the battery discharge, 2.5 V and 250 V to
380 V, uses the following parameters to define the desired polynomial: %OS = 1% and
Ts = 2.3 ms. Finally, for the charge–discharge of ESS in the secondary bus. The first
converter that manages charge cycles, 1.25 kW and 190 V to 125 V, uses the following
parameters to define the desired polynomial: %OS = 1% and Ts = 1.1 ms. The converter
that perform discharge events for batteries uses the following parameters for desired
polynomial: %OS = 1% and Ts = 1.6 ms. Again, the auxiliary pole is placed five times the
real part of the complex conjugate of the dominant pair. Results apperar in Tables 8 and 9.

Behavior of DC–DC full bridge converter, all versions, performing in close loop and
facing load changes are presented and commented in next section.

Table 8. Gain values for both vesions of Boost converter.

Version K1 K2 K3 KI

380 V 0.996579 0.205617 0.030030 12.038176
190 V 0.623042 0.119862 0.005269 17.391827
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Table 9. Gain values for all the vesions of DC–DC full bridge bridge converter.

Version Vin Vout K1 K2 KI

400 W 190 V 48 V 0.065227 0.098410 364.003904
1.2 kW 380 V 190 V 0.020290 0.039492 35.027654
3.3 kW 380 V 190 V 0.032890 0.054304 117.792483
3.3 kW 190 V 380 V 0.008089 0.027744 5.407997
2.5 kW 380 V 250 V 0.013945 0.033055 31.541976
2.5 kW 250 V 380 V 0.009073 0.032140 12.959751

1.25 kW 190 V 125 V 0.029152 0.047667 83.196595
1.25 KW 125 V 190 V 0.0018966 0.047627 39.884327

5.1.3. Cuk Converter Controller Development

For Cuk converter controller design, classical control techniques are used. The 400 W
DC-DC full bridge converter version is the previous stage to this converter and sets 48 V as
input for the driver, which energizes the 60 W LED luminary at 68 V. The block diagram of
the controller is shown in Figure 8.

Figure 8. Cuk controller structure.

Due to the nature of the Cük converter, the output voltage is obtained with a negative
polarity; for this reason, the measured voltage is multiplied by a gain value of −1. The
measured voltage signal passes through a low-pass filter in order to make the control using
the direct component of the converter output signal. On the other hand, the reference signal
passes through a block that incorporates first order dynamics to achieve the effect of a soft
start of the converter. Finally, the controller provides low-frequency gain, so it is proposed
to place a zero at 400 Hz, so that the expression for the controller is given as:

C(s) = 1 +
2π(400 Hz)

s
(9)

To validate the operation of the converter and the LED luminaire, the closed loop
converter perform appears in results section.

5.1.4. DC–AC Bidirectional Full Bridge Converters Controllers Development

The controller for DC–AC bidirectional converter must be able to regulate DC bus and,
at the same time, operates with unitary power factor, both tasks performing as rectifier.
The other way, besides inject power to mains, converter is able to compensate reactive
power and harmonics operating in inverter mode. Controller structure is composed by
two stages, reference signal generation and voltage–current cascade controller, controller
output is a set of sinusoidal signal u that is processed in a SPMW modulator to obtain a
3 φ switching pattern for converter power devices. The complete schematic is shown in
Figure 9.
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Figure 9. Converter and controller scheme.

Single phase dq transformation is applied to current circulating in AC side, iz, to place
the variable in a rotating reference frame (see Figure 10).

Figure 10. Reference signal generator.

The dq transform is applied to current circulating in AC side, iz, to place it in a rotating
reference frame, mathematically depicted as:[

id
iq

]
=

[
sinφ −cosφ
cosφ sinφ

][
iz

iz+90◦

]
In this rotating frame iz current components can be separated in: Id, term corresponds

to active power and Iq referred to reactive power; the sum of the remaining terms meet
current harmonics components, ih. After transformation, id and iq are:

id = Id + ĩd

iq = Iq + ĩq (10)

Resultating signal are composed by a constant levels of Id and Iq and several fre-
quencies components, ĩd y ĩq; it can de expressed as (10). In order to do nonactive power
compensation, Id is filtered; this way, active power is separated. Then, the obtained signal is
subtracted from id and takes back to the time reference frame through dq inverse transform;
this mapping operation is defined by:[

i∗d + i∗h
(i∗d + i∗h)+90◦

]
=

[
senφ cosφ
−cosφ senφ

][
id − Id

iq

]
For this application, control objectives are: DC bus regulated and active power man-

agement. The control structure shown in Figure 11 includes two PI classical controllers in a
cascade configuration. The external loop regulates DC bus to reference value v∗dc, and its
output is a part of current signal reference i∗d referred to active power demanded by load.
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The complete expression for inner loop reference is the sum of i∗d , non-active terms i∗q + i∗h
and a compensation term 2

Vg
.

Figure 11. Cascade controller structure.

Considerations for controller design are: first, current inner loop is, at least, ten times
faster than voltage external loop; second, for tuning, external loop PI controller gain must be
selected carefully to avoid important current transients if an excessive value were selected.
Parameter values for PI controllers for the 3.3 kW version at 220 VRMS, and parameter
values for PI controllers for the 1.5 kW version at 127 VRMS appear in Table 10.

Table 10. Parameter values for DC–AC full bridge PI controllers.

Version Kv τv Ki τi

3.3 kW 10 0.12 s 0.08 0.03 s
1.5 kW 10 0.1 s 0.08 0.025 s

Behavior of DC–AC bidirectional single phase full bridge converter performing in close
loop taking and injecting power to mains are presented and commented in next section.

5.2. Energy Management System Design

As supervisory control level, an EMS is included to control the multibus multivoltage
DCMG. The main idea to design the EMS is to perform in a similar way to an industrial
production system. The EMS is programmed in a central concentrator (CC) hardware; from
here, enable signals are generated in order to harness all the energy harvested in PV arrays
in various consumption points of the system. In order to reach harmonic performance of
the DCMG, a list of loads priorities have to be met:

1. To supply loads into the building (lighting system and electronics loads)
2. To perform charge EV sequence or inject power to mains
3. To carry out the charge of the ESS batteries

Once the order of priorities is known, initially, EMS performs a logic startup to define
an initial condition of the sistem called initial state of the system (μko). A first sequential
stage takes control of those PEC that can provide power to the system eventually, as a
source condition. Another sequential stage controls the system load condition by enabling
PECs that may consume power in certain periods of time. In order not to occupy too many
resources of the CC, source condition and load condition changes are performed by one
finite machine state (FMS) each.

The EMS design is based in Petri net theory. Petri nets applications are popular in
industrial production items, logistics, resources management and others. In other hand, just
a few developments are reported in power systems such as study of protection dynamic
behavior [41] and hierarchical restoration after a fail event [42]. Nevertheless, due to
discrete nature of the concept, it is possible to use a Petri net to read the new measurements,
process them and update the system state of the corresponding transitions (enable signals)
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in a fixed period of time. The basic fundamentals of Petri net appear in a summarized way
in [43].

EMS proposed consists of three stages: the startup test, source converters perform in
closed loop at one tenth of the rated power to know how many and what are the PECs
available to work. With the information collected, it is possible to set the DCMG initial state
μko. The second stage is a set of FMS to enable-disable source PECs; the most adequate FMS,
in the current period, is selected to perform in concordance with the previous state of the
system (μk−1). In the same way, the third stage is a set of FMS to enable–disable load PECs,
the most adequate FMS; for the current period, it is selected to perform in concordance
with the previous state of the system. An EMS block scheme is shown in Figure 12.

Figure 12. EMS stages block diagram.

After startup is performed and the initial state (μko) is defined once, then, the two FMSs
are selected to move to a new states (μk , μk+1, . . . ). Voltage and current measurements are
elements of the state vector, which is divided into two: the part associated with sources and
the part associated with loads. In order to get the next period of time (k + 1), measurements
are evaluated by the EMS and the FMSs activates the necessary enable signals (transitions)
to move to a new state or remains in the same state for another period of time. The DCMG
as a Petri net appers in Figure 13.

In Petri nets theory, four basic elements can be identify: place (circle), transition
(rectangle), arc (arrow) and token (dot), they are associated with DCMG elements in a
specific way. A place can represent as one of the following options: a tandem boost PV array
and boost PEC (APV1M–APV4M), a DC-DC full bridge PEC and the electronic load (EC)
or six LED luminaries (LED), ESSs battery charger PEC (BAT1C–BAT2C), also primary
bus and secondary bus are considered (BUSP, BUSS) places, but they are not able to store
power more than one period of time. A transition represents the enable signal of a PEC,
since Petri net point of view, an active transition allows the power flow (T0–T17). An arc
is the medium through power flows, it also indicates the direction of the flow. A token
represents a power unit (W, kW, etc.). The places APV1M–APVM4 are connected to the
respective bus through two trajectories arc and transition. One transition is activated if
boost converter operates with feedback state controller in closed loop, voltage regulation
mode. The other transition is turned on when this kind of PEC operates in MPPT mode.
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Figure 13. DCMG multibus multi-voltage Petri net scheme.

CC receives and quantifies the following measurements: PV arrays power output,
the three linked to primary bus (PV1–PV3) and for the PV array related to secondary bus,
PV4. Generally, if i = 1, 2, 3, 4 then PVi is any of the PV arrays. If PVi = 0 the PV array is
not working because is not connected or damaged. If PV1 = 1, low power is harvested
form PV array, enough to set the bus, but not a lot of loads can be supplied. At PVi = 2,
there is power enough to supply all the loads in the building and inject power to mains.
If PVi = 3 there is surplus power harvested, taskes before mentioned can be done also a
ESS batteries charge sequence is possible. This quantification is process in CC in binary
form using two digits.

In a similar way, ESS batteries SoC is associated with parameters BAT1, for ESS in
primary bus and, BAT2 is relaed to secondary bus. In general way, if i = 1, 2 then BATi
is any of the ESS batteries. Now, if BATi = 0 ESS is not working for one of the following
reasons: ESS is not connected or ESS is damaged. If BAT = 1, SoC is low and is not possible
to keep the the bus regulated with some loads. When BAT1 = 2, SoC is at medium level is
possible to supply loads and perform a charge sequence for an EV. If BAT = 3, SoC level
value is high, then, all the loads into the building can be supplied, perform charge sequence
for EV or inject power to mains. Again, BATi value es represented with two binary digits.

Mains has two point of connection to DCMG, one through primary bus, GRD1, and
the other via secondary bus, GRD2. Again, to assert in general way, i = 1, 2, then GRDi
is any of mains voltage measurements. The quantification associated to these parameters
is: if GRDi = 0 there is not voltage in mains, else, if GRDi = 1, there is voltage in point
connection with mains. At this time, GRDi is a binary number with two possible values.

All the paramemters before mentioned are concatenated to build the DCMG state
vector. Depending on the state vector information, the needed transitions are activated to
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move to a more convenient state in the corresponding FMSs to reach a new source condition
or load condition or maintain the current state.

5.2.1. Startup Stage

In the proposed CDMG there are eight PEC able to supply system loads, source
converters. The startup test stage enables all the source PECs at one tenth of rating power
in closed loop and in stand-alone operation. The aim of this test is to verify how many
and what PECs are able to be connected to the corresponding bus through plug-and-play.
Once the PEC is enabled, the test last a period of time enough to let pass the transient and
reach steady state, in this condition output voltage measuremet is compared with output
reference value in order to verify if measurement value is into ±10% reference value. If the
test is pass by a specific PEC, the corresponding bit is set ‘1’, else is set ‘0’, and data is sent
to CC. With the resulting eight bits information, CC takes a decision and set the system
initial state of source condition. Let SC be the source active bit vector defined and ordained
as shown in Table 11.

Table 11. SC vector.

SGD2 SGD1 SBT2 SBT1 SPV4 SPV3 SPV2 SPV1

Bit7 Bit6 Bit5 Bit4 Bit3 Bit2 Bit1 Bit0
MSB LSB

In a detailed way, SGD1 and SGD2 are bits associated with the DC-AC full bridge
converters condition, particularly when perform in rectifier mode as source PEC. If one of
them passes the initial test or stays in on mode then SGDi = 1, else, SGDi = 0 if not passes
the initial test or stays in off mode. SBT1 and SBT2 are bits associated with the step-up
DC-DC full bridge converters at the ESSs, in batteries discharge mode. If one of them
passes the inicial test or stays on mode SBTi = 1, else, SBTi = 0 if not passes the initial
test or stays in off mode. Finally, SPV1, SPV2, SPV3 and SPV4 are bits associated with the
boost converters condition, specially when performs in regulation mode. If SPVi = 1, PEC
is able to operate or stays in on mode, else, SPVi = 0 if not able to operate or in off mode.

With eight PECs in the system, one bit each, there are 256 possible options to initialize
the DCMG operation. In the start-up stage, the CC prioritizes the consumption of power
collected in PV arrays, then ESS power is harness, finally, power from mains is taken. It
means, only 22 combinations are available options to become initial DCMG state, most of
the using PV arrays. If there is no PEC able to pass the start-up test, DCMG goes back to
system off condition.

5.2.2. Source Condition Establishment Stage

After the startup test, the initial state is set in the DCMG already, a FMS is selected
from a set. There are some options for FMS, depending on state vector vk measurements. If
Vk shows another sosurce ready to provede power to system, vector SC change its value in
the corresponding parameter, a new FMS is selected.

5.2.3. Load Condition Establishment Stage

In the proposed DCMG, there are six load PECs. The most critical loads are lighting
system (LLED) and DC-DC full bridge converters to supply electronic loads (LEC). The rest
of the load PECs are: two step-down DC-DC full bridge converters to charge batteries in
ESSs and the before mentioned DC-AC full bridge converters, particularly in inverter mode.
If the load PEC is demanding power, its bit value is set ‘1’, else is set ‘0’, and data is sent to
CC. With the resulting six bits information, CC takes a decision and set the state of the FMS
load condition, FMS source condition state is already known. Let be LC the load active bit
vector defined and ordained as shown in Table 12.
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Table 12. LC vector.

LGD2 LGD1 LBT2 LBT1 LLED EC

B5 B4 B3 B2 B1 B0
MSB LSB

In a detailed way, LGD1 and LGD2 are bits associated with the DC–AC full bridge
converters condition when perform in inverter mode, as load PEC. If one of them is injecting
power to mains LGDi = 1, else, LGDi = 0 if is not injecting to mains or stays in off mode.
SBT1 and SBT2 are bits associated with the step-up DC–DC full bridge converters at the
ESSs, in batteries charge mode. If one of them is in charging sequence LBTi = 1, else,
LBTi = 0 if stays in off mode. Finally, LLED and LEC are bits associated with the DC–DC
full bridge converters, the first one supplies one to six cuk converter and LLED luminarie
and the second powers electronic loads in a teachers office. Both, If LLED = 1 is suppling
to lighting system, else, LLED = 0 if PEc is in off mode. Same logic is applied to LEC.

6. Results

In order to validate the novel architecture concept Psim simulation results are pre-
sented. The section is divided into two subsections: first, simulation results of converters
performing in closed loop in single stage. Second, some trajectories of the multibus multi-
voltage DCMG architecture supplied form PV arrays are tested to validate the correct
operation of the system only with local control.

6.1. Performance of Converter in Stand-Alone

In order to validate models, designs and controllers of each converter version is
presented performing in stand-alone, most of cases supplied from an ideal source to validate
stand alone performance while faces load changes. Inductor current ripple criterion must
be met to avoid high frequency components circulation during cascade connection events.

6.1.1. Boost Converter Closed Loop Performance

Boost converters in the DCMG are able to operate in two modes, output voltage
regulation using and MPPT. Firstly, the both versions of boost converter in regulation mode
behavior are verified with the same load sequence. The simulation test starts at 100% load
condition, then, 22.5% load steps are removed until reach a final load at 10%. At 0.5 s, 22.5%
load steps are connected back until meet 100% load condition again. First version, 380 V
output voltage boost converter behavior appears in Figure 14.

Figure 14. Boost converter 2.5 kW at 380 V with state feedback controller. (a) input voltage, (b) in-
ductor current and (c) output voltage.
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No significant dynamics is observed in capacitor input voltage at starting or during
load steps, see Figure 14a. Inductor current ripple is not greater than 10% nominal value
and converter performs in CCM all the simulation time, see Figure 14b. Overshot is noticed
in DC bus voltage at the starting because not higher level of control is included, in steady
state, transitions are smooth during load changes, see Figure 14c. Boost converter at 190 V
output voltage simulation results appears in Figure 15.

Figure 15. Boost converter 2.5 kW at 190 V with state feedback controller. (a) input voltage,
(b) inductor current and (c) output voltage.

Again, no important transients are observed in capacitor input voltaje at starting
neither during load transitions, see Figure 15a. Inductor current ripple keeps in criteria
value and the converter performs in CCM, see Figure 15b. Starting oscillations take more
time than those in 380 V version, they appear at starting and load transitions but overshot
is not significant, see Figure 15c. A simulation to evaluateas a 380 V boost converter in
MPPT mode is perform using P&O algorithm, Figure 16.

Figure 16. Sixth set of simulation results, (a) primary DC bus and (b) power harvested from PV array.

A sequence from 0% to 100% PV array rating power shows: in Figure 16a boost
converter output voltage to set primary bus, mainly voltage value keeps around 380 V
but, voltage ripple performing in this mode is larger than in regulation mode deu to.
In Figure 16b waveform of power taaken form PV array in time domain.
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6.1.2. DC-DC Full Bridge Closed Loop Performance

In the DCMG proposed there are several DC-DC full bridge converters versions, in
this subsection some of this versions results are presented, PECs selected to test are 400 W
at 48 V, 1.2 kW at 190 V and 3.3 kW at 190 V. First, 400 W at 48 V topology supplies six
60 W tandems Cuk driver-LED luminary and the simulation is relative to this dynamics.
Simulation results are shown in Figure 17.

Figure 17. DC-DC full bridge converter 400 W at 48 V with state feedback controller. (a) inductor
current, (b) output voltage.

Simulation test starts with 100% load condition, then tandems are disconnected one by
one until converter remains at 10% load operation, only with bleeding resistor connected.
Further, tandems are connected one by one to meet 100% load condition. In this case,
inductor current and output current is the same. Inductor current ripple keeps its value
according the critieria and converter keeps on CCM during the test, Figure 17a. There
are not significant overshot in DC bus at luminaries connection/disconnection sequence,
Figure 17b. Converter DC-DC full bridge 1.2 kW at 190 V output version behavior is tested,
see Figure 18.

Figure 18. DC-DC full bridge converter 1.2 kW at 190 V with state feedback controller. (a) inductor
current, (b) output voltage.

Again, simulation starts at 100% load condition, then 22.5% load steps are removed
until 10% nominal load. At 1 s, 22.5%, load steps are connected back until meet 100% load
condition again. Smooth transients presence is noticed in inductor current ripple and CCM
condition remains during the test, see Figure 18a. No significant overshot appears in DC
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bus at load connection/disconnection sequence, Figure 18b. Finally , converter DC-DC full
bridge 3.3 kW at 190 V version behavior is tested in the same way than before mentioned
versions, see Figure 19.

Figure 19. DC-DC full bridge converter 3.3 kW at 190 V with state feedback controller. (a) inductor
current, (b) output voltage.

Test simulation starts at 100% load condition, then 22.5% load steps are disconnected
until final load at 10% nominal power. At 1 s, 22.5% load steps are connected back until meet
100% load condition again. Current ripple increases at 55% load condition but ripple current
criteria is met and CCM reamins during the test, see Figure 19a. Smooth transients apear in
DC bus, with no overshot, at load connection/disconnection sequence, see Figure 19b. All
the DC-DC full bridge converters versions remaining are tested in the same way, similar
results were obtained in all cases.

6.1.3. Cük Converter

Cük converter closed loop behavior is validated with a simulations. Simulation time
goes from soft start to steady state. No load changes are considered because a PV array
with no variant features is always supplied by the driver. Four dynamics appear in model
in (3), inductor one current and capacitor one voltage are shown in Figure 20.

Figure 20. Cuk converter performing in closed loop. (a) inductor one current, (b) capacitor
one voltage.
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A 0.05 s soft start is perform at the beginning, no transient and well regulated variables
are observed. The other pair of state variables, inductor two current and capacitor two
voltage appear in Figure 21.

Figure 21. Cuk converter performing in closed loop. (a) inductor two current, (b) capacitor two voltage.

Inductor two curren ripple is 20% nominal value, this condition avoids undesirable
effects in light spectrum. Voltage output, vC2, performs a smooth start and reminds
regulated during simulation time.

6.1.4. DC-AC Bidirectional Single Phase Full Bridge Converter

This converter features bidirectional capability, then, two simulations are performed in
order to vaulate DC-AC single phase full bridge converter. The first one, in rectifier mode,
1.5 kW are transferred from AC to DC side, Figure 22 shows behavior in steeady state,
negative sign in active power indicates power flows from the grid to DC side. Regulated
DC bus with small voltage ripple can be seen in Figure 22a, mains current and voltage
appear in Figure 22b, a 180◦ angle phase exists between grid voltage and grid current, this
condition define the sign for active power; active and reactive power appears in Figure 22c
reactive power is near to zero and converter operates with unitary power factor.

Figure 22. 1.5 kW DC-AC single phase full bridge converter, closed loop performing in rectifier
mode. (a) DC bus voltage, (b) grid current (red) and grid voltage (blue), (c) active (green) and reactive
(purple) power.

Next simulaton corresponds to inverter operation, 1.5 kW are transfered from PV
array to mains, Figure 23 shows behavior in stady state, positive sign in active power
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indicates power flows from DC side to the grid. Regulated DC bus with small voltage
ripple can be seen in Figure 23a, mains current and voltage appear in Figure 23b, there
is a zero phase angle between gird current and voltge, then, the positive sign is defined
for active power, active and reactive power appears in Figure 23c; and there is no reactive
power to compensate.

Figure 23. 1.5 kW DC-AC single phase full bridge converter, closed loop performing in inverter
mode. (a) DC bus voltage, (b) grid current (red) and grid voltage (blue), (c) active (green) and reactive
(purple) power.

The second version in rectifier mode, 3.3 kW are transferred to DC side, Figure 24
shows behavior in steady state, negative sign in active power indicates power flows from
the grid to DC side. Regulated DC bus with small voltage ripple can be seen in Figure 24a,
mains current and voltage appear in Figure 24b, again a 180◦ angle phase exists between
grid voltage and grid current, this condition define the sign for active power; active and
reactive power appears in Figure 24c reactive power is near to cero and converter operates
with unitary power factor.

Figure 24. 3.3 kW DC-AC single phase full bridge converter, closed loop performing in rectifier
mode. (a) DC bus voltage, (b) grid current (red) and grid voltage (blue), (c) active (green) and reactive
(purple) power.

This simulation corresponds to inverter operation, 3.3 KW are transfered from PV
array to mains, Figure 25 shows behavior in stady state, positive sign in active power
indicates power flows from DC side to the grid. Regulated DC bus with small voltage
ripple can be seen in Figure 25a, mains current and voltage appear in Figure 25b, there
is a zero phase angle between grid current and voltage, then, the positive sign is defined
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for active power, active and reactive power appears in Figure 25c; and there is no reactive
power compensation.

Figure 25. 3.3 kW DC-AC single phase full bridge converter, closed loop performing in inverter
mode. (a) DC bus voltage, (b) grid current (red) and grid voltage (blue), (c) active (green) and reactive
(purple) power.

DC-AC bidirectional converter results confirm that is possible to have an DCMG able to
interact with mains, it feature gives several possibilities for energy administration in the system.

6.2. Performance of DCMG Multibus Muti-Voltage

In order to validate multibus multi-voltage DCMG architecture concept two trajectories in
the architecture are tested by simulation. Only state feedback controller as local control stage is
included, no higher level controllers are considered. PECs are enabled by an digital signal and
the output voltage reference signal. First trajectory to evaluate appear in Figure 26.

Boost

DC/DC

DC/DC1

380 V
DC/AC

DC/AC
190 V

Cuk1 Cuk6

48 V

125 V – 250 V

DC/DC

190 V
10 x 250 W

20 x12.5 V

Boost

63 V – 125 V

10 x 250 W
125 V

10 x12.5 V

DC/DC

250 V

DC/DC

10 12 5

127 V 1  
60 Hz

Boost

125 V – 250 V

10 x 250 W

Boost

125 V – 250 V

10 x 250 W

3.3 kW

400 W

220 V 1  
60 Hz

1.2 kW 2.5 kW

1.25 kW

Figure 26. First test trajectory for DCMG multibus multi-voltage operating with only one boost converter.

Primary DC bus is generated by a single boost converter and supplies the following
elements: a single 1.2 kW converter that supplies a 100 W electronic load; a 3.3 kW converter
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to generate secondary DC bus that supplies a 400 W converter to supply six tandems Cuk
driver-LED luminaire as final load. Simulation results are shown in Figure 27.

Figure 27. First set of simulation results, (a) primary DC bus, (b) 1.2 KW converter output voltage
and (c) secondary DC bus.

Significant oscillations appear at the beginning of the simulation in primary bus, see
Figure 27a; this kind of transient can be overcome using a secondary control loop in a
centralized communication configuration for DCMG. Then, reduced amplitud oscillations
are produced in primary bus by input capacitors in load converters being connected to
primary or secondary buses. At 0.3 s, 1.2 kW converter is enabled and a smooth transient is
produced in the primary bus Figure 27b. At 0.8 s secondary bus is established by 3.3 kW
converter and corresponding transitory can be noticed in primary bus, again a negative
exponential voltage dynamics can be noticed at the starting of simulation, see Figure 27c.
Some results of the same test are presented in Figure 28.

Figure 28. Second set of simulation results, (a) primary DC bus, (b) 1.2 kW converter output voltage
and (c) electronic load input current.

Once 1.2 kW is enabled at 0.3 s, further at 0.5 s a personal computer is turned on,
Figure 28. Waveforms are: in Figure 28a, principal bus voltage and Figure 28b, 1.2 kW
converter output voltage are used like time references; Figure 28c shows current input
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electronic load enabled at 0.5 s, some ripple can be seen caused by loads dynamic in
secondary bus. More results are presented in Figure 29.

Figure 29. Third set of simulation results, (a) primary DC bus, (b) 1.2 kW converter output voltage
and (c) terciary lighting bus.

Waveforms are: Figure 29a, primary bus voltage; and Figure 29b, 1.2 kW converter
output voltage are used like time refrences; Figure 29c represents a tertiary lighting bus
enabled at 1 s by 400 W converter, well regulated 48 V bus can be seen despite connec-
tion/disconnection of tandem driver Cuk-LED luminaries. The furthest functional tra-
jectory for DCMG is from boost converter to lighting tandem driver-luminary, Figure 30
shows this power path.

Figure 30. Fourth set of simulation results, (a) primary DC bus, (b) 1.2 kW converter output voltage
and (c) Cuk driver reference signal.

Waveforms are: in Figure 30a, primary bus voltage as time reference; 400 W voltage
output converter, Figure 30b, finally, Cuk convertert voltage output to supply one of the six
luminaries on the set, see Figure 30c. The same longest trajectory is reviewed again, but
luminaries connection appear in Figure 31.

In Figure 31a, primary bus voltage as time reference is shown; secondary bus is shown
in Figure 31b, in Figure 31c, 400 W converter current output suppling six tandem Cuk
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driver-LED luminary connection sequence, current ripple increases when another luminary
is connected, at full load condition current ripple is about 10% of nominal inductor current.

Figure 31. Fifth set of simulation results, (a) primary DC bus, (b) 1.2 kW converter output voltage
and (c) 400 W converter current output.

A second test is done, now all three boost converters generate the primary bus, but
the rest of the converters in the DCMG remain the same, again the aim is to supply an
electronic load in primary bus and group of six tandem driver-luminary from secondary
bus. An scheme of the new trajectory is presented in Figure 32.

Boost

DC/DC

DC/DC1

380 V
DC/AC

DC/AC
190 V

Cuk1 Cuk6

48 V

125 V – 250 V

DC/DC

190 V
10 x 250 W

20 x12.5 V

Boost

63 V – 125 V

10 x 250 W
125 V

10 x12.5 V

DC/DC

250 V

DC/DC

10 12 5

127 V 1  
60 Hz

Boost

125 V – 250 V

10 x 250 W

Boost

125 V – 250 V

10 x 250 W

3.3 kW

400 W

220 V 1  
60 Hz

1.2 kW 2.5 kW

1.25 kW

Figure 32. Second test trajectory for DCMG multibus multi-voltage performing with three
boost converters.

In this case, it is necessary to verify current sharing using feedback state as local control
strategy. The most important differences against test one appear in Figure 33, primary
bus voltage presents starting transient with longer settle time than test one, see Figure 33a.
Figure 33b shows total current from three boost converter and it is important to realize
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current in Figure 33c, one boost converter current output is same waveform that total
current but divided by three.

Figure 33. Sixth set of simulation results, (a) primary DC bus, (b) total current from three boost
converters array and (c) boost converter number one output current.

6.3. Performance of DCMG with EMS

The EMS start-up stage let a pre-charge in the boost converter input capacitor then
closed loop operation at one tenth of PEC rating power is perform, a simulation of this
sequence using one of the 380 V output boost is shown in Figure 34.

Figure 34. Start-up sequence with one 380 V output boost convertert, (a) input capacitor voltage, (b)
inductor current (c) boost converter voltage output.

In Figure 34a input capacitor is charge through the thermistor at low temperature
resistance value (10 Ω), at 0.4 s thermistor reduce its resistance value by temperature
increase (0.22 Ω). Figure 34b, at the begining a transient current flows through inductor to
charge output capacitor, at 0.8 s a second transient take place because the enable signal is
set. In Figure 34c since the simulation starts, voltage output has the same value than input
voltage by converter particular behavior. When converter is enabled reference value moves
smoothly from pre-charge value to rating value, 0.8 s–1 s.
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The star-up test stage considers eight source PECs, then 256 possible combination
exist. Nevertheless, EMS prioritizes the usage of harvested power on PV array, then, as
many times as possible, DCMG starts by using power collected in PV arrays through boost
converters. Next simulation uses an incremental counter as input to EMS start-up to get
the adequate signal output after the test, see Figure 35.

Figure 35. Sixth set of simulation results, (a) Incremental counter input and (b) start-up test
ouput value.

According to SC vector, in Table 12, given values from 1 to 15 represents system start
with PV arrays. If PV arrays do not pass the test, algorithm assumes as result one of
the following: 16 (primary bus ESS batteries), 32 (secondary bus ESS batteries), 48 (both
buses ESSs), 64 (power incoming from mains through primary bus), 128 (power incoming
from mains through secondary bus), 192 (power incomng from mains through both buses).
If there is no source able to supply power to the system output value is 0, it means, DCMG
remains in off state and the building should be powered in a typical way, as an ultimate
emergency action. A complete start-up test sequence is shown in Figure 36.

Figure 36. Sixth set of simulation results, (a) 380 V boost converter (SPV1, blue) and 190 V boost converter
(SPV2, cyan), (b) SC vector, the least significant four bits (c) SC vector, the most significant four bits.

In Figure 36a, primary and secondary buses are established by one boost converter each,
it is assumed that only this two PECs passed the initial test. In Figure 36b, v0 = SPV1 and
v3 = SPV4 takes ‘1’ value and the other two least significant bit renains in ‘0’, finally, in
Figure 36c the most significant four bits, related to ESSs batteries and DC-AC converters
keeps on ‘0’.
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7. Conclusions

In this paper a novel concept for DCMG architecture classified as multibus multi-
voltage is presented, this development is suitable for building already in operation where
different kinds of loads with a variety of current and voltage requirements must be supplied.
This concept of architecture main advantage is reliability for final users, according to typical
multibus schemes.

A hierarchical control structure is proposed to govern the system. Relative to local
control strategy: average models of all PECs topologies included in the proposed DCMG
are obtained by using switching functions. Passive elements values for each converter are
obtained using well known procedures. Finally, feedback state controllers are design, then
they are tuned from the desired polynomial based on overshoot percentage and settle time,
further Ackemann method is used to obtain gains values for boost and DC-DC full bridge
converters, all versions. PI classic controllers are used in Cük an DC-AC converters.

For higher supervisory control level, a EMS based in Petri net theory is proposed as
coordinated control stage. EMA consist of three parts, a start-up test to define the initial
state of the system. After initial state is set, connection-disconnection of source PECs
is performed by set of FMSs which enable the needed transitions for the required state.
In same manner, SC vector sets an specific FMSs to go through its states to add or shed
loads PECs.

Simulation results for every converter in stand-alone operation are presented in order
to validate each version performance in closed loop with feedback state controller as local
control stage, here inductor ripple criterion is verified. Some trajectories of the DCMG
architecture are under test to verify system operation and validate the concept. Some EMS
operations are presented to validate supervisory control.

With results presented is possible to visualize that all the trajectories in DCMG are
operative. In further stages of this development: Petri net EMS can be modified to reach
another environmental aims or economic goals. Experimental PECs are under implementa-
tion to validate the DCMG in a phisycal way. A digital communications network can be
considered in order optimize hardware CC resources. The proposed DCMG architecture
is flexible and can be implemented in several kind of buildings considering peak power
consumption and site loads demand.
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Abstract: In recent times, there has been a growing demand for the use of biomass as an alternative
energy due to its sustainable nature. At present, anaerobic digestion and gasification has been proven
as a promising technology for exploiting this energy from biomass. This review aims to provide a
comprehensive and detailed analysis of the combination of anaerobic and gasification technology as
a hybrid system for sustainable waste-to-energy generation. This review reveals that both anaerobic
digestion and biomass gasification have been successfully demonstrated as technologies for energy
recovery. However, to improve the conversion efficiency in both technologies, the utilization of an
intensifier, additive, and enhancer will be required. Moreover, temperature has been identified as a
major factor affecting the technologies and should be considered. The bibliometric study conducted
revealed that China is the leading country and has set the pace for other countries to follow suit.
Subsequently, waste-to-energy research could be easily implemented on a global scale. This study
recommends an experimental study of anaerobic digestion and gasification as a hybrid system.

Keywords: anaerobic digestion; biogas; gasification; syngas; temperature

1. Introduction

According to the statistical review of world energy (2021), the COVID-19 pandemic
was reported to have had a dramatic effect on the energy market. This contributed to the
fastest rate of decline in primary energy and carbon emissions since the Second World
War. Despite this report, the good news is that renewable energy continued to grow. For
recording purposes, the current rate of primary energy consumption and carbon emission
fell by 4.5% and 6.3%, respectively. This decline was the largest for primary oil since 1945
and the lowest level since 2011 for carbon emissions [1]. Renewable energy sources, such
as wind, solar, and hydroelectricity, all grew despite the decline in overall energy demand.
Statistically, renewable energy sources with the inclusion of biofuel and the exclusion
of hydro rose by 9.7%, lower than the 10-year average of 13.4% per annum but with an
increase to 2.9 Exajoules (EJ) in terms of energy. Solar and wind energy rose by 1.3 EJ and
1.5 EJ, respectively, thereby contributing to the largest renewable energy growth. Similarly,
hydroelectricity in China improved by 0.4 EJ [1]. From the authors’ point of view, it is
worrisome that biomass energy was not mentioned specifically, as it accounts for more than
one-third of primary energy.

To this effect, biomass energy is regarded as renewable and sustainable energy. It is
interesting that approximately 32% of the country’s overall energy supply comes from
biomass, and 70% of the national population is said to depend on it. In addition to natural
biomass, the use of conventional waste biomass as a source of energy is another promising
option [2]. One major way and option for achieving waste-to-energy focusing on biogas and
syngas is through anaerobic digestion and gasification technology [3]. These technologies
are regarded as mature biochemical and thermochemical processes and are currently
receiving research interest. Its efficiency in the substrate and product separation as well as
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the microbes’ ecology of anaerobes test contribute to its recent attention. Without a doubt,
this review will promote and contribute to the development of the practical application of
both technologies as a hybrid system.

2. Methodology

Amongst the existing types of literature reviews, which include systematic review,
narrative review, traditional review, critical review, and state-of-the-art review, a conceptual
review was employed [4]. The choice was based on the objective of the study, which
aims to synthesize the area of conceptual knowledge, thereby contributing to a better
understanding of a particular topic. Regarding the study, a conceptual review is most
applicable, as it provides sensitive areas of the review based on recent advances in anaerobic
digestion and biomass gasification. Furthermore, as a detailed and broad review containing
a vast amount of information, the conceptual type of review was deemed to be the most
suitable type to use. Findings were obtained from reputable databases, such as Springer,
ScienceDirect, SCOPUS, Web of Science, and Google Scholar. In addition, substantial
information from conference proceedings and industry reports was employed. The authors
employed recent studies and literature in the review.

3. Anaerobic Digestion Technology

The term “anaerobic digestion” (AD) refers to the degradation of biomass under anoxic
conditions in both natural and engineered systems [5]. Akhiar et al. [6] defined anaerobic
digestion as a process wherein microorganisms degrade organic matter in the absence of
oxygen to produce biogas. This technology is regarded as the earliest approach toward
achieving a circular bioeconomy. Moreover, due to increasing industrial interest, studies on
anaerobic microbial processes have greatly improved in identifying the important process
parameter and factors that can promote methane production from all types of organic matter,
such as manure and slurry [5]. Methane is said to substitute natural gas, especially as it
tends to build up opportunities with regard to traditional petrochemistry [7]. Furthermore,
anaerobic digestion has proven to be an ideal end-of-pipe technology for the treatment
of waste. It serves as a process in the recovery of various biotechnological applications
because of the wide substrate spectrum [5]. Such a biotechnological application, which
includes the microbial electrochemical process and production of medium-chain fatty acid
by anaerobic fermentation, can be coupled with anaerobic digestion. Anaerobic digestion
has received immense interest in recent times because it addresses the major challenges
faced by developing countries regarding environmental pollution resulting from the use of
fossil fuels [8].

4. Recent Studies on Anaerobic Digestion Focusing on Biogas Production

Globally, approximately 50 million small-scale domestic digesters, 132,000 commercial
digesters, and 700 upgrading biogas digesters have been installed. These digesters are
fully functional and operate using anaerobic digestion technology. For instance, in Europe,
to be specific, 15,000 commercial biogas digesters are in full operation [9]. In terms of
biogas production, up to 31.24 billion cubic meters (bcm) were reported in 2015 from
Europe. This number is predicted to increase by 70 bcm by 2030 because of the readily
available resources [10]. On another note, the total global energy production resulting
from biogas was approximately 2.8 × 105 TJ in 2000; fourteen years later, it increased to
1.3 × 106 TJ [NBD 2016]. According to the world biogas association report released in 2019,
10.5 GW of electricity generation came from the 17,783 biogas digesters in Europe. Although
the specific time was not disclosed, it was indicated that Germany is leading with 10,
971 biogas digesters, followed by Italy (1655), France (742), Switzerland (632), and the
United Kingdom 613 [11].

Pramanik et al. [12] provided a comprehensive review of anaerobic digestion as
an effective technology for biogas. The review finds that anaerobic digestion achieves
a higher energy production, especially the co-digestion process, whereas the two-stage
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anaerobic digestion process helps in increasing methane production. Hence, the authors
recommended the use of food waste as a suitable substrate for biogas digester because of
its excellent biodegradability and high-water content. In another study, Connor et al. [13]
emphasized that the European agricultural sector is known for small-scale anaerobic
digesters. This is because of the small-scale individual farm sizes and land productivity,
which are insufficient to meet the feedstock requirement of large and medium-scale plants.
The study reveals that there is a need for national support which will aid in adopting
small-scale anaerobic digesters within the European countries. Nevertheless, there is still
an overriding obstacle hindering the full commercialization of small-scale digesters, and
this has to do with upfront investment costs. In addition to this, substrate type as well
as a mode of utilization is another factor of consideration for efficient biogas production.
Mono-digestion is characterized by imbalanced nutrients, lack of microbial communities,
and fluctuation in operational parameters. In a bid to address these challenges, Ngan
et al. [14] conducted a study focusing on the anaerobic digestion of rice straw with livestock
manure. Rice straw is high in cellulose and, hence, requires pre-treatment before being fed
into the biogas digester. Evidently from the study, it was revealed that rice straw when co-
digested with biological waste (livestock manure) for anaerobic digestion showed a better
degradability potential. Therefore, the condition for optimum pre-treatment, operational
parameters, and mixture proportion with the substrate improves methane production,
according to a study by Ngan et al. [14].

Various factors, such as anticipated toxicity, lower pH (6.6), and low carbon C:N
ratio (12:2), are said to be responsible for the challenges faced in using only textile waste
(sludge) for energy and nutrient recovery. To this effect, Kumar et al. [15] conducted a
study on the anaerobic co-digestion of textile aerobic sludge with food waste and cow dung.
This was assessed through a biochemical methane test under a mesophilic temperature of
35 ◦C. From the result, cow dung mixed with textile sludge in a ratio of 1:1 generated
524.4 mL/g of biogas, whereas using textile sludge only did not produce any biogas. In
addition, the mixture of food waste and textile sludge resulted in biogas production of
288.3 mL/g, which is lower compared with that of cow dung with textile sludge. The
findings from the study provided an efficient method for textile sludge utilization in
biogas production.

The potential of using chicken manure as the sole feedstock for biogas production
under anaerobic digestion was studied by Jurgutis et al. [16]. The choice of chicken manure
in the study was because of its high biogas potential yield using a biochemical methane
test. A methane yield of 508 mL CH4 g−1 VS was recorded throughout the 217 days
of monitoring. The novelty of the study is associated with the adaptation of the same
operational conditions (organic loading rate and retention time) during the fermentation
process. To this end, approximately 93% of chicken manure was digested, with an organic
loading rate of 3.14 kg VSL−1d−1 and total ammonium nitrogen of 5.5 g L−1. This proves
that it is possible to digest chicken manure as a stand-alone feedstock as long as the
ammonium concentration is carefully controlled, which is achieved via the freshwater
dilution process.

In terms of the design parameters, Obileke et al. [17] mentioned that the biogas digester
dimension and material of construction are important factors of consideration. The authors
developed a design equation that considered the volume of the digester, inlet, and outlet
chamber dimensions, as well as the shape of the digestion chamber. In terms of construction,
the understudied biogas digester was fabricated using high-density polyethylene (HDPE)
plastic, whereas the inlet and outlet chamber was constructed using bricks/cement. The
developed plastic biogas digester and the appropriate dimension were found to be suitable
for anaerobic digestion for biogas production (methane and carbon dioxide reported to be
60% and 30%, respectively) using cow dung as the substrate.

To stabilize organic waste while generating biogas, the anaerobic digestion of poultry
litter was carried out by Chaump et al. [18]. The study originated as a result of technical
challenges faced, which included seasonality of litter production, low carbon/nitrogen
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ratios, and limited digestibility of bedding. From the study, biomethane potential of
0.24–0.30 L/gVS and 0.15–0.16 L/gVS was obtained for litter leachate and whole litter,
respectively, whereas the insoluble bedding material left after leaching was reported to be
0.08–0.13 L/gVS. The information from the results indicates that poultry litter leachate can
be amended for digestion despite having a low carbon/nitrogen ratio. Hence, litter can be
stored before digestion, although this leads to biomethane losses. The authors opined that
the loss is because of the decomposition of organics during storage.

5. Intensification of the Anaerobic Digestion Process

As stated by Sathyan et al. [8], the need to improve anaerobic digestion has been of
great interest in recent years. The use of different types of additives or accelerants has
been explored in several synergies, thereby enhancing the methane yield and quality of
digestate, which are products of anaerobic digestion. It is important to know that the use of
the additive in enhancing the performance of anaerobic digestion reduces the challenges
associated with slow start-up, substrate-induced inhibition, and low energy output [8].
Some of these additives include microbes, enzymes, microelements, biological metabolites,
adsorbents, deforming agents, and chelating agents. Therefore, Table 1 presents these
additives, their substances, and the effects from various studies.

Table 1. Additives used in anaerobic digestion enhancement.

Types of Additives Functions References

Enzymes (Cellulose, Amylase, Lipase,
etc.)

Facilitate the activities of hydrolysis of the particulate
compounds [19]

Nutrients (Nitrogen, Phosphorus,
Potassium, etc.)

Essential for the growth of biogas fermentation
microorganisms [20]

Microelements (Iron, Cobalt, Nickel, etc.) Essential for methanogens activities [21]

Inhibitors (Heavy-metal ions) Promote the biological activity of the system at a low
concentration [22]

Forming agent (Polyester deformer) Help to eliminate formation during anaerobic digestion [23]

Absorbent (Aluminium powder) Help to increase biogas content and methane content to a
different degree; decrease BOD and COD content [24]

Chelating agent Increase the growth rate of methanogens and gas
production of anaerobic digestion [25]

Accelerants Increase biogas yield or production, COD, and buffer
capacity as well as degradation rate [20,21,26,27]

Carbon-based materials (Carbon
nanotube, Graphene, and Carbon cloth)

Promote microbial growth and microbial immobilization;
provide nutrients to microbes, resulting in faster methane
production; stimulate the mechanism of methanogens as

well as improve the efficiency and stability of the anaerobic
process, thereby increasing methane yield

[28–32]

Some of these additives are cost-effective and have been widely studied to test their
efficacy. In this case, their findings and results were successful in enhancing gas production,
favourable digestion condition, and superior organic degradation [21,33].

Carbon-based materials intensify the process of anaerobic digestion by promoting the
growth of microorganisms, providing required nutrients to microorganisms and improving
the activities of enzymes. These results in quick methane production and content as well
as improved quality digestate [31]. Previous studies conducted by Capson et al. [29], Lin
et al. [30], Mostafa et al. [31], and Yang et al. [32] revealed that carbon material is necessary
for anaerobic digestion because it enhances its efficiency and stability, thereby increasing
the methane yield.
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The properties of graphene in relation to anaerobic digestion include electric conductiv-
ity, high mechanical strength, and large surface area. To improve the stability and efficiency
of biogas digester through anaerobic digestion, graphene is required and recommended.
The introduction of graphene during anaerobic digestion improves the methanogens,
which is the microorganism responsible for methane production in the low-temperature
range of 10–20 ◦C [27,34]. Furthermore, graphene results in the change in syntrophic
microbes between methane production archaea and acidogenic microbes, which increases
the rate of methane production by 28% to be specified through 71.1% Methanobacterium and
Methanosarcina (11.3%). Graphene indeed intensifies and influences microbial community
dynamics during anaerobic digestion.

6. Feedstock for Anaerobic Digestion

The nutritional composition is regarded as a major factor that determines the suit-
ability of any feedstock or substrate for biogas production. This nutritional composition
affects the biogas yield, methane content, biodegradability, and degradation of the biomass
kinetic involved [35]. These nutrients include carbohydrates, protein, and fats, as shown in
Table 2. Interestingly, any feedstock for the anaerobic digestion process should be readily
biodegradable and should not contain any toxic components that would impair the activ-
ities of microbes [36]. Table 2 shows the nutrient compositions of feedstocks with their
methane yields and methane compositions.

Table 2. Reported studies on nutritional composition for AD with methane yield and
composition [37,38].

Composition of Nutrient Methane Yield (m3/kgVS) Methane Composition (%)

Carbohydrate 0.42 50
Protein 0.50 50
Lipids 1.01 70

From Table 2, it is seen that lipids produced the highest methane yield of 1.01 m3/kgVS
as well as a methane percentage composition of 70% compared with protein and carbohy-
drates. This implies that substrates that are rich in lipids hold great potential for methane
production. Nevertheless, the use of such substrate should be closely monitored, as a
drop in pH can be toxic to the microbial community because of degradation that releases
long-chain fatty acids. Considering the feedstocks that are protein-rich, Nwokolo et al. [39]
mentioned that these feedstocks have a high potential for methane yield. However, they
increase the alkalinity of anaerobic digestion because of the degradation process that re-
leases ammonium. This process enhances the digestate and inhibits the activities of the
methanogens. Further, Nwokolo et al. [39] stated that this inhibition occurs because of
the shift in equilibrium from ammonium to ammonia, usually in a concentration value
of 53–1450 mg/L. On a broader scale, substrates or biogas production are classified into
agricultural waste, industrial organic waste, and municipal waste.

6.1. Agricultural Waste (AW)

Agricultural wastes are widely used due to their availability, and they include animal
waste and lignocellulosic biomass in the form of residue from crops and forest and energy
crops. However, the authors chose to focus on animal waste as a major feedstock for
biogas production. This is driven by its availability, biodegradability, and global usage
as compared with others [39]. These animal wastes are characterized by high nutrient
content and organic matter concentration, neutral pH, different microbes, etc. Hence, they
produce a lower rate of biogas production because of their pre-digestibility by the animal
intestine. The conversion of animal waste using anaerobic digestion provides benefits
such as effective waste management techniques and sustainable biogas energy generation.
Mostly, animal wastes, such those from pigs, goats, sheep, cattle, and poultry, are widely
studied as viable substrates to produce biogas. Regarding characteristics of the animal
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wastes, parameters such as total solids (TS), volatile solids (VS), pH, and carbon-to-nitrogen
ratio (C/N) play a vital role in the enhancement of biogas yield using animal waste. To this
effect, the recommended ranges of these parameters for the different types of animal waste
are summarised in Table 3.

Table 3. Optimum ranges of substrate parameters for enhanced biogas production.

Animal Waste Total Solids (TS) Volatile Solids (VS) pH Carbon/Nitrogen Ratio References

Pig manure 6.4–7.5 6.2–82.8 6.4–7.5 5.7–13.5 [40–43]

Goat manure 33.7–55.5 27.7–89.4 7.9 18.0 [44,45]

Sheep manure 22.3–40.0 18.7–72.7 7.16–8.1 11.3–14.7 [26,44]

Cattle manure 14.5–22.7 11.9–72.0 7.1–8.6 14.59–18.9 [26,40,44]

Poultry manure 20.0–92.6 18.3–84.1 6.9–7.4 7.5–9.75 [22,40,46,47]

From Table 3, it can be observed that different animal wastes have different param-
eter conditions (TS, VS, pH, and C/N ratio). The discrepancies in the physiochemical
characteristics of these animal wastes can be attributed to their origin, the difference in
their diet, variation in digestion, and intestinal micro-organism [48]. Depending on the
pH, the buffering capacity protects the process of digestion against acidification linked
with high total solids. Furthermore, animal waste with the required pH provides a suit-
able environment for the optimum functioning of the microorganism during anaerobic
digestion. Total solids are responsible for the contribution of water towards the growth
of microorganisms, thereby facilitating the dissolution and transport of nutrients. As the
amount of water decreases or increases, it reduces the activities of microorganisms because
of the total solids [49].

6.2. Industrial Waste (IW)

Industrial organic waste for anaerobic digestion consists of by-products, residues, and
waste from numerous activities in the industries. Some of these industries include the
food and beverages industry, pulp and paper industry, petrochemical industry, and textile
industry. Selected wastes from industries include food and beverage waste, sugar, starch,
and fruit processing wastes produced in large quantities. According to Lup et al. [50],
industrial organic wastes are characterized by a high content of hydrocarbons, fats, and
protein. Industrial wastes are usually not used as feedstock for anaerobic digestion, espe-
cially for biogas production, because of their low degradability (30–50%) and recalcitrant
chemical properties [39]. This particular property does not affect food waste, which is an
example of industrial waste. Hence, they are the most widely used substrate among indus-
trial waste for anaerobic digestion. The pulp and paper industry generates waste of high
biological oxygen demand (BOD), high dye content of 300–2800 m/g, and 1200–6500 colour
units [20]. To improve the biodegradability of industrial waste for anaerobic digestion, it
is recommended that they are co-digested with other substrates because of their low total
solid content of <1%. However, industrial waste for anaerobic digestion employed various
technologies which are specific for biogas production via anaerobic digestion. Some of
these technologies are shown in Table 4.
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Table 4. Various technologies employed in industrial waste for anaerobic digestion [36].

Technologies for Industrial Waste Description

Up-flow anaerobic sludge blanket (UASB)
This involves the pumping of waste into the sludge bed, consisting of granular
bacteria and a sludge blanket. The UASB essentially separates gas and prevents
bacteria sludge from flowing into the waste.

Anaerobic fixed-film (AFF) system
The AFF employs the use of a fermentation tank to provide a biological firm as
an intermediary on which to fix bacteria, thereby reducing bacteria losses from
the system.

Continuous stirred tank reactor (CSTR) system This technology uses a stirring machine characterized by high efficiency of
digestion to reduce the hold-up time within the anaerobic digester.

Modified covered lagoon (MCL) system
The MCL system is covered by high-density polyethylene (HDPE) plastic sheet
as a container for biogas production. This system increases the contact area of
bacteria sludge with the waste.

6.3. Municipal Solid Waste (MSW)

Municipal solid waste is waste generated from household waste, commercial waste,
and waste from cleaning. Precisely, it consists of a fraction of household and garden waste.
The composition of MSW includes paper waste, plastic waste, glass waste, metal waste,
organic waste, and textile waste. For efficient digestion of these solid wastes, impurities,
such as plastics, glass, and metals, need to be removed, as they affect the operation of the
process, especially for biogas production [51–54]. To lower greenhouse gas emissions and
lessen the dependency on the use of external energy, the utilization of source-separated
municipal organic waste is needed [55]. In considering the anaerobic digestion of MSW,
particle size is one factor that must be considered. The particle size impacts the surface
area, which increases and influences the hydrolysis rate during anaerobic digestion and
lag phases. These are known as the limiting stage of adaptation of microorganisms to
the substrate. [56]. Towards this, Parra-Orobio et al. [56] mentioned that a particle size of
<2 mm is recommended and effective for methane production, having an electrical energy
of 2960.4 kWh per week. The recommended particle size of <2 mm is 19% higher than in
reactors with larger particles. Thus, the <2 mm particle size indicates lower design cost
and maintenance. This is because the smallest particle enables a shorter retention time.
Despite the recommended value of the particle size, an optimal range for the particle size
still has not been defined. Notwithstanding, the size variability (from the crushing process)
is another parameter capable of affecting the kinetics of the anaerobic digestion of MSW.
Approximately1.3 tonnes of MSW are generated globally every year. This MSW consists of
46% organic waste, 17% paper waste, 10% plastic waste, 5% glass waste, 4% metal waste,
3% textile waste, 13% inert waste, and 2% miscellaneous waste [57].

At the continental level, Africa generates the highest organic composition of municipal
waste at 66%, followed by Europe (54%), South America (53%), and then Asia (47%).
North America and Australia are regarded as the countries with the least composition of
municipal waste generation, producing 26% and 25%, respectively. The variation in the
organic composition of this waste by continent might be attributed to the rates of the organic
portion of waste from low-income countries (50–70%) versus high-income countries (20–
40%) [58]. Interestingly, anaerobic digestion of municipal waste provides many benefits,
such as the separation of organic biodegradable fractions from total municipal waste,
generation of renewable energy, reduction of landfilling, and mitigation of pollution.

A grouping of the waste category of the feedstock required for anaerobic digestion
was discussed earlier, and this is presented in Table 5.
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Table 5. Feedstock of anaerobic digestion by waste classification.

Feedstock for Anaerobic Digestion Source of Waste

Animal waste Energy crop, livestock manure, remains from harvest and farm mortality, etc.

Industrial waste Dairy product waste, processing of food/beverage, pharmaceutical industries, waste from
a slaughterhouse, residues from agro-processing, etc.

Municipal waste Sewage sludge, yard trimmings, food waste from restaurants, and organic fraction of
MSW.

7. Gasification Technology

The thermochemical conversion of biomass materials to produce syngas, coal, tar, and
some low-molecular-weight hydrocarbons in the presence of the oxidizing agent is known
as gasification [59]. Similar to anaerobic digestion (biogas), the major end-product of gasifi-
cation is syngas, which consists of carbon monoxide, hydrogen, methane, carbon dioxide,
and traces of other gases (flammable gases). Although the end application of gasification
products is mainly for electricity and heat generation, it can be used as transportation
fuel [60]. The biomass gasification system consists of the following individual units: a
feeding system, gasifier, cyclone, and gas scrubber. These units are said to contribute to the
overall efficiency of the gasification process [61]. During gasification, the oxidizing agent,
consisting of oxygen, air, steam, or mixtures thereof, is usually provided in stoichiometric
amounts to maintain partial oxidation of the biomass material. The choice of any of the
oxidizing agents is guided by the expected quality of the syngas in terms of the heating
value and cost [62]. To lower the cost, the air is usually used as an oxidizing agent; however,
it results in syngas with low heating values (4–6 MJ/Nm3) [63]. This is said to be attributed
to the higher concentration of nitrogen present in syngas. Using oxygen and steam as oxi-
dizing agents increases the heating value of syngas. It was reported that the heating value
of 9–10 MJ/Nm3 and 17–18 MJ/Nm3 was obtained for oxygen and steam, respectively. To
maintain the partial oxidation of biomass material during gasification, there is usually the
provision of sub-stoichiometric quantities [59].

8. Recent Studies on Gasification Focusing on Syngas Production

This section presents the selected recent studies conducted by various scholars and
researchers on biomass gasification. This is necessary to have an overview and track the
trend of research in this regard. On the positive side, the development of the biomass
gasification process has contributed to high potential energy efficiency that is environ-
mentally friendly and inexpensive, mostly as a waste-to-energy technology. Therefore, its
contributions cannot be neglected, especially for the production of syngas. Currently, on
the gradual progress made so far on biomass gasification, it is interesting to mention that
some high-profile gasifier units have been installed and are operating in a different part
of the world. Table 6 shows a few of the gasification plants installed in selected parts of
the world.

Table 6. The recent operating gasifier units with their capacity and locations [64].

Gasifier Unit Location Capacity

TCG global steam reforming USA 136,000 t/year
Two-stage thermal process Norway 78,000 t/year

Fixed-bed dry bottom USA 16,000 t/day
General Electric China 1500 t/day

Reviewing the recent studies on biomass gasification from the literature, the gasifica-
tion of eucalyptus wood chips in a downdraft gasifier to produce syngas in South Africa
was conducted by Nwokolo et al. [59]. The authors sourced the eucalyptus wood chip
from the sawmill industry. The eucalyptus wood was gasified using air as the oxidizing
agent, and the produced syngas were measured. With the aid of a non-dispersive infra-red
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sensor and palladium/nickel (Pd/Ni) gas sensor., the volumetric composition of the syngas
produced was as follows; hydrogen (22.3–22.5%), carbon monoxide (22.3–24.3%), methane
(1.9–2.1%), carbon dioxide (9.8–10.7%), and nitrogen (41.5–42.9%). These syngas produced
a higher heating value (HHV) of 6.08 MJ/Nm3, obtained from hydrogen, carbon monoxide,
and methane composition. The study provided evidence that gasification is an alternative
for the waste-to-energy conversion.

To predict and optimise the rate of syngas production, Dang et al. [65] developed a
robust biomass gasification process model. This was possible by incorporating updated
biomass reaction kinetics and dense bed hydrodynamics into the Aspen Plus platform. The
model was developed using 864 datasets of four input parameters and demonstrated good
agreement and best line of fit under a range of operating conditions. This was achieved
when comparing the model prediction with the experimental result. An optimal syngas
yield from 61.4% to 78.5% by volume was obtained on a dry N2-free basis. According to
the optimization model result, a maximum syngas production of 78.6 vol% occurred at a
temperature of 900 ◦C, equivalent ratio (ER) of 0.23, steam-to-biomass (S/B) ratio of 0.21,
and moisture content (MC) at 30 wt%.

Li et al. [26] carried out an experimental study on the gasification of cotton stalks to
enhance the Boudouard reaction and carbon monoxide production. The parameters studied
included carbon dioxide flow rate (50–400 mL/min), carbon dioxide concentration (0–100%),
temperature (750–950 ◦C), and feedstock particle size of 0.1–8 mm. From the study, it was
revealed that high temperature had a positive effect on gas yield and gasification efficiency
(GE) due to the Boudouard reaction. As the particle sizes increased, GE first increased and
then decreased due to the different heating conditions of the particle, with the highest GE
of 88% at 0.8–1 mm obtained. The yield of CO and GE improved with an increase in the
flow rate of CO2 and CO2 concentration. However, the conversion rate of CO2 decreased at
a large CO2 flow rate, and the growth rate of GE decreased for CO2 concentrations greater
than 50%. Therefore, the maximum gasification efficiency (GE) reached up to 125% at the
recommended optimum temperature, particle size, and CO2 concentration of 850–900 ◦C,
50–100%, and 1mm, respectively. Gasification efficiency (GE) is defined as the ratio of the
low heating value (LHV) of gases to that of biomass feedstock.

Synthesis gas composition was obtained from the gasification of biomass involving a
mixture of carbon black, resulting from waste tires and sewage sludge. Varank et al. [66]
modelled the process via the response surface method, while optimization involved the
use of Box–Behnken design. For the syngas composition, the determination coefficient
obtained for H2, CO, CH4, and heating values was 92.86%, 95.40%, 96.15%, and 96.80%,
respectively. These were the indicators used for the modelling using a second-degree
polynomial equation. The high determination coefficient reported was an indication that
the polynomial equation conformed to a sufficient level with the experimental data. Based
on the validation result, the percentages of the H2, CH4, and CO were 12.75%, 8.07%, and
7.87%, respectively, whereas the heating value was 1420.3 kcal/m3. The findings from the
study confirmed that the gasification process was suitable for the production of high-quality
syngas from waste material and recommended the use of the Box–Behnkan design for the
optimization of the process.

To produce syngas, Peng et al. [67] employed the use of a catalyst during the gasifica-
tion of wood residue in a fluidized bed gasifier while using a combination of air and steam
as an oxidizing agent. During the study, the following parameters were considered; catalyst
loadings (20%, 30%, and 40%) at residence time (20, 40, and 60 min) and temperature
(750, 825, and 900 ◦C). The authors revealed that a high temperature of 900 ◦C, catalyst
loading of 40%, and residence time of 60 min was found most suitable to produce syngas
of high quality.

To facilitate the optimization of energy efficiency and economic viability of biomass
gasification, Yao et al. [68] developed a gasification model. The model aimed to predict
the rate of production and quality of syngas. It was mentioned that the three regions
of the velocity profiles (natural convection region, mixed convection region, and forced
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convection region) were used for the development and building of the model. From the
study, it was observed that the developed model provided accurate predictions against
experimental data; nonetheless, there was a deviation of approximately 10%. Moreover,
an equivalence ratio of 0.25 was found suitable for maximizing the economic benefits of
biomass gasification.

Air steam gasification of pine sawdust with calcined cement as a catalyst was investi-
gated for the production of syngas. The study was motivated by the operational problems
relating to the formation of tar during gasification. As a result, tar was minimized in the
producer gas due to catalyst cracking. According to Sui et al. [69], the employment of
cement as a catalyst enhanced the hydrogen concentration and lowered the tar yield.

9. Intensification of Gasification Process

As mentioned earlier, in anaerobic digestion, intensification focuses on ways to en-
hance and improve biomass gasification. To optimize the process of gasification, Paulauskas
et al. [70] investigated the efficacy of residual char gasification in a gasifier. The study
used char made from wood and sewage sludge under different operating conditions in
the gasification set-up. The findings showed that the intensifier and additive caused an
increase in air flux from 0.11 kg/m2s to 0.32 kg/m2s as well as in the gasification rate from
0.8 to 2.61 g/min. Consequently, a 72% decrease in the duration of wood char gasification
was recorded. This implies that wood char and sewage sludge char are suitable for the
intensification of biomass gasification.

A continuous fly ash circulation was used as an intensifier or enhancer in industrial
dual-fluidized gasification systems. This was evidenced in the study conducted on the
effect of ash circulation on the performance of a dual fluidized bed gasification system. In
the study, Pissot et al. [71] mentioned that ash-forming elements are released from fuel
during the gasification of biomass. Hence, these elements are known to have a positive
impact on the quality of the gas produced. To assess the impact on the gas quality, the
coarse ash was intensified by an injection of untreated olivine in fine particle size and then
recirculated. This resulted in a decrease in the tar concentration. From the study, it was
revealed that the effect of ash circulation increased with time at a higher rate than in the
control experiment.

In another study, Chen et al. [72] explored the use of calcium oxide in the steam
gasification of sewage sludge to enhance the quality of syngas and hydrogen yield. The
calcium oxide (CaO) was in situ to capture CO2 released directly from the biomass matrix,
thereby causing a steam reformation reaction. This process drives the conversion of biomass
process in the production of more hydrogen. Thus, the quality of hydrogen in the gas
stream was enhanced as high as 70–80% due to CO2 sorption.

Similarly, Yang et al. [73] developed a two-stage sorption that relies on the integration
of a CaO-based CO2-carrying cycle in the gasification of sewage sludge, thereby intensifying
the sludge carbon. During this process, the CO2 was first captured and stored in the form
of CaCO3 at a higher temperature to gasify the sludge char for carbon monoxide (CO)
production. The proposed intensification process resulted in 284.7 NmL of syngas per gram
of dry sludge, gross CO/H2 molar ratio of 2.3, and hydrogen and carbon-rich gas steam at
a temperature of 550 ◦C and 750 ◦C, respectively. The study recommends CaO-based CO2
as an efficient option for improving carbon during the gasification of sewage sludge. On a
similar note, the use of calcium oxide improved the mole ratio of hydrogen from 0.0 to 0.70
and the yield of syngas from 10.70 vol% to 49.40 vol% [74].

As observed, the catalyst enhanced syngas yield because of its effect on the acti-
vation energy [21]. To improve the formation of hydrogen, the study used dolomite
(MgCO3·CaCO3) as a catalyst, which was calcinated for 4 h at a temperature of 900 ◦C.
Dolomite, being a natural mineral-based catalyst, enhanced the formation of hydrogen.
One advantage of dolomite is that it is inexpensive, abundantly available, and can aid
in the removal of tar from producer gas [75]. Findings from a study by Guan et al. [76]
revealed that the application of dolomite in MSW gasification reduced the content of
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tar from 9.71 weight% to 0.0 weight% and increased the syngas production from 0.620 to
1.470 m3/kg feedstock. Regarding the content of hydrogen in the syngas, this also increased
from 30.6 to 50.2%. In a similar development, transition-metal-based catalysts (copper,
iron, and cobalt) are said to be efficient and effective in the steam reformation of tar. For
high tar content in syngas, these transition-based catalysts are easily deactivated during
carbon deposition [74]. Nickel is another suitable catalyst that aids in deactivation and
sintering during gasification reactions and reducing fouling. For instance, Wang et al. [77],
mentioned that the addition of nickel oxide (NiO) in MSW gasification caused an increase
in the rate of syngas production from 0.78 to 1 m3/kg MSW and in hydrogen production
from 21.9 to 80.7 g H2/kg MSW.

10. Feedstock for Gasification Technology

Biomass gasification entails the use of various types of feedstocks, which include
but are not limited to, woody biomass (chips, wood pellet, sawdust, and tree bunches);
agricultural and food biomass (rapeseed, jatropha, miscanthus, sugar cane bagasse, nutshell,
rice husk, wheat straw, and oil production waste); and industrial and animal biomass [64].
Before gasification, feedstocks are characterized to determine their suitability; Table 7
presents the characterization of some selected feedstocks for gasification.

Table 7. Characteristics of feedstock for gasification.

Woody Biomass

Types of Feedstocks
Moisture Content

(wt%)
Volatile Matter
Content (wt%)

Ash Content
(wt%)

Heat of Combustion
(MJ/kg)

References

Wood pellet 6.7 84.3 0.8 20.8 [78]

Saw dust 7.4 - 0.6 - [79]

Chips (pine wood) 4.5 78.4 2.6 16.1 [80]

Root of mango tree
(tree bunches) 5.73 67.87 3.91 18.52 [81]

Eucalyptus prophyll 11.37 75.34 0.27 17.16 [82]

Agricultural and Food Biomass

Miscanthus 10.67 65.65 5.34 17.00 [81]

Oil production waste 5.9 80.1 7.6 20.1 [78]

Sugar cane bagasse - 87.4 2.9 - [83]

Wheat straw 2.50–7.00 60.0–75.0 5.64–15.0 16.12 ± 0.19 [78,84,85]

Rice husk 8.02 61.43 18.02 - [84]

Pea nutshell - 84.1 1.4 - [83]

Cocoa nutshell 7.16 68.58 2.26 - [84]

Jatropha seed cake - 73.5 7.3 - [83]

Animal and Industrial Biomass

Microalgae 3.0–10.0 70–81 5.0–10.0 20.0–25.0 [86,87]

Brewer’s spent grain 3.97 83.3 3.22 21.6 [88]

Spent coffee grounds 2.66 80.44 1.25 - [85]

Natural rubber 1.71 89.98 3.60 45 [89]

For a successful study of the gasification process, the feedstock and its properties
are necessary for syngas production [90]. These properties (moisture content, heating
value, content of ash, alkali metals, and lignin ratio) are briefly discussed, as they affect
the composition and yield of the syngas [91,92]. A study conducted by Tian et al. [34]
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revealed that feedstock with a high composition of cellulose and hemicellulose resulted in
the production of syngas with a higher concentration of carbon monoxide and methane,
whereas feedstock with a high composition of lignin generated syngas with a higher
concentration of hydrogen.

Having provided the summary of the properties of some selected feedstock for gasifi-
cation in Table 7, it is important to state the optimum ranges for these feedstocks according
to their classifications. Hence, Table 8 presents the summary of the recommended operating
parameter of biomass waste from the literature.

Table 8. Summary of recommended operating parameters of biomass waste for gasification
technology [64].

Classification of Biomass
Moisture Content

(wt%)
Volatile Matter

(wt%)
Ash Content

(wt%)
Heat of Combustion

(MJ/kg)

Woody biomass 4.0–12.0 60.0–85.0 0–5 16.0–20.0
Agricultural and food biomass 2.0–12.0 64.0–85.0 0–18 15–17
Animal and industrial biomass 3.0–10.0 70–81 5–10 24–25

11. Bibliometric Analysis of the Study

In this section, the data employed were obtained from the Web of Science (WoS) core
collection. In total, 207 and 801 results from the WoS the core collection were obtained
for anaerobic digestion and biomass gasification, respectively. The choice of WoS was to
maintain consistency in the study and avoid any overlap in the data collection. The period
considered for the search was set to be 10 years from 2011 to 2021, focusing on journal types,
publishers, and countries. Original articles, review papers, and proceeding papers were the
document types considered; these are presented in Table 9a,b. This search was carried out
to investigate the trend in research on anaerobic digestion and biomass gasification. For the
successful analysis of the bibliometric, the keywords criteria used were “anaerobic digestion”,
“biogas digester”, and “biogas” for anaerobic digestion, while for biomass gasification, the
keywords used were “biomass gasification”, “gasifier”, and “syngas”.

Although the entire period set for bibliometric analysis was 2011 to 2021, the authors
also considered the recent years from 2017 to 2021. It was observed that there is a fluctuation
in the total number of publications in the two research fields, implying that the research in
the two fields has not been consistent. Hence, future study is recommended. Regarding the
journals, Energy and Fuel are the most active journals in terms of the number of publications
in anaerobic digestion and biomass gasification, with 83 and 587, respectively. The Energy
and Fuel journals are published by Elsevier. For the anaerobic digestion and biomass
gasification research, Elsevier published a total number of 80 and 498 publications (original
article, review paper, and proceeding papers). Moreover, it can be deduced that Energy,
Fuel and Green Sustainable Science Technology are present and common in research or
study. In addition, in terms of publishers, Elsevier, Springer Nature, and Taylor and Francis
are known as the popular publishers present in both journals. For countries researching
anaerobic digestion and biomass gasification, China is regarded as the leading country (See
Table 9a,b). This might be because of the country’s interest in funding renewable energy
and alternative energy research, especially as it relates to anaerobic digestion for biogas
production and biomass gasification for syngas production.
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Table 9. (a) Bibliometric analysis of anaerobic digestion research. (b) Bibliometric analysis of biomass
gasification research.

(a)

Anaerobic
digestion

Publication year
considered

Document type
considered

Journals Publishers Countries

2017 (18) Original articles (169)

Review papers (21)

Proceedings papers
(18)

Energy and Fuel (83) Elsevier (80) India (30)

2018 (21) Environmental Science (56) Springer Nature (34) China (28)

2019 (17) Biotechnology Applied
Microbiology (48) Wiley (11) Germany (24)

2020 (15) Green Sustainable Science
Technology (30)

Taylor and Francis
(10) Denmark (20)

2021 (23) Agriculture Engineering (28) MDPI (8) South Africa (16)

(b)

Biomass
gasification

Number of
publications per

year
Document Type Journals Publishers Countries

2017 (18) Original articles (764)

Proceedings papers
(47)

Review papers (37)

Energy and Fuel (587) Elsevier (498) China (147)

2018 (21) Engineering Chemical (293) American Chemical
Society (58) USA (100)

2019 (17) Thermodynamic (150) Springer Nature (50) Italy (93)

2020 (15) Green Sustainable Science
Technology (83) MDPI (47) Malaysia (43)

2021 (23) Environmental Science (77) Taylor and Francis
(29) Sweden (43)

(a) Source: https://www.webofscience.com/wos/woscc/summary/211f5dbe-3eb0-4982-b0eb-72df5c6c1513-
569f8899/relevance/1 (accessed on 30 June 2022); (b) Source: https://www.webofscience.com/wos/woscc/
summary/df29a3ed-2d94-4f12-9c07-ae972f7233b5-3d84b141/relevance/1 (accessed on 30 June 2022).

12. Challenges Facing Anaerobic Digestion and Biomass Gasification

The recent challenges and future concerning anaerobic digestion and biomass gasi-
fication are discussed. For anaerobic digestion, though additives play an essential role
during the intensification and enhancement of the anaerobic digestion process as earlier
seen, not all of them (microbes) can stimulate complex organics, such as municipal sludges.
Therefore, the need for favourable conditions capable of enhancing healthy growth over
competing microorganisms should be developed. To achieve this, a biogas digester with
two stages of anaerobic digestion has the tendency and capability to enrich the bacteria. To
meet the energy demands with fewer carbon emissions than conventional energy systems,
new technologies for generating this must be flexible. In this regard, carbon material as an
enhancer or additive plays a critical role in this area. However, continued research in this
direction is necessary in enhancing methane production in the future. Therefore, on the
basis of the experimental studies, it can be seen that more attention and interest should be
given to additives and their effect on continuous biogas digesters. [93–95]. Furthermore,
regarding feedstock variability, Uddin and Wright [36] mentioned that the wide variability
in the properties (physical and chemical) is a problem in choosing the proper technology.
That is, the physical properties (feedstock size and moisture content) need to be compatible
with the gasification technology. In the Akinbomi et al. [96] study, the challenges relating
to anaerobic digestion focus on environmental and operational factors. The study revealed
anaerobic digestion was inhibited by fluctuations in temperature, pH, and ammonia con-
centration. Nonetheless, the composition of the feedstock, position, handling, pumping,
and mixing of the high-solids waste also play a role. According to Akinbomi et al. [96],
anaerobic digestion is affected by temperature, pH, and feedstock composition (with regard
to C/N). These are referred to as environmental factors. The authors recommended that
the condition of the parameter of these environmental factors must be met for a stable,
optimal, and efficient anaerobic digestion system. Accumulating intermediate products,
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such as ammonia, volatile fatty acid, and long-chain fatty acid, during anaerobic digestion
is usually detrimental for the microbes, thereby causing process inhibition. For instance,
NH3 consumes VFA, which is responsible for the lowering of methane production via
methanogens. As a result of this, the accumulation of VFA reduces the pH of the biomass
digester. The higher organic loading rate is caused as a result of an accumulation of volatile
fatty acids [37].

For biomass gasification, the thermodynamics of its operation is not well understood.
The limitation affecting biomass gasification can simply be understood on the basis of a
technical issue that the gasification technology is facing with poor mixing and heat transfer
within the gasifier [97]. According to the authors, this makes it a bit challenging to achieve
an even distribution of fuel as well as temperature across the geometry of the gasifier.
Therefore, it is reported that the scaling-up of the gasifier is difficult. This is attributed to
the characteristic of the design (gasifier geometry and air inlet velocity) [97]. Furthermore,
the operation of the gasification process is said to be complex. This is a result of the need to
simultaneously control air supply, bed material, and feedstock during the operation of the
gasifier [98]. This factor prompts the high particulate observed, which circulates and causes
equipment erosion during the gasification of syngas. Therefore, the gasifier requires high-
pressure conditions for successful operation. Hence, this leads to low volumetric gas flow
rate, condensation during compression, and other complications (defluidization). Although
the process of biomass gasification has been in existence all this time, the fundamental
principles underpinning its operation are still vague. This is especially true concerning
the type of material suitable as feedstock. Due to the high temperature and pressure of
the gasification process, there is deposited liquid ash in the gasifier wall because of the
turning of fuel oxygen mixtures into the turbulent flame of the dust. This development
brings about a technical issue when analysing the ash melting behaviours of the material
used as feedstock in the gasification technology. As a result of its operating conditions, a
specific type of material is used as a feedstock because of its complexity [97].

13. Conclusions and Recommendation

Among the various sources of renewable energy, biomass energy is regarded as the
most widespread and readily available renewable energy source globally. Anaerobic
digestion and biomass gasification have been identified as suiting technologies for their
conversion to valuable products. Therefore, this research study reviewed recent advances in
these technologies (2017–2021): intensification, feedstock, bibliometric analysis of anaerobic
digestion, and biomass gasification. The review concluded by providing the challenges
affecting both technologies. Having successfully established these headings under the
present review, the following key findings in the field of anaerobic digestion and biomass
gasification have been highlighted.

The system design for the biogas digester and gasifier depends on the dimension and
material used for construction and fabrication. In terms of the performance of both tech-
nology, temperature affects both anaerobic digestion and biomass gasification. Therefore,
the employment of intensifiers, additives, and enhancers is a promising approach to use
and is required for improving the process of anaerobic digestion and biomass gasification,
although co-digestion is recommended for anaerobic digestion due to its contribution to en-
hancing methane production. From the review, despite the various feedstock or substrates
used in both technologies (agricultural and food waste and industrial waste), it was ob-
served that animal waste and woody biomass are used mostly as feedstock or substrate for
anaerobic digestion and biomass gasification, respectively. Considering the academic trend
of the study, China is seen as the leader in anaerobic digestion and biomass gasification
research. Based on this, the country will see a growth of biogas and syngas production in
the coming years. Energy, Fuel, and Green Sustainable Science Technology are the most
active journals on anaerobic digestion and biomass gasification. The review recommends
the necessity to conduct a comprehensive and detailed bibliometric analysis of the status
and trend of research in anaerobic digestion and biomass gasification technologies. To
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widen the scope of the technologies, more experimental studies are needed, focusing on
intensification to enhance and improve both anaerobic digestion and biomass gasification.
Future works are required, focusing on the development of a hybrid system in combining
anaerobic digestion and gasification for the recovery of energy from animal waste and
woody biomass.
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Abstract: This paper regards the design and dynamic modelling of a greenhouse coupled with
renewable energy technologies to obtain a hybrid renewable energy plant as an optimal solution in
the green farm framework. The considered technologies are PV panels, solar thermal collectors, and
a biomass auxiliary heater. The system is also coupled with a pyrogasifier, supplied by wood and
agricultural waste in the framework of a biocircular economic approach. To supply the investigated
user, with a “green farm” located in Castelvolturno (Naples, South of Italy) reducing the energy
consumption and operating costs, all of the main components of the plant were suitably designed.
The operation of the designed components was simulated by a dynamic simulation model developed
by TRNSYS software and validated by means of the literature results. A comprehensive energy,
economic, and environmental analysis of the greenhouse is presented. The main results suggest
that the investigated renewable plant reduces the total equivalent CO2 emissions by 148.66 t/y.
Considering the current high increases in energy prices as a result of the energy crisis due to the war,
the system shows very significant profitability with a simple payback of only 1.7 years.

Keywords: dynamic simulation; green farm; PV panels; solar thermal collectors

1. Introduction

Renewable energy sources (RES) [1] can be coupled with several energy systems to
produce the heat or power needed for different plants in order to reduce the primary energy
demand of the included components. RES systems may be integrated into agricultural
waste conversion processes [2,3] to provide the energy required for the process and sig-
nificantly reduce the energy conversion of the process. The exploitation of biomass as a
renewable source is widely investigated in the literature [4]. In fact, biomass can be used
to produce biogas by means of the anaerobic digestion process [5], and the biogas may be
upgraded into biomethane and injected into the gas grid [6]. Furthermore, digestate is a
by-product of the anaerobic digestion process which can be used as a fertilizer in agricul-
ture [7]. Agriculture biomass conversion is a pivotal solution for farmers considering that
their agricultural activities can be modified in order to obtain energy-efficient plants [8].

In this framework, the waste-to-energy (WTE) approach is considered as a viable
strategy for the management of waste considering that in comparison to other methods,
this approach provides renewable energy outputs and end products [9]. According to this
strategy, by using low/negative-value organic waste, the production of renewable heat
or power as well as fuel is possible. This allows for a minimal environmental impact to
be made and also a significant decrease in organic waste volume [10]. Implementing this
paradigm, agricultural waste (or other sources of biomass) can be globally recognized as re-
sources, more than simply waste, producing renewable outputs in an efficient manner. This
environmental-friendly approach also implies a reduction in fossil fuel dependence [11].
Thanks to agricultural waste conversion, it is possible to produce useful energy for specific
users such as farms, single buildings, and groups of both.
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However, for the efficient and economic use of agricultural waste for the production
of energy vectors, clear guidelines and possible obstacles to be overcome in order to use
agriculture biomass in the coming years [8] have to be identified. In particular, solar
systems—namely, photovoltaic (PV) panels [12], solar thermal collectors (STC) [13], or
PV/thermal (PVT) collectors [14]—can be absolutely coupled with greenhouse systems [15].
This option seems very smart for the adoption of natural gas boilers and electricity from
the national grid. For example, the installation of PV panels for power production [16]
can easily be a sustainable energy source to supply water pumps for irrigation farming
purposes; solar thermal collectors can be employed to provide heat for the heating system
of greenhouses with the aim of maintaining the operating temperature of the greenhouse
within the designed temperature range [17]. For prediction and the increase in solar power
plants, the tracking of solar power data can assist in determining the rate of performance
loss in their systems. In addition, artificial intelligence is one strategy that has recently
grown in popularity [18].

Several authors have investigated this issue. For example, a non-linear integrated
controlled environment agriculture model was developed in order to define a correlation
between several factors and the conditions of the crop being grown [19]: humidity and
temperature control, the impact of weather disturbances, irrigation, and fertilization. The
simulation results are related to a renewable-energy-powered semi-closed greenhouse
situated in Ithaca, New York. Tomato growing was considered. The authors suggest
that a model able to control the environment where the crops grow can be useful to
increase the efficiency of renewable energy utilization from 4.7% to 127.5%. In the work
of ref. [20], a mathematical model to simulate a greenhouse was developed and validated
vs. experimental data. The equations regard four elements of the greenhouse, i.e., the
inside air, cover, bare soil surface, and canopy surface. The model was used to simulate
the operation of the research farm of Punjab Agricultural University, Ludhiana. The
model solved using the Gauss–Seidel iteration method confirms good agreement with the
measured data related to the winter operation for a tomato crop. A dynamic greenhouse
environment simulator was developed in ref. [21] to predict, with different configurations,
greenhouse dynamic behavior. The model was implemented in a web-based interactive
application that allowed for the selection of the greenhouse design, operational strategies,
and weather conditions (four seasons at four geographical locations). To forecast the hourly
demand for heating the conventional greenhouse a quasi-steady state time-dependent
thermal model was developed [22]. The model considers the lumped estimation of the
heat transfer parameters of the greenhouse. The model takes into account the indoor
environmental control parameters of the greenhouse, the thermal and physical properties
of crops, construction materials, and several hourly weather parameters, such as cloud
cover, relative humidity, temperature, and wind speed. The heat gain from environmental
control systems and the heat loss for plant evapotranspiration are further phenomena
considered in this model. The authors highlight the importance of the environmental
control systems to reduce the total heating requirements over the year by about 13–56%. A
Chinese-style solar greenhouse for Canadian prairies modeled by a detailed TRNSYS model
is presented in ref. [23]. The model, that is used to predict the transient heating requirement
of the greenhouse, was also validated by a new heating simulation model. The same model
developed in ref. [23] was improved in ref. [24] and validated adopting the data collected
from a solar greenhouse in Manitoba, Canada. The yearly simulation reveals that in the
coldest month (January), the daily average heating could be twice as high (6.3 MJ/m2·day)
as the value obtained in a mild month such as March (3.4 MJ/m2·day). Comparing this
solar greenhouse with a traditional, local one, the heating cost is approximately 55% lower.

The open literature regarding dynamic modelling and multi-source integration is
very wide [25,26]. In ref. [27], solar, geothermal, and biomass systems were integrated
into a novel renewable trigeneration plant for the production of power, heat, and cool,
respectively. In particular, a 193 m2 PV, a 159 kWh lithium-ion battery, a 30 kWe organic
Rankine cycle, a 350 kWth biomass auxiliary heater, a geothermal well at 96 ◦C, and a 80 kW
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single-stage H2O/LiBr absorption chiller were the included technologies in this plant. The
model of the plant was applied to the case study, a residential building in Campi Flegrei
(Naples, South Italy). A primary energy saving of 139% was achieved due to the excess
energy delivered to the grid. The achieved payback period was about 19 years, mainly due
to the high capital cost of the used technologies. A novel ultra-highly efficient solar power
system combining concentrating photovoltaic/thermal (CPVT) solar collectors coupled
with an organic Rankine cycle (ORC) was investigated in ref. [28]. The CPVT collectors
produced the power and heat used to supply the ORC unit. The solar field consists of
a dish concentrator and a triple-junction PV layer, and it is equipped with a double axis
tracking system. Both CPVT and ORC models are integrated in a more complex dynamic
simulation model, developed in a TRNSYS environment. However, the results showed that
the novel (ORC+CPVT) system produces only 6% more electrical energy than the system
with only CPVT collectors. In ref. [29], two solar polygeneration plants designed to produce
space heating and cooling energy, power, and fresh water are presented. These plants are
designed for two small Mediterranean islands, the Favignana and Salina islands (South
Italy). In the first layout, the CPVT collectors produced electric and thermal energy. The
thermal energy supplies both a single-stage lithium bromide/water absorption chiller for
cooling energy production and a multi-effect distillation unit for freshwater production.
An auxiliary biomass-fired heater is also considered. In the second layout, a PV field was
coupled with heat pumps for space heating, cooling, and domestic hot water production
and a reverse osmosis unit for freshwater production. Both plants were modelled in a
TRNSYS environment. In addition, in these models, the detailed estimation of the load of
the buildings located on the islands was also determined using type 56 of TRNSYS. The best
economic indexes were obtained for the layout using electricity-driven technologies, with a
payback period of about 6 years. Evacuated flat-plate solar collectors and PV panels were
integrated into two renewable polygeneration plants for the production of power, heat, and
cool in ref. [30]. In the first renewable polygeneration system, a 6 kWe organic Rankine
cycle (ORC), a 17-kW single-stage H2O/LiBr absorption chiller, a geothermal well at 96 ◦C,
a 200 kWt biomass auxiliary heater, a 45.55 kWh lithium-ion battery, and a 25 m2 solar
field were included. In the second layout, the solar thermal collectors were replaced by PV
panels. A ground-cooled condenser was used to reduce the ORC condensation temperature.
All of the included units were simulated in detail in a TRNSYS environment. The economic
results showed that the layout with the PV panels and evacuated solar collectors obtained
payback periods of 13 years and 15 years, respectively. CPVT collectors were used to match
the heating and power demand of an anaerobic digestion plant supplied by the organic
fraction of municipal solid waste by a dynamic simulation model in ref. [14]. This plant
also includes a biomass auxiliary heating system and an upgraded section for biomethane
production. For such hybrid solar–biomass systems, a detailed model, which is able to
calculate the time-dependent production of biomethane, was developed in MATLAB®

2022a (Matrix Laboratory, MathWorks, Natick, MA, USA)and then integrated into the
TRNSYS simulation model of the whole plant. The achieved primary energy saving was
24%, and a promising payback time of about 3 years was estimated.

Aims of the Work and Its Novelty

This work aims to increase renewable energy technology usage in the agricultural
sector. With respect to the literature review, the work aims to show how hybrid renewable
energy plants can be an optimal solution in the framework of the green farm and biocircular
economy approach. In particular, even if in the current literature the dynamic simulation
of a greenhouse has already been investigated [23], the previous paper did not include in
its analysis the integration of the model of the greenhouse into a whole renewable energy
plant, as occurs in the presented paper. In addition, in this work, a detailed economic
analysis aimed at evaluating the profitability of the presented green farm is also presented.
This analysis considers in detail the economic capital costs and maintenance costs of all of
the components included in this renewable plant. The economic analysis also shows the
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effect of the current energy crisis on the spread of renewable energy technologies due to the
sharp increase of energy prices. This aspect has never been investigated in the literature
in the case of comprehensive dynamic simulations of renewable systems coupled with
a greenhouse. The presented approach based on the dynamic simulation of a complex
plant, including more different technologies, is very reliable and affordable for performing
preliminary analysis and components design. In fact, the dynamic simulation allows us to
mimic the real operating conditions of the plant, for example, the operating temperature
of the greenhouse. This suggests a first and useful preliminary indication of the design
phase. In fact, by knowing the operating temperature of the greenhouse during the year, the
designer can indicate suitable vegetable species for such operating conditions. In addition,
the simulation model can also be useful to optimize the operation of the plant according to
a specific optimization function before the installation of the plant itself.

In order to address this aim, the following points were implemented:

1. The development of a greenhouse dynamic simulation model in a TRNSYS environment
2. The validation of the greenhouse dynamic simulation model by the literature values;
3. The evaluation of the hourly energy demand of the greenhouse and the whole com-

pany to simulate the electrical and thermal loads of the company itself;
4. The greenhouse model is integrated into a comprehensive dynamic simulation model,

including several renewable technologies based on the use of biomass and solar
sources (PV panels and solar thermal collectors);

5. The preliminary design of all included components of the plant (the tank, solar PV
field, solar thermal collectors, and pyrogisifier) in order to obtain a grid-independent
system and reduce conventional fossil fuels’ adoption;

6. The development of a suitable energy, economic, and environmental model to evaluate
the performance of the plant with respect to the conventional system based on a
conventional natural gas boiler and national grid.

This paper was partially published in the Proceedings of the 12th International Con-
ference on Smart Cities and Green ICT Systems—SMARTGREENS [31].

2. Method

In this section, the method adopted to develop this work will be described. Here, the
greenhouse model and its validation vs. the literature data will be reported. Then, this
model will be integrated into a comprehensive simulation model including the investigated
renewable technologies according to the investigated layout (Figure 1). The section also
includes some details of the modelling of the main components, such as the solar thermal
collector and PV panel fields, and the main economic and energy indexes evaluated to
perform the technoeconomic analysis. The flowchart of the adopted approach is reported
in Figure 2. This follows the bullet list reported in the aim of the work subsection.

Figure 1. Layout.
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Figure 2. Flowchart of the proposed approach.

2.1. Layout

Figure 1 shows the layout investigated in this work.
The polygeneration system proposed for the greenhouse integrates a photovoltaic

field, a pyrogasification unit, a solar thermal collector field, and a biomass auxiliary heater.
The pyrogasifier is fed with the residuals of the agricultural crops and wood to produce

both electricity for the user and heat for the greenhouse. Power is supplied to the user
also by means of solar PV panels which also provide electricity for the irrigation pumps.
In addition, solar thermal collectors are adopted to provide heat to meet the demand for
heating and domestic hot water by the user. Moreover, the heat produced by means of the
solar thermal collectors is used for the heating system of the corn dryer unit. In case the
heat produced is greater than the user and greenhouse demand, a water tank is used for
storage purposes. Otherwise, in case of scarce solar radiation, the pyrogasifier is switched
off, or simply during night hours, an auxiliary biomass-fed boiler is used for meeting the
heating demands. The polygeneration system proposed is also connected to the electric
grid in case of scarce energy production with respect to the user demand.

2.2. Model

The modelling of this plant was developed utilizing the well-known dynamic simula-
tion software TRNSYS 18 (Transient System Simulation Tool, Solar Energy Laboratory, Univ.
of Wisconsin-Madison, Madison, WI, USA). The software is based on a specific library
of components, suitable to accurately simulate several energy units. The models of the
TRNSYS components were validated and judged reliable [32]. For the sake of shortness,
the TRNSYS types used to simulate the components included in the plant are reported in
Table 1.

TRNSYS software is very accurate for the estimation of the energy demand of build-
ings [33], and it can be considered a reliable tool for the validation of in-house building
simulation models [34–36]. However, its application can also be suitable for the simulation
of greenhouses, as reported in ref. [23]. The next subsection includes the description of the
greenhouse model and its validation, the model of the PV field (Type 94) and the storage
tank (Type 4), and the thermo-economic equations used to evaluate the plant’s performance.
For all the other components, a detailed explanation of the mathematical modelling is
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reported in ref. [32]. Note that the simulation modelling steps included the following
steps: (i) the development of the greenhouse model; (ii) the validation of the greenhouse
model using the literature data; (iii) the integration of the greenhouse model into the whole
multi-energy system plant model; and (iv) the development of a thermo-economic model
and an environmental model for the evaluation of the performance of the proposed plant
with respect to the reference plant.

Table 1. TRNSYS types.

Type 1b Solar thermal collectors

Type 94 Photovoltaic panels

Type 109 Weather conditions

Type 48 Inverter regulator

Type 4c Thermal storage tank

Type 114 Circulation pump

Type 6 Biomass auxiliary boiler

Type 641 Humidification system

Type 77 Ground modelling

2.2.1. Greenhouse Model

Type 56 was selected to model the greenhouse. By taking into account the 3D geometry
of the building, defined in the Google SketchUp TRNSYS3d plug-in [37], type 56 determines
the dynamic energy demand by considering both the effects of the weather conditions (i.e.,
solar radiation, ambient temperature, humidity, etc.) and the thermophysical proprieties
of the envelope. Ventilation, infiltration, and internal heat gain were also simulated. In
Figure 3, the greenhouse geometry investigated in this research is reported. In reference [38],
the validation of type 56 is reported. Note that considering the radiative properties of
the surfaces as a function of the wavelength, type 56 considers a detailed model for
the radiation calculation in the greenhouse, considering a complex model for the view
factors’ calculation.

 
Figure 3. Geometric model of the investigated greenhouse.
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The model calculates the temperature of the surfaces and the radiate flows transmitted
by the glazing surfaces and emitted by the surfaces.

Validation of the model of the greenhouse was carried out considering the green-
house model developed in TRNSYS according to ref. [23], where all of the assumptions to
redevelop the model are reported.

In Figure 4, the monthly average daily heating requirement obtained both by ref. [23]
and our model are summarized.

Figure 4. Model validation.

2.2.2. PV Panels Model

The “four parameters” model is used to simulate the PV panels’ field. The four
parameters in this model are: (i) IL,ref, the photocurrent of the module under the reference
condition; (ii) Io,ref, the diode reverse saturation current under the reference condition;
(iii) γ, the empirical PV curve-fitting parameter; and (iv) Rs the module series resistance.

The model assumes that the slope of the IV curve under the short-circuit condition
is zero. (

dI
dV

)
v=0

= 0 (1)

These parameters were calculated by type 94 from the manufacturer’s data to obtain
the IV curve for each time step. Assuming Rs and γ to be constant, the circuit current-
voltage equation is:

I = IL ,re f
GT

GT,re f
− Io

[
exp

(
q

γkTc
(V + IRs)

)
− 1
]

(2)

where GT,ref is the reference solar irradiance, equal to 1000 W/m2, and GT is the total
incident solar irradiance on the PV field.

Io is the diode reverse saturation current, depending on temperature, according to
Equation (3):

Io

Io ,re f
=

(
Tc

Tc,re f

)3

(3)

To know I0, the PV current was calculated according to Newton’s method. By means
of an iterative routine, the current (Impp) and the voltage (Vmpp) at the point of maximum
power along the IV curve were calculated.
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For handling the system, the following three equations, which are functions of IL,ref,
Io,ref, and γ (and of the open-circuit, short circuit, and maximum power conditions), are
obtained:

IL,re f ≈ Isc,re f (4)

γ =
q
(

Vmp,re f − Voc,re f + Imp,re f Rs

)
kTc,re f ln

(
1 − Imp,re f

Isc,re f

) (5)

Io,re f =
Isc,re f

exp
( qVoc,re f

γkTc,re f

) (6)

To determine the last unknown parameter, a further equation, i.e., the analytical
derivate of voltage with respect to the temperature under the reference open-circuit condi-
tion, is needed:

∂Voc

∂Tc
= μvoc =

γk
q

[
ln

(
Isc,re f

Io,re f

)
+

Tcμisc
Isc,re f

−
(

3 +
qε

γ
Ns

kTc,re f

)]
(7)

The manufacture’s specification about the open-circuit temperature was equaled to
this analytical value. A search routine was employed iteratively to calculate the equivalent
open-circuit characteristics.

2.2.3. Storage Tank Model

According to the model implemented in TRNSYS type 4 [32], the tank was virtually
divided into sub-volumes (N), where the fluid was considered fully mixed. In unsteady
state conditions, the temperature Ti is calculated by mass and energy balances, for each
volume i, according to the following equation:

Micp
dTi
dϑ

= αi
.

mhcp(Th − Ti) + βi
.

mLcp(TL − Ti) + UAi(Tamb − Ti) (8)

where
Th is the temperature of the fluid entering the tank from the heat source;
TL is the temperature of the fluid replacing that extracted to supply the load.
Note that αi is equal to 1 if the i-th sub-volume is the bottom volume of the tank;

otherwise, it is 0. βi. In contrast, it is equal to 0 if the i-th sub-volume corresponds to the
bottom of the tank; otherwise, it is 1.

To the right side of Equation (8), the following term has to be added:

+γicp(Ti−1 − Ti) i f γi > 0
+γicp(Ti − Ti+1) i f γi < 0

(9)

γi is the control function defined by the following equation:

γi =
.

mHeat

i−1

∑
j=1

αj − .
mL

N

∑
j=i+1

β j (10)

2.2.4. Thermo-Economic Model

The thermo-economic model is necessary to determine the environmental impact and
the economic feasibility of the polygeneration system model proposed. The environmental
analysis is based on the calculation of the primary energy saving (PES). This index is
calculated as the percentage difference between the primary energy consumption in the
proposed system (PS) with respect to a reference system (RS). In this case, the RS is the one
in which the electricity demand is met by the grid and the thermal energy demand is met
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with a conventional gas boiler. The efficiency of these systems is 46% and 90% (ηel,grid and
ηboiler), respectively.

PES =
PERS − PEPS

PERS
=

(
Eth,boiler
ηboiler

+
Eel, f romGRID

ηel,grid

)
RS

−
[ Eel, f romGRID−Eel,toGRID

ηel,grid

]
PS(

Eth,boiler
ηboiler

+
Eel, f romGRID

ηel,grid

)
RS

(11)

Together with primary energy consumption, the CO2 equivalent emissions also need
to be calculated. To do so, the electricity withdrawn from the grid and the primary energy
consumed by the boiler were multiplied by their respective CO2 emissions factors, shown
in Table 4.

The equivalent CO2 emissions difference was evaluated according to Equation (12):

ΔCO2 =

(
Eel, f romGRID fel +

Eth,boiler

ηboiler
fNG

)
RS

−
[(

Eel, f romGRID − Eel,toGRID

)
fel

]
PS

(12)

The economic analysis is instead based on the calculation of the yearly operating
cost saving ΔC of the PS with respect to the RS. In this analysis, the unit purchasing cost
of electricity from the grid cel,fromGRID and natural gas cNG, for the RS, and the purchas-
ing/selling cel,toGRID of the electricity from/to the grid for PS, are considered. In the PS,
the unit purchasing cost of the biomass cwood for the auxiliary wood-chip heater is also
considered. cbio,pyr is the unit purchasing cost for the biomass (wood and agricultural crops)
which feed the pyrogasifier. Moreover, the maintenance cost M was considered.

ΔC =
(

Eel, f romGRIDcel, f romGRID + VNGcNG

)
RS

−
(

M + Mbio,pyrcbio,pyr + Mbio,boilercbio,boiler

)
PS

−
(

Eel, f romGRIDcel, f romGRID − Eel,toGRIDcel,toGRID

)
PS

(13)

To calculate the payback time of the proposed solution, the capital costs were also
considered. More details about this term are shown in the Case Study section.

2.3. Case Study

The model of the greenhouse was applied to a suitable case study located in Castel-
volturno (Naples, South of Italy). The main features of the greenhouse are reported in
Table 2. In Table 3, the design data of the proposed plant are also summarized. The
plant is designed to produce the electricity for the buildings close to the greenhouse and
the related irrigation pumps and to produce the thermal energy both for the greenhouse
heating and the domestic hot water and space heating energy demand of the user. The
thermo-economic and environmental assumptions for the analysis of the PS with respect
to the RS are summarized in Table 4. Figure 5 reports the thermal energy demand of the
greenhouse; Figure 6 reports the power and heat load of the user.

Table 2. Greenhouse features.

Area 450 m2 (9 m × 50 m)

Max height 5 m

Slope of the roof 30◦

Air change infiltration 0.5 1/h

Ventilation 0.1 m/s

Artificial lightning 30 W/m2

Day/night humidification rate for evapotranspiration 21.5/3.6 g/h

Heating temperature 20 ◦C

Materials Plastic cover, steel structure, and
chalk/clay floor
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Table 3. Design data of the proposed plant.

Rated power PV field A 15 kW

Rated power PV field B 5 kW

Slope PV field A 0◦

Slope solar thermal field/PV field B 30◦

Area solar thermal field 28 m2

Rated power pyrogasifier 20 kW

Rated thermal flow rate pyrogasifier 40 kW

Equivalent oper. hours pyrogasifier 7500 h/y

Efficiency curve coeff. solar collector

a0 0.785

a1 1.03 W/m2K

a2 0.0033 W/m2K2

Table 4. Thermo-economic and environmental parameters.

Data Value

Pyrogasifier cost EUR 150 k

Biomass auxiliary boiler cost EUR 10 k

Ordinary maint. pyrogasifier 3%/y

Extraordinary maint. pyrogasifier EUR 5 k/2 y

Maint. biomass auxiliary boiler 2.50%

Unit cost of purchased biomass EUR 0.12/kg

Unit cost of self-produced biomass EUR 0.07/kg

Lower heating value of wood-chips EUR 4/kg

Unit cost of PV field EUR 1800/kW

Maint. PV field 2%

Unit cost solar thermal field EUR 400/m

Maint. solar thermal field 2.5%

Lifetime proposed system 20 y

Discount rate 5%

CO2 emission factor for electricity 0.48 kgCO2/kWh

CO2 emission factor for primary energy 0.20 kgCO2/kWh

 

Figure 5. Thermal energy demand of the greenhouse.
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Figure 6. The heat (space heating and DHW) and power demand of the user (irrigation and of-
fices’ demand).

It is clearly shown how the thermal energy demand is very high during the winter
months due to the cold temperatures. Over 50% of all yearly heating demand is con-
centrated in the coldest winter months. The power load is mainly due to the irrigation
pumps (with a rated power of 55 kW). Note the high peak value during the summer day,
considering that the irrigation time range is wider in the summer days. In addition, electric
consumption due to technologies and offices is negligible with respect to irrigation. The
thermal flow rate during the winter day reaches the peak value of 14 kW at 8 a.m., higher
than the summer one, considering that the winter thermal flow rate is due to the space
heating, DHW purposes, and corn drying.

3. Results

In this section, the results of the dynamic simulations performed for one year of
operation will be presented according to different time bases: hourly and yearly bases. In
particular, the results of the energy, economic, and environmental analysis will also be
reported when the PS is compared with the RS. In addition, an economic analysis will be
presented considering the purchasing costs before and after the energy crisis.

Figure 7 shows the trends of temperature of greenhouse and outdoor air without the
heating system. Note that heating of the greenhouse quickly occurs during the central
hours of the day and that the greenhouse temperature follows the same trend of the ambient
temperature. The heating of the greenhouse occurs because the rays of the sun enter through
the glass of the greenhouse, due to the particularly high transmission coefficients of the
glass itsef. However, the infrared radiation emitted by the ground cannot be transmitted
through some materials, such as glass, guaranteeing a higher temperature than the outdoor
air temperature.
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Figure 7. Temperature difference between the greenhouse and the outdoor air.

A heated greenhouse allows for an increase in the yield of the crop so that some
crops can be cultivated even in the winter months. Conversely, in the case of greenhouses
with heating systems, the trend of the thermal flow rates represented in Figure 8 can be
observed. The heating demand of the greenhouse by the heating system occurs only if the
greenhouse temperature is lower than 20 ◦C, mainly when radiation is absent or for cold
ambient temperatures. During these hours, the thermal losses by the construction materials
are high. Due to the transmitted solar radiation, the thermal energy demand is null from
11 a.m. to 4 p.m. because the greenhouse temperature is higher than 20 ◦C, although this
was a winter day.

Figure 8. The transmitted solar radiation, thermal losses, and heating demand of the greenhouse.

In the central hours of the day, although the pyrogasifier is switched off to carry out
the ordinary maintenance of the unit, the integrations are null due to high solar production.
Simultaneously, the greenhouse heat demand decreases. During the night, the pyrogasifier
is unable to cover the demand. Therefore, the boiler is needed. This integration increases in
the early morning hours when the boiler has to heat the greenhouse and provide heat to
the user due to the low solar thermal production, see Figure 9.
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Figure 9. Thermal flow rate: greenhouse heating demand and biomass auxiliary production and
the pyrogasifier.

Figures 10 and 11 report the powers of the electric loop without and with the pyrogasi-
fier, respectively. As previously noted, the winter demand is clearly lower than the summer
one due to the scarce use of irrigation pumps. PV production without a pyrogasifier guar-
antees very low integrations and particularly high excesses to the grid in the central hours.
During the winter day, the production is almost higher than the demand. Without the
pyrogasifier for a typical summer day, given the high consumption, excesses are null and
important integrations were obtained. In this scenario, the plant appears to be undersized.

 

Figure 10. Power production of the PV panels, the total power demand, and power from/to the grid.

  

Figure 11. The total power production of the PV panels and the pyrogasifier, the total power demand,
and the power from/to the grid.
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The power production of the pyrogasifier Is not dependent on the weather conditions
and it is constant and significant (Figure 11). Both of the systems, the pyrogasifier and the
PV panels, are able to reduce the integrations of electricity from the grid; although, the
higher power demand in the summer season is due to the irrigation pumps than in the
winter season. Note that during the central hours of the day, the pyrogasifier is switched
off to carry out the ordinary maintenance of the unit, and the electricity is only provided by
the PV panels. Note that the electricity is delivered to the grid mainly during the night and
late afternoon hours. This mainly occurs because the irrigation pumps operate during the
central hours, doubling the power consumption.

By considering the monthly electric energy ratio between the self-consumption energy
and the electric demand (Figure 12), it was determined that in the colder months, this ratio
was almost about 90%, while during the summer months, it decreased to 58% although
there was higher PV production. This is due to the high summer demand being about
10 times higher than the winter one. From this point of view, the use of energy storage
would be a useful solution to reduce the energy delivered to the grid mainly during the
winter months.

 
Figure 12. Monthly self-consumption of electric energy.

The yearly results of the energy analysis are summarized in Figure 13 and Table 5.
The electricity integration from the grid is about 35% of the total electric energy demand,
whereas thermal self-consumption is 63% of the total thermal energy demand and 57% of
the total production.

Figure 13. Yearly energy results.
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Table 5. Yearly energy and environmental results.

Primary energy RS 587.04 MWh/y

Primary energy PS −124.67 MWh/y

PES (primary energy saving) 121%

CO2 emissions RS 122.93 t/y

CO2 emissions PS −25.73

Avoided CO2 emissions 121%

Thermal integration is 37% of the total demand and the electric self-consumption is
65% of the total electric energy demand. The electric production of the solar field covers
only 17% of the total electric energy production, a result that confirms the small size of the
PV field with respect to the pyrogasifier.

The proposed system acquires a reduction of 149 t/y (Table 5). The primary energy
saving of 121% is due to the high amount of electric energy delivered to the grid, equal to
55% of the total electricity production. During the winter months, due to the lower electric
energy demand when the irrigation pumps operate for only few hours per day, the electric
self-consumption with respect to the demand reaches a high value, also 90%. Therefore,
the excess of electricity reduces during the summer months although there is higher PV
production. Considering the increase in the purchasing costs before and after the energy
crisis, EUR 0.70 vs. EUR 1.58/Sm3 for natural gas and EUR 0.19 vs. EUR 0.66/kWh, the
economic indexes, reported in Table 6, clearly improve, with a simple payback period,
decreasing from 6.7 to 1.7 years.

Table 6. Economic results.

Adopted Purchasing Costs Post Crisis Pre Crisis

ΔC 122 k EUR/y 31 k EUR/y

SPB 1.7 y 6.7 y

DPB 1.8 y 8.4 y

NPV 1317 k EUR 177 k EUR

PI 6.4 0.86

4. Conclusions

This work proposed a dynamic simulation model of a polygeneration system based
on solar thermal collectors and biomasses to meet the energy demand of a farm including a
residential user and a greenhouse. To analyze the performance of the system, an economic,
environmental, and energy analysis of the polygeneration system was also proposed.
This renewable-based polygeneration system integrates photovoltaic panels, solar thermal
collectors, a biomass-fed pyrogasifier, and a biomass auxiliary boiler. Therefore, dynamic
and thermo-economic analyses are fundamental to observe the dynamic matching of
renewable energy produced with the users demand and to assess the economic feasibility
of the solution proposed.

To this scope, the model was developed in a TRNSYS environment, where a detailed
model for the greenhouse was integrated. The greenhouse model was validated against
data available from research works in the literature to accurately evaluate the power and
heating demands of the greenhouse. The model was applied to a case study in Castel-
volturno (Naples, South of Italy) where a greenhouse with a total heating demand of
246 MWh/year was considered. In addition to the greenhouse, a domestic user was consid-
ered, leading to an overall heating and power demand by the end user of 289 MWh/year
and 122 MWh/year, respectively. The main results of the work can be summarized
as follows:
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• The thermal self-consumption is 63% of the total thermal energy demand (182 MWh/year)
• The electric production covers more than 65% of the electric consumption (79 MWh/year).
• Considering the purchasing energy costs before and after the energy crisis, the per-

formed economic analysis obtained substantially different simple payback values,
decreasing from 6.7 to 1.7 years.

• The energy and environmental analysis showed how much the implementation of green
systems connected to a circular economy reduces the emissions, with −148.66 tons of
CO2/year, and the exploitation of fossil fuels, with −711.7 MWh/year of primary energy.

Future research topics regard the implementation of a suitable electric storage system
in order to increase the grid-independency as well as the development of a detailed dynamic
simulation model to simulate the performance of the pyrogasifier unit. In fact, in the current
work, the assumption regarding the pyrogasifier unit operation expects that it constantly
produces both heat and power, without taking into account a suitable dynamic simulation
model. This limitation could be overcome in a future research study.
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Abstract: The integration of large-scale wind power into the power grid threatens the stable operation
of the power system. Traditional wind power prediction is based on time series without considering
the variability between wind turbines in different locations. This paper proposes a wind power
probability density prediction method based on a time-variant deep feed-forward neural network
(ForecastNet) considering a spatio-temporal distribution. First, the outliers in the wind turbine data
are detected based on the isolated forest algorithm and repaired through Lagrange interpolation.
Then, based on the graph attention mechanism, the features of the proximity node information
of the individual wind turbines in the wind farm are extracted and the input feature matrix is
constructed. Finally, the wind power probability density prediction results are obtained using the
ForecastNet model based on three different hidden layer variants. The experimental results show that
the ForecastNet model with a hidden layer as a dense network based on the attention mechanism
(ADFN) predicts better. The average width of the prediction intervals at achieved confidence levels
for all interval coverage is reduced by 34.19%, 35.41%, and 35.17%, respectively, when compared
to the model with the hidden layer as a multilayer perceptron. For different categories of wind
turbines, ADFN also achieves relatively narrow interval average widths of 368.37 kW, 315.87 kW, and
299.13 kW, respectively.

Keywords: time-variant deep feed-forward neural network; probability density prediction; spatio-
temporal distribution

1. Introduction

With energy and environmental issues becoming more and more prominent [1], global
energy is moving towards low-carbon, clean, safe, and efficient development [2]. In recent
years, the wind energy industry has been developing rapidly around the world. According
to statistics, the global newly installed capacity of wind power reached 93.6 GW in 2021.
However, wind power generation is random and fluctuating due to climate conditions.
Therefore, when large-scale wind power is integrated into the grid, it can jeopardize the
safe and stable operation of the grid [3,4]. Wind power prediction helps to optimize the
grid integration of wind power, reduce operating costs, and promote the development of
energy systems.

Existing wind power prediction methods are categorized into ultra-short-term
prediction [5,6], short-term prediction [7,8] and mid-to-long-term prediction [9,10], with
multiple prediction time dimensions. Commonly used wind power prediction models
include physical [11–14] and statistical [15–18] methods. Physical methods utilize weather
forecast data and related geographic information, and the models are generally more com-
plex. Moreover, the weather forecast data will affect the prediction accuracy to a certain
extent. They are often used for the mid-to-long-term prediction of new wind farms or
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wind farms with incomplete data. Statistical methods use learning algorithms to analyze
historical data and establish the intrinsic connections between historical data. They are
commonly used in short-term and ultra-short-term prediction.

Of the many forecasting methods, deep learning [19] algorithms are the most widely
used, mainly including time series methods [20] and artificial intelligence algorithms [21].
Common artificial intelligence algorithms include random forests [22], support vector
machines [23], extreme learning machines [24], and artificial neural networks [25]. Long-
and short-term memory neural networks [26,27] are widely used in wind power predic-
tion due to their excellent properties in analyzing time-series data. Convolutional neural
networks (CNN) [28], which have achieved good performance in image processing, have
also been applied to wind power prediction. Zhou et al. [29] proposed a combination of
RANSAC (random sample consensus) noise screening and the Seq2Seq-Attention-BiGRU
model to enhance prediction accuracy. Zhang et al. [30] proposed a novel hybrid predic-
tion method involving individual prediction model training, model ensemble, and error
correction considering temporal correlation. Chen et al. [31] proposed a variational mode
decomposition-gate recurrent unit network prediction mode to enhance the accuracy of
ultra-short wind power forecasting. Although these studies have achieved more accurate
wind power prediction results, they lacked research on the spatial characteristics of the
wind power data.

Most wind power prediction studies predict the sum of the power of all turbines in
the region, taking into account the temporal characteristics. However, the location and
contextual information of wind turbines are neglected, and consideration of the variability
of turbine power output at different spatial locations is lacking. The studies show that
considering both temporal and spatial characteristics of wind turbine data can help improve
the accuracy of wind power prediction. Yu et al. [32] proposed a spatiotemporal wind power
forecasting model, which utilized a GAT (graph attention network), GRU (gated recursion
unit), and GAT-TCN (temporal convolutional network) as the main prediction methods.
Zhang et al. [33] proposed a wind power prediction method based on spatiotemporal
correlations considering the influences of wind speed, wind direction, and temperature.
Wang et al. [34] proposed a short-term wind power forecasting method based on feature
clustering and correlation analysis, improving forecasting accuracy through data feature
clustering, variable correlation analysis, and building forecasting models.

Comprehensively analyzing existing studies, this paper analyzes the spatial distribu-
tion and dynamic contextual information of wind turbines. In order to facilitate the study of
the spatial characteristics of wind power data and better analyze the location information,
this paper predicts wind power from the perspective of wind turbines rather than wind
farms. The dataset used in this paper includes data such as the angle of the wind received
by each turbine, the environmental temperatures around the different wind turbines, the
internal temperatures of the turbine nacelles, and the orientation of each turbine nacelle.
These data are used to model the spatial correlation between the wind turbines. Predictions
for each wind turbine are obtained considering the spatial and temporal distribution of the
turbines, and then the predictions for the different turbines are summed to obtain the final
prediction. Specifically, this paper makes the following contributions:

• We detect outliers based on the isolated forest algorithm and repair them using the
Lagrange interpolation method.

• We extract the information about the neighboring nodes of individual turbines in
a wind farm based on the graph attention mechanism and construct the input
feature matrix.

• We use a time-variant deep feed-forward neural network (ForecastNet) model to
obtain the wind power probability density prediction results based on three different
hidden layer variants.

The rest of the paper is structured as follows: Section 2 presents the theoretical
knowledge of the method proposed in this paper. Section 3 presents the experiments
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using the method proposed in this paper and analyzes the experimental results. Section 4
provides the conclusions of this paper.

2. Materials and Methods

2.1. Analysis and Processing of Wind Power Data
2.1.1. Wind Power Anomaly Data Processing

Wind farm data mainly includes the spatial distribution of wind turbines, as well
as dynamic background factors such as the temperature, weather, and internal state of
turbines. Wind power data will inevitably have anomalies and missing information in
the process of collection, transmission, processing, and storage. The existence of these
anomalous data can reduce the efficiency of the model training and the accuracy of the
prediction [35]. The anomalous data need to be handled without interfering too much with
the original data.

The isolated forest algorithm quickly separates the outliers and vacancies in the data
from the normal data. Based on the length of the data path to score the data to determine
the degree of abnormality, the higher the score, the higher the degree of abnormality of
the data. By setting a certain proportion of abnormal data, the algorithm can quickly
distinguish between abnormal and normal data, and the abnormal score of the isolated
forest algorithm is calculated as shown in Equation (1).

S(x) = 2−
E(h(x))

c(x) , (1)

where S(x) is the outlier score of samples x, with a value range of [0,1]. The larger the
value, the more likely the sample is to be labeled as an outlier. h(x) is the path length of the
sample in the tree, h(x) = ln(x) + ζ, and ζ is Euler’s constant. E(h(x)) is the mean value
of the path length of the sample x in the tree. c(x) is the average search path length of the
binary tree constituted by a dataset containing x samples.

The Lagrange interpolation method is used to repair the abnormal data detected by
the isolated forest, as shown in Equation (2).

L(x) =
n

∑
i=0

yi ∏
j=0,j �=i

x − xi
xi − xj

, (2)

where xj corresponds to wind speed and yj corresponds to wind power. Figure 1 shows the
wind speed–power plot for the detection of anomalous data. Figure 1a shows the results
before detection and repair, and Figure 1b shows the results after detection and repair. The
orange dots are the anomalous and repaired data, respectively, and the blue dots are the
normal data.

Figure 1. Detection and repair of wind power outliers.

2.1.2. Feature Clustering of Wind Power Data

Wind power output is closely related to factors in the weather environment. Generally,
the feature with the strongest correlation with wind power is wind speed. Figure 2 shows
the Pearson correlation heat map of wind power data features. From Figure 2, it can be
seen that the features that have the greatest degree of influence on wind turbine power
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output are wind speed (Wspd), the angle between the wind direction and the position of
the turbine nacelle (Wdir), and the pitch angle of blades 1–3 (Pab1–Pab3).

Figure 2. Characteristic correlation heat map.

In order to improve the intrinsic connection between wind power data and better
explore the spatial and temporal distribution state of wind power, the K-sums algorithm
is used to segmentally cluster wind turbines at different locations [36]. Based on the
features related to wind speed, wind turbines distributed in different spatial locations
are differentiated. In this paper, the wind direction factor is added on the basis of wind
speed. The wind speed and direction of the natural wind in the duration of time is
constantly changing, and the atmosphere has a certain inertia and incompressible mobility
in a small-time scale range, which leads to periodic changes in wind speed and direction
within a certain range. This is manifested by the direction of the wind force and the angle
between the wind turbine oscillating back and forth within a certain range [37].

The wind turbines are clustered into two classes based on wind speed characteristics,
defined as the class that receives higher wind speeds and the class that receives lower wind
speeds. In fact, due to geographic location and environmental factors, low output units
still exist in the high wind speed range. For this reason, the high wind speed category will
be clustered for the second time using wind direction characteristics such as Wdir and Pab
as input variables, and finally, three types of wind turbines will be obtained. Type 0 is for
high wind speeds and high output units, type 1 is for high wind speeds and low output
units, and type 2 is for low wind speeds and low output units. The results of the K-sums
algorithm clustering for visualizing the location of the wind farm are shown in Figure 3.

The spatial categorization of the three types of turbines is more concentrated, and
the existence of some outliers is due to the different topography and ground roughness
at different turbine locations. The gap between the turbines in the upper right corner of
Figure 3 is exactly a railroad.
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Figure 3. Results of K-sums clustering.

2.2. Wind Power Prediction Model
2.2.1. Euclidean Distance and Differential Distance

In order to obtain the spatio-temporal distribution characteristics of wind turbines,
the spatial distance perception function Gd is constructed based on the Euclidean distance,
and the differential distance perception function Gs is constructed based on the differential
similarity. Gd can reflect the explicit neighboring relationship between wind turbines, and
Gs can reflect the invisible neighboring relationship. We calculate the Euclidean distance
between two nodes, take the K nodes with the closest distance as neighboring nodes, and
form the set Nd(i) to obtain the spatial matrix A(i, j). The expression of A(i, j) is shown in
Equation (3). We calculate the differential similarity Sim(i, j) between two nodes, which is
calculated as in Equation (4), and the closest K nodes are taken as the differential proximity
nodes to form the set Ns(i).

A(i, j) =
{

1, j ∈ Nd(i)
0, j /∈ Nd(i)

, (3)

Sim(i, j) =
T

∑
t=1

((xt
i,w − xt−1

i,w ) · (xt
j,w − xt−1

j,w )), (4)

where xi,w ∈ RT×1 denotes the wind speed sequence of the i-th wind turbine.
For wind turbines, both Nd(i) and Ns(i) are combined to aggregate wind speed

information from two neighboring turbines and merged as input features to improve the
performance of the wind power prediction.

2.2.2. Graph Attention

In order to establish spatial and temporal correlations between wind turbines in
different geographic locations, an attention-based spatio-temporal graph network [38] is
introduced into the time series prediction model. In order to improve the training efficiency
and prediction accuracy of the model, the feature information needs to be filtered, and the
information with low importance is ignored [39].

Graph attention networks process information by calculating the weights of the in-
formation and weighting the information according to certain weights to aggregate the
information. Specifically, the attention score of the information is calculated using query
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vector (Query), key-value vector (Key), and value vector (Value) [40]. The formula is shown
in Equation (5):

Attention(Q, K, V) =
L

∑
i
< Q, Ki > Vi, (5)

where Q is the feature vector of the current node, K is the feature vector of the neighboring
node, and V is the feature vector of the neighboring node after mapping the weight value
W. An attention score is obtained by performing an inner product calculation on the feature
vector of a node itself and the feature vectors of the neighboring nodes, and the score is
weighted with the node’s feature vectors after a normalization operation. Specifically:

1. The central target node and neighbor node attention scores are calculated.

The formula for calculating the value of attention on node i based on the features of
node j is shown in Equation (6), where eij is the attention score between node i and node j,
a represents the correlation calculation function between nodes, hj is the output vector of
node i, and W is the weight.

eij = a(Whi, Whj). (6)

2. The weight scores are activated using the activation function.

ei,j = LeakyReLU(aT [Whi||Whj]). (7)

The calculation formula is shown in Equation (7), where || is the vector vertical splicing
operation, which splices mapped column vectors; LeakyReLU is the activation function; a
is the vector to be learnt; and aT is the transpose of vector a.

3. Weight normalization

The sum of all the weights should be 1; therefore, the attention score is normalized.
The weights are normalized for all neighboring node attention values of node i using the
softmax function. The calculation formula is shown in Equation (8).

aij =
exp(LeakyReLU(eij))

∑
k∈Ni

exp(LeakyReLU(eik))
. (8)

4. Information aggregation

The graph attention layer adds the node’s feature information and neighbor node’s
feature information according to a certain weight coefficient, performs feature extraction
to form a new node to represent the feature, and outputs the new node feature as a result.
The calculation formula is shown in Equation (9):

hi
′ = σ( ∑

j∈Ni

aijWhj), (9)

where hi
′ is the new node features, σ(·) is the activation function, and aij is the effect of

node i features on the node j attention score.
The features of the new node obtained according to the parameter W will be different

in dimension from the features of the original node, and the parameter W will map the
information of the original node to the new space.

5. Multi-head attention mechanisms

The multi-head attention mechanism introduces multiple attention mechanisms to
aggregate information, and each attention mechanism is able to focus on different features
to enhance the expression ability of the attention layer [41]. The multi-head attention
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mechanism splices the outputs of multiple nodes into column vectors to obtain the final
new node features, and the new node features are calculated using the Equation (10):

hi
′ = ||Kk=1σ( ∑

j=Ni

ak
ijW

khj), (10)

where || denotes the vector splicing operation, ak
ij represents the normalized value of the

attention score calculated by the k-th attention mechanism, and Wk is the weight matrix of
the linear transformation.

Using the graph attention mechanism to deal with the pair of spatial feature informa-
tion, combined with the multi-head attention mechanism, different attention score weights
are calculated for the target node and its neighboring nodes [42]. It is beneficial to improve
the model’s representation of spatial dimensions and reduce the risk of overfitting.

2.2.3. ForecastNet Model

ForecastNet [43] is a multi-layer feed-forward neural network model that is commonly
used to perform multi-step time series forecasting. Its network structure is shown in Fig-
ure 4, where each neuron can receive signals from the previous layer of neurons, resulting
in a multilayer structure. This neural network structure is commonly used for processing
time series data because it captures trends and periodicities in time series, as well as other
complex dynamic features.

Figure 4. Multilayer feedforward neural network structure.

ForecastNet has time-varying and interleaved output properties among model neurons.
The former improves the problem of gradient vanishing during the training process of
recurrent neural network (RNN) and CNN models. The latter improves the problem of
gradient explosion and gradient vanishing that occurs during neural network training. The
root cause of gradient explosion and gradient vanishing is the reuse of chaining laws in
neural network gradient computation. The interleaved output properties of ForecastNet
are shown in Figure 5, where the upper row represents the hidden layer network, the lower
row represents the output layer, a[l] is the output vector of the l-th layer, z[l] = W [l]Ta[l−1]b[l],
W [l] is the weight matrix of the l-th layer, and b[l] is the bias parameter matrix. It breaks
down the chain multiplication chain in the chain rule into the sum of multiple terms. The
factor accumulation process is more stable than the multiplication process, which can
significantly reduce the depth of the network while alleviating the gradient explosion and
gradient vanishing problems.

Figure 5. The interleaved output properties of ForecastNet.
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The input layer of ForecastNet is univariate or a set of multivariate inputs; the hidden
layers are different forms of feed-forward neural networks, such as common back propa-
gation (BP) networks, radial basis function (RBF) networks, etc. The architecture of each
hidden layer can be heterogeneous or identical, and the parameters of each hidden layer
are independent of each other, which are used to simulate the dynamic characteristics of the
time series. Different variants of the ForecastNet model can be obtained by using different
feed-forward networks in the hidden layer:

6. ForecastNet model with a multilayer perceptron (MLP) as the hidden layer (MLPFN)

A multilayer perceptron is a special form of a fully connected neural network. Its
main difference from a fully connected network is its hidden layer. The hidden layer can
improve the MLP’s expressive ability for the network, thus improving its ability to solve
complex prediction or classification problems. Figure 6 shows a schematic diagram of the
ForecastNet hidden layer using an MLP structure, where dense is the fully connected layer
and h represents the number of neuron nodes in each hidden layer. The hidden layer and
the output layer of the MLP network are fully connected layers. Each layer has 24 ReLU
neuron units, where the neuron nodes are fully connected.

Figure 6. Hidden layer structure of MLPFN.

7. ForecastNet model with CNN as the hidden layer (CNNFN)

CNN is a kind of artificial neural network. Its structure is mainly composed of three
parts: the convolution layer, pooling layer, and dense layer, as shown in Figure 7. The main
role of the convolution layer is to extract the features, where f is the number of convolution
kernels and k is the size of the convolution kernel. The pooling layer is used for down
sampling, where s is the filling of the pooling layer and p is the step size of the pooling
layer. The dense layer is mainly used for feature classification, where h is the number of
hidden layers of the dense layer, which is composed of 24 ReLU neurons.

Figure 7. Hidden layer structure of CNNFN.

8. ForecastNet model with the hidden layer as a dense network based on the attention
mechanism (ADFN)

The model is shown in Figure 8.
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Figure 8. Hidden layer structure of ADFN.

In this paper, the ForecastNet model is used as the basis for wind power spatio-
temporal distribution prediction research by using a MLP, CNN, and the dense network
based on the attention mechanism in its hidden layer. Each output in the output layer is
a prediction result, and a linear output can be used to obtain a deterministic prediction
result, or a Gaussian mixture density can be used to establish a probability density output.

2.2.4. ForecastNet Methodology

There is a certain difference in the output power of each wind turbine, and it is not
only a large amount of work to build a model for each wind turbine, but also a tedious and
complicated model training process. Therefore, the prediction is based on the average wind
power. Specifically, the higher the active power (Patv) data of the wind turbines, the closer
the output of the turbines to the theoretical output, which means that it is more appropriate
to select the turbines with high wind speeds in the k-sums clustering. The data from the N
wind turbines with the highest output and high spatio-temporal correlation are selected as
the historical data for training the model. Predictions were made using these data as the
output of other turbines, and the average of the predictions was used as the prediction for
the other turbines in the wind plant.

The new node data obtained from the data processed by the graph attention network
mentioned in Section 2.2.2 contains not only the wind turbine feature data and historical
wind power data of its own node but also the feature data of the neighboring nodes. These
new node data are used as inputs to the ForecastNet model to build a prediction model
and perform multi-step predictions. Each step predicts the data for the next 12 time points,
and the prediction results obtained from the previous step are merged with the historical
features before the next moment prediction. Together, they are used as inputs to the next
model. This allows for more accurate learning of wind power trends over time while also
fully considering the correlation of wind power data between inputs and outputs and
between outputs at different moments. Following the multi-step prediction steps shown
in Figure 9, a multi-step prediction of wind power is performed to obtain the prediction
results at multiple future points in time. Adding a linear output model to the ForecastNet
output layer allows for obtaining deterministic prediction results, and adding a Gaussian
mixture density module [44] allows for obtaining probability density prediction results.
The specific process framework diagram is shown in Figure 10.

2.2.5. Evaluation Metrics

Common error evaluation metrics such as root mean squared error (RMSE), mean
absolute error (MAE), etc., are only applicable to deterministic prediction results and
cannot be applied to probabilistic prediction results. In interval probabilistic prediction,
the prediction interval coverage is a major metric for evaluating uncertain predictions. The
formula is shown in Equation (11):

Rcover =
c
v
× 100%, (11)

where Rcover is the interval coverage, c is the number of true values in the test set that fall
within the prediction interval, and v is the total number of true values in the test set.
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Figure 9. Schematic of multi-step prediction.

 

Figure 10. A wind power prediction framework based on spatio-temporally distributed ForecastNet.

Interval coverage indicates the proportion of real values included in the prediction
interval. A higher coverage indicates a more accurate prediction. Under a given confidence
level, the coverage of the prediction interval cannot be lower than the requirement of the
confidence level; otherwise, the prediction result is unreliable. In wind power prediction,
interval coverage is one of the important metrics used to assess the prediction accuracy.
However, relying solely on the interval coverage is insufficient to evaluate quality of the
interval predictions; the interval width metric is also essential. The interval average width
metric describes the average width of the prediction interval, which is usually used to
assess the accuracy and effectiveness of interval prediction. When the interval coverage is
higher, the average width of the interval should be smaller, indicating that the model can
provide a more accurate range of intervals in the prediction process. Relatively speaking,
the model prediction results of the interval coverage are high-quality, but the average width
of the interval is too large may have certain defects. The calculation of the average width of
the interval metric is shown in Equation (12):

δmean =
1
v

v

∑
t=1

(Ut − Lt)

(Ymax − Ymin)
, (12)
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where Ymax is the maximum value of wind power in the test set at the prediction time t, Ymin
is the minimum value of wind power in the test set at the prediction time t, Ut is the upper
boundary of the prediction interval, and Lt is the lower boundary of the prediction interval.

The larger the average interval width indicator, the larger the power interval obtained
from the prediction, and the more valid the information it can provide. Combining the
two metrics, interval average width and interval coverage, to jointly judge the uncertain
prediction results is of practical significance.

3. Results and Discussion

In this paper, we utilize the data from the open-source dataset 2022 Long yuan Power
Group Co., Beijing, China wind farm to verify the effectiveness of the proposed method.

The proximity nodes are identified based on the spatial perception function and
differential distance perception function. The data of the neighboring turbine nodes are
aggregated based on the graph attention model to improve the model effect. Predictions
are made using the ForecastNet model with different implicit layers, predicting data at
12 time points in the future at a time. Rolling predictions are used to determine the power
generation from wind turbines in the next two days. The deterministic prediction results
are obtained using linear output at the output layer, and the interval prediction results of
wind power are obtained using a Gaussian mixture density network for the probability
density output.

Wind energy fluctuates over time, and there are differences in the variability at dif-
ferent locations in the same wind farm. A spatio-temporal graph is constructed based
on the physical spatial location of individual wind turbines, and the data of the model
are reconstructed based on the established relationships between nodes and edges. The
strong temporal correlation of the time series model is taken into account while also fully
considering the characteristics of the wind turbines in terms of their physical location
in space.

3.1. Analysis of Deterministic Prediction Results

Deterministic prediction values can be obtained by using linear output in the output
layer of ForecastNet. The RMSE and MAE metric values are calculated separately for the
ForecastNet model and the other three prediction models: support vector regression (SVR),
K-nearest neighbor (KNN), and light gradient-boosting machine (LightGBM). Tables 1
and 2 show the RMSE and MAE metrics for selecting the top 1–5 proximate wind turbine
prediction results with the highest power outputs.

Table 1. RMSE metrics for wind turbine prediction results.

Models Top = 1 Top = 2 Top = 3 Top = 4 Top = 5

ForecastNet 55.930 59.595 62.336 53.447 65.332
SVR 114.660 109.169 120.044 100.730 106.931
KNN 121.807 120.008 137.426 106.321 121.102

LightGBM 82.583 95.353 106.340 92.396 96.301

Table 2. MAE metrics for wind turbine prediction results.

Models Wind Turbine 1 Wind Turbine 2 Wind Turbine 3 Wind Turbine 4 Wind Turbine 5

ForecastNet 48.828 43.145 53.664 44.771 62.602
SVR 96.914 93.318 103.126 92.814 110.663
KNN 105.121 100.702 112.003 113.630 129.361

LightGBM 69.743 73.088 80.355 75.230 90.505
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Figure 11 demonstrates the trend in RMSE evaluation metrics for selecting differ-
ent numbers of wind turbines with the highest power output (THPO) in the multi-step
prediction process.

Figure 11. Multi-step prediction error curves for different numbers of THPO.

From Figure 11, it can be concluded that ForecastNet obtains similar error distributions
when predicting proximity wind turbines. It indicates that the ForecastNet model achieves
relative feature aggregation in dealing with the proximity of wind turbines, obtaining simi-
lar error outputs. The RMSE within the short-term prediction is controlled to be less than
60, and its prediction trend is relatively good and stable. However, after 200 predictions,
a large error fluctuation occurs, and then the error fluctuation tends to be more stable. The
reason for this may be that the wind speed and other characteristics have fluctuated more
during this prediction. Overall, most of the prediction steps have good error performance,
and from the data in the Figure 11 and Tables 1 and 2, it can be seen that better prediction
results can be achieved by selecting the four wind turbines with the highest power outputs
for prediction.

3.2. Analysis of Probability Density Prediction Results

In order to verify the prediction effect of ForecastNet on the uncertainty of the spatio-
temporal distribution of wind power, the hidden layer of ForecastNet is improved. Different
hidden layer connection methods such as MLP, CNN, and attention mechanism fully
connected network are chosen to analyze their effects on the prediction effect. The rolling
forecast is used to predict the wind power, and each time the data of the next 12 time
points are predicted, the multi-step prediction is performed to predict the distribution
of wind power in the next 2 days. The prediction results of different prediction steps in
the multi-step prediction process were randomly selected, and the prediction intervals at
different confidence levels (80%, 85%, and 90%) are shown in Figure 12.

As can be seen from the Figure 12, the prediction intervals of each probabilistic
prediction model cover most of the real values more accurately, and the trends in the upper
and lower limits of the prediction intervals are also consistent with the trend in the wind
power. The wind power prediction intervals obtained at different confidence levels are
different, and the larger the confidence level, the wider the given prediction interval. The
specific prediction evaluation indexes are shown in Table 3.

Different variants can be obtained by changing the hidden layer structure of Forecast-
Net. As can be seen from Table 3, the highest coverage of prediction intervals at different
confidence levels is achieved by the CNNFN model, with interval coverage of reliability
metrics at 90%, 85%, and 80%, and confidence levels of 100%, 98.95%, and 95.32%, respec-
tively. However, interval coverage that is too high may cause the average width of the
intervals to rise. The average width of the intervals of the CNNFN model is also the highest
among the three models, which is 72.11 kW, 67.75 kW, and 63.31 kW at 90%, 85%, and
80% confidence levels, respectively. The wider the average width of the intervals in the case
of certainty of the interval coverage, the less practical significance of the interval prediction.
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Both the ADFN model and the MLPFN model obtained relatively good prediction results,
and the predicted interval coverages obtained are up to the pre-specified confidence level.
At confidence levels of 90%, 85%, and 80%, the interval coverage of the MLPFN model is
higher than that of the ADFN model by 4.11%, 4.28%, and 3.59%, respectively. However,
the average width of the intervals of the ADFN is narrower, which is reduced by 34.19%,
35.41%, and 35.17% compared with that of the MLPFN model, respectively, achieving better
prediction results. Combining the above analyses, it can be concluded that the prediction
effects of the ADFN and MLPFN models are better than that of the CNNFN model. The
ADFN model achieves a narrower interval prediction width based on the attention mech-
anism at the confidence level of interval coverage, and it is able to better fit the trend in
wind power. The CNNFN model, on the other hand, obtained 100% interval coverage at
a higher confidence level, making the prediction intervals less meaningful in practice.

 

Figure 12. Comparison of wind power prediction intervals for different ForecastNet models.

Table 3. Comparison of evaluation indexes for the different models.

Confidence Levels % Models Interval Coverage/% Average Width of the Interval/kW

80
CNNFN 95.32 63.31
MLPFN 87.26 50.46
ADFN 83.67 32.71

85
CNNFN 98.95 67.75
MLPFN 90.89 54.36
ADFN 86.61 35.11

90
CNNFN 100.0 72.11
MLPFN 94.54 59.95
ADFN 90.43 39.45
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In addition, predictions are made for the three different classes of wind turbines ob-
tained from the previous clustering. Figures 13–15 demonstrate the probability density
predictions of the ADFN model over the next two days. The more common probabilistic
prediction models selected for comparison at the 90% confidence level are LSTM (combina-
tion of long short-term memory network and Gaussian mixture density model) and the
QRGBM model (gradient booster using quantile output). Table 4 shows the corresponding
prediction results.

As can be seen from Table 4, the turbines in the high wind speed and high output
units and the turbines in the high wind speed and low output units achieve the given
confidence level when uncertainty prediction is made for turbines in different clusters
at the 90% confidence level. The highest interval coverage is obtained by QRGBM in the
prediction results, with 99.50%, 88.13%, and 97.01%, respectively. However, the interval
width of QRGBM is wider than the other models, reaching 452.58 kW, 358.46 kW, and
329.57 kW, respectively. The overly wide interval width will lead to less valid information
available in the prediction results. The LSTM and ADFN models have similar interval
coverages. For type 0 (high wind speed and high output units), the ADFN model obtains
a slightly narrower average width of intervals, but it is wider for other types, and its
average width of intervals increases by 5.23% and 4.34% compared to LSTM model. ADFN,
based on the attention mechanism, with a small increase in interval coverage, also increases
the average width of intervals by a certain amount, with better prediction results. For type
2 (low wind speed and low output units), the interval coverages of all three models do not
reach the confidence level, and the prediction effects are not good.

Figure 13. Comparison of interval prediction results for different models for turbine #1.

 
Figure 14. Comparison of interval prediction results for different models for turbine #96.

222



Appl. Sci. 2024, 14, 937

 
Figure 15. Comparison of interval prediction results for different models for turbine #128.

Table 4. Comparison of forecast indicators for different wind turbines.

Wind Turbine Serial
Number

Models Interval Coverage/% Average Width of the Interval/kW

#1 (Type 0)
LSTM 94.52 373.43
ADFN 95.36 368.37

QRGBM 99.50 452.58

#96 (Type 2)
LSTM 83.92 300.16
ADFN 84.13 315.87

QRGBM 88.13 358.46

#128 (Type 1)
LSTM 94.43 286.68
ADFN 95.06 299.13

QRGBM 97.01 329.57

Furthermore, this paper randomly selected the probability density function of the
ADFN prediction model at different wind turbines and different time prediction points
from the multi-step prediction, as shown in Figure 16.

The straight line perpendicular to the x-coordinate axis in Figure 16 is the true value
at that prediction moment, and the curve is the probability density distribution of the
corresponding model. From Figure 16, it can be seen that the probability density curve is
complete and smooth, and there is no missing, very high, or very low values. The curve is
also not too broad or too narrow, indicating that the prediction effect of the algorithm is
appropriate. Most of the real values in the prediction results of the ADFN model fall near
the highest probability points of the probability density curve, such as when t = 167, t = 110,
t = 100, and t = 0. This indicates that the algorithm predicts with a high accuracy. When the
actual wind power value is in the vicinity of the crest of the probability density curve, it
indicates that the real value of wind power falls in the high probability interval given by
the interval prediction, and the prediction error of these moments is small. When t = 20,
the real value of wind power deviates from the center of the probability curve, and when
t = 30, the deviation is even further away. This indicates that the prediction error at these
moments is large, and the prediction interval may not even cover the real value of wind
power. In the probability density curve results obtained from the test set, the prediction
results are reliable if most of the actual values are close to the center range of the curve
and only a small number of actual values deviate farther. If most of the actual values are
deviated or even far away from the position of the peak of the probability density curve,
the obtained probability density prediction results are unreliable. In summary, the ADFN
prediction model is reliable in predicting the probability density of different wind turbines.
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Figure 16. Probability density function of wind power at different moments.

4. Conclusions

This paper focuses on predicting the spatio-temporal distribution of wind power from
different turbines in wind farms and proposes a ForecastNet prediction model based on
the spatio-temporal distribution. In order to simplify the prediction, the data of N wind
turbines with the highest output power in the wind farm are selected to train the model,
where the determination of the N value is based on the deterministic prediction results.
Then, the uncertainty prediction is performed on the wind power data. The prediction
results of ForecastNet variant models based on different hidden layers are compared with
those of common prediction models. The results show that the ADFN model has better
prediction results when considering the reliability index and acuity index. In addition, the
prediction model in this paper has the following features:

• The model uses Euclidean distance and difference distance combined with a graph
attention network to aggregate spatio-temporal information on input features.

• In order to avoid the gradient problem when the neural network model predicts
wind power in the short term, the time-varying characteristics and interleaved output
characteristics of ForecastNet are used to improve the prediction effect.

• The model can predict the probability density curve of wind power at future moments,
which can provide more effective information for grid decision makers.
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Abbreviations

ForecastNet Deep feed-forward neural network
Wspd Wind speed
Wdir The angle between the wind direction and the position of turbine nacelle
Etmp Environmental temperature
Itmp Turbine nacelle internal temperature
Ndir Nacelle direction
Pab 1 Pitch angle of blade 1
Pab 2 Pitch angle of blade 2
Pab 3 Pitch angle of blade 3
Prtv Reactive power
Patv Active power
CNN Convolutional neural network
MLP Multilayer perceptron
MLPFN ForecastNet model with multilayer perceptron as hidden layer
CNNFN ForecastNet model with CNN as hidden layer

ADFN
ForecastNet model with hidden layer as a dense network based on the
attention mechanism

RMSE Root mean squared error
MAE Mean absolute error
SVR Support vector regression
KNN K nearest neighbor
LightGBM Light gradient boosting machine
THPO Wind turbines with the highest power output
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